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Preface

Artificial immune systems (AIS) is a diverse and maturing area of research that
bridges the disciplines of immunology and engineering. The scope of AIS ranges
from immune-inspired algorithms and engineering solutions in software and hard-
ware, to the understanding of immunology through modeling and simulation of
immune system concepts. AIS algorithms have been applied to a wide variety
of applications, including computer security, fault tolerance, data mining and
optimization. In addition, theoretical aspects of artificial and real immune sys-
tems have been the subject of mathematical and computational models and
simulations.

The 8th International Conference on AIS (ICARIS 2009) built on the success
of previous years, providing a forum for a diverse group of AIS researchers to
present and discuss their latest results and advances. After two years outside
Europe, ICARIS 2009 returned to England, the venue for the first ICARIS back
in 2002. This year’s conference was located in the historic city of York, and was
held in St. William’s College, the conference venue of York Minster, northern
Europe’s largest Gothic cathedral.

Continuing the scope of previous ICARIS conferences, ICARIS 2009 was
themed into three diverse areas: immune system modeling, theoretical aspects of
AIS, and applied AIS. ICARIS this year saw the addition of published extended
abstract submissions for the immune modeling stream, alongside full papers. Ex-
tended abstracts underwent the same rigorous review process, being checked for
quality and relevance. In addition, we introduced a rebuttal system that allowed
authors to respond directly to reviewers’ comments. Based on the rebuttals,
we were able to conditionally accept a number of papers that were revised and
checked before full acceptance, resulting in an increased quality of these papers.
From 55 submissions, we were pleased to accepted 30 high-quality full-length
papers and extended immune modeling abstracts for publication, giving us an
acceptance rate of 55%.

ICARIS 2009 was delighted to play host to two fascinating keynote speakers.
David Harel from the Weizmann Institute of Science, Israel, presented ways in
which techniques from computer science and software engineering can be applied
beneficially to research in the life sciences, such as T cell development in the
thymus and lymph node behavior. Dario Floreano from the School of Engineering
at the Swiss Federal Institute of Technology in Lausanne, Switzerland, presented
an alternative approach to the design of control systems for micro and unmanned
aerial vehicles that are heavily inspired by insect vision and flight control.

To supplement the technical papers and keynotes, three tutorials were pre-
sented by Susan Stepney, Thomas Stibor and Tim Hoverd. Stepney demon-
strated the usefulness of statistics for AIS algorithms, Stibor described how
AIS can benefit from techniques used in the field of machine learning, and
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Hoverd gave us an overview of how modeling techniques like the Unified Model-
ing Language should, and should not, be applied to AIS and related techniques.
In addition, ICARIS 2009 played host to a DSTL-sponsored workshop on AIS
for anomaly detection in real-time spectra, organized by Mark Neal of Aberyst-
wyth University. The workshop included a competition requiring participants to
perform anomaly detection on real-time mass-spectrometry data.

We would like to thank the keynote and tutorial speaks, Program Committee,
ICARIS Vice and Publicity Chairs, Mark Neal and finally the authors for their
input into creating such a high-quality conference. We would also like to thank
Bob French and Mandy Kenyon from the Research Support Office in the De-
partment of Computer Science, University of York, for their invaluable assistance
behind the scenes, helping to make ICARIS 2009 a great success.

May 2009 Paul Andrews
Jon Timmis
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Using UML to Model EAE and Its Regulatory

Network

Mark Read1, Jon Timmis1,2, Paul S. Andrews1, and Vipin Kumar3

1 Department of Computer Science, University of York, UK
{markread,jtimmis,psa}@cs.york.ac.uk

2 Department of Electronics, University of York, UK
3 Laboratory of Autoimmunity, Torrey Pines Institute for Molecular Studies

Experimental Autoimmune Encephalomyelitis (EAE) is an autoimmune disease
in mice which serves as a model for multiple sclerosis in humans [4,5]. The disease
constitutes the direction of immunity towards myelin, an insulatory material that
covers neurons. The consequential damage to the central nervous system (CNS)
can lead to paralysis and death [6].

EAE can be spontaneously induced by immunisation with myelin basic protein
(MBP, a myelin derivative) and complete Freund’s adjuvant. The immunisation
prompts the expression of MBP peptides on MHC molecules by antigen present-
ing cells (APCs), and the consequent activation of MBP-reactive T cells. The
activated T cells migrate to the CNS parenchyma where their secretion of type
1 cytokines promotes the destruction of myelin.

A network of immune cell interactions operates to counter EAE. This regula-
tory network consists of CD4+ and CD8+ regulatory T cells (Tregs). The natu-
ral lifecycle of MBP-reactive CD4Th1 cells leads to their physiological apoptosis
and subsequent phagocytosis by APCs. The peptides derived from CD4Th1 cells,
when presented on MHC, prompt the activation of CD4+ and CD8+ Tregs. The
CD8Tregs, with prior help from CD4Tregs, can induce the apoptosis of activated
MBP-reactive CD4Th1 cells. The resulting population reduction permits the ex-
pansion of CD4Th2 cells which do not promote debilitating destruction of the
CNS.

Our long term intention is to construct models and simulations of EAE and
its regulatory network for the purposes of performing in silico experimentation.
It is essential that a coherent understanding of the biological domain is obtained
to construct an accurate representation of the system [7]. In line with others,
for example [2,1,3], we have selected the UML as the tool with which to develop
our models, before we move to an agent based simulation. We have completed a
first pass in modelling the biological domain and wish to highlight certain issues
that we have found when employing the UML in this context. We stress that
this first pass of modelling serves only as a concise detail of our understanding
of the biological domain, it is not a technical specification of a simulator.

We have found that the construction of our models has raised various questions
of the biological domain; the immunological literature typically reports what
does happen in a certain experimental setup for a particular event to manifest,
it does not indicate all possibilities of what can happen under altered conditions.

P.S. Andrews et al. (Eds.): ICARIS 2009, LNCS 5666, pp. 4–6, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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To correctly model and simulate the system we must appreciate the latter as well
as the former.

Capturing system wide behaviours with activity diagrams
As an appropriate starting point we suggest modelling the high level behaviours
we intend our simulation to capture, from the interactions (at an abstract level)
of the low-level components. Activity diagrams have proven to be a satisfactory
technique with which to accomplish this. Any abstract concept can be expressed
as an activity, and links between activities can span across multiple system
entities; in our case cells. Furthermore, activity diagram semantics allow for the
expression of concurrent activities; concurrency is a fundamental intrinsic quality
of biological systems.

Represting static relationships with class diagrams
We have found the construction of class diagrams to be effective at generating
questions relating to the quantities of entities that may partake in an activity
at a particular time. These are valid questions, because they pertain to the
dynamics of the system. However, reasoning about the behaviour of the system
in a static manner is not as informative as it is from a dynamic viewpoint. In
vivo the number of entities that can attempt to simultaneously interact with
one another varies considerably. This usually manifests in ‘0..*’ cardinalities on
class diagrams, which are not particularly informative. Furthermore, biology is
rich with entities that interact and influence large numbers of other entities,
which leads to highly connected class diagrams that are difficult to interpret in
a meaningful manner.

Sequence diagrams can be misleading
We have not used sequence diagrams in this stage of modelling as we consider
them to a bad fit to our modelling needs; thinking about this biological domain
in terms of entities that wait on other entities to complete some task is inappro-
priate. For example, a cell may require a series of signals to reach some state, but
it does not lie in wait in between receipt of signals; it will continue to interact
with its environment. Cells can be open to more than one path of events. The
syntax of sequence diagrams does not communicate this well, and rather implies
that an entity be temporarily ‘locked’ or suspended whilst activity proceeds else-
where. A cell does not hold responsibility over sub-actions that result from its
own.

Low level dynamics and state machine diagrams
State machine diagrams of individual system elements that depict low level dy-
namics have been very informative. Their provision of facilities to express or-
thogonality, concurrency, mutual exclusion, and containment of states renders
them appropriate for expressing behaviour of cells. Though most behaviours in
the system can be extrapolated through examination of state machine diagrams,
higher level system dynamics that rely on interactions between several system
components are difficult to comprehend through examination of state machine
diagrams alone. This presents another use for activity diagrams; they tie low
level dynamics of individual entities together into system wide behaviours.



6 M. Read et al.

Depicting feedback with the UML
There are aspects of the biological system that we have not been able to sat-
isfactorily express using the UML. The biological system of interest is heavily
governed by the interactions of feedback mechanisms. Activity diagrams can
demonstrate the order in which critical interactions and events must take place
for a high level behaviour to manifest, however they incorrectly imply that one
activity stops and another starts. In reality the entity responsible for a preced-
ing activity does not hand off control to that which follows, it continues and can
potentially perfrom the same activity again. This concurrency amongst system
elements can result in feedback, where an increasing number of elements engage
in some activity. Relative population dynamics play a significant role in this bi-
ological system (for example the interplay between CD4Th1 and CD4Th2 cells)
and it is important to communicate this information in the model. Owing to their
ability to express any abstract concept across any number of system elements,
we believe that the modification of activity diagram syntax and semantics can
yield an appropriate medium for the expression of feedback. This forms ongoing
research.

In conclusion
We have found UML to be a reasonably expressive medium in which to represent
this biological system, however that are aspects of the system for which this is not
the case. Future work entails the development of a simulation of the biological
system with which we intend to integrate known biological data and perform in
silico experimentation that can inform wet-lab experimentation.
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Non-deterministic Explanation of Immune

Responses: A Computer Model

Anastasio Salazar-Bañuelos

Hotchkiss Brain Institute
Department of Surgery, Division of Transplantation

University of Calgary, AB, Canada
salazara@ucalgary.ca

1 Introduction

Classically, immune responses are considered to be antigen-driven, implying a
direct or indirect pattern recognition. This deterministic, instructionalist view
of the immune system relies on molecular recognition; hence, the occurrence of
immune responses depends exclusively on the differentiation between “Self” and
“Non-Self” molecules[1,2]. A different approach is to consider immune responses
as the emergent phenomena of a complex dynamic system as it is understood
in System Biology[3]. Here, I present a computer simulation in NetLogo4.0.3[4]
based on a theory that considers the emergence of inflammation as the defining
phenomena of an immune response. Whereas the theory recognizes that mi-
croscopic events such as molecular recognition are part of the dynamics of the
system, it maintains that immune phenomena cannot be understood from the
study of individual events alone. The theoretical basis for this work is described
elsewhere [5].

2 The Simulation

A two-dimensional space is formed by discrete units representing cells in a tis-
sue. The space is divided into a central restricted area, which simulates the
central lymphatic organs (principally the bone marrow), and remaining space,
which simulates peripheral non-lymphatic tissue. The cells (patches) produce,
dissipate, and diffuse chemicals, which simulate the production of mediators or
lymphokines by neighbouring cells. Independent agents are created by simulat-
ing cells from the lymphatic system. These agents are divided into stem cells
and peripheral lymphocytes, both of which are composed of two sub-clones :
1) an auto-reactive (+) sub-clone that interacts with the cells by fractionally
increasing the chemicals in the patch where the cells are located and 2) a sup-
pressive (-) sub-clone that decreases these chemicals. Stem cells are generated
by recursion [6], starting from the creation of (+) and (-) sub-clones at a ratio
of 3:1, which favors the predominance of (+) sub-clones. All cells and inter-
actions are specific for one antigen, and all simulations take place from these
initial conditions.

P.S. Andrews et al. (Eds.): ICARIS 2009, LNCS 5666, pp. 7–10, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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2.1 Clonal Expansion

This step simulates the origin of the lymphatic system from a few “mother cells”
in early ontogeny, creating a colony of cells allocated to the central lymphatic
system, mainly the bone marrow, from which all other lymphatic cells will be
produced over the life of the individual (Fig. 1). Because the recursive stochas-
tic process that generates this colony forms both (+) and (-) sub-clones, the
proportion of sub-clones will fluctuate with decreasing amplitude as the num-
ber of agents increases, reaching stability in direct proportion to the numbers of
agents created. This colony does not migrate and does not interact with cells in
the peripheral system, resembling the population of progenitor cells in the bone
marrow. The functions described below can be simulated by the program.

2.2 Clonal Selection

The initial condition was designed to favor a predominance of (+) sub-clones over
(-) sub-clones, as seen when clonal selection does not take place. Clonal selection
reverses this situation by eliminating a proportion of the (+) sub-clones while
clonal expansion is taking place, thus simulating the elimination of auto-reactive
clones in the thymus[7].

2.3 Proliferation

The stem cells in the bone marrow do not migrate to the periphery, but are
the precursors of peripheral lymphocytes, which are identical to stem cells in
all aspects except that they do migrate to the periphery and move randomly,
interacting with the cells (patches) that they contact in their migration and
decreasing or increasing the production of chemicals accordingly. The production
of peripheral lymphocytes also is done by recursion; therefore the proportion of
(+) to (-) sub-clones in the peripheral lymphocytes will mirror that proportion in
the stem cells, only at higher numbers. The probability of discrepancy between
the proportion of sub-clones in the bone marrow and the periphery will increase
as the number of stem cells decreases.

2.4 Lymphatic-Ablation

This function eliminates all peripheral lymphocytes, leaving the stem cell colony
intact in the bone marrow. This is used to illustrate that the system is robust,
even for events affecting the entire peripheral lymphocyte population, since the
recursive production of peripheral lymphocytes in the bone marrow will repop-
ulate the peripheral system, maintaining sub-clone proportions similar to that
of their progenitors. This highlights the fact that the system will be robust in
direct proportion to the number of stem cells in the bone marrow.

2.5 Danger

This function produces an instant increase in the chemicals released by the cells
of an specific and defined area in the periphery. This simulates the effect of an
acute injury that produces a focus of inflammation and shows how the system
behaves according to the several situations that can take place.
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Fig. 1. Simulation view. The central region (purple) contains (+) and (-) sub-clones of
stem cells. The peripheral region (black) shows agents (peripheral lymphocytes) migrat-
ing randomly but following a chemical concentration gradient. The white area shows
the emergence of an spontaneous, escalated and self-propagated focus of an increase
concentration of chemicals, which represents the origin of an inflammatory response.
This occurred at proportion of 0.44 (-) : 0.56 (+) after 18544 iterations or tics and with
2034 agents.

3 Conclusions

The main characteristics of the theoretical model previously described [5], are
reproduced in this simulation. It is considered to be non-deterministic because
the recursive stochastic generation of agents can produce different outcomes from
identical initial conditions. It does not depend on pattern recognition, since even
when the simulation is specific and recognition of agents and patches is implicit,
it can generate different outcomes. Therefore, it is not antigen recognition it-
self, but the random events that occur during the processing of the antigen that
determine the occurrence of a response, as illustrated in Fig. 1. The model is
also consistent with current knowledge in immunology, as all the components
and steps have their biological equivalents. It suggests that the robustness of
immunological memory is a function of the recursive process in conjunction with
a large number of agents, and that changes in this memory may occur as a conse-
quence of changing the central lymphatic system. This may explain paradoxical
phenomena, such as generation or cure of autoimmune disorders in cases of bone
marrow transplants and other conditions.
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The field of Artificial Immune Systems (AIS) has derived inspiration from many
different elements of the natural immune system in order to develop engineered
systems that operate in environments with constraints similar to those faced by
the immune system [1]. A recent shift in thinking in AIS advocates developing a
greater understanding of the underlying biological systems that serve as inspira-
tion for engineering such systems by developing abstract computational models
of the immune system in order to better understand the natural biology [2].
In this paper, we present results from a study in which agent-based modelling
techniques were used to construct a model of dendritic-cell trafficking in the
natural immune system with the aim of translating this model to an engineered
system: a large-scale wireless sensor network. Our results highlight some generic
issues which may arise when modelling biology with the intention of applying
the results to AIS, rather than when modelling in order to replicate observed
biological data. We suggest that the constraints of the engineered system must
be considered when iterating the model, and that certain aspects of the biology
may not be appropriate for the engineered system in question.

Our study is concerned specifically with modelling the trafficking of dendritic-
cells and in understanding the role of these cells in serving as sentinels of the
immune system1. In this respect, DCs circulate through the tissues sampling
antigen, and when stimulated they migrate to the lymph node. There, they
present a snapshot of the potentially infected site, and initiate either an im-
munogenic or tolerogenic response. Studying this aspect of DC functionality is
motivated by previous work in SpeckNets [3], a type of wireless sensor network, in
which it is required to capture information regarding the current state of parts of
the network and react appropriately; radio messages circulating through the net-
work act as DCs, sampling information stored at individual nodes, and return
that information to more powerful specks positioned throughout the network
which act as local lymph nodes.

Detailed information regarding the mapping of the dendritic cell behaviours to
SpeckNets can be found in [4]. Although the analogy is on the surface appealing,
further study of the literature quickly reveals immensely complex mechanisms,
involving vast numbers of cytokines, chemokines and other cells. Examination of
the Specknet and WSN literature reveals an equal number of difficulties associated

1 Note that this is in contrast to the majority of work inspired by DCs in AIS which
focuses on the differentiation capabilities of these cells and therefore their function
as classifiers.
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with working with such a constrained system. Making a leap from one complex
system directly to another is not only practically challenging but also runs the
serious risk of, on the one hand, misinterpreting or overlooking crucial aspects of
the immunological system, and, on the other, creating a model or an algorithm
which although immune-inspired is unfeasible due to the engineering constraints
of the application. Providing a principled method of linking the two complex fields
is therefore the main driver for this work.

We have chosen to implement a model of DC trafficking using NetLogo [5].
Forrest and Beauchemin [1] have discussed in depth the effectiveness of apply-
ing Agent-Based Modelling techniques (ABM) to immunology. ABM is highly
applicable to modelling DCs, given that we wish to model populations of differ-
ent cells circulating through an environment. Given that Specks themselves are
still currently under development, work in SpeckNets is still performed mainly
in simulation. A specialised simulator has been developed which mimics many
aspects of Speck hardware and simulates random placement of Specks in either
a 2D or 3D environment. This maps naturally to an ABM environment such as
Netlogo which currently provides agent and graphical capabilites in 2D and in
3D in an experimental version.

A simplified model is developed which contains the following agents: DCs, ma-
ture DCs, semi-mature DCs, T cells, lymph nodes and two different cytokines.
A single class of cytokine agents as a proxy for those cytokines expressed by
matured and semi-matured DCs which attract them back to lymph nodes, and
another single class of cytokine agent to represent cytokines which direct T
cells to infected sites within the body. Lymphatic vessels are not physically rep-
resented due to the impossibility of replicating this in the engineered system.
Instead, cytokine gradients are used to direct the trafficking of cells. Environ-
mental information consists of infected sites, and signals (either safe or danger)
which are generated in the tissue, and which can be collected by circulating DCs.
We do not model most aspects of the adaptive response, as the main purpose of
the model is to understand cell trafficking and information flow; we do however
model helper T-cells which are produced by the lymph on receipt of matured
DCs and travel back to areas of infection (to validate that a response can be
directed). Agents move on a 2D grid in discrete time-steps. Movement of any
agent is probabilistically determined by levels of cytokine at a location.

Using the model, we were able to determine that the simplified model dis-
played the high-level behaviours of DCs that we wished to capture, i.e. that cir-
culating agents could effectively sample the environment and return a snapshot
of that environment to a lymph node, and that the lymph was able to direct its
adaptive response towards infected areas, see for example Fig. 1. Testing revealed
however that some aspects would need to be modified in order to transfer the
behaviour to a Specknet; this is necessitated by constraints occuring in relation
to message transmission/receiving and the need to conserve energy in individual
specks. For example, it became clear that mimicking DC generation from the tis-
sue would pose severe problems in SpeckNet as it requires completely devolving
control to invidual specks and leaves the network open to potential flooding; this
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Fig. 1. The left-hand figure shows matured DCs (circles) travelling back to the lymph
nodes (crosses) after detecting an infection (top left). The right hand figure shows the
lymph node releasing T cells which are attracted back to the infected site via a cytokine
gradient.

issue was resolved by delegating control of DC generation to the lymph specks
in the engineered model which trades-off local vs global control. Another issue
related to whether there was benefit in modelling trafficking of immature DCs
back to the lymph, an issue which is unresolved in the biological literature,see
[6] - this however has potential beneficial effects for the engineered system in
that it returns a snapshot of the healthy system back to the lymph with little
overhead to the network. The model was therefore modified, and re-tested to en-
sure that despite modifications made to mechanisms within the model, the same
high-level behaviours were observed as in the more biologically faithful model.
The final model was then used to implement a protocol in the Speck simulator;
experimentation revealed that the protocol resulted in the desired behaviours,
and as predicted by the model.
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Many emerging pathogens infect multiple host species [1], and multi-host pathogens 
may have very different dynamics in different host species [2]. This research ad-
dresses how pathogen replication rates and Immune System (IS) response times are 
constrained by host body size. An Ordinary Differential Equation (ODE) model is 
used to show that pathogen replication rates decline with host body size but IS re-
sponse rates remain invariant with body size. An Agent-Based Model (ABM) is used 
to investigate two models of IS architecture that could explain scale invariance of IS 
response rates. A stage structured hybrid model is proposed that strikes a balance be-
tween the detailed representation of an ABM and computational tractability of an 
ODE, by using them in the initial and latter stages of an infection, respectively. 

The Immune System (IS) solves a search problem in both physical space and anti-
gen space. The length of the search is determined by the time it takes for a cognate B-
cell to encounter antigen. Our research suggests that this time is independent of the 
size of the organism [3]. This is counter-intuitive, since if we inject a sparrow and a 
horse with the same amount of antigen, the immune system of the horse has to search 
a larger physical space to find the pathogen, compared to the sparrow. This research 
attempts to explain how the time for the IS to search for antigen is independent of the 
size of the organism.  

In addition to the immune system having to search larger spaces in larger organ-
isms, larger body size can slow viral growth and immune system response times be-
cause the metabolic rate of cells is lower in larger species [4]. The metabolic rate of 
each cell is constrained by the rate at which nutrients and oxygen are supplied by the 
cardiovascular network. The rate at which this network supplies nutrients to each cell 
scales as the body mass (M) raised to an exponent of -1/4: Bcell ∝ M-1/4, such that indi-
vidual cellular metabolic rates decrease as the body mass increases. The metabolic 
rate of a cell dictates the pace of many biological processes [4,5]. Metabolic rate is 
hypothesized to slow the speed of cell movement and proliferation in larger organ-
isms. This could affect IS search times by reducing movement and proliferation of 
immune cells [6]. Rates of DNA and protein synthesis are also dependent on the cel-
lular metabolic rate and could influence the rate at which pathogens replicate inside 
infected cells [2]. These two hypotheses, that IS search times and pathogen replication 
rates slow proportional to cellular metabolic rate and M-1/4, lead to 4 possibilities, 
shown in Table 1 as originally proposed by Wiegel and Perelson [6].  
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Table 1. Four scaling hypotheses of pathogen replication and immune system response rate [6] 

H1: Pathogen replication rate ∝ M0 
       IS search time ∝ M0 

H2: Pathogen replication rate ∝ M-1/4 
       IS search time ∝ M0 

H3: Pathogen replication rate ∝ M0 
       IS search time ∝ M-1/4 

H4: Pathogen replication rate ∝ M-1/4 
       IS search time ∝ M-1/4 

 
In the first test of the effects of body size on pathogen replication and immune sys-

tem response rates, we combine a differential equation model, an Agent Based Model 
and empirical results from an experimental infection study [7]. The same West Nile 
Virus (WNV) strain was used to infect multiple avian species with body mass ranging 
from 0.03 kg (sparrows) to 3 kg (geese), and the viral load was monitored each day in 
blood serum over a span of 7 days post infection (d.p.i.)[7].  

A standard Ordinary Differential Equation (ODE) model was used to simulate viral 
proliferation and immune response, and model results were compared to empirical 
levels of virus in blood [3]. In the model, p = rate of virion production per infected 
cell, γ = innate IS mediated virion clearance rate, ω = adaptive IS proliferation rate, tpv 
= time to attain peak viral load. 

dT/dt = -βTV  (1) 

dI/dt = βTV - δI (2) 

dV/dt = pI - c(t)V (3) 

c(t) = γ, t < tpv (4) 

c(t) = γeω(t - tpv), t ≥ tpv (5) 

Target cells T are infected at a rate proportional to the product of their population and 
the population of virions V, with a constant of proportionality β. Infected cells I die at a 
rate δI, and virions are cleared by the immune system at the rate c(t)V. The action of the 
immune system is decomposed into an innate response before peak viremia (γ), and an 
adaptive immune response after peak viremia characterized by a proliferation rate ω. 
This paper focuses on p as pathogen replication, and γ and ω as IS response. 

The parameters of the ODE model were fit to the viral load data for each of 25 spe-
cies for days 1 – 7 d.p.i using non-linear least squares regression. According to the 
fits, pathogen replication rate (p, virions produced per infected cell per day) scaled as 
p ∝ M-0.29 (the predicted exponent of -0.25 is in the 95% CI, r2 = 0.31, p-value = 
0.0038). However, innate immune system mediated pathogen clearance rate (γ, day-1) 
and adaptive immune system cell proliferation rate (ω, day-1) were independent of 
host mass M (p-values of 0.4238 and 0.7242 respectively). These findings are consis-
tent with hypothesis H2: pathogen replication rates decline in larger hosts, but im-
mune response is independent of host mass.  
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Empirical data shows that time to peak viremia (tpv) for WNV empirically occurs 
between 2 - 4 d.p.i., supporting the hypothesis that IS response rates are independent 
of M. If this peak were due to target cell limitation, then we would expect tpv to in-
crease with host mass M, since the rate of pathogen replication decreases with M and 
larger animals have more target cells. However, tpv could be determined by WNV 
specific antibodies, which have a critical role in WNV clearance [8]. If the peak is de-
termined by a threshold presence of antibodies, it implies that the time for cognate B-
cells to recognize antigen, proliferate and produce antibodies is independent of host 
mass: tpv = tdetect + tprolif ∝ M0. 

These findings raise the question: what mechanisms make IS rates independent of 
host body mass and metabolism? A lymph node could have “privileged metabolism” 
which is independent of host mass [6]. Lymph nodes also form a decentralized detec-
tion network in which they are evenly distributed throughout the organism, and each 
lymph node serves as a central place in which IS cells, antigen presenting cells (e.g. 
dendritic cells) and antigen encounter each other in a small local region of tissue. This 
decentralized network could lead to efficient and expedient antigen detection that is 
independent of organism size. 

The ODE model supports H2: for WNV, viral replication is constrained by host 
mass, but immune response appears independent of host mass. However, ODEs are 
unable to explain how the spatial arrangement of lymph nodes affects the time for the 
immune system to respond to infection.  

1   Two Competing Agent Based Models to Explore Mass 
Invariance of IS Response 

In order to explore how the spatial arrangement of lymph nodes affects time to detect 
antigen, we used a spatially explicit Agent-Based Model (ABM). We used the Cy-
Cells [9] ABM to explicitly represent each cell and virion, and simulated viral replica-
tion in a 3D compartment representing the lymph node and draining tissue. The model 
is informed with data on Dendritic Cell (DC) and T-cell movement from recent in-
vivo microscopy experiments [10]. We simulated DCs, B-cells, viruses and lymph 
nodes, and explicitly modeled DC migration from tissue to lymph node, and random 
walk of DC and B-cells in lymph node. We simulated DC morphology by letting them 
have a high surface area and large dendrite sweep area [10]. 

In our first model, we assumed that the lymphatic network forms a decentralized 
detection network, such that each lymph node and its draining tissue function as a unit 
of protection, which is iterated proportional to the size of the organism (similar to the 
concept of a protecton [11]), i.e. lymph nodes in all organisms are of the same size, 
lymph nodes are distributed evenly throughout the volume of each organism, and an 
organism 100 times bigger will have 100 times more lymph nodes, each of the same 
size. We also assumed that lymph nodes have preferential metabolism [6] i.e. inside a 
lymph node, IS cells have speed and proliferation rates that are invariant with host 
mass M. The ABM was then used to simulate a cubic compartment of length 2000μm, 
representing a lymph node and its draining tissue region. The model showed that the 
time taken for a cognate B-cell to detect antigen on a DC (tdetect) is independent of 
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host mass and is slightly less than one day (20 simulations, mean = 16.43 hrs, SD = 
13.83 hrs).  

In the second model, we tested the alternative extreme that lymph nodes are ar-
ranged in a centralized detection network (bigger organisms have the same number of 
lymph nodes as smaller ones, however the size of an individual lymph node is larger) 
and they have preferential metabolism. We simulated 3 sizes of lymph nodes - a cubic 
lymph node of length 1000μm in a base animal, a cubic lymph node of length 
2000μm in an animal 8 times bigger, and a cubic lymph node of length 5000μm in an 
animal 125 times bigger than the base animal. This model predicted that tdetect ∝ M0.93 
(the exponent is theoretically predicted to be 1, and 1 is in the 95% CI, r2 = 0.99, p-
value = 0.01, 32 simulations) i.e. if a sparrow detects antigen in 12 hrs, then a goose 
would take 50 days, which is clearly unrealistic.  

These results are consistent with our hypothesis that the decentralized nature of the 
lymphatic system, DC morphology and behavior, and privileged metabolism effec-
tively reduce the antigen search time, so the classic search for a “needle in a hay-
stack” problem can be solved in time independent of M. If tpv = tdetect + tprolif, and tdetect 

≈ 1 day independent of M, this implies that a fixed amount of time (1 to 3 days) is al-
located to B-cell proliferation (tprolif). Investigating how tpv = tdetect + tprolif is independ-
ent of M, is ongoing. 

2   A Stage-Structured Hybrid Model 

ODE models implicitly assume that populations are homogeneously mixed, for exam-
ple, that at initialization, each injected virion has the opportunity to come in contact 
with every normal cell. This is unrealistic since inoculated virions localize at the site 
of infection. Such spatial effects assume more importance during the onset of infec-
tion, when the number of virions that are carried to the lymph nodes is small and  
depends on the spatial arrangement of lymph nodes and the spatial interactions of 
multiple cell types within the LN and draining tissue. An ABM can be used to model 
these complex interactions. However, due to the level of detail at which individual en-
tities are represented, ABMs can be prohibitively computationally expensive. This 
study outlines an approach that aims to strike a balance between the detail of repre-
sentation of an ABM and the computational tractability of an ODE model.  

We call this a stage-structured hybrid modeling approach, which uses a detailed 
and spatially explicit, but computationally intensive Agent-Based Model (ABM) 
when spatial interactions matter, and a coarse-grained but computationally tractable 
Ordinary Differential Equation (ODE) model when the ODE assumptions of homoge-
neous mixture of population are likely to be satisfied and spatial effects can be  
ignored. We utilize this modeling approach to elucidate dependence of pathogen rep-
lication rates, and IS search times and rates, on host body size. 

Our models support the hypothesis that pathogen replication rates decline with 
body mass, but IS detection is independent of mass. The ABM shows that the latter 
can be explained by the decentralized architecture of the lymphatic network. 
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The cellular frustration concept was first introduced in an ICARIS conference [1] as 
an alternative approach to accomplish specific and prompt intrusion detection in 
highly diverse systems. Cellular frustration uses two main assumptions: 1) that cells’ 
activation are better modeled as cellular decisions and 2) that these cells’ decisions 
require a finite amount of time to be triggered. These two assumptions have been 
gaining experimental support. It is now well established that T cells activation re-
quires a considerable amount of time [2]. Experimental observations also suggest that 
interactions of T cells with APCs could be better modeled as cellular decisions rather 
than conventional probabilistic reactions [3],[4]. As a result from these assumptions 
the cellular frustration framework (CFF) is capable of reconciling two apparently 
opposing phenomena, namely high reactivity against nonself with total tolerance 
towards self [4]. 

The cellular frustration framework differs essentially from other approaches in how 
detection events (or cellular activations) are triggered [5]. During the time two cells 
start interacting and maturing this interaction, any of the two cells can contact a third 
cell. If it senses a stronger interaction, and the same happens with the third cell, then 
previous interactions are terminated so that a stronger interaction is established with 
the third cell. As a result of this decision dynamics, intrusion detection becomes an 
emergent phenomenon: cellular activation depends on interactions with other cells in 
the system, which may, or may not, frustrate the previously formed interactions. This 
contrasts with classical reactive models, such as Negative selection (NS) algorithms 
[5],[6]. NS algorithms are extremely intuitive. They assume that the space of patterns 
can be divided in two sets, self or nonself. The first step in the algorithm is to find a 
set of detectors with detection domains covering the whole nonself space. This is not 
always a computationally simple task and alternative methods exist leading to differ-
ent performances [7]. Having defined the set of detectors, then a pattern is matched 
against all of them, and if it fits in a detector’s domain a detection event is triggered. 
Hence, intrusion detection events are triggered strictly depending on the attributes of 
single two-cell contacts. The two approaches are thus extremely different and it is 
important to understand how both tackle similar simple problems.   

To understand how the cellular frustration approach can be used to solve the same 
conceptual problem addressed by NS algorithms, the problem can be stated as fol-
lows. Given a set of arbitrarily diverse self patterns S={si} (i=1,…,Ns), define an 
algorithm and a set of detectors D={di} (i=1,…,Nd), such that the probability that at 
least one detector triggers a detection event against an arbitrary nonself pattern, p, is 
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always higher than the probability of triggering a detection event against any self 
pattern. If P(si) is the probability that the si self pattern triggers a detection event, then 
we want to define D  that guarantees that: 

( ) ( ) SpSspPsP ii ∉∀∈∀< ,, . (1) 

We should emphasize that the CFF can even trigger detection events against self 
patterns if they are presented at frequencies that differ substantially from those de-
fined as self [4]. This contrasts to what happens in NS algorithms, where self patterns 
can be persistently presented in an abnormal manner and may consequently harm the 
hosts’ normal functioning, without being detected. Homeostatic responses against 
unregulated presentation of self patterns can thus be an important advantage of the 
CFF, since it can respond to non-regulated presentation of self patterns, i.e. to cancer 
in the real immune system.  

The example presented in [4] of Circular Frustrated Systems (CFS) is paradigmatic 
in how cellular frustration can perform specific and prompt detections. Each cell dy-
namics is established by their interaction lists (ILists). Motivated by the Principle of 
Maximal Frustration, ILists in CFS were built in [4] so that 1) if the ith cell that was 
on the top of the jth cell IList, then the jth would be on the bottom of the ith cell IList; 
2) all cells appeared on the top of the IList of some cell. The same rationale is fol-
lowed in the subsequent positions of each cell IList.  

Here we report results from simulations similar to those obtained in CFS [4]. How-
ever now the model uses two cell types, APCs (or, in a language closer to artificial 
immune systems applications, presenters) and T cells (the detectors). Ligands and 
receptors of both cell types are associated to real numbers, xL and xR, in a bounded 
domain. In the example presented below their coordinates lie within -2 and 2. Fur-
thermore, periodic boundary conditions are assumed. APC ligands have arbitrary 
coordinates, and it is assumed that each self APC (i.e., an APC presenting no patho-
gen) bear receptors that correlate with their own ligands according to a specific rule. 
Without loss of generality it was assumed that coordinates of APC ligands and recep-
tors are the same (although this is not strictly required). It should be stressed this 
assumption does not mean that APC ligands and receptors are the same - which would 
be nonsense. In fact, both coordinates are defined in different spaces and conse-
quently the previous assumption implies only that a correlation exists between the 
two. I.e., it is assumed that a correlation exists between the patterns presented by an 
APC, and the APC’s receptors.  

To each different APC it is assumed that m T cells exist, having ligands that match 
the APC receptor. When m≠1, then small perturbations are introduced to avoid having 
exactly identical cells and to increase frustration. T cell receptors follow the same 
rationale as in CFS: their coordinates are at the maximal distance from the APC re-
ceptors coordinates that exactly match a given T cell. Consequently, as in CFSs, frus-
tration is maximized. This model can be called a two-component CFS, since it follows 
from the CFSs presented in [4], but it has only two different cell types.  

We performed numerical simulations on systems with arbitrary diversity, using an 
algorithm similar to the one presented in [4]. In figure 1 we show a typical result. On 
the left the cumulative distributions of conjugate lifetimes are presented. Distributions 
for each self APC are presented in thin lines, and for the nonself APC in bold dots. 
Two examples are shown corresponding to two nonself detections. On Figure 1c we  
, 
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Fig. 1. (a,b) Cumulative distributions for conjugates lifetimes for self APCs (thin lines) and a 
pathogenic APC (dots), when the pathogenic APC is at (a) xL=-1.8, xR=0 and (b) xL=xR= -1.8. 
(c) The detection intensity χ  as a function of the pathogenic APC coordinates. In black are the 
locations of self APCs. Clusters with 5 self APCs were placed at xL=xR= -1.6, 0, 0.4 and 1.2 
and a cluster with 15 cells was placed at xL=xR= -0.8. We used m=4.   

 
display ( )><= APCSelfPathogen PP ττχ /ln , where τ=40. Here >< APCSelfPτ  corresponds 

to the cumulative distribution of conjugates lifetime for the average of all self APCs. 
Hence it is possible to perform perfect self-nonself discrimination; only in the regions 
where self APCs lie is 0~χ . Hence this model shows that nonself detection can be 

performed in a very different way as prescribed by NS algorithms. This work further 
calls the attention to the CFF, as an alternative intrusion detection method.      
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1 Part One: Theoretical Background and Motivation

The practice of borrowing designs from nature to solve problems is increasingly
prevalent in our technology development. The reductionist paradigm that al-
lowed technology to advance to its present state fails when faced with many
richly interacting components: a hallmark of complex systems. The behaviour of
such systems is not solely determined by the aggregate behaviour of its compo-
nents, but by emergent effects. The divide-and-conquer strategy is insufficient
as the whole is greater than the sum of the parts.

Happily, the natural systems that surround us have been solving this class of
complex problem for several billion years, optimising solutions through natural
selection. By idealising these solutions we can aim to transfer successful strategies
from biology to our own problem domains.

When borrowing ideas from biology in this way, there can be pitfalls in both
under- and over-reaching. For example, an artificial immune system (AIS) al-
gorithm that performs binary classification (e.g., “safe” / “dangerous”) is not
really doing what a real immune system does. The algorithm may do well at
the practical task we set for it, but it is not embedded in real biochemistry in
the way an immune system is. There is a superficial similarity but we would
be wrong to draw conclusions from this understated algorithm about real im-
munobiology. Conversely, building a high-definition model of immune system
components might be a valuable scientific goal, but as engineering it would be
a misplaced effort if the complex contextual constraints of the real immune sys-
tem were not present in the target problem. It is important to look closely at
the differences between the practical problems tackled by AIS researchers (e.g.,
computer security) and the biological problem faced by real immune systems, as
a false assumption of congruence will lead to either models that are too simple
to be good science, or tools that are too byzantine to be good engineering.

This is the real crux of the problem: how to separate the useful functionality of
a biological system from the legacy of its evolutionary history. Whilst evolution
may appear to produce general purpose solutions, this is not the case; solutions
in real biological systems are nichiversal not universal. Organisms evolve to
solve the problems their ancestors faced, but not to solve a general class of
problem [1]. Solutions are tightly bound to the context in which they arose,
and represent a compromise balancing multiple conflicting constraints on the
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organism. A fundamental constraint is that the solution is made of the same
biochemical substrate as the rest of the ecosystem it exists in. This is not the
case in the relationship between artificial immune systems and the material that
they work on; the AIS is able to step outside of the constraints of the data it
is working with, breaking out of the bounds of the reflexive relationship that
underlies biological immune systems.

This question of compatibility between a biological solution and a computa-
tion problem is a question of function, one of Tinbergen’s “Four Questions”: a
schema of four equally valid categories of enquiry into biological or ecological
systems [2]. In brief:

– Mechanism: how does the proximate system work? What are the compo-
nent parts, and how do they interact?

– Ontogeny: in an organism, how does development of the mechanism proceed
from origin to maturity?

– Phylogeny: what is the evolutionary history of the mechanism and its an-
cestors? What innovations appeared, what scaffolding disappeared? What is
the particular path taken through the space of possible phenotypes by the
ancestors of the modern organism?

– Function: what is the selective advantage in being equipped with such a
mechanism? What ecological problem does it solve? The adaptations in the
phylogenetic route taken by a species are specific responses to selection pres-
sures. A truly explanatory account of an evolved mechanism must address
the deeper structure of the problem for which the specific mechanism is one
possible solution.

Questions of mechanism and ontogeny are of primary interest to the medical
sciences, and it seems a great deal of AIS work draws from these models of
proximate mechanism. Comparative genomics helps answer questions on phy-
logeny: when and where did recombination activating genes (RAG) arrive? How
conserved are pattern recognition receptors (PRRs) across the eukaryota? The
question of function however, is often presumed to be implicit — immune sys-
tems are for protecting against pathogens. This question warrants further explo-
ration: for there to be pressure for an immune system in the first place requires
certain dynamics in the ecology to hold — pathogenic behaviour must exist,
and defences against it must be available and evolutionarily findable. Once an
immune system emerges it makes fundamental changes to the future evolution-
ary pathways available to a lineage; some adjacent possible phenotypes will be
incompatible with the defenses now encoded in the genome.

Why should we be interested in answering questions of function?
High-resolution, predictive models of biological mechanisms are certainly use-
ful, for instance in developing therapeutics; but such models are opaque. We can
see how they work, but not why they work the way that they do, and such mod-
els are open to misinterpretation. For instance, low iron levels or a fever may not
be a symptom of infection but an immune response, creating an unfavourable
environment for a pathogen. Without knowing the function of this mechanism,
there is the danger that therapeutics are employed to lower the temperature or
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restore iron levels, working against the biological mechanisms [3]. This need for
functional explanations to understand a mechanism in context is also an example
of the “no free lunch” theorem: in short, you cannot evaluate an algorithm for
solving a problem without some knowledge of the problem and how it arose, and
there are no universal solutions — the success of an algorithm on one problem
does not necessarily translate to another. This is significant for artificial immune
system practitioners, who are trying to isolate the design principles of a system
particularly tightly embedded in its biological context.

2 Part Two: Details of the Proposed Model

To investigate functional questions on the evolution of the immune system, we
must consider the major transitions in immunity, and why they arose. We see
these transitions as follows:

1. The protection of metabolism from random external perturbations (the vast
majority of which are fatal), through some form of membrane.

2. Predation as a strategy; exploiting other organisms as local concentrations of
resources and the corresponding coevolution of defensive counter strategies.

3. The accumulation in the genome of these defences — the emergence of innate
immunity. The continuing selective advantage of these defences relies on the
conservation of features of pathogens; features crucial to their metabolism
or membrane and diffcult to mutate to non-recognised alternatives.

4. Asymmetry of pathogen / host evolutionary rate, and an increase in
pathogenic load selecting for the emergence of somatic mutation: adaptive
immunity to counter within-lifetime diversity of pathogens.

The emergence of a membrane to isolate an auto-catalytic set from the random
perturbations of the outside world will be assumed in our model, as modelling at
the level of physicochemical interactions that would be required to capture the
emergence of membranes and proto-cells is below the level of abstraction that
we believe will be necessary to observe higher level strategic events.

The substrate that our ecology will be built from is metaphorically closest
to the metabolome in real biology. We require a level of abstraction that is
higher than that involved in building an artificial chemistry, but that still allows
for an organism to be made up of genetically specified phenotypic components
that interact to provide energy payoffs. The model should be general enough to
represent differing levels of epistasis in the landscape of energy payoffs for these
component interactions.

We took inspiration from Kauffman’s NK model of tunably rugged fitness
landscapes [4]. An N by N interaction matrix defines the energy gain or loss
[−1.0, 1.0] of all possible interactions between metabolic components. There is
no concept of concentration, so a metabolic ‘state’ in the model is represented
simply by a bitstring of length N , which serves as an index to the interaction
matrix: a 1 or 0 indicates the presence or absence of a particular metabolic
complex.
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Fitness will depend on the ability to reproduce, a function of genome size and
energy gained from interactions. A membrane will be a given in the model, and
organisms will be represented by two binary indices to the interaction matrix:
internal and surface. The internal components are able to interact with the
environment only via the surface. An abiotic background solution of nutrients
will also be represented by a binary index to the interaction matrix. Energy gain
or loss at each timestep is a function of the interaction between the internal
and surface components and the surface and external state. Death occurs when
energy falls below zero, and reproduction occurs when energy is sufficient to
divide, and have both mother and daughter remain alive.

Reproduction with a small mutation rate will see adaptation; the population
optimising surface and internal components according to the interactions avail-
able from environmental nutrients: a search for optima on a fitness landscape
whose ruggedness is defined by the distribution of values in the interaction ma-
trix. Of course, organisms do not exist independently, and Kauffman extended
the NK model to consider coevolution in the NKC variant, where fitness land-
scapes are dynamic; deformed by the exploration of the linked fitness landscapes
of other species. This separation of the fitness landscapes breaks with our idea
that the substrate must be common to all members of the ecology: we want to
see life converge on some parts of the landscape, and become contingently locked
into others.

We expect that in some regions of parameter space, a number of the compo-
nents available will be universal; they have such a high payoff that individuals
employing them will dominate the population, and find it hard to mutate away
from this dependence. The interesting dynamics will come from secondary com-
ponents, those that have a high payoff, but are not universal. When contingen-
cies of evolution lock these components into a species genome, and in particular
if they are used as surface proteins, they become potential pathogen associ-
ated molecular patterns (PAMPs): conserved features that are difficult to mu-
tate to unrecognised alternatives because of their importance to the pathogen’s
metabolic network, but not present in non-pathogen surfaces.

Parasitic and subsequent coevolutionary behaviour has been observed in artifi-
cial life systems before, notably in the Tierra system [5], which was not explicitly
designed to exhibit the phenomenon. Parasitism in Tierra is an interesting ex-
ample for us because it shows that a fixed and quite brittle substrate defined by
Tierra’s virtual machine instruction set, and which represents a single point in
our parameter space, gave rise to parasitism and the beginnings of an immune
response. This gives us confidence that regions of biological interest do exist in
our own modelling space and will be found without too much difficulty.

We have several different goals in running the simulation. First we would like
to find regions in parameter space that give rise to the evolution of a coevolu-
tionary arms race between parasitic and host species, i.e., the beginnings of an
immune response.

Our procedure will be to initially run the ecology with no organism / organism
interactions — they optimise to background nutrients, essentially finding optima
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on a static fitness landscape. We will then switch on organism / organism inter-
actions, allowing the emergence of predatory behaviour. Under what parameters
do we see some species become predatory - i.e. now specialise to feed on other
species rather than the background nutrients?

Do we see a coevolutionary arms race between species? Or is it transitory?
What regions of the PPI parameter space lead to the behaviours of interest?

We expect to see that species well adapted to the background nutrients end
up on different optima than those who experience the pressures of predation and
immune development. If we begin with a static landscape and allow species to
explore and find optima, they will end up on different peaks when the landscape
remains static (no interactions) than if the landscape has undergone a dynamic
phase (the introduction and later removal of interactions and immune response).
This will illustrate the way in which the pressure to adopt an immune sys-
tem drives species along different phylogenetic routes and ultimately to different
optima.

In future work, we intend to extend this modelling methodology to explore the
functional questions that underlie the fourth transition identified; from innate
germline immune responses to somatic adaptive responses.
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Abstract. Extending a previous plea of the author for adopting the OO practices 
in the modelling of immunological systems, this paper explains the process of 
restructuring an existing, interesting and complex immune model of T cell re-
sponses by adopting OO good practices, essentially the drawing of UML state 
and class diagrams and the implementation of the “State Design Pattern”. This 
pattern associates to each state in which a T cell can be found, a single class re-
sponsible for describing both the internal transition taking place while in this 
state and the switching to the next state. Its exploitation entails a natural de-
coupling of the code, facilitating its comprehension and its re-use. This exercise 
aims at showing that both UML and this design pattern adoption greatly im-
proves the readability, communication, and thus the possible modification of 
existing codes. Generalizing this process to all exploitable and existing immune 
models will allow the constitution of an utilizable library of understandable and 
reproducible simulations, something that seems to miss these days and hampers 
the software side of theoretical immunology to take off.  

1   Introduction 

Although there is a more than 20 years old  tradition of immune software models, 
very few of them have been the object of further running and exploitation once their 
authors published the paper explaining it and event made the code easily available. 
Some simple very abstract models have received further attention but mainly due to 
their oversimplification, their pedagogical character or unexpected qualitative out-
come, such as simulations grounded into cellular automata [2][3][11]. Once the model 
aims at getting beyond interesting but still very qualitative phenomena, and tries as 
much as possible to capture more refined biological knowledge, the resulting code 
turns out to be much too complex to attract further researchers. Roughly saying, the 
price to pay to understand and get into the software is not worth the benefits gained 
by running the code. The charge for admission is far too much. The amount of new 
knowledge acquired by understanding and running the code does not deserve such  
cognitive expanses. In a previous paper [1], I argued that theoretical immunologists 
could gain from the members of our ICARIS community the adoption of professional 
programming practices, rendering their software modelling more readable, scalable, 
usable and thus allowing to change this current frustrating situation of “write once run 
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only once”. Although algorithmic writing is less demanding than mathematical devel-
opments, still a great degree of rigour and a sharper clarification of biological mecha-
nisms is required. The modelling of complex systems such as the immune system 
demands algorithmic ways to decouple the model so as to be able to pay attention to 
each of its part in turn without losing the global picture. This is exactly what the adop-
tion of OO practices amounts to: making the “emergent” phenomena easily emerges 
out of the classes relationship network while keeping a perfect understanding and 
control of what happens in the system parts i.e. the classes.  

OO software are simultaneously easy to read and to understand (even for non pro-
grammers), simple to build, easy to extend thanks to their inherent modularity, easier 
to maintain and to adapt. From its very origins, OO computation has simplified the 
programming of complex reality by allowing the programming to come closer to the 
way human perceives this reality (the first OO language was indeed called 
“SIMULA”) instead of being constrained by the processor set of elementary instruc-
tions. Furthermore, the decoupling of this complex reality in simpler software classes, 
both in a vertical (classes inheritance) and in an horizontal direction (classes associa-
tion), inherent to the OO practice, is a very old “Cartesian” trick that has never been 
contradicted to handle complex systems. UML proposes a set of well defined and 
standardized diagrams (transcending any specific OO programming language) to 
naturally describe and resolve problems with the high level concepts inherent to the 
formulation of the problem. It is enough to discover and draw (the UML language is 
essentially graphic) the main actors of the problem and how they do mutually relate 
and interact in time to build the algorithmic solution of this problem. Departing from 
these diagrams and in agreement with the software community which wants to substi-
tute the programming practice (fully dependent of the computer platform)  with the 
modelling one (fully independent), more and more automatic code generation tools 
appear on the market, contributing to make this computational practice evolution even 
more appealing to biologists. Finally, Design Patterns (DP) [9, 10, 11] are very con-
venient and well experimented software recipes to face and resolve programming 
difficulties often encountered during the development of complex software. One of 
these DP, the so-called “state pattern” (well explained in [9]), and originating from 
the UML state-transition diagram, will be amply used in this paper.  

To convince the reader of the benefits gained by adopting OO practices, this paper 
will justify and describe the refactoring in an OO way of immune models by tackling 
one of them:  a very interesting model of cytotoxic T cell responses proposed by Chao 
et al some years ago [4][5]. The original code is available and downloadable at 
http://www.cs.unm.edu/~dlchao/imm/download.html although I have been told,  dis-
cussing with Chao, that he were unaware of many researchers having moved on, 
modifying or extending the code. This very same frustrating situation could apply to 
another as much interesting immune modelling effort by Efroni, Cohen and Harel 
[6][7]. The next section will remind both the two UML diagrams and the “state pat-
tern” that are necessary to comprehend in order to follow this OO refactoring process. 
The third section will sketch the key parts of the Chao et al’s model that has gone 
through this reorganisation exercise. The final one will justify and explain this re-
structuring and show pieces of the resulting updated software.  
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2   UML Diagrams and the State Design Pattern 

It is impossible to even briefly give an overview of the hundred modeling symbols 
composing the 13 UML diagrams. A very simple and didactical introduction to UML 
is the purpose of Fowler’s book [8]. As illustrated in the figure 1 below, the class 
diagram is essentially composed of the classes and the different types of relationships 
among them, such as association, composition and inheritance. Two classes are asso-
ciated when objects of the first one need to run method declared in the second class so 
as to exploit or modify the current state of objects of the second classes. In the figure, 
a “TrafficLight” object is able to interact with the “Car” class  (i.e. the many instances 
of car objects in front of it) so as to make them slow down or accelerate (thus modify-
ing their speed attribute). A class is physically composed of another one, like in the 
figure the engine which really resides “into” the car, when the disappearance of the 
containing object entails the disappearance of its content. Whenever a car object 
leaves the RAM memory, an engine object automatically leaves it too. Finally the car 
class gives raise to two subclasses through the inheritance type of relationship, mak-
ing the subclasses, first to be an exact replica of the superclass (thus the inheritance), 
but allowing additional specific attributes, methods, or redefining some methods al-
ready present in the superclass.  

 

 
 

Fig. 1. Example of class diagram illustrating the three main types of relation among classes: 
association, composition and inheritance 

 
All OO programmers know that there is a perfectly isomorphic code which is 

automatically generated by most of UML programming environments. A sketch of the 
Java version of the five classes would go as follow: 1) class TrafficLight { 
private ArrayList<Car> carsInFront; public TrafficLight 
() { carsInFront = new ArrayList<Car>();} public void 
addCar(Car c) {carsInFront.add(c);}} – 2) class Car{ pri-
vate Engine myEngine; public Car() {myEngine = new En-
gine();}} – 3) class Engine{} – 4) class CityCar extends 
Car{} – 5) class SportCar extends Car{} . 
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The figure 2 below illustrates the state-transition diagram applied on the “Traffic 
Light” object and the associated class diagram which results from a straightforward 
application of the “state pattern”. The traffic light can be in five elementary states 
regrouped into two composite states. The composite state is useful when a same tran-
sition (for instance the one indicated by [event3]) equally applies to all internal states.  
This diagram indicates all possible states an object can be in and all possible transi-
tions (which can result from an event and/or be conditioned) between these states. 

 

 
 

 
 
Fig. 2. The state-transition diagram of the TrafficLight and the Class diagram which results 
from a straightforward application of the “State Pattern” 

 
In order to decouple the code as much as possible, the state pattern associates each 

state with one class responsible for what happens while the object is in this state . Part 
of the java code of the “TrafficLight” class goes as follows:  
 
class TrafficLight { 
 private ElementaryState currentState; 
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 private CompositeState currentCompositeState; 
 private RunningState runningState; 
 private FlashingState flashingState; 
 public TrafficLight (ElementaryState currentState){ 
  carsInFront = new ArrayList<Car>(); 
  this.currentState = currentState; 
  runningState = new RunningState(this); 
  flashingState = new FlashingState(this); 
 } 
 public ElementaryState getYellowState() { 
  return runningState.getYellowState(); 
 } 
 public void changeState(ElementaryState newState){ 
  currentState.exitState(); 
  currentState = newState; 
  currentState.enterState(); 

} 
public void simulate() { 

    while (true) { 
  currentState.leaveState(); 
    } 

} 
} 

 
The “changeState” method is responsible for switching the traffic light from one ele-
mentary state to another. In each state, it is possible to specify what should happen as 
long as the object stays in that state and just before exiting it. The abstract “State” 
class is shown below: 

 
abstract class State { 
 private TrafficLight theTrafficLight; 
 public State (TrafficLight theTrafficLight){ 
  this.theTrafficLight = theTrafficLight; 
 } 
 public TrafficLight getTheTrafficLight(){ 
  return theTrafficLight; 
 } 
 public abstract void enterState(); 
 public abstract void exitState(); 
 public abstract void leaveState(); 

} 
 
It has three abstract methods (their name should reflect what they try to capture)  to be 
specified for each state, either being composite or elementary. For instance, the 
“GreenState” will define these methods in the following way. 
 
class GreenState extends ElementaryState { 
 public GreenState(TrafficLight theTrafficLight){ 
  super(theTrafficLight); 
 } 
 public void enterState() {} 
 public void exitState() {} 
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 public void leaveState() { 
  if (event1){ 
   greenToYellow(); 
  } 
 } 
 public void greenToYellow (){ 

getTheTrafficLight().changeState(getTheTrafficLight().
  getYellowState()); 

} 
} 
 
Notice that the “leaveState” method regroups all possible transitions (each transition 
will then call the “changeState” method on the traffic light), depending here on the 
occurrence of a given event (event 1 in the example). This transition could be prob-
abilistic in nature and thus associated with a probability of transition. In a stochastic 
version of this same diagram, the “leaveState” method would choose which transition 
to execute.   

Interestingly enough, both the Java code and the class diagram have been auto-
matically generated departing from the state-transition diagram. For some years now, 
there exits an XML description of all UML diagrams called XMI and equally stan-
dardized  by the OMG. For instance, parts of the XMI description of the traffic light 
state-transition diagram is given below: 
 
<subvertex xmi:type="uml:State" xmi:id="U2d38031e-88c0-4487-a358-
10033319382f" xmi:uuid="2d38031e-88c0-4487-a358-10033319382f" 
name="running"> 
 <region xmi:type="uml:Region" xmi:id="U9975393a-c217-402a-8c28-
b4ad044f4921" xmi:uuid="9975393a-c217-402a-8c28-b4ad044f4921" 
name="Region1"> 
 <subvertex xmi:type="uml:State" xmi:id="U0d02c7cb-1cc5-4cdb-
9951-f98db987fa6b" xmi:uuid="0d02c7cb-1cc5-4cdb-9951-f98db987fa6b" 
name="yellow"> 
 <outgoing xmi:idref="U255848fd-71c6-4c37-9320-49f74f21bf91"/> 
 <incoming xmi:idref="U89943d6b-b6dd-4e18-aa2d-1998dd625af9"/> 
  </subvertex> 
<subvertex xmi:type="uml:State" xmi:id="U95ab8769-8478-41a6-b00f-
51caa61d343b" xmi:uuid="95ab8769-8478-41a6-b00f-51caa61d343b" 
name="green"> 

 
From this document, it is immediate to exploit a Java DOM parser in order to extract 
all information required to the automatic construction of the code: the “states” becom-
ing the classes, the “transitions” (“outgoing” of the first state to “incoming” of the 
second one) constituting the body of the various transition methods conditionally 
called by the “leaveState” method. In my laboratory, a version of the parser has been 
developed for this specific problem so that a class diagram is automatically produced 
out of the state transition one.  

3   The Chao et al’s Stochastic Model of Cytotoxic T Cell Responses 

The simulation software to be transformed is a very classical model of primary and 
secondary immune responses. It is important to precise that no functional modification 
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at all has been made on the original model, apart from a complete refactoring of the 
code in the several classes, as a result of a straight application of the State Pattern. It 
runs exactly in the same way but hopefully should be much easier to understand and 
transform in the future. The model roughly works that way (a complete description can 
be found in various publications [4][5]). Once a target cell is infected by a virus, it pre-
sents parts of the virus to T cells circulating around that become activated as an outcome 
of this recognition. Once activated and following a certain delay, T cell proliferate and 
destroy the infected target cell. Some of the effector T cells will later turn into memory 
cells which can, once again, respond to the virus but this time in a much more efficient 
way. All cells in the system naturally die at a certain rate. One very convenient way to 
understand the model is by attentively observing the two UML state diagrams shown 
below in figure 3 and 4.  

The state-transition diagram of figure 3 shows how the population of uninfected 
target cells become infected once they meet the virus. Thus, a second transition makes 
them disappearing once they do encounter the T cell. It is clearly shown in the dia-
gram how the fate of these target cells is linked both to the population of viruses and 
of T cells. Therefore three populations are involved here which, in the original study, 
are modeled by three differential equations responsible for their concentration evolu-
tion in time. Two general key aspects of the model need to be discussed further: its 
population-based and stochastic nature.  

 

Fig. 3. State transition diagram of the target cell infected by the virus and cleared by T cell 

 
In the UML original state transition diagram, only a single object and all its possi-

ble transitions are represented (like in the case of the traffic light). In Chao et al’s 
model,  we rather are in presence of various populations of objects whose transitions 
are followed in time. There is a long going debate in many scientific communities 
regarding the use of an agent-based approach (in which an agent is a single object) 
versus a population-based one (in which an object is a population of agents of the 
same type and thus contains a “size” attribute). Due to the huge number of immune 
cells present in an organism, and following the example of chemists who rather privi-
lege the use of population-based kinetics models to agent-based ones, a population-
based approach has been adopted in this model so as to be more faithful to reality and 
much more computationally effective. Notice that the state pattern is not affected by 
this choice and the resulting class diagram would look very much the same whatever 
choice is adopted: the single object or the population-based version. Like illustrated 
by the class diagrams below, a T cell object will now contain as many populations as 
states a T cell can be found in.  
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Fig. 4. The State transition diagram associated to the T cell 

 
The second key aspect of the model is its stochastic nature. There are two reasons 

justifying the presence of probabilities in the model. One is again computational effi-
ciency, such as when replacing the deterministic updating of the three differential 
equations describing the evolution in time of the uninfected, the infected target cells 
and the viruses by a stochastic version (this is classically done in chemical kinetics 
when the Gillespie algorithm is favored to the classical numerical integration). The 
second more fundamental reason is the reflection of the uncertainty in the description 
of the transition. Like shown in fig. 5, only a subpart of the cells in a given state tran-
sit to the next state, so that a random sampling of the population of the previous state 
disappears from that same state to move to the next one. With respect to the original 
UML state transition diagram, the transition guard will be stochastically defined.  

 

Fig. 5. The stochastic transition between two states 

 
The T cell state transition diagram shown in figure 4 is slightly more subtle. Ini-

tially the T cells are in the naïve state. Once they do meet an infected cell, they enter a 
waiting state, representing the time needed for the cell to become effector (proliferat-
ing and killing infected cells). This waiting state is implemented in the code by an 
array of populations (the size of the array is given by the number of time steps to 
wait). At each time step, new T cells enter the waiting state (in the first compartment 
of the array), while all cells in a stage (in an array compartment) move to the next 
stage (the next compartment). The cells in the last stage (the last compartment of the 
array) enter the next state i.e. the effector state (that they will have reached in exactly t 
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time steps). Notice that there are three instance objects of this same StateWaiting in 
the diagram: one from “naïve to effector”, one from “effector to memory” and one 
from “memory to effector” which only differ by the waiting time (i.e. the size of the 
array). The effector state is slightly more complex than the other states and is indeed 
represented by a composite state like shown in figure 6 to be discussed later. Follow-
ing the effector state, the cell enters a new waiting state before turning into a memory 
cell. These memory cells are represented by a second instance of the same naïve class 
since they behave exactly like the naïve one, although their stimulation is much more 
effective (some attributes change between the naïve cells and the memory cells in-
creasing their reactivity). Again like for the naïve state, the effector state class gives 
raise to two objects (one coming from naïve and one from memory) which behave in 
the same way and differ only by some attributes values. Something not shown in the 
diagram is the spontaneous natural dying of the T cells in whatever state they are (and 
again this transition to death is of a stochastic nature).  

 

Fig. 6. The state transition diagram of the state effector which is a composite state 

 
The state effector represented in figure 6 is a composite state composed of two 

classes of state: “StateWaitingToDivide” which is a subclass of “StateWaiting” and 
the “StateTcellSubPopulation”.  Let n be the number of times a T cell can succes-
sively divide and let t be the number of time steps necessary to perform one division. 
In the composite effector state, there will be n instances of objects “StateWaitingTo-
Divide” and n+1 objects of “StateTcellSubPopulation”. Each object “StateWaiting-
ToDivide” is responsible for the division process and contains an array of populations 
of size t. The class “StateWaitingToDivide” inherits from the class “StateWaiting” by 
just redefining the transition to the next state which supplies two times the number of 
T cell in this next state instead of one. The T cell enters in this composite state by first 
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entering in a TcellSubPopulation state. This class precedes any division process and 
receives the result of the previous division process. In fact, n successive times, a T 
cell transits to the state TcellSubPopulation then to the state WaitingToDivide in 
order to divide, to finally attain the last instance of TcellSubPopulation i.e. the n+1th 
one which concludes the whole period spent in the state Effector. In addition, from 
whatever internal state, a stochastic transition is possible to the memory state.  

4   OO Refactoring of the Model  

The three class diagrams of the new reorganized version of the code are discussed in 
this section. Provided what the UML community and the OMG members keep telling 
is adequate, these diagrams should easily allow to understand the whole simulation 
with no real need to enter the code.  

 

 

Fig. 7. The class diagram of the non infected, infected target cells and of the virus 
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Let’s first discuss the classes shown in figure 7. The population class contains a 
“size” attribute. Its  method “transitionToReproduce” accounts for the natural repro-
duction of the cell and “transitionToDie” for the natural dying process. The different 
statistical behaviors i.e. “Poisson” or “binomial”, responsible for the two previous 
transitions, are declared separately and associated to that class in order not to confuse 
the biology and the algorithmic tricks. The virus population is a subclass. The rest of 
the figure is the part of the class diagram that automatically results from the applica-
tion of the “state pattern” on the state-transition diagram of the target cell. The two 
states are then: “infected” and “noninfected”, the first one requiring an association 
with the virus population and the second one with the T cell class. On account of the 
“population-based” nature of the simulation, each state of the target cell contains an 
object of type population which represent all T cell in that specific state. The state 
class contains the two methods “changeState” and “enter”. The uninfected class con-
tains the additional “transitionToInfected” method.  

The following figure is more complete and more representative of the whole 
simulation. 

 

 
 

Fig. 8. A nearly complete class diagram of the reorganized code, with just shown the inheri-
tance relationship among the classes 
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Four interfaces can be seen in the figure. A first one just contains the method 
“clock”, which is called at each time step on each class implementing it. The “clock” 
method is responsible for every processes occurring at each time step. All biological 
classes implement this interface. Two other interfaces result from the application of 
the state pattern, first on the target cell then on the T cell. The last interface is just 
responsible for the different possible statistical processes describing the transitions 
between states. Implementing the interface “TcellState” are the five states already 
sketched above: “naïve”, “waiting”, “effector”, “waitingToDivide” and “TcellSub-
Population”, the last two being contained in the effector composite state. The last 
class diagram of figure 9 describes in a more precise way the classes needed to run 
the T cell state transition diagram.   

The T cell class contains 3 instances of the “waitingState”, since the state transition 
diagram repeats three times the same waiting period but with different durations,  and 
2 instances of the “naïveState”, the second one for the memory version of the T cell. 
A waiting state contains an array of populations of size the number of time steps to 
wait. The “StateEffector”, for reasons already explained above, contains n instances 
of “StateWaitingToDivide” and n+1 instances of “StateTcellSubPopulation” (each 
object of this later class contains one “population” instance). In order to verify the 
perfect matching of the code and the class diagram, some parts of the Java code of the 
class “StateNaive” is shown below: 

 
public class StateNaive implements tCell.InterfaceTCellState { 
  
 private Population naivePopulation; 
 private StateInfected infectedPop; 
 private InterfaceTCellState toWaitingState; 
  

public void setFollowingWaitingState(InterfaceTCellState 
nextState){ 

  this.toWaitingState = nextState; 
 } 
 public long recruit(double fProb){ 
  return naivePopulation.pickCells(fProb); 
 } 
 /** transition to the next state */ 

public long transitionToWaiting(InterfaceTCellState 
nextState){ 
       long leaving = recruit(1.0 - Math.exp(-
getStimulation()* toEffectorProba/ Con  
stants.TIMESTEPSPERDAY)); 

  nextState.enter(leaving); 
  return leaving; 
 } 
  
 /** internal transition - here cells are dying */ 
 public long changeState(){ 
  return naivePopulation.clock(); 
 } 
 public long clock() { 
  long variation = 0; 
  variation += changeState(); 
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variation += transitionToWaiting(toWaitingState); 
  return variation; 
 } 
 /** entering from the previous state */ 
 public void enter(long entering) { 
  this.naivePopulation.incSize(entering); 
 }  
} 

 

 
 

Fig. 9. The class diagram describing all classes necessary to code the T cell state transition 
diagram 
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5   Conclusions 

OO languages, UML and Design Patterns all together allow to tackle the simulations 
of the immune system in a much more comprehensible, adaptable and effective way. 
Immunologists should be able to understand what the code does through the UML 
diagrams and even figure out how to change or to adapt it to their specific needs. 
They could easily re-use some of the classes described in the paper such as the “popu-
lation” or the “waitingState”. Through the use of UML diagrams, the necessary com-
munication between programmers and between programmers and non programmers, 
in order to modify or extend existing immune simulations, should be greatly facili-
tated. I personally interacted with Denis Chao and members of the Cohen and Harel’s 
team and in both cases decided to watch into the code of their T cell class. They hon-
estly recognized that, due to the number of states transitions affecting this class, so far 
the coding of this class was too long, ugly, not very understandable, and particularly 
difficult to modify. This is why I decided to make this refactoring exercise and to 
write this paper to improve the situation and to encourage future programmers to 
adopt better software practices.  
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Abstract. We have modeled the within-patient evolutionary process
during HIV infection. During the HIV infection several quasispecies of
the virus arise. These quasispecies are able to use different coreceptors, in
particular the CCR5 and CXCR4 (R5 and X4 phenotypes, respectively).
The switch in coreceptor usage has been correlated with a faster progres-
sion of the disease to the AIDS phase. As several pharmaceutical compa-
nies are getting ready to start large phase III trials for their R5 blocking
drugs, models are needed to predict the co-evolutionary and competitive
dynamics of virus strains. Moreover, we have considered CTLs response
and effect of TNF. We present a model of HIV early infection and CTLs
response which describes the dynamics of R5 quasispecie and a model
of HIV late infection, specifying the R5 to X4 switch and effect of im-
mune response. We report the following findings: quasispecies dynamics
after superinfection or coinfection have time scales of several months
and become even slower in presence of the CTLs response. In addition,
we illustrate dynamics of HIV quasispecies on HAART, Maraviroc and
Zinc-finger nucleases(ZFN) therapies. Our model represents a general
framework to study the mutation and distribution of HIV quasispecies
during disease progression, and can be used to design vaccines and drug
therapies.

Keywords: HIV, viral dynamics, quasispecies, coinfection, superinfec-
tion, HAART, Maraviroc, Zinc-finger nucleases.

1 Introduction

Human Immunodeficiency Virus(HIV) infection kills or impairs cells of the im-
mune system, destroys resistance ability against infections and it leads to AIDS.
According to UNAIDS/WHO, there are over 33 million people living with HIV
and AIDS worldwide(http://www.who.int/hiv/en/). HIV, one of the dead-
est disease, is difficult to control because of very high mutational capability of
the virus. Past years have seen major advances in the understanding of the in-
teractions between viral envelope glycoproteins and hot receptors, and of the
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conformational changes involved in the entry of HIV-1 into host cells [1]. The
Chemokine receptors, CCR5 and CXCR4, have been identified as major core-
ceptors for HIV-1 entry into CD4+ T cells, playing critical role in the cell entry
process and lead to a new classification of HIV-1. Virus entry through CCR5
is termed as R5-tropic (no-syncytium-inducing), and virus that exclusively uses
CXCR4 is termed as X4-tropic (syncytium-inducing). Virus, able to use both
CCR5 and CXCR4 receptors, is termed as R5/X4- or dual-tropic.

HIV-1 infection is characterised by the progressive loss of CD4+ T cells. In-
fection by most strains of HIV-1 requires interaction with CD4+ T cell and a
chemokine receptor, either CXCR4 or CCR5. In early stage of HIV-1 infection,
viruses that use CCR5 to enter into the CD4+ T cells and make them infected,
are known as R5 HIV-1. In later stage of HIV-1 infection, viruses bind to the
CXCR4 chemokine receptor (X4) in addition to CCR5 (known as R5X4) or
CXCR4 alone in 50% patients [2,3,4]. These strains are infecting not only mem-
ory T lymphocytes but also naive CD4+ T cells and thymocytes through the
CXCR4 coreceptor, which induce syncytium. Furthermore, R5-tropic virus for
memory and X4-tropic for naive T cells may drive evolution of phenotypes with
diseases progression [5]. Switching of CCR5 to CXCR4 has been linked to an
increased virulence and with progression to AIDS, probably through the forma-
tion of cell syncytia and killing the T cell precursors. CXCR4 is expressed on a
majority of CD4+ T cells and thymocytes, whereas only about 5 to 25% of ma-
ture T cells and 1 to 5% of thymocytes express detectable levels of CCR5 on the
cell surface [6]. It is noteworthy that X4 HIV-1 strains stimulate the production
of cellular factor called Tumor Necrosis Factor (TNF), which is associated with
immune hyperstimulation, a state often implicated in T-cell depletion [7]. TNF
seems to be able to both, inhibit the replication of R5 HIV strains while having
no effect on X4 HIV and down regulate the number of CCR5 co-receptors that
appear on the surface of T-cells [8].

A powerful concept in understanding the HIV variability and its consequences
is that of quasispecies [9,10]. Quasispecies are the combined result of the mu-
tations and recombination, that originates variability, and of the co-infection
(simultaneous infection), superinfection (delayed secondary infection) and selec-
tion, that keeps variability low. HIV-1-infected individuals show heterogeneous
viral populations of related genomes best described as viral quasispecies [11].

In fact, the infection capacity of mutants may vary, and also their speed of
replication [12]. Moreover, since the number of targets (the substrate) is limited,
fitter clones tend to eliminate less fit mutants, which are subsequently regener-
ated by the mutation mechanism [13]. While mutations are essential ingredients
for exploring the genetic space in the search for the fitness maximum, they also
lower the average fitness of the strain, that generally is formed by a cloud of mu-
tants around the fitness maximum, the quasispecies. It is worth noting that, for a
given fitness landscape, there is a maximum tolerable mutation rate above which
the quasispecies structure is lost(see [9] for a recent work on error threshold).

In addition, Cytotoxic T Lymphocytes(CTLs) play vital role in controlling
infection and variability of HIV-1. The pressure on HIV-1 progression is the
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existence of either weak CTL selection pressure or viral mutations [14]. A recent
study shows that higher degree of immunodominance leads to more frequent
escape with a reduced control of viral replication but a substantially impaired
replicative capacity of the virus [19]. We aim at modeling viral multi strain short
and long term evolutionary dynamics especially transition of R5 to X4 phenotype
switch and CTLs response.

The use of mathematical models is an insightful and essential complement
to in-vivo and in-vitro experimental design and interpretation. Indeed mathe-
matical models of HIV dynamics have been proved valuable in understanding
the mechanisms of several observed features in the progression of the HIV infec-
tion [19,20,21,22,23,24,25,26,27]. The mathematical models are even more effec-
tive in predicting the time and space patterns, the effects of drug therapies and,
the design of vaccines.

Here, we address the issue of studying the coevolutive and the competitive dy-
namics of CTL response and R5 to X4 phenotype switch during HIV-1 infection.
In the next section we introduce: a quasispecies model focuses on the R5 to X4
shift, the hyperstimulation of T cell precursors through TNF [28] and the CTLs
selection pressure of escape. We describe the decreasing dynamics of CD4+ T cells
after the appearance of X4 strains and make predictions on the results of HAART,
Maraviroc and Zinc-finger nucleases(ZFN) in coinfection and superinfection sce-
narios at different times of the disease progression. Finally we discuss comparison
among therapies which might be helpful in medication of HIV-1 patients. In ad-
dition, immune response model may help in designing vaccines.

2 Models

In a quasispecies model for R5 phase mutations, co-infection and superinfection
cause several R5 strains. In the limit of one quasispecies we found the same
values observed in experiments and in other models (most notably Perelson’s
standard model). We tested the model in the scenarios of co-infection and su-
perinfection using parameters derived from biological literature. The model has
been discussed in our previous published literatures [10,28]. The model is as
follows:
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Table 1. Parameters introduced in the R5 to X4 phenotypic switch model

Parameter Symbol value Units

Production of immature T cells NU 100 cell/μl t−1

Death rate of immature T cells δU 0.1 t−1

Death rate of immature T cells upon the interaction with TNF δU
F 10−5 μl/cell t−1

Decreasing infectivity of R5 phenotype due to TNF kR5 10−7 μl/cell2 t−1

Increasing infectivity of X4 phenotype due to TNF kX4 10−7 μl/cell2 t−1

Increasing death rate of immature T cells due to TNF δI
X4 0.0005 μl/cell t−1

Rate of production of TNF kF 0.0001 t−1

Model for the R5 to X4 phenotypic switch: a summary of the additional parameters is
introduced. The values of the other parameters are from medical literature referred(see
also [29]).

The studies have shown that the equilibrium abundance of the infected cells
depend on immunological parameter [30,31]. Therefore, we introduce another
variable, immune responce (Cytotoxic T Lymphocytes), in above model. Even
in future, we intend to check model on vaccination and drug therapy.

2.1 Modeling of CTLs and Transition of R5 to X4

As shown in several studies, Cytotoxic T Lymphocytes (CTLs) play an impor-
tant role in controlling HIV infection specially at initial stage [32,33]. However,
there are many challenges to model immune response because HIV is difficult
to diagnose in the early stage. Additionally, it is the challenge to acquire data
on CTLs escape since the virus diversity within a host has to be followed over a
long time. It is also difficult to analyse the intersection in viral replication, the
selection and the mutation by different CTLs response. To better understand
these processes, we model transition of R5 to X4 with immune response.

The model contains six variables: immature T cells(U), uninfected mature T
cells(T), infection of mature T-cells (I), viral quasispecies (V), TFN (F), and
CTL response (Z). The changes in the population over time can be described by
following differential equations model:
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dZ

dt
= rIZ − bZ (11)

Equation (6) describes the constant production of immature T cells by the thy-
mus NU and their transformation into mature T cells at rate δU . If X4 viruses
are present, upon the interaction with TNF, immature T-cells are cleared at
fixed rate δU

F , and added due to CTLs at fixed rate kZ .
Equation (7) describes how uninfected mature T cells of strain i are produced

at fixed rate δU by the pool of immature T cells. Those cells, upon the inter-
action with any strain of the virus, Vk, become infected at rate βk = β ∀k.
The infectiousness parameter, β, is not constant over time, but depends on the
interplay between R5 and X4 viruses. In particular, due to the presence of TNF,
the infectivity of the R5 strains reduces (βR5(t) = β−kR5F (t)), while infectivity
of the X4 strains increases(βX4(t) = β + kX4 F (t)).

Equation (8) describes the infection of mature T-cells. Infected T-cells of
strain k arise upon the interaction of a virus of strain k with any of the mature
T-cell strains. The infected cells, in turn, are cleared out at rate δI . In addition,
the infected cells are cleared out by CTLs response at fixed rate δz. When TNF
is released, this value increases linearly with constant δI

X4, δI(t) = δI +δI
X4 F (t).

Equation (9) describes the production of viral strains from infected cells at
fixed rate π, viruses are cleared out at fixed rate c.

Equation (10) models the dynamics of accumulation of TNF by assuming
the increase in TNF level to be proportional, via the constant KF , to the total
concentration of X4 viruses present.

Finally, in the equation (11), we model CTLs response which is proportional
to the concentration of the infected cells at constant rate r, CTLs are cleared
out at fixed rate b.

Table 2. Additional parameters for CTL response Model

Parameter Symbol Value Units

Increasing immature T cell due to CTL kZ 0.01 μl/cell t−1

Rate of Immune response due to Infected T cells r 0.004 μl/cell t−1

Death rate of Infected cell due to CTL cells δz 0.02 μl/cell t−1

Natural death rate of CTL cells b 0.2 t−1

The values of the parameters are from literature referred, see also [34,19].

3 Results

3.1 Dynamics of CTLs on Transition of R5 to X4 Switch

The evidences suggest that CTLs response contributes to control HIV-1 infec-
tion in-vivo [14,15,16,17,18]. However, diseases progression rate to AIDS varies
person to person which indicates that CTLs response plays protective role in
progression. Here, we simulate CTLs response during HIV-1 superinfection and
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Fig. 1. Schematic description of the updated model for the switching from R5 to X4
viral phenotype with immune response. Naive T-cells U, are generated at constant
rate NU and removed at rate δU . Also, Naive T-cells are produced at fix rate kZ due
to CTLs response. They give birth to differentiated, uninfected T-cells, T. These in
turn are removed at constant rate δT and become infected as they interact with the
virus. Infected T-cells, I, die at rate δI and contribute to the budding of virus particles,
V, that are cleared out at rate c. In addition, infected cells are cleared out at δZ by
CTLs, Z. CTLs response depends on number of infected cells(I) and is cleared out at
fixed rate b. As soon as the X4 phenotype arises, the production of the TNF starts,
proportional to the X4 concentration and contributes to the clearance of naive T-cells,
via the δU

F .

R5 to X4 phenotype switch. We have varied parameter kZ to analyse the ef-
fect of CTLs and infected cells on immature cells production. We have assumed
that infected cells are killed by CTLs, at constant rate δZ and CTLs response is
proportional to the population of infected cells at fixed rate r.

In Figure 2, we varied parameter kZ to observe the dynamics of viruses and
CD4+ cells. Viral load and CD4+ T cells behave normally in presence of weaker
immune system, do not make much difference in the appearance of X4 phenotype
(see Fig. 2(a)). At kZ = 0.1, immune system tries to resist during initial stage of
infection and during appearance of X4 phenotype (see Fig. 2(b)). We observed
strong competition among viruses and CD4+ T cells at 0.3 of kZ (see Fig. 2(c)).
We observed that CTLs response plays a key role in controlling HIV-1.
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Fig. 2. Effect of immune response on the model due to kZ parameter: (a) kZ = 0.01,
for weak immune system, (b) kZ = 0.1, system shows damped oscillations at initial
stage and at appearance of R5 and X4, (c) kZ = 0.3, oscillations are observed between
CD4+ T cells and viral load at initial stage and they become stable at later stage of
infection. Mutation rate μ = 2.5 × 10−3.

3.2 The Key Drug Therapies: HAART, Maraviroc, ZFN

HAART Therapy. HAART therapy is composed of multiple anti-HIV drugs
and is prescribed to many HIV-positive patients. The therapy usually includes
one nucleoside analog (DNA chain terminator), one protease inhibitor and either
a second nucleoside analog (”nuke”) or a non-nucleoside reverse transcription in-
hibitor (NNRTI) [37]. HAART is one of the way suppressing viral replication in
the blood while attempting to prevent the virus rapidly developing resistance to
the individual drug. Our model in the Section 3.1 suggests that phenotype switch
depends on mutation rate μ and increasing production of immature T cells due
to CTLs response parameter kZ . To simulate HAART therapy on the model, we
have decreased viral load at certain time interval to analyse drug effect.

Fig. 3 describes HAART treatment, which is usually able to decrease the
concentration of the virus in the blood and delay the appearance of X4. However,
this model suggests a possible scenario in case of a sudden interruption in the
therapy. If the different R5 strains experience the same selection pressure, as
soon as the therapy is stopped, the X4 strain may appear sooner. In fact during
the treatment, concentration of the different strains of R5 viruses is kept to a
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Fig. 3. Model outcome with HAART therapy: CD4+ T cells concentration during
HIV-1 superinfection by R5 viral strain. Drug treatment simulated from time t = 200
to t = 400. For superinfection R5 to X4 phenotype switch, the time is shorter in
drug treatment as compared to the time without drug treatment. The concentration
of CD4+ T cells is plotted using red line (�) and blue line (×) denoting with drug
therapy and without drug therapy respectively. Parameters are same as in Fig. 2.

very low level while T-cell abundances increase. As the therapy is interrupted,
all the strains give rise to a renewed infection, but now also the strains closer
to the X4 co-receptor using viruses are populated, and a mutation leading to an
X4 strain occurs sooner.

Maraviroc. Maraviroc is the first member of a new class of antiretroviral med-
ications, the CCR5-receptor antagonists which is approved by the US Food and
Drug Administration (FDA). It targets host protein, a CCR5 coreceptor rather
than viral strains so it can block viral strains entering into CD4+ T cells. Mar-
aviroc can be used as combination with other antiretroviral agents in treatment-
experienced patients infected with multidrug-resistant, CCR5 tropic HIV-1. The
study conducted on Maraviroc has shown promising results compared to other
antiretroviral agents (placebo). Clinical trial phase III studies shown that Mar-
varioc, as compared with placebo, resulted in greater suppression in HIV-1 and
greater increase in CD4+ T cells count at 48 weeks [35,36].

In Fig. 4, we considered Maraviroc treatment, which is usually able to de-
crease viral load in R5 tropic phase and greater increase of CD4+ T count.
To simulate Maraviroc treatment we mutate CD4+ T cells with the effect of
drug(Maraviroc) so that R5 virus particles can not interact with them. Drug
treatment is simulated from time t = 200 to t = 400. The model suggests that
after discontinuing the treatment, viral load increases again hence concentration
of CD4+ T cells decreases. However, there is no time delay in appearance of X4
viral strain.
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Fig. 4. Maraviroc therapy dynamics: Dynamics of CD4+ T counts and Viral load
during drug therapy. Simulation of treatment from time t = 200 to t = 400. Parameters
are same as in Fig. 2.

R5 to X4 switch and Zinc-finger nucleases(ZFN) therapy. Several differ-
ent anti-HIV-1 gene therapy approaches have been tested in cells over the last 10
years. This therapy is mainly classified into two categories (i) RNA-based agent;
(ii) protein-based agents [38]. Zinc-finger nucleases use different protein-based
approach. Disruption in gene sequence by ZFN therapy, generates nonfunctional
CCR5 mutant, known as CCR5Δ32 which is resistant to CCR5-tropic of HIV-1.
Recent study on a mouse model has shown that ZFN-modified CD4+ T cells
had increased number of CD4+ T cells and a statistically significant seven-fold
reduction in viral load in their peripheral blood [39].

In Fig. 5, we simulate CD4+ T cells and viral load dynamics by considering sev-
eral CD4+ T mutation percentage, introduced at time t = 200, using ZFN gene
therapy. We observed substantial increase in concentration of CD4+ T cells and a
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Fig. 5. Model outcome with Zinc-finger nucleases therapy: percentage of CD4+ T cells
mutated by ZFN gene therapy (left)CD4+ T cells count(in cells per microliter) (right)
viral load (in copies per milliliter)
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Fig. 6. Snapshots of competitive dynamics between CD4+ T cells and viral load at
30% mutated CD4+ T cells by ZFN therapy

great decrease in viral load(see Fig. 5(a),Fig. 5(b)). In addition, R5 to X4 pheno-
type switch appears later as a result of increase in percentage of mutated CD4+ T
cells by ZFN(see Fig. 5(a),Fig. 5(b)). Fig. 6 represents dynamics of CD4+ T cells
and viral load during HIV-1 infection using ZFN treatment. Our model suggests
that ZFN gene therapy may affect R5 to X4 phenotype switch that appears later
as we increase percentage of mutated CD4+ T cells in the system.

4 Conclusion

There are several strains of HIV present worldwide and often HIV patients carry
multiple strains simultaneously in their body. During the HIV infection several
quasispecies of the virus arise which are able to use different chemokine corecep-
tors particularly CCR5 and CXCR4.

Here, we represent the model of CTLs response during evolutionary quasis-
pecies superinfection of HIV-1, especially transition of R5 to X4 phenotype that
helps to gain better insight of the complexity of the HIV-1 infection process. We
observed that CTLs response is a key aspect in HIV infection. However, viruses
escape from immune system by mutation. Simulation results show different be-
haviors of the system by varying CTLs response parameter.

There are many options available for drug therapy in the treatment of HIV
infection such as Highly Active Antiretroviral Therapy, Maraviroc and gene
therapy(Zinc-finger nucleuses). We noticed, interruption and discontinuation of
HAART therapy may result into early appearance of R5 to X4 phenotype switch.
Maraviroc therapy can substantially decrease viral load and significantly increase
CD4+ T cells count during R5-tropic phase. But, when viruses start to enter
through CXCR4 chemokine coreceptor, we can not see any effect of Maravi-
roc on transition of the R5 to X4 phenotype switch. Zinc-finger nucleuses gene
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therapy may become helpful for HIV patients because our results on ZFN has
shown that emergence of R5 to X4 phenotype switch depends on CCR5 mutated
by ZFN (see Fig. 5 and Fig. 6).

Our model also represents a general framework to investigate switching dom-
inance of strains and arising new dominant strains during different phases of
therapies.

Acknowledgments. This project is supported by EC IST SOCIALNETS -
Grant agreement number 217141.

References

1. Nagashima, K.A., Thompson, D.A., Rosenfield, S.I., et al.: Human Immunodefi-
ciency virus type 1 entry inhibitors PRO 542 and T-20 are potently synergistic in
blocking virus-cell and cell-cell fusion. J. Infect. Dis. 183, 1121–1125 (2001)

2. Karlsson, I., Antonsson, L., Shi, Y., Oberg, M., Karlsson, A., Albert, J., Olde,
B., Owman, c., Jansson, B., Fenyo, E.M.: Coevolution of RANTES sensitivity and
mode of CCR5 receptor use by human immunodeficiency virus type 1 of the R5
phenotype. J. Virol. 78, 11807–11815 (2004)

3. Gorry, P.R., Churchill, M., Crowe, S.M., Cunningham, A.L., Gabuzda, D.: Patho-
genesis of macrophage tropic HIV. Curr. HIV Res. 3, 53–60 (2005)

4. Koot, M., Keet, I.P., Vos, A.H., de Goede, R.E., Roos, M.T., Coutinho, R.A.,
Miedema, F., Schellekens, P.T., Tersmette, M.: Prognostic value of HIV-1
syncytium-inducing phenotype for rate of CD4+ cell depletion and progression
to AIDS. Ann. Intern. Med. 118, 681–688 (1993)

5. Davenport, M., Zaunders, J., Hazenberg, M., Schuitemaker, H., Rij, R.: Cell
turnover and cell tropism in HIV-1 infection. Trends Microbiol. 10, 275–278 (2002)

6. Gray, L., Sterjovski, J., Churchill, M., Ellery, P., Nasr, N., Lewin, S.R., Crowe,
S.M., Wesselingh, S.L., Cunningham, A.L., Gorry, P.R.: Uncoupling coreceptor
usage of human immunodeficiency virus type 1 (HIV-1) from macrophage tropism
reveals biological properties of CCR5-restricted HIV-1 isolates from patients with
acquired immunodeficiency syndrome. Virology 337, 384–398 (2005)

7. Herbeuval, J.P., Hardy, A.W., Boasso, A., Anderson, S.A., Dolan, M.J., Dy, M.,
Shearer, G.M.: Regulation of TNF-related apoptosis-inducing ligand on primary
CD4+ T cells by HIV-1: Role of type I IFN-producing plasmacytoid dendritic cells.
Proc. Nat. Acad. Sci. USA 102, 13974–13979 (2005)

8. Pavlakis, G.N., Valentin, A., Morrow, M., Yarchoan, R.: Differential effects of TNF
on HIV-1 expression: R5 inhibition and implications for viral evolution. In: Int.
Conf. AIDS 2004, July 11-16, 15:(abstract no. MoOrA1048) (2004)

9. Eigen, M., McCaskill, J., Schuster, P.: The Molecular Quasi-Species. Adv. Chem.
Phys. 75, 149–263 (1989)

10. Sguanci, L., Bagnoli, F., Li, P.: Modeling viral coevolution: HIV multi-clonal per-
sistence and competition dynamics. Physica A 366, 333–346 (2006)

11. Biebricher, C.K., Eigen, M.: The error threshold. Virus Res. 107, 117–127 (2005)
12. Neumann, A.U., Lam, N.P., Dahari, H., Gretch, D.R., Wiley, T.E., Layden, T.J.,

Perelson, A.S.: Hepatitis C Viral Dynamics in Vivo and the Antiviral Efficacy of
Interferon-alpha Therapy. Science 282, 103–107 (1998)

13. Eigen, M., Schuster, P.: The hypercycle. Naturwissenschaften 64, 541–565 (1977)



52 A. Sorathiya, P. Liò, and L. Sguanci
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Abstract. As one of the newest members in Artificial Immune Systems
(AIS), the Dendritic Cell Algorithm (DCA) has been applied to a range
of problems. These applications mainly belong to the field of anomaly
detection. Real-time detection, a new challenge to anomaly detection,
requires improvement on the real-time capability of the DCA. To assess
such capability, formal methods in the research of real-time systems can
be employed. The findings of the assessment can provide guideline for
the future development of the algorithm. Therefore, in this paper we use
an interval logic based method, named the Duration Calculus (DC), to
specify a simplified single-cell model of the DCA. Based on the DC spec-
ifications with further induction, we find that each individual cell in the
DCA can perform its function as a detector in real-time. Since the DCA
can be seen as many such cells operating in parallel, it is potentially
capable of performing real-time detection. However, the analysis process
of the standard DCA constricts its real-time capability. As a result, we
conclude that the analysis process of the standard DCA should be re-
placed by a real-time analysis component, which can perform periodic
analysis for the purpose of real-time detection.

1 Introduction

Artificial Immune Systems (AIS) [3] are computer systems inspired by both
theoretical immunology and observed immune functions, principles and models,
which can be applied to real world problems. As the natural immune system is
evolved to protect the body from a wealth of invading micro-organisms, artificial
immune systems are developed to provide the same defensive properties within
a computing context. One of these immune inspired algorithms called the Den-
dritic Cell Algorithm (DCA) [6] is based on the function of the dendritic cells of
the innate immune system. An abstract model of the behaviour of natural den-
dritic cells is used as the foundation of the developed algorithm. Currently, the
DCA has been applied to numerous problems, including port scan detection [6],
Botnet detection [1] and a classifier for robotic security [12]. These applications
refer to the field of anomaly detection, which involves discriminating between
normal and anomalous data, based on the knowledge of the normal data. The
success of the applications has suggested that the DCA shows not only good per-
formance on detection rate, but also the ability to reduce the rate of false alarms
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in comparison to other systems including Self Organising Maps [7]. However, one
problem with the DCA has been pointed out in [9], that is, the analysis process
of the algorithm is performed offline rather than online in real-time. This results
the delays between when potential anomalies initially appear and when they are
correctly identified. Such delays can be problematic for applications with strict
time constraints, as they are often speed-critical. To solve this problem, it is
desired to improve the real-time capability of the DCA, in order to develop an
effective real-time detection system.

A real-time system [14] is a reactive system which, for certain inputs, has to
compute the corresponding outputs within given time bounds (real-time crite-
ria). The design of real-time systems generally requires high precision due to
their particular application areas. The high precision is achieved by using for-
mal methods that are based on the mathematical models of the systems being
designed. The formal methods make it possible to specify the system properties
at different levels and abstractions, as well as formally verify the specifications
before implementing. One of the formal methods for specifying real-time sys-
tems is known as the Duration Calculus (DC) [17], which is a temporal logic
and calculus for describing and reasoning about the properties of a real-time
system over time intervals. The DC can specify the safety properties, bounded
responses and duration properties of a real-time system, which can be logically
verified through proper induction. Unlike predicate calculus [5] using time points
to express time-dependent state variables or observables of the specified system,
the DC uses time intervals with the focus on the implicit semantics level rather
than the explicit syntactic level. As a result, it is more convenient and concise
to use the DC to specify patterns or behaviour sequences of a real-time system
over time intervals, compared to predicate calculus.

The real-time capability of the DCA should be assessed before making any
improvement on the algorithm. For this purpose, the DC is used to specify
the behaviours of the DCA over particular time intervals. First of all, the DC
specifications of the algorithm can be further induced by applying available
proof rules in the DC. The mathematical aspects of the algorithm that have not
been discovered might be revealed through the induction. In addition, the DC
specifications include the temporal properties of the algorithm, which provide the
insight of the duration required for each individual behaviour. The duration of
each behaviour can be compared with the real-time criteria, to evaluate whether
a behaviour can be performed in real-time or not. As a result, we can identify
the properties of the algorithm that can satisfy the real-time criteria and those
cannot at the behavioural level. The findings can be used as the basis for the
further development of the real-time detection system based on the DCA.

The aim of this paper is to use the DC to specify the properties of the DCA,
with the focus on the development of an effective real-time detection system. As a
result, we would be able to identify the properties of the DCA that can be inher-
ited for future development, and those need improved. Proper proof is included
in this paper to support the conclusions derived from the DC specifications.
The paper is organised as follows: the DCA is briefly described in section 2; the
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background information of the DC is given in section 3; the DC specifications of
the single-cell model are given in section 4; the discussion of the analysis process
of the DCA is provided in Section 5; finally the conclusions and future work are
drawn in Section 6.

2 The Dendritic Cell Algorithm

2.1 Algorithm Overview

As previously stated the blueprint for the DCA is the function of the dendritic
cells of the innate immune system. Natural dendritic cells are capable of combin-
ing a multitude of molecular information and then interpret this information for
the adaptive immune system, to induce appropriate immune responses towards
perceived threats. Signal and antigen are the two types of molecular information
processed by dendritic cells. Signals are collected from their local environment
and consist of indicators of the health of the monitored tissue. Denrditic cells ex-
ist in one of three states of maturation to perform their immune function. In their
initial immature state, dendritic cells are exposed to a combination of signals.
They can differentiate into either semimature or fully mature state based on the
concentrations of signals. Additionally, during their immature phase dendritic
cells also collect debris in the tissue which are subsequently combined with the
molecular environmental signals. Some of the debris collected are termed anti-
gens, and are proteins originating from potential invading entities. Eventually
dendritic cells combine evidence in the form of signals with the ‘suspect’ antigens
to correctly instruct the adaptive immune system to respond, or become tolerant
to the antigens in question. For more detailed information of natural dendritic
cells, please refer to Lutz and Schuler [10].

The resulting algorithm incorporates the state transition pathway, the envi-
ronmental signal processing procedure, and the correlation between signals and
antigens. In the algorithm signals are represented as continuous real-number val-
ues and antigens are the categorical values of possible categories. The algorithm
is based on a multi-agent framework, where each cell processes its own envi-
ronmental signals and collects antigens. Diversity is generated within the cell
population through the application of a ‘migration threshold’ - this value limits
the number of signal instances an individual cell can process during its lifespan.
This creates a variable time window effect, with different cells processing the
signal and antigen input streams over a range of time periods [13]. The combi-
nation of signal/antigen correlation and the dynamics of a cell population are
responsible for the detection capabilities of the DCA.

2.2 The Single-Cell Model

The DCA consists of a population of artificial cells, each of which is capable of
performing a set of identical behaviours, to accomplish its function as a detector.
In order to understand the properties of the algorithm, we start with describ-
ing a simplified single-cell model. A one-cell model is demonstrated in [13] for
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Fig. 1. The behavioural flowchart of the single-cell model

the purpose of analysing the effect of signal frequency. Whereas, the single-cell
model here is focused on the behavioural level of a generic cell of the DCA from
a temporal perspective, rather than a quantitative level. The flowchart of the
behaviours involved in the single-cell model is displayed in Fig. 1. The time-
dependent behaviours of a cell are termed ‘events’ in this paper, and they are
performed by the cell in each state during particular time intervals. The state
and event mentioned in this paper are similar to those defined in temporal logic.
Therefore, states must hold over any subintervals of an interval in which they
hold, conversely events do not hold over any subintervals of an interval in which
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they hold. In other words, states can be broken down over multiple subintervals
of an interval, whereas events cannot. The states, the events in each state, and
the relevant time intervals of the single-cell model are described as following.

– Immature state: this is the initial state of the cell, where the cell is fed
with input data instances. All the input data instances are handled by the
data processing event, to determine their types. If the type of a data instance
is ‘signal’, it is passed to the signal transformation event. Otherwise, if the
type of data instance is ‘antigen’, the data instance is passed to the antigen
sampling event. In each iteration of the system, only one signal instance but
multiple antigen instances can be fed to the cell. The processed signals and
sampled antigens are correlated by the temporal correlation event according to
their time stamps. The cell keeps performing the events above cyclically, until
the migration threshold is reached. This indicates that the cell has acquired
sufficient information for decision making.

– Matured state: once the cell reaches its migration threshold, it changes
from immature state to either semimature state or fully mature state. As
same event takes place in both semimature state and mature state, they are
called ‘matured state’ in this paper. Based on the correlated signals and anti-
gens by the temporal correlation event, the cell makes a decision on whether
any potential anomalies appeared within the input data. Such decision is
termed ‘processed information’ that is presented by the information pre-
senting event as the output of the cell. Up to this point one lifespan of the
cell is finished, and then the cell is reinitialised to immature state for new
incoming data instances.

At the population level, the DCA can be seen as a system in which multiple
single-cell models are executed in parallel. The output of each matured cell
is accumulated with the outputs of others in the population by the analysis
process of the algorithm. From the accumulated outputs of all matured cells, the
analysis process produces the final detection result in which the anomalies within
the input data can be identified. In the standard DCA, the analysis process is
performed after all instances of the input data are processed. This could make
it difficult for the system to satisfy the real-time criteria if the size of the input
data is large. The details will be discussed in section 5.

3 The Duration Calculus

The DC was firstly introduced by Zhou and Hansen [16] as an extension of
the Interval Temporal Logic [11]. It uses continuous time for specifying desired
properties of a real-time system without considering its implementation. The
specifications are presented by DC formulas which express the behaviours of
time-dependent variables or observables of a real-time system within certain
time intervals. In DC specifications, not only abstract high-level but also detailed
low-level specifications can be formulated according to the selected variables or
observables. This makes it possible to specify the system from different perspec-
tives at various levels. There are different versions of the DC [17], including the
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classic DC, the extended DC and mean-value calculus. The work in this paper
uses the classic DC, as it is sufficient for specifying the system presented.

In order to introduce the DC, the syntax defining the structure of DC speci-
fications and the semantics explaining its meaning are described in this section.
The DC specifications often consist of three elements, which are state assertions,
terms and formulas. Their formal definitions given in [14] are as following.

Definition 1. state assertions are Boolean combinations of basic properties of
state variables, as defined in 1.

P ::= 0 | 1 | X = d | ¬P | P1 ∧ P2 (1)

As a state assertion, the Boolean value of the observable of P can be either 0
or 1; It can have a state variable X whose value is d of data type D; There are
situations where P does not hold; There are also situations where the substates
of P , P1 and P2, both hold. The semantics of a state assertion involves the
interpretation of time-dependent variables that occur within it. Let I be an
interpretation, the semantics of a state assertion P is a function defined in 2.

I�P � : Time −→ {0, 1} (2)

where 0 or 1 represents the Boolean value of P at t ∈ Time, which can be also
written as I(P )(t).

Definition 2. terms are expressions that denote real numbers related to time
intervals, as defined in 3.

θ ::= x | l |
∫

P | f(θ1, ..., θn) (3)

The expression above states that giving an interval l during which the state
assertion P holds, there is a global variable x that is related to the valuation
a n-ary function f . The semantics of a term depends on the interpretation of
state variables of the state assertion, the valuation of the global variables, and
the given time interval. The semantics of a term θ is defined in 4.

I�θ� : Val × Intv −→ R (4)

where Val stands for the valuation (V) of the global variables, and Intvl is the
given interval which can be defined in 5.

Intv
def⇐⇒ {[b, e] | b, e ∈ Time and b ≤ e} (5)

So this term can also be written as I�θ�(V , [b, e]).

Definition 3. formulas describe properties of observables depending on time
intervals, as defined in 6

F ::= p(θ1, ..., θn) | ¬F1 | F1 ∧ F2 | ∀x • F1 | F1 ; F2 (6)
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This expression shows that there is a n-ary predicate with the terms of θ1, ..., θn

defined in the interval of l, during which F1 does not hold or F1 and F2 hold. The
quantitative part of the expression is separated by the symbol of ‘•’. It states
that for all x, F1 holds in the interval of l, or there are situations where F1 and
F2 hold respectively in the subintervals of l. The symbol ‘;’ is the chop operator
used for dividing the given time interval into subintervals. The semantics of a
formula involves an interpretation of the state variables, a valuation of the global
variables and a given time interval, defined in 7. The relevant state variables and
global variables all appear in the terms of this formula.

I�F � : Val × Intv −→ {tt, ff} (7)

where tt stands for true and ff for false. It can also be written as I�F �(V , [b, e]),
which stands for the truth value of F under the interpretation I, the valuation
V , and the interval [b, e].

4 DC Specifications of the System

Before going into the details of the DC specifications, we want to introduce the
notations that are used in this section, listed as following.

– I : Time −→ {0, 1} is the Boolean observable indicating that the cell is in
immature state.

– M : Time −→ {0, 1} is the Boolean observable indicating that the cell is in
matured state.

– Ei : Time −→ {0, 1} is the Boolean observable representing the ith event is
being performed, where i ∈ N.

– li ∈ R is the duration of Ei.
– la ∈ R is the duration of the analysis process.
– b ∈ R is the real-time bound, if a process is completed within b, then it can

be performed in real-time, and vice versa.
– r ∈ R is the duration of one iteration in the system.
– c ∈ R is the duration of one lifespan during which the cell experiences both

immature state and matured state.
– m̄ ∈ N is the average number of processed signal instances within one lifespan

of the cell.
– n̄ ∈ N is the average number of sampled antigen instances within one lifespan

of the cell.

To be more specific, the definition of each event Ei is shown as follows.

– E1 is the data processing event with an interval l1.
– E2 is the signal transformation event with an interval l2.
– E3 is the antigen sampling event with an interval l3.
– E4 is the temporal correlation event with an interval l4.
– E5 is the information presenting event with an interval l5.
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4.1 Specifications of the Single-Cell Model

According to the description of the single-cell model in section 2, the cell per-
forms a set of particular events in each state. So the states of the cell can be
indicated by the combination of whether Ei is being performed (the Boolean
observable of Ei), as shown in 8.

I ::= 0 | 1 | ¬I | E1 ∨ (E2 ∧ ¬E3) ∨ (¬E2 ∧ E3) ∨ E4

M ::= 0 | 1 | ¬M | E5

(8)

In immature state (I), the cell is fed with input data instances whose type can
be either signal or antigen. The immature state can be indicated by E1 holds,
E2 ∧¬E3 holds, ¬E2 ∧E3 holds, or E4 holds. Conversely, in matured state (M),
the cell presents the processed information from correlated signals and antigens.
The matured state can be indicated by E5 holds.

The specifications in 8 can be expanded by including the time interval of each
event, expressed in the form of formulas, in which the temporal dependencies
between events are included. For example, E2 or E3 depends on the completion
of E1, and only either of them can be performed at one point; E4 depends on the
completion of E2 and E3, as the temporal correlation requires both processed
signals and sampled antigens; E5 is performed as soon as the cell changes to
matured state, it is not dependent on any other events. Two formulas that are
corresponding to the immature state and matured state of a cell are shown in 9.

F1 ::= 
I� | ¬E5 | (E1 ; E2 ∧ ¬E3) ; (E1 ; ¬E2 ∧ E3) ; E4

F2 ::= 
M� | ¬(E1 ∨ E2 ∨ E3 ∨ E4) | E5
(9)

where 
I� stands for that I holds almost everywhere within the time interval
constrained by formula F1, and 
M� stands for that M holds almost everywhere
within the time interval constrained by F2. So in the interval constrained by F1,
it is certain that E5 does not hold. This interval can be divided into multiple
subintervals in which E1, E2 ∧ ¬E3, ¬E2 ∧ E3, or E4 holds respectively. In the
interval constrained by F2, none of E1, E2, E3 or E4 holds, but only E5 holds.
To illustrate this, assuming the overall length of the time interval while F1 and
F2 holds is six, and the time interval of each event is equal to one, Fig. 2 shows
the interpretation of the two formulas.

As the cell can process multiple signal instances and antigen instances before
it gets matured, some of the events can be performed for more than once within
one lifespan of the cell. To generalise this, the average numbers (m̄ and n̄) of
processed data instances are used. Therefore, the pattern of ‘E1 ; E2 ∧ ¬E3’
appears m̄ times, and the pattern of ‘E1 ; ¬E2 ∧E3’ appears n̄ times. Addition-
ally, E4 is performed m̄ times, as the number of performed temporal correlations
is equivalent to the number of processed signal instances. However, E5 is only
performed once, as it is irrelevant to the number of processed signal instances or
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sampled antigen instances. As a result, the duration of a cell being in immature
state and the duration of a cell being in matured state can be formalised as
in 10. The duration of one lifespan of the cell is defined as c =

∫
I +

∫
M .

∫
I = m̄ · (l1 + l2) + n̄ · (l1 + l3) + m̄ · l4

∫
M = l5

(10)

4.2 Evaluation of the Real-Time Capability

Based on the DC specifications above, we conduct a test to examine the real-
time capability of an individual cell of the DCA. If the cell completes at least
one lifespan within the given real-time bound (b), it suggests that the cell can
perform its function in real-time. This test is formalised as a requirement in 11.

Req
def⇐⇒ �(b ≥ (m̄ + 1) · r =⇒

∫
I +

∫
M ≤ b) (11)

where � is the dual modal operator of interval logic, defined as �F holds in an
interval of [b, e] only if F holds in every subinterval of [b, e]. The condition of the
Req is the left side of the logical connective ‘=⇒’, while the conclusion is on the
right side. If this requirement is satisfied, then we conclude that each individual
cell in the DCA is capable of operating in real-time.

As mentioned in section 2, a cell exists in either immature state or matured
state, and all the events within each state should be performed in each iteration.
According to the definition, one system iteration is equal to the duration between
two successive updates of signal instance. In each iteration the cell processes one
signal instance but a number of antigen instances. Therefore, the cumulative
duration of E1, E2 and E4 should not be greater than the duration of one it-
eration, and the duration of E5 should also not be greater than the duration of
one iteration. Such properties can be formalised as two design decisions of the
single-cell model shown in 12.

Des-1
def⇐⇒ �(
I� =⇒ l1 + l2 + l4 ≤ r)

Des-2
def⇐⇒ �(
M� =⇒ l5 ≤ r)

(12)

The two design decisions are the extra preconditions that determine whether the
system can satisfy the real-time criteria or not, as defined in Theorem 1.

Theorem 1. |= (Des-1 ∧ Des-2) =⇒ Req
It expresses that if both design decisions Des-1 and Des-2 hold, the requirement
Req can be satisfied.
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Proof

b ≥ (m̄ + 1) · r
=⇒{state transition pathway}


I� ; 
M�
=⇒{by formula 9}

(
∫

I) ; (
∫

M)

=⇒{by formula 10}
(
∫

I = m̄ · (l1 + l2) + n̄ · (l1 + l3) + m̄ · l4) ; (
∫

M = l5)

=⇒(
∫

I = m̄(l1 + l2 + l4) + n̄(l1 + l3)) ; (
∫

M = l5)

=⇒{by Des-1 and Des-2}
(
∫

I ≤ m̄ · r) ; (
∫

M ≤ r)

=⇒{by the addition rule of calculus}∫
I +

∫
M ≤ m̄ · r + r = (m̄ + 1) · r

=⇒
∫

I +
∫

M ≤ b

Thus Req holds on every interval of b ≥ (m̄+1)·r, and Theorem 1 is proved. As
the increase of iterations is not affected by the events for processing the antigen
instances, the duration of relevant events is eliminated in the induction above.

Based on Theorem 1, as long as the real-time bound is not smaller than the
duration of ‘(m̄ + 1) · r’, the cell can at least complete one lifespan. According
to the experiments performed in [9], the value of m̄ is normally smaller than
10. Therefore, the single-cell model can satisfy the real-time criteria if the real-
time bound is not less than the duration of 11 iterations, which can be easily
satisfied in most applications. This suggests that a single cell in the DCA can be
performed in real-time. As a consequence, the DCA can perform all the events
except the analysis process in real-time, since the algorithm employs a population
of such cells that operate in parallel.

5 Discussion of the Analysis Process

The DCA also involves an analysis process that produces the final detection
result from the accumulated outputs of matured cells in the population. As
mentioned before, the analysis process of the standard DCA is performed offline
after all the instances of the input data are processed. In the case that the input
data consist of m (m ∈ N) signal instances, by formula 10, m

m̄ lifespans of the
cell are required to process the whole input data. To satisfy the real-time bound,
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Fig. 2. Interpretation for E1, E2, E3, E4, and E5, and the whole interval is divided
into subintervals by the events

the duration needed for the standard DCA to get the final detection result can
be formalised as in 13.

c · m

m̄
+ la ≤ b (13)

As c, m̄ and la are constants, whether formula 13 can hold or not is determined by
the quantity of m. The value of m is derived from the number of signal instances
contained within the input data. As the size of the input data grows, the number
of signal instances is getting bigger and bigger. This can cause that the duration
for getting the final detection result increases dramatically and exceeds the real-
time bound. Therefore, as the size of the input dataset increases, it is becoming
more and more difficult for the standard DCA to satisfy the real-time criteria.
Therefore, the analysis process of the standard DCA is the weakness of the
algorithm in terms of real-time detection.

In order to satisfy the real-time criteria, the analysis process of the standard
DCA should be replaced by a real-time analysis component that performs peri-
odic analysis during detection. This can be achieved by segmenting the current
output of the DCA, which is performed in a variety of ways, as suggested in [8].
Segmentation involves slicing the output data of the DCA into smaller segments
with a view to generating finer grained results and to perform analysis in paral-
lel with the detection process. Segmentation can be performed based on a fixed
quantity of output data items or alternatively on a basis of a fixed time period.
As the analysis process is performed within each segment, the sub-duration for
each segment to produce the detection result is much shorter than the whole
duration. It highly possible for the sub-duration to satisfy the real-time bound.
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Moreover, the sub-duration can be made to satisfy the real-time bound, by ma-
nipulating the segment size that determines the length of each sub-duration.
Segmentation is the initial step of developing the real-time analysis component,
and eventually an approach that can deal with the online dynamics is required.
This approach should be able to adapt and evolve during detection, so that it
can deal with the new situations that have not been previously seen. This leads
to the future work of dynamic segmentation.

6 Conclusions and Future Work

In this paper, we used the DC specifications to formally describe a simplified
single-cell model of the DCA. The temporal properties of the events performed
by the cell in each state are included, indicating the dependencies between
events. To explore the real-time capability of the DCA, we conduct a test from
which Theorem 1 is derived. The conclusion of Theorem 1 suggests that
each cell of the DCA can operate in real-time, based on the single-cell model.
As the DCA employs a population of such cells that operate in parallel, the
events functioning detection can be performed in real-time. Therefore, the DCA
is potentially capable of performing real-time detection. However, the analysis
process of the standard DCA is performed after all the instances of the input
data are processed. As a result, if the size of input dataset grows, the dura-
tion required for the algorithm to produce the final detection result increases
dramatically. This make it more and more difficult for the algorithm to satisfy
the real-time criteria. Therefore, in order to develop an effective real-time de-
tection system based on the DCA, the analysis process of the algorithm needs
to be replaced by a real-time analysis component, which is capable of perform-
ing periodic analysis during detection. Preliminary work on segmentation has
been done in [8], and the result appears promising. Eventually an adaptive real-
time analysis component that incorporates with dynamic segmentation will be
developed.

The DC specifications in this paper focus on the behavioural level of the
single-cell model without going into any further details, which is sufficient for
the scope of the paper. However, for future work the population level of DCA
should also be covered to better present the algorithm. In addition, the DC is
mainly used for specifying the requirement of real-time systems, to design and
implement real-time systems, other formal methods are also required. These
methods include the Timed Automata [2] and the PLC Automata [4], which
can be used for modelling cyclic behaviours of interacting objects in real-time
systems. Therefore, they are ideal for formally modelling the systems like the
DCA that is based on multi-agent framework. Moreover, there are existing tools,
such as UPPAAL [15] and so on, which facilitate the automatic verification of
the systems modelled in the Timed Automata and PLC Automata. As a result,
the designed real-time system can be formally verified before its implementation.



66 F. Gu, J. Greensmith, and U. Aickelin

References

1. Al-Hammadi, Y., Aickelin, U., Greensmith, J.: DCA for Bot Detection. In: Pro-
ceedings of the IEEE World Congress on Computational Intelligence (WCCI), pp.
1807–1816 (2008)

2. Alur, R., Dill, D.L.: A theory of timed automata. Theoretical Computer Si-
cence 126, 183–235 (1994)

3. de Castro, L.N., Timmis, J.: Artificial Immune Systems: A New Computational
Intelligent Approach. Springer, Heidelberg (2002)

4. Dierks, H.: PLC-Automat: A new class of implementable real-time automata. The-
oretical Computer Sicence 253, 61–93 (2000)

5. Dijkstra, E.W., Scholten, C.S.: Predicate calculus and program semantics. Springer,
Heidelberg (1990)

6. Greensmith, J.: The Dendritic Cell Algorithm. PhD thesis, School of Computer
Science, University of Nottingham (2007)

7. Greensmith, J., Feyereisl, J., Aickelin, U.: The DCA: SOMe Comparison A com-
parative study between two biologically-inspired algorithms. Evolutionary Intelli-
gence 1(2), 85–112 (2008)

8. Gu, F., Greensmith, J., Aickelin, U.: Further Exploration of the Dendritic Cell
Algorithm: Antigen Multiplier and Time Windows. In: Bentley, P.J., Lee, D., Jung,
S. (eds.) ICARIS 2008. LNCS, vol. 5132, pp. 142–153. Springer, Heidelberg (2008)

9. Gu, F., Greensmith, J., Aickelin, U.: Integrating Real-Time Analysis With The
Dendritic Cell Algorithm Through Segmentation. In: Genetic and Evolutionary
Computation Conference (GECCO), page in print (2009)

10. Lutz, M.B., Schuler, G.: Immature, semi-mature and fully mature dendritic cells:
which signals induce tolerance or immunity? TRENDS in Immunology 23(9), 445–
449 (2002)

11. Moszkowski, B.: A temporal logic for multilevel reasoning about hardware. Com-
puter 18(2), 10–19 (1985)

12. Oates, R., Greensmith, J., Aickelin, U., Garibaldi, J., Kendall, G.: The Applica-
tion of a Dendritic Cell Algorithm to a Robotic Classifier. In: de Castro, L.N.,
Von Zuben, F.J., Knidel, H. (eds.) ICARIS 2007. LNCS, vol. 4628, pp. 204–215.
Springer, Heidelberg (2007)

13. Oates, R., Kendall, G., Garibaldi, J.: Frequency Analysis for Dendritic Cell Popu-
lation Tuning: Decimating the Dendritic Cell. Evolutionary Intelligence 1(2) (2008)

14. Olderog, E., Dierks, H.: Real-Time Systmes: Formal Specification and Automatic
Verification. Cambridge University Press, Cambridge (2008)

15. UPPAAL. An integrated tool environment for modeling, simulation and verification
of real-time systems (2009), http://www.uppaal.com/

16. Zhou, C., Hansen, M.R.: A calculus of durations. Information Processing Let-
ters 40(5), 269–276 (1991)

17. Zhou, C., Hansen, M.R.: Duration Calculus: A Formal Approach to Real-Time
Systems. Springer, Heidelberg (2004)

http://www.uppaal.com/


On AIRS and Clonal Selection for Machine

Learning

Chris McEwan and Emma Hart

Napier University, Edinburgh, Scotland
{c.mcewan,e.hart}@napier.ac.uk

Abstract. AIRS is an immune-inspired supervised learning algorithm
that has been shown to perform competitively on some common datasets.
Previous analysis of the algorithm consists almost exclusively of empirical
benchmarks and the reason for its success remains somewhat speculative.
In this paper, we decouple the statistical and immunological aspects of
AIRS and consider their merits individually. This perspective allows us
to clarifying why AIRS performs as it does and identify deficiencies that
leave AIRS lacking. A comparison with Radial Basis Functions suggests
that each may have something to offer the other.

1 Introduction

The Artificial Immune Recognition System (AIRS) was proposed by Watkins
[23,22], extending a lineage of immune-inspired work on unsupervised learning to
the supervised domain. Initial results were favourable and these results have been
reproduced several times by different authors [14]. To this day, AIRS remains
one of the most widely studied and applied AIS in pattern classification. This
popularity is further encouraged by a publicly available plug-in1 for the Weka
Data Mining environment [24].

Theoretical insight into why AIRS performs as it does remains scant. Several
hypotheses have been tentatively offered in the literature [7,12], but did not reach
any definite conclusions. These studies tend to lack the rigour typical of machine
learning literature. It is from this perspective that we attempt to approach AIRS
in this paper.

The paper unfolds as follows: In Sect. 2, after introducing AIRS, an experi-
ment with a simplified derivative algorithm validates some concerns and allow
us to work back towards the full AIRS algorithm, bringing its main functional-
ity into focus. This then points to additional issues that we explore and verify
experimentally, building a rather complete technical picture of AIRS as a learn-
ing algorithm. In Sect. 3, we propose that some of these issues can be rectified
by exploiting aspects of a more classical approach, Radial Basis Functions. By
comparison and experiment, we demonstrate that each may have something to
offer the other. This leads to a more general comparison between clonal selection
and classical iterative descent algorithms. We conclude in Sect. 4 by taking a
broader view toward future work.
1 http://www.artificial-immune-systems.org/algorithms.shtml
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2 AIRS

AIRS is an unweighted k-nearest neighbour classifier. The immunological in-
spiration contributes to how the algorithm is trained to develop a repertoire
of “memory cells” which is based, loosely, on Burnet’s Clonal Selection theory
[9]. We outline this process in Algorithm (1): memory cells (prototypes) stimu-
lated by antigen (data) proliferate and mutate; these stimulated cells and their
progeny compete under selective pressure for continued stimulation, resulting in
only the fittest being aggregated into the repertoire. It is this repertoire that is
used for classification, in proxy of the full data set.

memory = initialiseRandomRepertoire()
for (x,y) in trainingData do

best = memory.bestMatchingCell(x,y)
pool = [best]
while pool.avgStimulation() < threshold do

for cell in pool do
pool.add(cell.mutations(cell.stimulation(x)))

end
pool.cellsCompeteForResources()

end
fit = pool.fittestCell()
if fit > best then

memory.add(fit)
if ||best − fit||2 < ε then

memory.remove(best)
end

end

end

Algorithm 1. Pseudo-code for the AIRS training procedure

Variations of this general strategy abound in the Pattern Recognition litera-
ture, thus, the immunological component is the key point of distinction of AIRS
as an algorithm. Typically, clonal selection is applied in a (black-box) optimi-
sation setting: each cell represents a solution; their “stimulation” reflecting an
objective function value. This variant on evolutionary algorithms has some prac-
tical benefits that result from the immune-system’s particular hyper-mutation
process: there is no arbitrary parental cross-over in generating new solutions;
and mutation in inverse proportion to stimulation promotes poor solutions to
explore the space (few large mutations) and exploits better solutions which more
conservatively approach their local optima (via many small mutations).

This population-based stochastic hill-climbing strategy has proven to be most
effective in complex multimodel and multi-objective optimisation settings [6].
Certainly, finding the locations of prototypes in our data’s feature space can be
cast as an optimisation problem. This is vaguely implied in the AIRS literature,
but a simple argument shows that this implication is misleading.
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2.1 Clonal Selection in the Learning Context

Recall, AIRS takes a “one-shot” pass through the training set, responding to
each datum individually. Each prototype μk receives stimulation as an inverse
function of distance2 from the datum xi. This stimulation parameterises the
quantity of mutants produced and the magnitude of mutation suffered.

We question the validity of applying black-box stochastic optimisation in a
unimodal setting where stimulation and location have a monotonic relationship.
Quite simply, the algorithm “knows” the direction and distance from its current
optimum – this is used directly in calculating stimulation – and so random
search appears to serve no valid purpose. As illustrated in Fig. (1) each best
matching prototype μt has a surrounding region of potential mutations (solid
circle) with an obvious optimal step μt+1. Over half of the potential mutations
(shaded region) will be a priori less fit than the parent.

Fig. 1. A schematic representation of the stochastic search procedure for AIRS. There
is a trivial (one generation) optimum μt+1 easily derived from the same information
used to calculate stimulation. Further, over half the potential mutations of a prototype
μt will necessarily be less fit.

One might reason that the benefit of this stochasticity may be to over-
come AIRS’ necessarily myopic nature: rather than directly chasing immedi-
ate short-term optima, some random noise allows the algorithm to average
out movements without averaging across the data (which should be inacces-
sible in batch form). While attractive, this justification is heavily contradicted
by the implementation. The algorithm has an overly elitist selection criteria:
only the best matching memory cell initiates a response, and only the best
matching mutant becomes a candidate memory cell. Further, the generation of
separate mutation pools per datum, from which only the best candidate can
survive, does not favour retaining mutants that may still prove beneficial in
hindsight.

A simple experiment clarifies. We completely remove the immunological com-
ponent from AIRS, replacing it with a trivial, deterministic update which we

2 Specifically 1 − ̂||μk − xi||2 where the hat represents a “normalised” Euclidean dis-
tance. We will have more to say on this later.
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dub AIRS− (see Alg. 2). Here, we simply choose a single candidate memory cell
exactly halfway between the datum and the best matching memory cell3.

memory = initialiseRandomRepertoire()
for (x,y) in trainingData do

best = memory.bestMatchingCell(x,y)
fit = 0.5 * (best + x)
memory.add(fit)
if ||fit − best||2 < ε then

memory.remove(best)
end

end

Algorithm 2. Pseudo-code for AIRS− . The optimal (one step) candidate is
chosen deterministically, rather than via AIRS’ many rounds of mutation and
resource competition.

The performance differences for several datasets are reported in Table 1. The
figures validate our concern: the clonal selection phase of AIRS has almost no
positive effect on classifiers performance. Not only is the stochastic search un-
necessary, it can be detrimental. AIRS− performs significantly better on all
high-dimensional datasets. Indeed, on the newsgroup dataset AIRS performs
no better than random guessing. For comparison, on the same task 3-nearest
neighbour achieves 75% accuracy, linear regression 80% and Multinomial Naive
Bayes 97%. This suggests that the degrees of freedom in high-dimensional space
seriously impede the stochastic search procedure; which is intuitive, but contrary
to previous claims.

2.2 From AIRS− Back to AIRS

In deriving the deterministic update rule for AIRS− we simply performed the
logical extreme of what AIRS was indirectly attempting by blind search. We can
improve our understanding of AIRS if we pursue this idea some more. Recall,
that for every datum the evolved candidate lies (somewhat) between the datum
and the previously closest prototype. In AIRS− we used the update rule

μt+1 = γ(xt + μt) (1)

where μt+1 is the candidate, μt was the previous best matching prototype and
γ = 0.5 was the distance to the boundary of the mutation region. Some trivial
3 In an earlier experiment, rather than replace the evolutionary search phase we al-

lowed the deterministically chosen candidate to compete with AIRS’ mutants, but
did not allow the candidate to mutate new solutions. In this regime, it is possible
that the stochastic search could mutate past the optimal (one step) midpoint, getting
even closer to the antigen. In fact, this almost never occurred – our deterministically
selected midpoint was, almost without exception, selected as the fittest candidate
for each training instance.
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Table 1. Performance comparison of AIRS and our deterministic derivative. Ex-
periments were performed in Weka using the default algorithm parameters, 10-fold
stratified cross-validation and a paired T-test. Most datasets are standard UCI bench-
mark problems. Elements is a synthetic mixture of gaussians taken from [8] which is
designed, for pedagogical reasons, to favour neither local nor global learning meth-
ods. Newsgroups is a two-class classification of determining comp.graphics from
alt.atheism posts using a subset of the 20 Newsgroup dataset.

dimension AIRS AIRS−

elements 2 74.35 ± 7.29 71.95 ± 7.72
iris 4 94.67 ± 5.36 94.47 ± 6.34
balance 5 80.93 ± 4.11* 77.36 ± 4.83
diabetes 8 71.60 ± 4.40* 69.45 ± 4.98
breastcancer 9 96.28 ± 2.35 96.35 ± 2.19
heart-statlog 13 78.15 ± 8.63 77.11 ± 7.34
vehicle 18 62.05 ± 4.89* 57.06 ± 6.04
segment 19 88.21 ± 2.48* 83.79 ± 2.91
ionosphere 34 84.44 ± 5.18 89.66 ± 5.39*
sonar 60 67.03 ± 11.60 84.58 ± 7.86*
newsgroup 3783 51.35 ± 4.60 78.87 ± 14.05 *

* significant at p-value of 0.001

manipulation allows us to express (1) as

μt+1 = μt + γ(xt − μt) (2)

which is also the formula for an exponentially weighted moving average. Rather
than holding γ fixed, we can incorporate AIRS’ mutation as a function of stim-
ulation, by allowing γ to decrease as stimulation increases

μt+1 = (1 − γ)μt + γxt (3)

which is simply a linear interpolation between prototype and datum. The only
significant difference between this and AIRS is that AIRS will take many indirect
steps over several generations, before selecting the “best” found.

Now, Eq. (2) and (3) are exactly the update rule for MacQueen’s 1967 online
k-means algorithm [11]. But whereas K-means explicitly moves μt to μt+1, AIRS
keeps one or both depending on their mutual pairwise distance. Also, k-means
will monotonically decrease γ over time, ensuring convergence of centroid loca-
tions; in contrast, AIRS employs a datum-specific value of γ based on pairwise
distance. We now address any contribution of these differences in AIRS.

2.3 Representational Power of the AIRS Repertoire

Given the previous analysis, we can see that the repertoire of memory cells in
AIRS are a distorted snapshot of the trajectory of a moving average – distorted,
because the direction and magnitude of movements are stochastic, undirected
and unconstrained.
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Based on this observation, we hypothesise that, though smaller in size, the
AIRS repertoire does not compress or otherwise extract meaningful structure
from the original dataset. We validate this claim by comparing the sum of
squared distances between data and their closest memory cell, against that of
k-means with the same number of centroids as AIRS memory cells (see Table 2).
For non-trivial datasets, AIRS is far from the local optima found by k-means.
Indeed, we can find the value k̂ for k-means that produces the same perfor-
mance as AIRS. It is apparent that a significantly larger amount of compression
is possible than is achieved by AIRS.

Table 2. The within-cluster squared distances for AIRS and k-means using the same
number of centroids as AIRS’ memory cells. The value k̂ is the number of k-means
required to produce the same performance as AIRS. This tends to be dramatically
lower than the number of AIRS memory cells, reinforcing that AIRS’ repertoire, though
smaller than the dataset, has not extracted meaningful structure.

k (memory) AIRS k-means k̂

iris 47 1.10 0.768 20
balance 295 16.93 13.5 225
diabetes 407 22.81 8.028 125
breastcancer 209 55.22 28.0 100
heart-statlog 209 108.46 9.036 20
vehicle 336 92.50 23.284 25
segment 219 135.81 51.81 45
ionosphere 145 410.66 94.86 12
sonar 143 420.04 38.679 3

In Fig. (2) we illustrate this effect for the 2-dimensional elements dataset,
on which AIRS performed reasonably. As Table (2) shows, the effect is less
pronounced in low dimensions, but we are limited by what can be visualised. It
is still clear from inspection that the density of the repertoire does not reflect the
density of the data. Indeed, the repertoire appears to be uniformly spread within
the same bounding region as the data. A similar result has been demonstrated
by Timmis and Stibor for the algorithm ai-Net [19]. Although the details of
both algorithms are quite different, AIRS also suffers from the same problem:
when deciding if the candidate should replace the original prototype, inflicting
a fixed threshold (based on mean pairwise distance) makes it is impossible for
the algorithm to represent densities at a finer granularity than that threshold.
Further, the mutual exclusion between prototype and candidate precludes any
compromise by selecting, say, an intermediate representation such as an average
between both.

In learning, in order to improve compression, generalisation and discrimina-
tion it is necessary to control the granularity of density representation: coarse
in coherent, homogeneous regions; fine in ambiguous regions near the decision
boundary. AIRS is limited in what it can achieve here. All prototypes share a
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Fig. 2. AIRS memory repertoire for the elements dataset (top) compared to the same
number of k-means (bottom). The left column illustrates the repertoire/means (blue)
superimposed over the class density of the training data (red and green gradients
with dark regions representing p(+) ≈ p(−)). It is clear from inspection that the
AIRS repertoire does not follow the density of the data. This is emphasised in the
right column, where we illustrate the density of the repertoire/means with the dataset
superimposed. The AIRS repertoire appears to have a weak uniform coverage compared
to k-means. In higher dimensions, these effects would be much more pronounced, as
demonstrated quantitatively in Table (2).

common pairwise distance constraint and violations are resolved simplistically,
with no regard for the engineering goal (or relevant biological dynamics).

2.4 Discriminatory Power of the AIRS Repertoire

Following training, to classify data AIRS takes an unweighted majority vote
amongst the prototypes. This produces very coarse decision boundaries and it is
apparent that there is a lot of additional information that AIRS is ignoring. Some
form of weighting (e.g. by prototype stimulation to test datum and prototype
training fitness) would likely be beneficial. A previous investigation lends some
support to this idea [12].

It is worth making entirely explicit that AIRS is essentially a generative model :
it is an unsupervised learning process repeated in Ci separate compartments; one
for each class. The classification decision can be easily interpreted as asking for
the compartment that would be most likely to have generated the test instance.
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However, unlike a generative model, AIRS makes no use of (anything equivalent
to) prior probability in either determining the most representative class or the
most appropriate prototype to select as the best. If the class distribution is
skewed, the former will significantly influence AIRS’ accuracy. The latter reduces
AIRS’ choice of “best” to simply closest, rather than a more general criteria of
“fittest” developed during the training period.

AIRS is further limited because there is no feedback between data or proto-
types of different class compartments. As such, the training process is blind to
any ambiguity in the regions where complementary prototypes overlap: the most
important regions for classification.

2.5 One-Shot or Not?

Prior to commencing Alg. (1) AIRS performs two relatively expensive initiali-
sation procedures. Together, these procedures are O(nm) and O(nm2), where
m is the size of the dataset and n the dimensionality. We suspect this initial-
isation process is largely responsible for AIRS’ often touted “out of the box”
performance. However, such convenience is not without cost.

The O(nm2) step is the computation of an internal parameter – the mean
pairwise affinity – which is used as a threshold distance to decide whether a
candidate should replace its parent memory cell. In Sect. (2.3) we demonstrated
the negative effects of using a uniform fixed threshold. The O(nm) procedure is
a “min-max” attribute normalisation. All data are rescaled and translated to lie
in a unit bounding box, which simplifies logic by bounding affinity values and
legal mutations. However, by computing these bounds at initialisation, AIRS
cannot continually learn, as claimed, as such bounds do not remain valid – even
for hold-out test data. Further, such normalisation largely presumes a Euclidean
distance metric and does not generalise well. In short, this is arbitrary pre-
processing, best left to the practitioner. Currently, the internals of AIRS are
unnecessarily coupled with this particular initialisation procedure.

Though only polynomial in time, these costs further undermine any practical
value in the claim of “one-shot” learning. Both historical and contemporary
interest in online learning has been largely driven by its linear-time, fixed-space
computational costs – e.g. learning from streaming or massive datasets. In these
contexts, an initial linear scan or pairwise comparison is highly undesirable, if
not impossible. The current design of AIRS assumes a batch/online compromise
that suits neither situation: the computational cost of a batch algorithm and the
learning restrictions of a one-shot algorithm.

3 Radial Basis Functions

Having uncovered some theoretical and practical issues with AIRS, we look to
something more statistically solid on which to motivate and justify any novel
immune-inspired deviations. Radial Basis Functions (RBF) [8,3] present a simple
and elegant compromise between the trade-offs inherent in global (e.g. least
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squares) and local (e.g. k-nearest neighbour) methods of learning. These trade-
off are well documented and we will not labour over them here. An RBF classifies
a data point x̂ as

ŷ = f(x̂)

=
k∑

i=1

αiK(ci, x̂)

=
k∑

i=1

αiexp(−βi||x̂ − ci||22)

where k is the number of ci kernel centres (i.e. prototypes), K is a symmetric
distance function parameterised by bandwidth βi, and αi are the weights of each
prototype, to be found by training.

How the prototypes are chosen is quite arbitrary, though a common approach
is to perform a k-means clustering of the data, prior to the supervised learning
stage4. K-means converges on a local optima of minimising the sum of squared
distances between prototypes and their assigned data-points

argmin
µ1...µk

k∑

i

∑

xj∈Ci

||xj − μi||22

One can certainly question the validity of any optimisation criterion; the only
point we wish make here is that there is a criterion. However, choosing the cor-
rect value for k is somewhat more troublesome. Further, the algorithm must be
run several times as the quality of local optima depends on the initial (often ran-
domised) placement of prototypes. Further still, this is typically a batch process,
scaling poorly in the size of the dataset.

Regardless, assuming appropriate prototypes the RBF represents each data-
point as k features – the distances from each of the k prototypes. The method of
least-squares is then employed in this reduced space to solve for α = X̂+y where
X̂+ is the pseudo-inverse of the transformed training data X̂ij = K(ci, xj). The
elegance of this approach is two-fold: During training, the computational burden
of a global least-squares solution is eased by reducing the dimensionality. During
testing, performance is improved by avoiding lazy-learning. In both cases, the
kernel function incorporates beneficial, non-linear locality.

3.1 A Comparison between RBF and AIRS

Though the details are somewhat different, there is an obvious high-level simi-
larity in both approaches: find the best positions for prototypes that can act as
a proxy for the full training data and the full feature set. We now highlight the
key differences.
4 More generally, one can fit a finite mixture model with the EM Algorithm [13]. RBF

are essentially unnormalised, symmetric Gaussian mixtures.
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– Training: The RBF has a well-defined optimisation criteria, although there
is no well-defined manner to choose k. In contrast, AIRS (and brethren) aim
to regulate the number of prototypes, but typically have no wider notion
of optimally with which to drive evolution. AIRS implicitly partitions the
repertoire into classes and fits prototypes to each class. Conversely, the choice
of prototype placement for an RBF is unsupervised ; supervisory information
has its influence in the least squares solution for α.

– Testing: The RBF uses a combination of the optimal α, the chosen kernel
K and bandwidth β to arrive at a classification decision. Conversely, AIRS
simply chooses the partition with the majority of k matching prototypes.

– Updating: The cost of having optimal weights is that there is no efficient
manner to update an RBF model, without re-computing and inverting X̂ .
Because AIRS is a lazy-learner, it is, in principle, more suitable to update
and adapt during execution.

– Data Access: A critical difference between both is that RBF uses the full
dataset to fit prototypes, whereas AIRS treats data sequentially. One-shot
learning may be a desirable feature to retain, but as we have demonstrated
above, some significant changes would be required.

We propose that each method has something to offer the other. The RBF has a
well defined optimisation criteria, a more elegant approach to handling distances,
and a more sophisticated weighted decision process. AIRS can naturally perform
multiclass classification, has the potential of deriving its own k per class and an
inherent, if poorly utilised, capacity for adaptive updating.

Table 3. Classification accuracy comparison of AIRS and Radial Basis Functions. The
RBF is handicapped to only two prototypes per class, compared to the AIRS repertoire
size for the same datasets in Table (2).

AIRS RBF (2)

balance 80.93± 4.11 86.18± 3.76 *
breastcancer 96.40± 2.18 96.18± 2.17
diabetes 71.60± 4.40 74.06± 4.93 *
heart-statlog 78.15± 8.63 83.11± 6.50 *
ionosphere 85.53± 5.51 91.74± 4.62 *
iris 94.67± 5.36 96.00± 4.44 *
segment 88.21± 2.48 * 87.32± 2.15
sonar 67.03±11.60 72.62± 9.91 *
vehicle 62.05± 4.89 65.34± 4.32 *
elements 69.85±10.69 73.80± 10.28 *

* significant at p-value of 0.05

We illustrate the potential for contribution in Table (3) with a comparison
between AIRS and RBF fit by k-means. This comparison is not entirely fair, as
the RBF was fit in a batch setting. Although the RBF benefits from random
access to all data, we wish to emphasise the virtues of a higher-level optimi-
sation criteria; the capacity to generalise coherent and particularise ambiguous
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regions using variable bandwidths; and a weighted decision process. As such, we
handicap the RBF to only two centroids per class; it still outperforms AIRS.

Much of the RBF theory cleans up ad-hoc features of AIRS. Note that none
of these changes compromise any “immunological metaphor”. On the contrary,
in some respects the metaphor is improved by introducing clone populations
(weights), weighted responses, and adaptive recognition regions (bandwidths).
Indeed, similar ideas have already been explored in the AIS literature, though
in somewhat different contexts [1,2,20].

3.2 A Comparison between Clonal Selection and Iterative Descent

In the learning context, classical iterative descent algorithms, such as k-means
and the EM Algorithm, largely embody the “immune principles” that drive AIRS
– clonal selection (assign responsibility for data amongst prototypes) and affinity
maturation (optimise prototypes based on assigned data). Thus, although clonal
selection and affinity maturation may be a necessary element of immune-inspired
learning algorithms (in that they approach essential functionality), they do not
appear sufficient to determine novelty or value.

It would be remiss to not point out that the greedy nature of classical iterative
descent algorithms is not lost on the statistical literature. There are many at-
tempts to make these algorithms more adaptive and global in their optimisation
([13, Chapter 6] [18,17,4]). Evolutionary approaches have also contributed to this
domain, though to our knowledge, the evolutionary search typically encodes all
mixture parameters in a single genotype, and is then used to find a better initial
configuration for iterative descent (see e.g. [10]). This is quite different from AIS
learning algorithms, where each clone is, essentially, a mixture component and
the emphasis tends to be on continual adaptation and internal dynamics of the
repertoire.

By removing these internal dynamics, trivialising the fitness landscape and
using pairwise distance as a proxy for an overarching objective function, AIRS
leaves stochastic search with no competitive advantage over traditional iterative
descent. These issues can all be addressed. However, clonal selection alone seems
unlikely to induce convincing immune-like behaviour. Building upon clonal se-
lection appears necessary if AIRS is to offer more than a global optimisation
method for a prototype-based learning algorithm. Acknowledging the contri-
butions of, and any similarities to, classical algorithms seems the best way to
fruitfully direct novel immune-inspired research in this mature field.

4 Conclusion and Future Work

This paper reinforces warnings that one cannot work exclusively within the im-
munological metaphor [21]. In the present case, the metaphor has obscured con-
tradictory design decisions and functional omissions with regard to the problem
domain. Although these deficiencies may appear manifold, many are elementary
and quite straightforward to address. The exception being stochastic search on
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a uni-modal landscape, which is neither theoretically valid, computationally de-
sirable or biologically plausible. We intend to address this in future work, by
trading-off complexity in the fitness landscape against scaling independently
from the size of the dataset.

When the strictly one-shot requirement on AIRS is relaxed, it begins to resem-
ble many of the idiotypic-network style algorithms that preceded and inspired it
– Neal’s meta-stable memory [15], Timmis’ RAIN [6], Von Zuben and de Castro’s
CLONALG and ai-Net [5,16]. Because AIRS is still essentially an unsupervised
algorithm, run in class-specific partitions, any of these unsupervised AIS could
equally be used to determine a repertoire of memory cells. But based on previ-
ous experience with some of these algorithms, we suspect that a good deal of
what has been discussed with regard to RBF and iterative descent would largely
translate to these settings. Rather, we would propose that there may be an op-
portunity for unifying this lineage of work, by acknowledging (and leveraging)
existing research in machine learning and non-parametric statistics. Decoupling
the statistical aspects of AIS from the immunological component aids clarity
and correctness. Closure on the contribution of clonal selection would clear the
way for more focused and sophisticated immunological contributions; that can
be transparently motivated and communicated without metaphor.
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Abstract. Artificial immune systems can be applied to a variety of very
different tasks including classical function optimization. There are even
artificial immune systems tailored specifically for this task. In spite of the
successful application there is little knowledge and hardly any theoreti-
cal investigation about how and why they perform well. Here a rigorous
analysis for a specific type of mutation operator introduced for func-
tion optimization called somatic contiguous hypermutation is presented.
While there are serious limitations to the performance of this operator
even for simple optimization tasks it is proven that for some types of opti-
mization problems it performs much better than standard bit mutations
most often used in evolutionary algorithms.

1 Introduction

Theoretical analysis of general randomized search heuristics (RSHs) is a modern
and important area of research. General RSHs are a broad family of very different
algorithms including randomized local search [1], simulated annealing [17], evolu-
tionary algorithms (EAs) [10], artificial immune systems (AISs) [7,8], and many
others. They provide a powerful and flexible way of tackling different problems
when there is no time or expertise to develop a problem-specific solution. While
being applicable in very different situations one of the most important tasks is
function optimization. General RSHs are typically very easy to implement and
apply but it turns out to be extremely challenging to prove in a rigorous way
results about their performance and limitations. For EAs, there is a growing
body of useful analytical tools and relevant results [12,18,19]. For AISs, cur-
rently there are hardly any theoretical investigations about their performance at
all. One noteworthy exception is the work by Zarges [20].

Zarges [20] considers a mutation operator with inversely fitness proportional
mutation rate often used in artificial immune systems and analyzes its perfor-
mance when used in a very simple algorithmic framework. This way Zarges
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proves this operator to be inefficient for a very simple optimization problem
tackled with a kind of hill-climber. When used together with a population, how-
ever, its performance improves drastically [21]. In the same spirit we consider a
mutation operator designed for the use of AISs as function optimizers, namely
somatic contiguous hypermutations (CHM). Again, we embed this operator in
a very simple algorithmic framework that allows us to concentrate on the assets
and drawbacks of this specific mutation operator. This gives clear indications
for the kind of optimization problems where artificial immune systems may turn
out to be extremely efficient and to clearly outperform other RSHs like EAs.

Artificial immune systems are a special class of biologically inspired algorithms,
which are based on the immune system of vertebrates and derive from various im-
munological theories, namely the clonal selection principle, negative selection, im-
mune networks or the danger theory [7,8]. Besides the natural tasks of anomaly
detection and classification, they are often applied to function optimization. In
this context, mostly algorithms based on the clonal selection principle [3], a the-
ory which describes the basic features of an adaptive immune response to invading
pathogens (antigens), are used. During the last years, many clonal selection algo-
rithms to tackle optimization problems have been developed, for example: CLON-
ALG [9], OPT-IA [6], the B-Cell-Algorithm [16] and MISA [5]. These algorithms
share a common approach in a broad sense. They work on a population of immune
cells or antibodies that represent candidate solutions of the considered problem,
i. e. the function to be optimized. The antibodies proliferate and undergo a hy-
permutation process called affinity maturation, implying mutations at high rate.
The design of the mutation operator can be inspired by various types of immune
cells found in the immune system.

The AIS for function optimization considered here was introduced by Kelsey
and Timmis [16], known as B-Cell-Algorithm. They introduce a mutation op-
erator inspired by the mutation mechanism found in B-cell receptors. Since we
concentrate on the analysis of RSHs from a computational point of view this
biological background used as a motivation is not important to us. Details of
the operator including the precise probability distributions used can be found in
Section 2. A convergence analysis of this algorithm is presented by Clark et al. [4]
using a Markov chain model. Bull et al. [2] apply it on benchmarks generated as
integer programming problems derived from Diophantine equations.

In the next section we give a precise formal description of CHMs and the
algorithmic framework under consideration. We present results on well-known
and instructive example functions thereafter (Section 3). This will help to get a
clear understanding of assets and drawbacks of CHMs. We conclude and point
out open problems as well as directions for future research that we consider
important in Section 4.

2 Definitions and Analytical Framework

The mutation operator introduced by Kelsey and Timmis [16] performs CHMs
on bit strings of length n in the following way. It chooses a position in the bit
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string uniformly at random and determines a length of an interval to be mutated
randomly. Then all bits beginning with the random position up to the end of
the interval with random length are inverted with a given probability r ∈ [0, 1].
The desired length of the interval is thereby chosen uniformly at random from
{0, 1, . . . , n} and thus equals n/2 in expectation. Note, that the bit string is not
assumed to be cyclic and therefore the contiguous region does not wrap around.
Since mutation stops at the end of the bit string the distribution of the actual
length is not uniform and its expectation is less than n/2.

We observe that this operator is biased towards changing the value of bits
farther to the right in the bit string. The more to the left a bit is positioned, the
less likely it becomes that it is part of a randomly selected interval. Without ad-
ditional knowledge about the roles of different bits such a bias is undesirable [13].
There are different ways such a bias could be removed and it is of interest to
perform analyses for such modified mutation operators.

Here, we consider one specific variant. Instead of choosing one point and the
length of the interval, we choose two positions p1 and p2 from the bit string
uniformly at random and consider positions in-between, i. e. positions between
min{p1, p2} and max{p1, p2}, as within the interval. Then each bit x[i] with
min{p1, p2} ≤ i ≤ max{p1, p2} is flipped with probability r independently for
each such bit.

Note that this operator is also positionally biased. The probability to be mu-
tated is larger for bits in the middle of the bit string. The important difference is
the following. For mutations of single bits the probability is independent of the
bit position. Since single bit mutations can be crucial this kind of being bias-free
is important.

Here, we consider the extreme case r = 1. Note that this rules out mutations
not flipping any bit as well as global convergence. Consider for example the
function f : {0, 1}n → IR with

f(x) =

⎧
⎨

⎩

n∑

i=1

x[i] if x[1] = x[n],

−1 otherwise.

The all one bit string 1n is the unique global maximum. However, if x[1]+x[n] = 0
holds no somatic contiguous hypermutation with r = 1 can lead to this global
optimum. It can only be reached via some x′ with x′[1] + x′[n] = 1 implying a
drastic decrease in function value. If such moves are not accepted the algorithm
is unable to optimize this simple function. We are aware of this consequence due
to r = 1. In the following, we restrict our attention to functions where these
limited capabilities of CHMs with r = 1 are not an issue.

Note that p1 as well as p2 can be start and end position of the interval,
respectively. As we have n2 possible pairs of p1 and p2 and n − i + 1 possible
start positions of an interval of length i, the probability to have an interval
of length 2 ≤ i ≤ n equals 2(n − i + 1)/n2. We observe that for i = 1, the
probability is 1/n since there is only one valid choice of p1 and p2 for each of the
n possible positions. Altogether, we get the following probability distribution for
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Algorithm 1. Analytical Framework
1: Choose x ∈ {0, 1}n uniformly at random.
2: Create y := mutate(x).
3: If f(y) ≥ f(x): Set x := y.
4: Continue at 2.

the length L of the interval considered by the mutation operator:

Prob (L = i) =

⎧
⎪⎨

⎪⎩

1/n if i = 1,
2(n − i + 1)/n2 if i ∈ {2, . . . , n},
0 otherwise.

Hence, we have E (L) = (n2 + 3n − 1)/(3n) = n/3 + 1 − o(1).
To analyze the performance of a mutation operator, it makes sense to embed

it into an algorithmic framework. As we focus on the analysis of CHMs and
omit other possible features of the artificial immune system, we use a minimal
substrate as our experimentation platform. The following very simple algorithm
maximizes some pseudo-Boolean function f : {0, 1} → IR (Algorithm 1). It uses
a population of size one and produces one new point via mutation. This point is
accepted iff its function value is at least as large.

We intend to use CHMs and have a very simple artificial immune system.
Using different mutation operators other algorithms can be obtained. In evo-
lutionary computation standard bit mutations (SBMs) are most common [10].
There, each bit is flipped independently with mutation probability 1/n. Plugging
SBMs into our framework yields a very simple evolutionary algorithm, known as
(1+1) EA [11]. Note that using other mutation operators algorithms like local
search or tabu search may be obtained. Since the (1+1) EA is well investigated
and well understood a multitude of results is available and may be used for
comparisons [11,14,15,18,19].

As usual in the analysis of general RSHs, there is no stopping criterion in the
algorithm and we investigate the first point of time when a global optimum of f
is reached. This equals the number of iterations until a global optimum is found.
We denote this as the optimization time of the algorithm. It corresponds to the
number of function evaluations which is a common measure for the run time of
RSHs. It is important to notice that the algorithm itself does not know that it
has found an optimum.

In the following, let TCHM,f denote the optimization time of Algorithm 1
using CHMs. Let E (TCHM,f ) be its expected value. In the same way, let TSBM,f

denote the optimization time of Algorithm 1 using SBMs and let E (TSBM,f) be
its expected value.

3 Analytical Results

We assess assets and drawbacks of CHMs in the following way. We analyze
the expected optimization time when this operator is embedded in a minimal
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algorithmic framework. We compare these results with the expected optimization
times obtained when using SBMs known from EAs. For many objective functions
f : {0, 1}n → IR it is at some point of time essential that the search operator is
able to change exactly some bits, say b many. We call such a mutation a specific
b bit mutation. In order to understand differences between CHMs and SBMs it
helps to see the difference in the probabilities for such specific b bit mutations.

SBMs perform any such b bit mutation with probability (1/n)b ·(1−1/n)n−b =
Θ
(
1/nb

)
since b specific bits need to flip, each with probability 1/n, and the other

n− b bits must not flip, each with probability 1− 1/n. Since the bits are flipped
independently the result follows.

For CHMs things are entirely different. If the b bits that need to flip are not
contiguous such a b bit mutation cannot be performed in a single mutation and
thus has probability 0 to occur. This is due to our extreme choice r = 1. If, on the
other hand, the b bits are contiguous then there are exactly two ways to perform
this mutation: either we choose p1 as the position of the first of these b bits and
p2 as the last or the other way round. Since each specific choice of the positions
is done with probability 1/n and the positions are chosen independently, we have
2 · (1/n) · (1/n) = Θ

(
1/n2

)
as resulting probability for b > 1. For b = 1 we have

probability 1/n2 = Θ
(
1/n2

)
since there is only one valid choice of p1 and p2.

In the following we exclude functions where b bit mutations are necessary
that cannot occur with CHMs. The fact that these mutations are impossible
results from our extreme choice of r = 1, any choice 0 < r < 1 yields a positive
probability for such mutations. It would be inappropriate and misleading to
choose an extreme framework and then demonstrate drawbacks that are uniquely
due to this extreme choice. What we see for mutations that can be carried out
is that their probability decreases exponentially with b for SBMs while it is
completely independent of b for CHMs. This leads to the speculation that for
functions where 1 bit mutations are sufficient CHMs may be outperformed by
SBMs since such mutations occur with much smaller probability. On the other
hand one may believe that for functions where b bit mutations with b > 2 are
necessary CHMs may excel and that the advantage may be tremendously large
for b � 2. We investigate these speculations in a rigorous way by considering
appropriate example functions.

One easy consequence from the considerations above is a general lower bound
on the expected optimization time for any objective function f : {0, 1}n → IR
(except for degenerate cases). We state this simple result here since it helps us
to get a better feeling for the upper bounds that we derive in the following.

Theorem 1. Let f : {0, 1}n → IR be given such that

Prob (x < max {f(y) | y ∈ {0, 1}n}) = Ω(1)

holds for x ∈ {0, 1}n selected uniformly at random. E (TCHM , f) = Ω
(
n2
)

Proof. Due to the assumed property of the objective function f with probabil-
ity Ω(1) at least one mutation is needed to reach a global optimum. Consider
any run and the very last of the CHMs leading to the global optimum reached
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in this run. Due to the properties of CHMs there are either one or two choices
for p1 and p2 leading to this global optimum. Thus such a mutation occurs with
probability at most 2/n2. Since this holds for any run and any global optimum
reached in this run the lower bound Ω

(
n2
)

follows. ��
Probably the best-known example function in the context of evolutionary al-
gorithms [11] is OneMax. It has also been studied in the context of artificial
immune systems [20]. The function value simply equals the number of bits set

to 1, OneMax(x) =
n∑

i=1

x[i]. Since we maximize the unique global optimum

is the all one bit string 1n. The expected optimization time using SBMs equals
E (TSBM,OneMax) = Θ(n log n) [11] and this can be achieved with 1 bit mutations,
only. With CHMs it takes considerably longer to optimize this simple function.

Theorem 2. E (TCHM,OneMax) = Θ
(
n2 log n

)

Proof. The upper bound is easy to prove using trivial fitness layers [11]. For any
x ∈ {0, 1}n with OneMax(x) = n− i there are exactly i bits set to 0. If exactly
one of these bits is flipped the function value is increased by exactly 1. Such a
mutation occurs with probability 1/n2 for each of the i bits. Thus, the waiting
time to increase the function value from n − i to at least n − i + 1 is bounded
above by n2/i. Since function values cannot decrease due to the strict selection

employed the expected optimization is bounded above by
n∑

i=1

n2/i = n2
n∑

i=1

1/i =

O
(
n2 log n

)
.

For the lower bound we make use of simple drift arguments [14]. For any
specific b bit mutation the probability is Θ

(
1/n2

)
. To make an advance by j

we need to mutate j + a 0-bits from 0 to 1 and a 1-bits from 1 to 0 (for any
a ∈ IN). If such a mutation is to have a positive probability the bits need to
be arranged in an appropriate way. Initially, the probability for this decreases
exponentially with j and a since the bits are initialized uniformly at random.
Later on, the probability to have 0-bits decreases. Thus, there is a constant c > 1
such that the probability for an increase by j is bounded above by O

(
i/
(
n2 · cj

))

if the current number of 0-bits equals i. We see that the drift is bounded above

by O

(
n−i∑

j=1

j · (i/ (n2 · cj
))
)

= O
(
i/n2

)
in this situation. This implies a lower

bound of Ω
(
n2 log n

)
on the expected run time. ��

We see that we lose a factor of Θ(n) by making use of CHMs. The proof of
the lower bound, however, relies on the fact that the initial bit string is chosen
uniformly at random. One may wonder what happens if the initial bit string
happened to be the all zero bit string 0n. With only 0-bits in the initial bit
string there is a much bigger chance for larger increases in the number of 1-bits.
However, this advantage is reduced over time as the 1-bits will be distributed
randomly. It is unclear if this advantage that is big in the beginning where it is
easy to make progress and decreased in the end where making progress becomes
much harder anyway is sufficient to yield an asymptotically smaller expected
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Fig. 1. Empirical data for OneMax comparing random with deterministic initializa-
tion in 0n. On the left for CHMs, on the right for SBMs.

optimization time. To get an impression we provide results of experiments. We
perform 100 independent runs of the algorithm using random initialization as
well as deterministic initialization in 0n. We plot the results using box-and-
whisker plots providing the mean together with the minimum, maximum, upper
and lower quartile of the 100 runs for n ∈ {40, 80, 120, . . . , 600} (Figure 1). For
the sake of completeness we plot analogous data for the algorithm using SBMs.
Note the different scaling that is due to the much smaller expected optimization
time.

We observe that CHMs benefit from initialization in 0n whereas for SBMs
there is hardly any difference. If this difference is so large as to constitute an
asymptotic difference in the expected optimization time is impossible to tell from
this graph, of course.

The result on OneMax may lead to the belief that CHMs increase the
expected optimization time by a factor of Θ(n) for objective functions where
mutations of single bits are responsible for optimization. We demonstrate
that things are not so simple by considering another well-known exam-
ple function, namely LeadingOnes. The function LeadingOnes yields as
function value the number of consecutive 1-bits counted from left to right,

LeadingOnes(x) =
n∑

i=1

i∏

j=1

x[j]. As for OneMax, the unique global optimum

is the all one bit string 1n. The expected optimization time using SBMs equals
E (TSBM,LeadingOnes) = Θ

(
n2
)

[11] and this can be achieved with 1 bit muta-
tions, only. While the expected optimization time is larger when using CHMs it
is much smaller than Θ

(
n3
)
.

Theorem 3. E (TCHM,LeadingOnes) = Θ
(
n2 log n

)

Proof. Again, the upper bound is easy to prove using trivial fitness layers [11].
For any x ∈ {0, 1}n\{1n} it suffices to mutate the leftmost 0-bit and an arbitrary
number of bits to its right. If the position of the leftmost 0-bit is n − i, there
are i bits to its right that may mutate. Such a mutation occurs with probability
2(i + 1)/n2 for i > 0 and (i + 1)/n2 otherwise. Thus, the waiting time to in-
crease the function value by at least 1 is bounded above by n2/(i + 1). Since
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Fig. 2. Empirical data for LeadingOnes comparing random with deterministic ini-
tialization in 0n. On the left for CHMs, on the right for SBMs.

function values cannot decrease due to the strict selection employed the expected

optimization is bounded above by
n−1∑

i=0

n2/(i + 1) = n2
n∑

i=1

1/i = O
(
n2 log n

)
.

For the lower bound we can observe that the bits to the right of the leftmost
0-bit are distributed uniformly at random. Thus, the probability to increase the
function value by j is bounded above by (2i)/

(
n22j−1

)
. Again making use of

drift arguments [14] we see that we obtain a lower bound of Ω
(
n2 log n

)
on the

expected run time. ��
For LeadingOnes, the use of CHMs implies a decrease in performance by a fac-
tor of Θ(log n) in comparison to SBMs. As for OneMax, one may wonder what
happens if the initial bit string happened to be the all zero bit string 0n. While
this constitutes an advantage in the beginning we observe that any mutation not
affecting the first i + 1 bits in a current bit string x with LeadingOnes(x) = i
will be accepted. This leads to a random distribution of the bits that are right
of the leftmost 0-bit and decreases the initial advantage. We consider empirical
results as we did for OneMax and display them in Figure 2.

We observe for LeadingOnes that both, CHMs as well as SBMs, are not
sensitive at all with respect to the initialization method. In particular, in con-
tradiction to our intuition, CHMs do not benefit from deterministic initialization
in 0n in a visible way. Obviously, the bits right to the leftmost 0-bit become ran-
domly distributed so fast in comparison with the expected optimization time
that no noticeable advantage is gained. This is different to the situation for
OneMax. One difference between those two example functions is that the rel-
evant bits for increasing the function value are gathered right to the leftmost
0-bit for LeadingOnes while they are randomly distributed among all bits for
OneMax. This makes them more difficult to change for CHMs so that the ini-
tial advantage due to deterministic initialization in 0n is longer preserved for
OneMax leading to visible effects.

It is in some sense disappointing that initializing deterministically in 0n helps
so little. This becomes different for LeadingOnes if the bits that are right of
the leftmost 0-bit do not become randomly distributed. We can enforce this by
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Fig. 3. Empirical data for f = n · LeadingOnes− OneMax comparing random with
deterministic initialization in 0n. On the left for CHMs, on the right for SBMs.

considering a different example function f , namely f := n · LeadingOnes −
OneMax.

Since the selection mechanism that we employ is insensitive to the absolute
function values and reacts to the ordering of function values only we do not
change anything by going from LeadingOnes to n ·LeadingOnes. Going from
n ·LeadingOnes to f = n ·LeadingOnes−OneMax has the following effects.
First, since the number of leading 1-bits comes with the factor n it is the number
of leading 1-bits that dominates the function value. A bit string with a larger
number of leading 1-bits has the larger function value. For bit strings with equal
numbers of leading 1-bits, it is the number of 1-bits that decides. Fewer 1-bits
imply larger function values. Thus, starting with 0n, the current bit string will
always be of the form x = 1i0n−i with LeadingOnes(x) = i and f(x) = n · i.
This suffices to demonstrate a noticeable advantage for CHMs when started
in 0n. When initializing uniformly at random the expected optimization time is
E (TCHM,f ) = Θ

(
n2 log n

)
. The upper bound is proven analogously to the proof

of Theorem 3. The lower bound follows from the lower bound for OneMax. It
takes Ω

(
n2 log n

)
steps to reach the all zero bit string 0n and thus no speed-up

can be achieved significantly earlier.

Theorem 4. When the algorithm is initialized deterministically in 0n instead
of initialization uniformly at random, n2/2 ≤ E (TCHM,f ) ≤ n2 holds.

Proof. As we already discussed, the current bit string x is always of the form
x = 1i0n−i with LeadingOnes(x) = i. This bit string is mutated into the
unique global optimum 1n if in the mutation either a = i+1 and b = n or a = n
and b = i+1 hold. Thus, the probability for this event equals 2/n2 for i �= n− 1
and 1/n2 otherwise. This implies n2/2 as lower bound on the expected waiting
time for this event and n2 as upper bound. ��
Since we have asymptotically exact results for f and both kinds of initializa-
tion for CHMs, it is unnecessary to consider empirical results. For the sake of
completeness we present empirical results as before (Figure 3).
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When discussing probabilities of specific b bit mutations we observed that
CHMs can be advantageous when feasible b bit mutations for b > 2 are needed
and that this advantage grows exponentially with b. In the following, we consider
a function designed for this purpose in a different context and algorithm.

We consider a function similar to LeadingOnes but replacing the role of
single leading 1-bits by blocks of leading 1-bits of equal length b. Thus, for
b = 1 we have LeadingOnes where single bit mutations are sufficient, for b > 1
we have a function where the function value can be increased by a mutation
of b bits. Such an example function could be called LeadingOnesBlocksb or
LOBb, for short. Since we want to simplify analysis we would like to make sure
that exactly b bit mutations are needed. This can be achieved by moving to
n · LOBb − OneMax just as we moved from LeadingOnes to f .

As we mentioned above, such a function was introduced in a different
context. Since we want to avoid ‘inventing’ new example functions (where
no results for comparisons are known) we stick to the definition of this
known example function even though it is a little bit more involved than
what is actually needed here. The function is called CLOBb,k (short for
ConcatenatedLeadingOnesBlocksb,k) and is defined as k independent
copies of n · LOBb where the complete function value is given by adding up
the function values of the k copies. The function was originally introduced by
Jansen and Wiegand [15] for the analysis of a simple cooperative coevolutionary
algorithm, called the CC (1+1) EA. We proceed with a formal definition of this
fitness function and a discussion of its main properties.

The function CLOBb,k : {0, 1}n → IR is defined for values b, k ∈ IN with
n/k ∈ IN and n/(bk) ∈ IN. For any x ∈ {0, 1}n the function value is given by

CLOBb,k(x) = n ·
⎛

⎝
k∑

h=1

n/(bk)∑

i=1

i·b∏

j=1

x

[

(h − 1) · (n/k) + j

]
⎞

⎠− OneMax(x).

Obviously, it is defined as sum of k independent copies of the same function,
operating on consecutive disjoint pieces of the bit string x, each of length n/k.
To simplify notation a bit in the following we define l := n/k. Note that we have
l ∈ IN. The function has the all one string 1n as its unique global optimum.

Think of x = x[1]x[2] · · ·x[n] ∈ {0, 1}n as devided into k pieces x(1), x(2), . . . ,
x(k) with x(i) = x [(i − 1) · l + 1] x [(i − 1) · l + 2] · · ·x [i · l] ∈ {0, 1}l for each
i ∈ {1, 2, . . . , k}. Each piece x(i) can be thought of as being divided into l/b
consecutive disjoint blocks of length b each. In each piece the number of these
blocks completely set to 1 is counted from left to right stopping with the first
block different from 1b. For each of these leading 1-blocks the function value is
increased by n. We add this up for all k pieces and subtract the number of 1-bits.

Increasing the number of pieces k while keeping the length of the blocks b
fixed decreases the length of each piece and decreases the number of blocks in
each piece. Increasing b while keeping k fixed decreases the number of blocks in
each piece without changing the length of the pieces.

It is known that the expected optimization time of the (1+1) EA on CLOBb,k

equals E
(
T(1+1) EA,CLOBb,k

)
= Θ

(
nb (l/b + ln k)

)
[15]. The cooperative
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coevolutionary algorithm analyzed by Jansen and Wiegand, the CC (1+1) EA,
achieves an expected optimization time of E

(
TCC (1+1) EA,CLOBb,k

)
=

Θ
(
k · lb (l/b + ln k)

)
[15] beating the (1+1) EA by a factor of Θ

(
kb−1

)
. Note

that this algorithm is provided with the information about the number k of
pieces and their length l.

Theorem 5. Let for n ∈ IN the parameters b, k ∈ IN be given with n/(bk) ∈ IN.
E
(
TCHM,CLOBb,k

)
= O

(
n2 log n

)

Proof. We remember the k pieces x(1), x(2), . . . , x(k) of length l := n/k each that
together form x ∈ {0, 1}n. We know that on average after O

(
n2 log n

)
steps the

optimum of OneMax is reached. We conclude that on average for each of the k
pieces after that many steps a bit string of the form 1i·b0l−i·b (with possibly
different values i for the different pieces) is reached. Then we are in a situation
very similar to f = n·LeadingOnes−OneMax. For each of the j pieces that are
different from 1l there is always a mutation creating 1l. Each of these mutations

occurs with probability at least 1/n2. We thus obtain
k∑

j=1

n2/j = O
(
n2 log k

)
as

upper bound. Since k ≤ n holds, this proves the upper bound. ��

We observe that when we initialize deterministically in 0n we are in this special
situation having 1i·b0l−i·b in each of the k pieces right at the start. Thus, the
first phase where we wait for this to happen is empty. This reduces the upper
bound that we are able to prove from O

(
n2 log n

)
to O

(
n2 log k

)
.

Like for the other example functions we present empirical data (Figure 4).
We choose (quite arbitrarily) k ∈ {5, 10} and b ∈ {4, 8}, so that we consider
in total four version of CLOBb,k, namely CLOB4,5, CLOB8,5, CLOB4,10, and
CLOB8,10. Note that for CLOB8,10 we need n/80 ∈ IN to hold so that we only
present results for n ∈ {80, 160, . . .560}. Since the expected optimizations times
when using SBMs are extremely large (Ω

(
n4
)

for b = 4 and Ω
(
n8
)

for b = 8)
we do not present actual results for the (1+1) EA here. We remark that when
performing such runs using SBMs and considering for example CLOB4,5 the
minimum observed optimization time in 100 runs for n = 40 when using SBMs
(3, 896, 445) is significantly larger than the maximum observed optimization time
in 100 runs for n = 600 when using CHMs (3, 280, 958). The maximum observed
optimization time in 100 runs on CLOB4,5 using CHMs for the same value n =
40 even equals only 8, 328. The comparison is pointless, performing the runs for
the (1+1) EA for these values of b and k not even feasible.

Note that only for f = n · LeadingOnes − OneMax we can actually prove
that the expected optimization time using CHMs decreases significantly when
we initialize deterministically in the all zero bit string 0n. For all other functions
we do not have a lower bound for random initialization that is asymptotically
larger than an upper bound for initializing deterministically in 0n. We considered
results of some runs and found the empirical data mostly inconclusive. We can
improve the situation a bit by changing the form of presentation. Instead of dis-
playing the actual observed mean optimization times we consider the quotients
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Fig. 4. Empirical data for CLOBb,k comparing random with deterministic initialization
in 0n. On the top left for CLOB4,5, on the top right for CLOB8,5, on the bottom left
for CLOB4,10, on the bottom right for CLOB8,10.
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Fig. 5. Quotients of mean observed run times using CHMs together with random ini-
tialization and deterministic initialization in 0n

of the mean optimization times for the two different forms of initialization. So, if
Mr(n) is the observed mean optimization time when using random initialization
and Md(n) is the observed mean optimization time when initializing determinis-
tically in 0n (both for string length n) we plot Mr(n)/Md(n) as a function of n.
If the expected optimization times are of the same order of growth this function
should be constant (with random fluctuations), otherwise it should be growing.
We consider the curves for all example functions and display them in Figure 5.
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One may guess from the graphs in Figure 5 that indeed f = n ·LeadingOnes
−OneMax is the only function where the expected optimization time for CHMs
is asymptotically reduced when going from random initialization to deterministic
initialization in 0n. We leave an actual proof as subject to future research.

4 Conclusions

CHMs are used in artificial immune systems applied to the task of optimization.
We embedded this operator in a simple algorithmic framework and performed
a rigorous performance analysis. This yielded proven results on the expected
optimization time shedding light on specific properties and assets of this kind
of mutation. We highlighted some of these aspects by presenting analyses for
well-known example functions where the performance of CHMs can easily be
compared with the performance of SBMs. Our analysis concentrates on an ex-
treme version of CHMs and compensates for this choice by restricting the analysis
to objective functions that are feasible for this operator. We observe that the
probability for specific feasible b bit mutations (b > 1) is much smaller for CHMs
than for SBMs. This indicates that CHMs may lose in comparison with SBMs
on functions where mutations of single bits suffice. On one hand, we prove this
to be the case for OneMax, but on the other hand we demonstrate that things
are not that simple using LeadingOnes. We investigate the role of initialization
and prove for one specific example that advantageous starting points can speed
up optimization considerably for CHMs while having nearly no impact on SBMs.
This, however, seems not to be true in general as empirical results on the other
objective functions under consideration indicate. Finally, for a family of example
functions that require mutations of many bits simultaneously for optimization
we proved that CHMs can outperform SBMs drastically even by an exponential
performance gap.

Many open questions deserve further attention. While it is intuitively clear
that initializing in 0n instead of uniformly at random is advantageous for the
example functions considered we could actually only prove this for one function.
Empirical results indicate that there may not even be an asymptotic decrease of
the expected optimization time due to deterministic initialization. Finding out
and rigorously proving what is the case would be interesting. We pointed out
for OneMax and LeadingOnes that even when initializing deterministically
in 0n the ‘irrelevant bits’ become randomly distributed. Determining the ran-
dom distribution is subject of future research. All our results are about ‘artificial’
example functions often considered when ‘new’ search heuristics are subject of
rigorous analyses. These functions help to assess the assets and drawbacks of the
heuristics under consideration and get a clearer and better founded understand-
ing of their properties. These results are useful but only a first step. Results on
classes of functions, typical situations, and combinatorial optimization problems
need to be done. Finally, we pointed out that the kind of CHMs investigated
here deviates from the operator introduced by Kelsey and Timmis [16] in order
to reduce the effects due to positional bias. It would be interesting to see the
expected optimization times of their operator for the functions investigated here.
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Abstract. Quite different search heuristics make use of the concept of
assigning an age to search points and systematically remove search points
that are too old from the search process. In evolutionary computation
one defines some finite maximal lifespan and assigns age 0 to each new
search point. In artificial immune systems static pure aging is used. There
a finite maximal lifespan is defined but new search points inherit the
age of their origin if they do not excel in function value. Both aging
mechanisms are supposed to increase the capabilities of the respective
search heuristics. A rigorous analysis for two typical difficult situations
sheds light on similarities and differences. Considering the behavior on
plateaus of constant function values and in local optima both methods
are shown to have their strengths. A third aging operator is introduced
that provably shares the advantages of both aging mechanisms.

1 Introduction

General randomized search heuristics (RSHs) are a class of algorithms used
in practical settings where there is no time or expertise to develop problem-
specific solutions. There are many different search heuristics like randomized
local search [15] or tabu search [9]. Many such heuristics are inspired by nat-
ural processes (like simulated annealing [1]), biological systems (like artificial
immune systems (AISs) [3,4]) or biological processes (like evolutionary algo-
rithms (EAs) [6]). RHSs tend to be algorithmically simple while exhibiting
complex random behavior that is notoriously difficult to analyze in a rigorous
way. In practical applications the canonical and simple general variants often
exhibit unsatisfying performance. It is therefore common practice to enhance
their search capabilities by adding more complex mechanisms and modifying
the search strategies. This way they are tailored towards the concrete search
problem at hand. Clearly, this increased complexity complicates the task of a
theoretical analysis even more. Since it is highly desirable to obtain a clear un-
derstanding of the working principles and properties of the different operators
employed it makes sense to study their effects in isolation. Such analyses serve
as building blocks of a theory of RSHs.
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One task search heuristics like AISs and EAs are applied to is optimization.
We consider the case where for the search space {0, 1}n of bit strings of fixed
length n an objective function f : {0, 1}n → IR is given and some x∗ ∈ {0, 1}n

with f(x∗) = max {f(x) | x ∈ {0, 1}n} is sought. Since RSHs are most often
implemented on standard binary computers the restriction to {0, 1}n is not fun-
damental. The objective function f defines a search landscape that can exhibit
different features that make the task of optimization difficult. Many kinds of
difficult features are known [11], we concentrate on two common features.

Local optima are points in the search space where no neighbor has a strictly
larger function value. They are a meaningful concept if the concrete notion of
a neighborhood is connected to the search behavior of the RSHs. In the search
space {0, 1}n Hamming neighborhood often has this property. Almost all RSHs
consider search points with a small Hamming distance to a current search point
with much higher probability than search points with larger Hamming distances.
This is almost necessarily the case since the number of points with Hamming
distance d increases exponentially in d (for not too large values of d). It is a
common experience that search heuristics get trapped in local optima.

A plateau is a set of neighboring points in the search space with equal function
value. Again, we assume that Hamming distance is appropriate and consider two
points to be neighbors if their Hamming distance equals 1. Plateaus turn out
to be obstacles if they are not very small since they give no hint at all in what
direction to search. Therefore, a kind of random walk on the plateau has to be
performed that can be quite time consuming.

Different methods and tricks have been introduced to various search heuristics
to overcome these and other difficulties. We concentrate on aging that has been
introduced for two different kinds of heuristics, AISs [3,4] and EAs [6].

AISs are based on the immune systems of vertebrates and derive from vari-
ous immunological theories, among those the clonal selection principle, negative
selection, immune networks and danger theory. Even though anomaly detection
and classification are the most natural applications for AISs they are also often
applied to the problem of optimization. There is a variety of AISs, often built
on the clonal selection principle, designed for this problem [2,5,14].

EAs mimic the process of natural evolution. They consider a set of points in
the search space as a population that undergoes random variation using varia-
tion operators that are called crossover and mutation. They apply selection for
reproduction to randomly select members of the current population to create
offspring by means of these variation operators. Most often, the population size
is kept constant by applying selection for replacement deciding on the members
of the population in the next generation. Among others optimization is one of
the most popular applications.

One important goal is to hinder the current set of search points from becoming
too similar. Preserving some degree of diversity is thought to be helpful in many
situations including avoiding getting stuck in local optima and exploring plateaus
efficiently. One mechanism used to achieve this is aging.
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In evolutionary computation, aging is used by assigning each new offspring
age 0. The age is increased in each generation by 1. In selection for replacement
the age is taken into account, search points exceeding a pre-defined maximal
age τ are removed from the population. The extreme cases τ = 0 and τ = ∞
are known as comma selection and plus selection, respectively [16]. We call this
kind of aging evolutionary aging here.

In AISs a different kind of aging is more common [2]. Again, each offspring is
assigned an age that is increased by 1 in each round. As in EAs, search points
exceeding a pre-defined maximal age τ are removed from the set of current search
points. But the age of a new search point is only set to 0, if its function value
is strictly larger than the function value of the search point it was derived from.
Otherwise it inherits the age of this search point. This kind of aging is usually
called static pure aging.

It is not obvious which kind of aging is to prefer in which situation. We
shed light on this question by analyzing the influence of the performance in two
paradigmatic situations, considering local optima and plateaus. We do this by
embedding the two different aging operators in a minimal algorithmic framework
that aims at being as simple as possible. We consider as testbed two example
functions, one with a clearly structured local optimum and one with a small
plateau. Using this setting we are able to prove where assets and drawbacks of
the two aging operators can be found. Moreover, inspired by these findings we
define a third aging operator that we call genotypic aging. This simple variant
of static pure aging combines the specific strengths of both aging operators. We
prove this by analyzing its performance in the same testbed.

Formal definitions of the algorithmic framework, the two different aging oper-
ators and the two example functions serving as testbed can be found in the next
section. In Section 3 we derive results for both aging operators on an example
function with a local optimum. In Section 4 we consider their performance on
a plateau. We summarize our findings, define genotypic aging and analyze its
performance on both example functions in Section 5. Finally, we conclude and
point out possible directions of future research (Section 6).

2 Aging Operators, Algorithms and Analytical Testbed

We aim at analyzing the influence of aging operators on the performance of
RSHs. This is most easily done if the aging operators can be studied as much
in isolation as possible. We achieve this by implementing them in a minimal
algorithmic framework (Algorithm 1). This algorithmic framework employs a
collection of search points of size μ (that may be called a population in the con-
text of EAs), lets each search point age at the beginning of each round, selects
in each round (or generation) a single search point for variation, applies a stan-
dard mutation operator to it, decides on its age using the aging operator under
consideration, removes search points due to their age, selects from the remaining
points (at most μ+1 if no search point is removed) the μ best according to their
function values and fills up the collection of the search points by generating new
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Algorithm 1. Algorithmic Framework
1. Initialization

Set P := ∅. Repeat the following μ times.
Select x ∈ {0, 1}n uniformly at random. Set x.age := 0. Set P := P ∪ {x}.

2. Aging: Growing older
For all x ∈ P

Set x.age := x.age + 1.
3. Selection

Select y ∈ P uniformly at random.
4. Variation

Independently for each i ∈ {1, 2, . . . , n}
With probability 1/n set y[i] := 1 − y[i].

5. Aging: Age of new search point
SetAge(x, y) {Sets the age of y depending on x.}

6. Aging: Removal due to age
Set P := P ∪ {y}. For all x ∈ P

If x.age > τ Then P := P \ {x}.
7. Selection

If |P | > μ Then remove one x∗ ∈ P from P with f(x∗) = min {f(x) | x ∈ {0, 1}n}.
8. Aging: Filling-up population

While |P | < μ do
Select x ∈ {0, 1}n uniformly at random. Set P := P ∪ {x}.

9. If Stopping Criterion not met continue at line 2.

search points uniformly at random if there are less than μ search points left.
Note that the collection P is a multi-set. P ′ := P ∪ {x} results in a P ′ with
|P ′| = |P |+1 even if already x ∈ P . Moreover, P ′ := P \{y} results in a P ′ with
|P ′| ≥ |P | − 1 even if there are multiple copies of y in P . We have |P ′| = |P | if
y /∈ P and |P ′| = |P | − 1 otherwise.

One may argue that the algorithmic framework would even be simpler if we
restricted ourself to the extreme case μ = 1. While this is in fact not unusual
(leading to the (1+1) EA [7] as an example) it is known that the presence of
a population can have tremendous effects on the performance. For example,
Zarges proved this for AISs and invers fitness proportional mutations [18,19].
Since both, AISs and EAs, almost always perform their search based on μ > 1
search points we decide to stick with the more realistic framework.

We analyze two different aging operators, static pure aging and evolutionary
aging. We give precise formal definitions of both operators as they become part
of our algorithmic framework (Algorithm 1) in line 5.

Definition 1 (static pure aging)

SetAge(x, y) If f(y) > f(x) then set y.age := 0 else set y.age := x.age.

Definition 2 (evolutionary aging)

SetAge(x, y) Set y.age := 0.
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We are interested in the influence on the performance of the different aging
operators (applied in line 5 of Algorithm 1). Performance of algorithms is most
often measured by the computation time. Clearly, here this depends mostly on
the stopping criterion. We adopt the common practice of avoiding this issue by
considering the optimization time instead. Formally, we let the search heuristic
run forever and analyze the first point of time when a global maximum of the
objective function f is found. We measure this time by counting the number of
times the main loop (lines 2–9 of Algorithm 1) is executed. As the optimization
time T is a random variable we investigate its mean E (T ) as well as sometimes
information on its distribution like Prob (T < t) or Prob (T > t) for relevant
points of time t.

As testbed for the analysis we make use of two example functions, one serving
as an example for a fitness landscape containing a local optimum, the other
serving as an example for a fitness landscape containing a plateau. The example
function with a local optimum that we define follows the pattern of such example
functions introduced by Jansen [12]. One example is a function called HSPk that
contains a broad and easy to find path to a local optimum and a narrow and
hard to find path to the unique global optimum. The parameter k influences the
likelihood of encountering the local optimum. Since this example function works
only as desired for algorithms with very small μ we define a variant here with
very similar properties that also works for larger values of μ.

Definition 3. For n, k ∈ IN with k = O(1) the function
LocalOptk : {0, 1}n → IR is defined for x ∈ {0, 1}n by

LocalOptk(x) =

⎧
⎪⎪⎨

⎪⎪⎩

n · (i · k + 1) if x ∈ {
1i·k0n−i·k | i ∈ {1, 2, . . . , �n/k�}},

n · (i + 1) if x ∈ {
0i1n−i | i ∈ {1, 2, . . . , �n/2�}},

n −
n∑

i=1

x[i] otherwise.

In the vast majority of the search space the fitness value of LocalOptk equals

n −
n∑

i=1

x[i] guiding a search heuristic towards the all zero bit string 0n. There,

two kind of paths begin. One path is entered by changing i of the right-most
bits to 1 (with i ∈ {1, 2, . . . , �n/2�}). Increasing the number of 1-bits from
right to left leads to the local optimum with function value n · (�n/2� + 1).
The other path is entered by changing exactly i · k of the left-most bits to 1
(with i ∈ {1, 2, . . . , �n/k�}). The function value can be increased on this path
in this manner until the global optimum 1�n/k�·k0n−�n/k�·k with function value
n ·(�n/k� · k + 1) is found. The larger k is, the longer it takes to reach this global
optimum and the more difficult it becomes to find the beginning of this path.
Thus, we can expect RSH to find the local optimum regularly for k > 1. For
k = 1, the local and global path are entered with almost equal probability. Since
the Hamming distance between the local optimum and the other path is Θ(n),
any reasonable search heuristic should need an exponential number of steps to
find the global optimum once the local optimum is found. For Algorithm 1 this
is the case.
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The other example function we consider (introduced by Jansen and We-
gener [13]) contains a plateau of n points spanning a large Hamming distance of
n − 1 between the first and the last point on the plateau. We call it Plateau
and define it as follows.

Definition 4 ([13]). For n ∈ IN, the function Plateau : {0, 1}n → IR is de-
fined for x ∈ {0, 1}n by

Plateau(x) =

⎧
⎪⎪⎨

⎪⎪⎩

n if x ∈ {
1i0n−i | i ∈ {0, 1, 2, . . . , n − 1}},

n + 1 if x = 1n,

n −
n∑

i=1

x[i] otherwise.

Like for LocalOptk, in the vast majority of the search space the fitness values
guide a search heuristic towards 0n. There, the plateau of points 1i0n−i begins.
Since there are no hints in which direction better search points can be found
and since all points not on the plateau have worse function value, usually RSHs
will perform a random walk on the plateau until they happen to find the unique
global optimum 1n.

For LocalOptk, results for the (1+1) EA (i. e., Algorithm 1 for μ = 1 without
aging) are known [12], for Plateau results for the (1+1) EA [13], the (μ+1) EA
(i. e., Algorithm 1 without aging) [17], and some similar EAs without aging [8]
are known. In the following, we derive results for the two aging operators (used
within Algorithm 1) as well as for another aging operator that we introduce and
define in Section 5.

3 Performance in Local Optima

We consider the example function LocalOptk with sufficiently large parame-
ter k and the performance of the two aging operators. When evolutionary aging
is used, we see what is expected for general RSHs. The local optimum is encoun-
tered with probability close to 1 implying a very large expected optimization
time.

Theorem 1. For n, k ∈ IN with k = O(1), any maximal age τ ∈ IN, any popula-
tion size μ ∈ IN, and any number of steps t ∈ IN, Algorithm 1 with evolutionary
aging on the function LocalOptk has optimization time at least t with proba-
bility 1−O

((
(μ log μ)/nk−1

)
+ t/n(n/2)−k

)
. For μ = o

(
nk−1/ logn

)
the expected

optimization time is Ω(2n).

Proof. Note that for μ log μ = Ω
(
nk−1

)
and t = Ω

(
n(n/2)−k

)
the statement

becomes trivial. Thus, we assume μ log μ = o
(
nk−1

)
in the following.

First we assume that τ = ∞ holds. We discuss changes due to finite values for
τ afterwards. Assume that the complete population is on the path to the local
optimum, i. e., of the form 0i1n−i for possibly different values of i with i ≥ 1 for
all of them. Then the global optimum can only be reached via a direct mutation
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to the other path. Such a mutation has probability at most 1/ni+max{i,k} since
the i right-most 1-bits need to be changed into 0-bits and we need to reach a
point on the other path that has at least the same function value. We consider
μn2 generations. The probability not to make such a step in these generations
is bounded below by μ/nk−1. On the other hand, with probability 1 − e−Ω(n)

in these steps the current best of the population is increased in function value.
Then after on average O(μ log μ) generations the function value of each member
of the population is increased to at least this function value since it suffices to
make copies of the current best [17]. The probability to create a search point on
the other path in this time is bounded above by (μ log μ)/nk+i. Then we are in
the same situation as before with i ≥ 2. Summing up the probabilities to reach
the other path for 1 ≤ i ≤ n/2 we obtain O

(
(μ log μ)/nk−1

)
as bound. Thus,

with probability 1−O
(
(μ log μ)/nk−1

)
the local optimum takes over the complete

population. In this case a mutation of at least (n/2)−k bits is necessary to reach
the path. Such an event occurs in t steps with probability at most O

(
t/n(n/2)−k

)
.

We still need to prove that the complete population gets on the path to the
local optimum with sufficiently large probability. It is easy to see that each
member of the population either reaches one of the two paths or 0n within
O

(
μn2

)
steps with probability 1 − e−Ω(n/ log n) [17]. Consider the set of search

points with exactly i 1-bits. For each i ∈ {k, k + 1, . . . , n} there is at most one
point on the path leading to the global maximum. As long as no member of
the population is on any of the two paths each point in the search space with
exactly i 1-bits has equal probability to become member of the population. Thus,
for each i the path to the global optimum is entered with probability at most
O

(
1/ni

)
. Summing up these probabilities for all i ≥ k we get the bound O

(
1/nk

)

on the probability to enter the path to the global optimum before either 0n or the
path to the local optimum is found. Consider some member of the population
x = 0n. Due to the strict selection employed we need only care about search
points on one of the two paths. The probability to create some point on the
path to the global optimum based on x given that a point on one of the two
paths is created is Θ

(
1/nk−1

)
. Thus, with probability 1− O

(
1/nk−1

)
we get in

the situation with the population on the path.
So far we ignored removes of individuals due to age. Now we consider the case

of finite τ . If τ = o(μn) holds, with probability 1 − e−Ω(n) not even one of the
two paths is reached [17]. Thus, we assume τ = Ω(μn) in the following. Since
evolutionary aging is employed, a new current member of the population starts
with age 0. With probability at least Ω(1/μ), the current best member of the
population is copied. Thus, we manage to make a replica of the current best
before it is removed due to its age with probability 1 − e−Ω(n). Then nothing
changes from the line of reasoning above since any new individual that is created
in line 8 of Algorithm 1 will be replaced by a copy of the current best member of
the population or a search point with even larger function value with sufficiently
large probability before reaching the path to the global optimum.

For sufficiently large values of τ we get Ω
(
n(n/2)−k

)
as lower bound on the

expected optimization time using the law of total probability. If τ is very small,
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however, almost constantly new search points are created uniformly at random.
This process finds the unique optimum on expectation in 2n steps. This implies
the lower bound on the expected optimization time. 
�
When using static pure aging instead of evolutionary aging at first sight not much
is changed. If the maximal age τ is sufficient large the population will gather in
the local optimum with probability close to 1 (for not too large μ). There static
pure aging makes a difference. Since no new search points with larger function
values can be created unless the global optimum is found we only create new
search points that inherit their age. Creating a copy of a current best search
point is much faster than finding the local optimum. So, no new search points
enter the population. Thus, after some time, the complete population shares the
very same age. This implies that at some point of time the complete population
is replaced by new search points generated uniformly at random being equal
to a restart. Since the path to the global optimum is found with not too small
probability we expect to find the global optimum after not too many restarts.

Theorem 2. For n, k ∈ IN with k = O(1), any number of search points μ ∈ IN,
and a maximal age τ ∈ IN with τ = Ω

(
nk+1 + μn log n

)
, Algorithm 1 with static

pure aging has expected optimization time O
(
τnk−1

)
on LocalOptk.

Proof. Using insights from the proof of Theorem 1 and results on the (μ+1) EA
due to Witt [17] the proof is relatively simple. Given that the local optimum is
found the expected number of steps to do so is bounded by O

(
n2 + μn logn

)
[17].

In the same way we see that given that the global optimum is found the expected
number of steps to do so is bounded by O

(
nk+1 + μn log n

)
. The term nk+1 stems

from the fact that n mutations of exactly k specific bits are sufficient to find the
global optimum. The expected waiting time for such a mutation is Θ

(
nk

)
. Note

that the maximal age τ is sufficiently large to wait for this.
From the proof of Theorem 1 we know that we enter the path to the global

optimum with probability Ω
(
1/nk−1

)
. Thus, on average after O

(
nk−1

)
‘restarts’

of the algorithm this happens. We have such a ‘restart’ if all search points are
removed due to their age simultaneously. This happens in the local optimum
after each search point was created as a copy of the current best search point.
The expected time for this to happen is O(τ + μ log μ) since the time to have the
population taken over by the youngest current best is O(μ log μ) [17] and after
O(τ) generations all older current bests are removed due to their age. Moreover,
the expected time to reach the local optimum is bounded by O

(
n2 + μn log n

)
.

Together this yields O
(
τ + n2 + μn log n

)
as upper bound on the expected wait-

ing time for a ‘restart.’ Multiplying it with the expected number of ‘restarts’
O

(
nk−1

)
we obtain O

(
τnk−1 + nk+1 + μnk log n

)
as bound for this part. Since

this dominates the upper bound for the expected time to reach the global opti-
mum once the path leading to it is found we have this bound as upper bound on
the expected optimization time. Remember that τ = Ω

(
nk+1 + μn log n

)
holds.

The bound simplifies to O
(
τnk−1

)
since τnk−1 = Ω

(
n2k + μnk log n

)
holds. 
�
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4 Performance on Plateaus

We continue with analyzing the performance of the aging operators on Plateau
(Definition 4). The proofs in this section use the method of family trees intro-
duced by Witt [17]. A family tree Tt(x0) contains the descendants of a search
point x0 created by time t ≥ 0 due to direct or indirect mutation. Thereby, nodes
of the tree identify the search points generated and an edge (x, y) denotes that
y was created by mutating x. Family trees can be used to analyze the progress
of a population towards the optimum of the considered function. More precisely,
an upper bound on the depth of a family tree can imply a lower bound on the
optimization time as in this situation all points in the family tree are likely to
be similar to the search points of the initial population P0. Furthermore, lower
bounds on the depth can imply upper bounds on the optimization time.

We first consider evolutionary aging and prove asymptotically the same bound
on the optimization time O

(
μn3

)
as for the (μ+1) EA without strong as-

sumptions on the maximal age τ . The proof follows the line of thought of
Witt [17] for the (μ+1) EA. Therefore, we concentrate on modifications needed
due to the use of aging. Analogously to Witt [17] we call search points on the
plateau, i. e. points of the shape 1i0n−i for 0 ≤ i ≤ n, plateau points. More-
over, we denote the first point in time where all search points are plateau points
TPlateau = min

{
t | Pt ⊆ {1i0n−i | 0 ≤ i ≤ n}}. Considering a node y ∈ Tt(x0)

and a path P from x0 to y we say that y is alive if y ∈ Pt and dead otherwise.
A path P is alive if it contains at least one alive node. There is always at least
one alive path in some family tree.

Theorem 3. For n, μ ∈ IN, max. age τ = ω(log n · (n + μ log n)), Algorithm 1
with evolutionary aging has expected optimization time O

(
μn3

)
on Plateau.

Proof. The main idea is to rediscover a run of the (1+1) EA on Plateau on
alive paths of a family tree [17]. The expected optimization time of the (1+1) EA
O

(
n3

)
[7] implies a lower bound on the expected depth of such a family tree. We

conclude that the expected runtime is bounded above by the sum of E (TPlateau)
and the expected time until the family tree reaches depth Θ

(
n3

)
.

From the proof for the (μ+1) EA we know that E (TPlateau) = O(μn + n log n)
= O(μn log n) holds. As we use aging it remains to show that it is unlikely that
any currently best search point is removed due to its age in this phase. Moreover,
we have to take care of the probability to increase the currently best known
function value in order to obtain the same bound on E (TPlateau). Afterwards
we prove that the expected time until the family tree reaches some depth k can
be bounded above by O(μk) once all search points in the population are plateau
points. This implies an upper bound on the optimization time of O

(
μn3

)
. Search

points outside the plateau are immediately deleted after time TPlateau.
We first show that the maximal age τ is sufficiently large to carry over the

upper bound on E (TPlateau). Assume that the population contains no plateau
points. Then, in order not to remove the currently best search point due to its
age, it suffices to select a best search point and produce a replica. The probability
is at least 1/μ for the first and (1 − 1/n)n ≥ 1/(2e) for the second event. The
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probability not to have an improvement in 4eμ steps is at most 1/2 due to
Markov’s inequality. Moreover, the probability not to have such an event in
log n rounds of 4eμ steps each can be bounded above by (1/2)log n = 1/n and
thus with τ = ω(μ log n) a success probability of 1 − n−ω(1) follows.

The expected time for increasing the currently best function value is bounded
by O(n + μ log n) as the probability is i/μ to choose one of the i best search
points and 1/n · (1 − 1/n)n−1 ≥ 1/(en) to increase the function value. As above
we see that τ = ω(log n · (n + μ log n)) suffices to obtain a success probability of
1−n−ω(1). Since we need at most n such improvements to reach the plateau, the
probability not to reach the plateau is bounded by 1 − n · n−ω(1) = 1 − n−ω(1).

Once a plateau point has been created, the number of those points is increased
if we choose a plateau point and produce a replica. The expected time until the
population only consists of copies of this point is O(μ log μ) = O(μ log n) [17].
We see that our choice of τ is large enough for moving all points on the plateau.

The upper bound on the expected time to reach depth k in a family tree
remains to be shown. Let St be the set of alive search points in Tt(x0) that always
have an alive descendant until time TPlateau+4eμk. Let Lt denote the maximum
depth of x ∈ St in Tt(x0). Lt increases if a search point x with depth (x) = Lt is
selected, a plateau point x′ is created and x is deleted before x′. The probability
for the first two events is 1/(2eμ) as it suffices to create a replica of x. For the
third event aging comes into play. The probability that x is deleted before x′ is
1/2 due to selection as both search points have the same function value. It is not
possible that x is deleted before x′ due to its age as we use evolutionary aging.
It remains to show that x′ is generated with high probability before x is deleted
due to its age. The expected time for generating x′ can be bounded above by 2eμ
and thus we can show that for τ = ω(log n · (n + μ log n)) the probability not to
generate x′ can be bounded by 1 − n−ω(1). This yields an expected number of
4eμk = O(μk) steps for reaching depth k. 
�
We have seen that using evolutionary aging does not change much compared to
the corresponding algorithm without aging on Plateau given that the maximal
age τ is sufficiently large. This is not the case when static pure aging is used as
descendants of plateau points that are plateau points themself inherit the age
of the parent. This may lead to the extinction of the whole population on the
plateau if the maximal age τ is not sufficiently large. We formalize this in the
next theorem.

Theorem 4. For n ∈ IN let α(n) = ω(1) and α(n) = O
(
(n/ ln n)4/3

)
.

Then for μ, τ ∈ IN with μ = poly (n), τ = ω(log n · (n + μ log n)) and τ =

O
(
n3/(α(n) ln n)

)
, with probability 1 − n

−Ω
(√

α(n)
)

, the optimization time of

Algorithm 1 with static pure aging on Plateau is n
Ω

(√
α(n)

)

.

Proof. In the proof of Theorem 3 we have seen that E (TPlateau) = O(μn log n)
holds. As the lower bound on τ here matches that of Theorem 3, we can assume
that all search points in the population are plateau points. Due to Witt [17] all
populations until (and including) time TPlateau only contain search points with
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at most 3n/5 ones with probability 1 − 2Ω(√n), implying that all search points
so far have linear Hamming distance to the optimum.

We now show that the population becomes extinct on the plateau with prob-

ability 1− n
−Ω

(√
α(n)

)

after at most τ = O
(
n3/(α(n) ln n)

)
steps. Assume that

x ∈ Pt, t > TPlateau, is selected. We denote a step as relevant iff it generates a
plateau point y �= x. Recall that y inherits the age of x in this case. We bound
the number of relevant steps within overall τ steps and the step size of such a
relevant step from above. Finally we show that this leads with probability con-
verging to 1 super-polynomially fast to the extinction of the population before
the optimum is reached and thus, to a super-polynomial lower bound on the
optimization time.

We first consider only a single search point in the population. The probability
for having a relevant step is at most 2/n as either the leftmost 0-bit or the
rightmost 1-bit has to flip. Thus, in a phase of O

(
n3/(α(n) ln n)

)
steps there are

at most O
(
n2/(α(n) ln n)

)
relevant steps with probability 1− 2−Ω(n2/(α(n) lnn))

using Chernoff bounds. Here, the upper bound on α(n) is needed.
A relevant step with step size b requires at least a b bit mutation which

happens with probability at most 2/nb. The probability of not having a relevant
step with step size at least 3 +

√
α(n) in τ = O

(
n3/(α(n) ln n)

)
steps is then

bounded below by 1 − τ · O
(
n−(3+

√
α(n))

)
= 1 − n

−Ω
(√

α(n)
)

.

We assume pessimistically that all relevant steps have step size 3 +
√

α(n)
and that the last such step reaches the optimum. The resulting random process
corresponds to a fair random walk on at most m :=

(
(2n/5)− 3 − √

α(n)
)

/(3+
√

α(n)) states. We want to bound from above the probability to overcome the
distance m, i. e. finding the optimum, in s ≤ n2/(4α(n) ln n), steps. As we have a
fair random walk, the probability for steps in either direction (say left and right)
is 1/2 and the expected number of steps for each direction in s steps equals s/2.
We use Chernoff bounds to bound the probability sought in the following way:

Prob (in s steps distance ≥ m) ≤ Prob
(
in s steps ≤ s

2
− m

2
times left

)

= Prob
(
in s steps ≤ s

2
·
(
1 − m

s

)
times left

)
≤ e−

s
2 ·m2

s2 · 12 = e−m2/(4s)

A tedious but straightforward calculation yields the bound n
−Ω

(√
α(n)

)

for s =
n2/(4α(n) ln n) and our value of m. Using the simple union bound and that this
probability is monotonically increasing in s, the probability to find the optimum

within ≤ s steps is bounded by s · n
−Ω

(√
α(n)

)

= n
−Ω

(√
α(n)

)

. Analogously,
the probability that any search point in the population reaches the optimum in

O
(
μ · n3/(α(n) log n)

)
steps is bounded by μ · n−Ω

(√
α(n)

)

= n
−Ω

(√
α(n)

)

. 
�

We note that the plateau embedded in our example function only has size n. On
bigger plateaus static pure aging has even bigger difficulties.
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5 Combining the Assets of Aging

We have seen that static pure aging is able to efficiently optimize functions
with local optima where evolutionary aging fails. This is due to the capability of
performing restarts inherent to static pure aging. On the other hand we have seen
that static pure aging fails on plateaus where evolutionary aging has no problems.
This failure is caused by incompetency of static pure aging in recognizing that
it is making some kind of progress even though the function values of the search
points encountered do not improve. While recognizing stagnation by measuring
function values helps to escape from local optima this very mechanism hinders
static pure aging to be efficient on even rather small plateaus. When we consider
both situations in direct comparison it is not difficult to spot a crucial difference.
While the function values do not increase in both situations being stuck in a
local optimum means that also no new search points with equal function values
are discovered. When a random walk on the plateau is performed, there are
constantly new points discovered even though they all have equal function value.
We introduce an aging operator called genotypic aging that spots this difference.

Definition 5 (genotypic aging)

SetAge(x, y) If f(y) ≥ f(x) and y �= x then y.age := 0 else y.age := x.age.

In comparison to static pure aging we changed the condition ‘f(y) > f(x)’ to
‘(f(y) ≥ f(x))∧(y �= x)’. Since f(y) > f(x) implies y �= x, there is no change for
this case. If f(y) = f(x) holds we make a case distinction based on x and y. Those
are called genotypes in the context of EAs motivating our choice of genotypic
aging as name for this operator. Finding a new search point with equal function
value is not sufficient progress to warrant setting its age to 0. This allows for
random walks on plateaus beyond what the maximale age τ allows.

Theorem 5. For n, k ∈ IN with k = O(1), any number of search points μ ∈ IN,
and a maximal age τ ∈ IN with τ = Ω

(
nk+1 + μn log n

)
, Algorithm 1 with

genotypic aging has expected optimization time O
(
τnk−1

)
on LocalOptk.

Proof. We can mostly re-use ideas from the proof of Theorem 2 as the two ag-
ing mechanisms genotypic aging and static pure aging behave very similarly on
LocalOptk. Nothing changes about the way the local optimum is found. This
holds since the local optimum can be reached by a number of fitness improve-
ments and the maximal age τ is sufficiently large to allow for each of them
with a probability close to 1. Clearly, nothing changes about the probabilities
to enter the two paths as these probabilities are determined by the variation
operator, not by aging. The only thing we need to care about are if we still have
‘restarts’ when all search points are stuck in the local optimum. Note that the
local optimum is a unique point 0�n/2�1n−�n/2� and that all points with equal
or larger function value have Hamming distance Ω(n) to this point. Thus, with
probability exponentially close to 1 no such search point will be encountered
if τ = no(n) holds. For even larger τ the path to the global optimum may be
discovered. Since this can only decrease the optimization time it does not hurt
our upper bound. 
�
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Theorem 6. For n, μ ∈ IN and maximal age τ = ω(log n · (n + μ log n)) the ex-
pected optimization time of Algo. 1 with genotypic aging on Plateau is O

(
μn3

)
.

Proof. Again we can re-use the ideas from a previous proof (Theorem 3) as on
Plateau the aging mechanisms genotypic aging and evolutionary aging behave
very similar. For the upper bound on TPlateau we have to consider the expected
time for increasing the currently best function value. As in the proof of Theorem 3
we see that τ = ω(log n · (n + μ log n)) suffices to reach the plateau with the
whole population with probability at least 1 − n−ω(1).

For the upper bound on the time to reach depth k in a family tree we have to
be more careful as now replicas inherit the age of its parent. However, as the age
of the replica and the parent are the same, the descendant can only be deleted
before its parent due to selection which has still probability 1/2. Therefore, we
only need to care about the probability to generate a descendant x′ of a plateau
point x with maximal depth Lt and consider relevant steps where x �= x′. The
probability for a relevant step is at least 1/n ·(1−1/n)n−1 ≥ 1/(en) as it suffices
to flip exactly one bit and thus, the waiting time is bounded by O(n). With
τ = ω(log n · (n + μ log n)) the desired probability of 1 − n−ω(1) follows. 
�

6 Conclusions and Future Work

Aging is a powerful and flexible concept that has been introduced to different
kinds of search heuristics. It adds to their complexity and is supposed to enhance
their search capabilities. We investigated two aging operators, static pure aging
used in AISs, and evolutionary aging known from EAs. They agree in having
search points removed exceeding a maximal age τ and filling up gaps in the
collection of search points with randomly created points. But they differ in the
way they assign an age to new search points. While evolutionary aging always
assigns age 0 in static pure aging this happens only for points superior to the
point they are created from. Otherwise they inherit this search point’s age.

While static pure aging can escape from local optima by recognizing stag-
nation and performing a kind of restart it fails on plateaus where it mistakes
missing progress in function values for stagnation. On the other hand, evolu-
tionary aging recognizes the random walk on plateaus but fails to escape local
optima. We proved this by means of rigorous analyses on example functions.

Inspired by the failure of static pure aging on the plateau function we intro-
duced genotypic aging. It differs in the behavior of static pure aging with respect
to new search points with fitness equal to their origin. If they are equal to their
origin they inherit its age, otherwise they are initialized with age 0. For such
points static pure aging always sets the initial age to the age of the origin. This
small modification is sufficient to yield efficient optimization in both scenarios.

There are other kinds of obstacles search heuristics can encounter. It is subject
of future research to consider other situations. It is known that aging operators
can be very sensitive to the maximal age τ [10]. A more in-depth analysis of the
influence of this important parameter to different aging operators is subject of
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future research. All three aging operators considered here implement aging in a
very specific way. A more general framework needs to be considered.
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J.-L., Schwefel, H.-P. (eds.) PPSN 2002. LNCS, vol. 2439, pp. 33–43. Springer,
Heidelberg (2002)

13. Jansen, T., Wegener, I.: Evolutionary algorithms — how to cope with plateaus of
constant fitness and when to reject strings of the same fitness. IEEE Trans. on
Evolutionary Computation 5(6), 589–599 (2002)

14. Kelsey, J., Timmis, J.: Immune inspired somatic contiguous hypermutation for
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Abstract. String-based negative selection is an immune-inspired classi-
fication scheme: Given a self-set S of strings, generate a set D of detectors
that do not match any element of S. Then, use these detectors to parti-
tion a monitor set M into self and non-self elements. Implementations of
this scheme are often impractical because they need exponential time in
the size of S to construct D. Here, we consider r-chunk and r-contiguous
detectors, two common implementations that suffer from this problem,
and show that compressed representations of D are constructible in poly-
nomial time for any given S and r. Since these representations can them-
selves be used to classify the elements in M , the worst-case running time
of r-chunk and r-contiguous detector based negative selection is reduced
from exponential to polynomial.

1 Introduction

The immune system protects us from many dangerous pathogens it has never
seen, and it does that by essentially playing dice: T cells are generated randomly
and in large numbers, in the hope that every pathogen that infects the host is
detected by at least some of these cells. However, the host must ensure that
no cells are generated that would turn against itself – many severe diseases
are caused by such autoimmune reactions. Hence, newborn T cells undergo the
process of negative selection. In a special organ, the thymus, they are shown
self proteins, which belong to the host. If a T cell detects any self protein, it is
destroyed.

When Forrest et al. [1,2] analyzed the immune system as a source of inspiration
for computer security, they found that the problem faced by the immune system
is similar to one that today’s computer systems face: It is difficult to defend a
system against a previously unknown danger, such as an exploit of a new security
hole. The only reliable knowledge we have is the normal behavior of the system
– the equivalent of self. The idea of the negative selection classification scheme is
to mimic the T cells in the immune system: Generate a set of detectors that do
not match anything in self, then use these detectors to monitor the system for
unusual behavior. A more precise definition of the negative selection algorithm
is shown in Figure 1.

P.S. Andrews et al. (Eds.): ICARIS 2009, LNCS 5666, pp. 109–121, 2009.
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Algorithm Negative-Selection.
Input: A self-set S ⊆ U , a monitoring set M ⊆ U .
Output: For each element m ∈M , either self or non-self.
1 D← Set of detectors that do not match any s ∈ S.
2 for each m ∈M do
3 if m matches any detector d ∈ D then
4 output “m is non-self”
5 else
6 output “m is self”

Fig. 1. The generic negative selection algorithm

The generic scheme of negative selection is independent of the kind of ab-
straction used for self and non-self elements, which we call the universe U . For
instance, negative selection algorithms have been implemented for both con-
tinuous and real-valued universes. In this paper, we only consider the universe
U = ΣL = {0, 1}L, of binary strings of length L (larger alphabets can be en-
coded as binary). All existing negative selection algorithms based on the string
universe suffer from a worst-case exponential size of D in the total size of the
input [3]. This severely limits the practical applicability of negative selection [4].
We show here, however, that this is not an intrinsic problem of string-based
negative selection, at least not when r-chunk or r-contiguous detectors are used.

The structure of this paper is as follows: In the next section, we define r-
chunk and r-contiguous detectors and show that it is infeasible to enumerate all
of them. The subsequent two sections show that an exhaustive enumeration of
all detectors is not necessary: For both r-chunk and r-contiguous detectors, we
can generate compressed representations of the entire sets that are themselves
usable as detectors. In the last section, we summarize our findings and discuss
the implications for related work.

2 String-Based Detectors and Detector Sets

Throughout the paper, we use the following notation conventions: Let s ∈ ΣL

be a string. Then |s| = L is the length of s and s[i, . . . , j] is the substring of s
with length j − i + 1 that starts at position i. Let S ⊆ ΣL be a set of strings.
Then S = ΣL \ S is its complement.

Now we are ready to define what r-chunk and r-contiguous detectors are.

Definition 1 (Chunk detectors). An r-chunk detector (d, i) is a tuple of a
string d ∈ Σr and an integer i ∈ {1, . . . , L − r + 1}. It matches another string
s ∈ ΣL if s[i, . . . , i + r − 1] = d.

Definition 2 (Contiguous detectors). An r-contiguous detector is a string
d ∈ ΣL. It matches another string s ∈ ΣL if there is an i ∈ {1, . . . , L − r + 1}
with d[i, . . . , i + r − 1] = s[i, . . . , i + r − 1].
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Definition 3 (Detector sets). Given a self-set S ⊆ ΣL and an integer r ∈
{1, . . . , L}, let ChunkD(S, r) be the set of r-chunk detectors that do not match
any string in S, and let ContD(S, r) be the set of r-contiguous detectors that
do not match any string in S.

Figure 2 shows an example of a self-set together with its r-chunk detectors and
r-contiguous detectors. This self-set is used several times as an example in the
present paper.

01011
01010
01101

Self-set S
with L = 5
and |S| = 3

(000,1)
(001,1)
(100,1)
(101,1)
(110,1)
(111,1)

(000,2)
(001,2)
(010,2)
(011,2)
(100,2)
(111,2)

(000,3)
(001,3)
(100,3)
(110,3)
(111,3)

The set of 3-chunk
detectors,
ChunkD(S, 3).

00000
00100
00110
00111
10000
10001

10100
10110
10111
11000
11001
11110
11111

The set of 3-contiguous
detectors, ContD(S, 3).

Fig. 2. An example self-set S ⊆ Σ5 together with the detector sets ChunkD(S, 3) and
ContD(S, 3)

All previous attempts to build efficient algorithms for generating all r-chunk
and r-contiguous detectors have resulted in a worst-case complexity that is ex-
ponential in the input size. For example, there is one algorithm for determining
the size of ContD(S, r) that runs linearly in |S|, but exponentially in r [5].

In fact, it is impossible to build an algorithm that generates all detectors
and is guaranteed to run in less than exponential time. Consider the worst-case
size of ChunkD(S, r) and ContD(S, r) in terms of the size of the input, that
is, |S| · L (the space needed for storing r is negligible). Fix r = L, and let S
contain only one arbitrary string s. That is, the input size is L. Now, the size
of both ChunkD(S, r) and ContD(S, r) is 2L − 1: any string d ∈ ΣL \ {s} is
both an r-contiguous detector, and an r-chunk detector at position 1. Hence,
any algorithm that completely enumerates ChunkD(S, r) or ContD(S, r) must
take exponential time in the worst case.

In principle, the infeasibility of generating all detectors might be due to some
intrinsic hardness of the problem – maybe, as argued by Timmis et al. [6], it could
be equivalent to an NP-hard problem. However, we show in this paper that this
is not the case. Instead, the problem is somewhat ill-posed. As an illustrating
analogy, consider the task of enumerating all strings s ∈ ΣL. This takes time 2L,
but it is certainly not very hard to do – the set of all strings of length L has a
trivial internal structure, which could be represented simply by the number L.
We will show in the next two sections that efficient representations for both
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ChunkD(S, r) and ContD(S, r) can be constructed. The detection power of
these representations is equivalent to that of the entire set, but the time and
space required to construct them are guaranteed to be polynomial in the size of
the input.

3 Negative Selection with Chunk Detectors

Our algorithm for r-chunk detection uses patterns that describe sets of several
detectors at once. In the context of negative selection, the usage of patterns to
describe complement sets was first explored by Esponda [7]. Our contribution in
this section lies in applying this idea to r-chunk detection.

Definition 4 (Prefix patterns). A prefix pattern π is a string over the alpha-
bet Σ ∪ {�} that has the form π = vw, where v is a string over Σ and w is a
string consisting only of �. A string s is described by π = vw if v is a prefix of s
and |π| = |s|. The set of all strings described by π is denoted by P (π).

For example, the pattern 01�� describes all binary strings of length 4 that start
with 01. Obviously every set of strings of length L can be described by a set of
prefix patterns, since every string is itself a prefix pattern. What we are interested
in is a minimal representation of a set of strings in terms of prefix patterns. The
following lemma, which is adopted from Esponda [7] with a slightly modified
proof, shows that such a representation can be constructed efficiently.

Lemma 1 (Minimal prefix patterns for the complement of S). Given
a set S ⊆ Σr, denote by MinPrefix(S) the smallest set of prefix patterns that
describe exactly the strings in S. MinPrefix(S) is uniquely defined, has at most
O(|S|r) elements and can be constructed in time O(|S|r2).

Proof. The set MinPrefix(S) is constructed by the algorithm Construct-
Minimal-Prefix-Patterns (Figure 3), which iterates over the set of all pre-
fixes of all strings in S (we ignore the trivial case that S is empty). For each
prefix, the last letter is flipped. If the resulting string pi is not a prefix of any
s ∈ S, then no prefix of pi other than pi itself has this property. Therefore,
the patterns in the resulting set D describe pairwise disjoint sets of strings, and
there is no pair (π1, π2) of two different patterns in D that could be replaced by
a single pattern π0 such that P (π1) ∪ P (π2) ⊆ P (π0) ⊆ S. Hence, there is no
pattern set smaller than D that describes the same strings.

To see that the entire set S is covered by the set D, fix an arbitrary string
ŝ ∈ S. Since ŝ is not a prefix of any s ∈ S, there must be a shortest prefix p̂ of
ŝ with the same property. Then the algorithm inserts p̂ � . . . �, which describes
ŝ, into the set D in line 6. Since there are |S|r prefixes of the strings in S, the
algorithm outputs at most |S|r patterns. Its time complexity depends on the
efficiency of the procedure used to check if the pi match any string in S. Using a
suffix tree data structure (which can be constructed in time O(|S|r) beforehand),
this can be achieved in time O(r) [8]. Hence, the resulting time complexity is
O(|S|r2). ��
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For example, ifS = {0101, 0011}, thenalgorithmConstruct-Minimal-Prefix-
Patterns yields {1 � ��, 011�, 0100, 000�, 0010}.This is indeed the minimal set of
prefix patterns describing the complement of S: No pattern can be removed from
the set since some string in S would no longer be described, and no two patterns
can be merged because the resulting pattern would describe strings that are not
in S.

Algorithm Construct-Minimal-Prefix-Patterns.
Input: A nonempty set S ⊆ Σr.

Output: The set MinPrefix(S).
1 D ← ∅
2 for each s ∈ S do
3 for i = 1 to r do

4 pi ← s[1, . . . , i− 1]s[i]
5 if pi is not a prefix of any s ∈ S then
6 D ← D ∪ {pi � . . . �

︸ ︷︷ ︸

r−i

}

7 output D

Fig. 3. Algorithm for constructing a minimal set of prefix patterns describing the
complement of S

Now we are ready to apply the idea of minimal prefix patterns to r-chunk
detection. This is done by iterating over all positions i ∈ {1, . . . , L− r + 1}, and
considering only the substrings of the strings in S of length r at these positions.
Let us denote this set by S[i, . . . , i + r − 1], then the set of all r-chunk detectors
for position i is precisely the complement S[i, . . . , i + r − 1]. By generalizing the
concept of r-chunk detectors to patterns, it is straightforward to construct an
efficient representation of the set of all r-chunk detectors and to use it for r-chunk
detection.

Definition 5 (Chunk patterns). An r-chunk pattern is a tuple (π, i) of a pre-
fix pattern π and an integer i. A string s ∈ ΣL is matched by (π, i) if there exists
a string d ∈ Σr described by π, such that the r-chunk detector (d, i) matches s.

Algorithm Efficient-Chunk-Negative-Selection in Figure 5 provides an
efficient approach for negative selection with r-chunk detectors. In lines 1 to 4
a set of r-chunk patterns D that describe exactly the r-chunk detectors of a
self-set S is generated by using minimal prefix patterns. For the self-set from
Figure 2, these r-chunk patterns are shown in Figure 4.

In lines 5 to 9 the set D is used to classify the elements from M . The algorithm
correctly outputs for each element of M either self or non-self, since the set of
r-chunk patterns is completely equivalent to the set of r-chunk detectors: If any
given string is matched by an r-chunk detector, it is also matched by the pattern
describing this detector; and if there is no r-chunk detector that matches a given
string, then none of the equivalent r-chunk patterns match it.
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(1��,1)
(00�,1)

D1

(100,2)
(111,2)
(0��,2)

D2

(00�,3)
(11�,3)
(100,3)

D3

Fig. 4. This figure shows the set of 3-chunk patterns D = D1 ∪ D2 ∪ D3 that the
algorithm Efficient-Chunk-Negative-Selection constructs for the self-set from
Figure 2. While the set of all r-chunk detectors can grow exponentially, the maximum
size of the equivalent set of r-chunk patterns is polynomially bounded.

By Lemma 1, constructing each Di takes time O(|S|r2), and thus the time to
construct D is O(|S|r2(L− r + 1)). Checking if a string matches a pattern takes
exactly the same time as matching it against another string. Hence, we have
reduced both time complexity of detector generation and the time complexity of
detection itself from exponential to polynomial.

Algorithm Efficient-Chunk-Negative-Selection.
Input: A self-set S ⊆ ΣL, an integer r ∈ {1, . . . , L} and a monitor set M ⊆ ΣL.
Output: For each m ∈M , either self or non-self for r-chunk detection.

1 for i = 1 to L− r + 1 do
2 Si ← {s[i, . . . , i + r − 1] | s ∈ S}
3 Di ← {(π, i) | π ∈MinPrefix(Si)}
4 D =

⋃

i Di

5 for each m ∈M do
6 if m matches any pattern p ∈ D then
7 output “m is non-self”
8 else
9 output “m is self”

Fig. 5. Our efficient algorithm for negative selection with r-chunk detectors

In the next section we present an efficient algorithm for r-contiguous detec-
tion using a slightly more complicated data structure that represents sets of
contiguous detectors.

4 Negative Selection with Contiguous Detectors

In the previous section we used r-chunk patterns to describe sets of r-chunk detec-
tors. In this section we introduce the r-pattern graph that is used to represent the
r-contiguous detectors of a self-set S ⊆ ΣL. The idea behind this data structure
is that every r-contiguous detector can be constructed from a set of “overlapping”
r-chunk detectors. As shown in Figure 6, we can construct a graph by linking every
r-chunk detector to its overlapping neighbours. Now every r-contiguous detector
corresponds to a path through this graph of length L − r + 1.
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Derivation of the contiguous
detector from the emphasized
path:

3-chunk detectors 000
from the path: 010

100

3-contiguous detector: 00100

(000,1)

(001,1)

(100,1)

(101,1)

(110,1)

(111,1)

(000,2)

(001,2)

(010,2)

(011,2)

(100,2)

(111,2)

(000,3)

(001,3)

(100,3)

(110,3)

(111,3)

Fig. 6. For the self-set from Figure 2 and r = 3, this figure shows how one can construct
r-contiguous detectors from overlapping r-chunk detectors. The r-chunk detectors are
arranged in levels and there is a directed edge from a detector d in level i to a detector
d′ in level i + 1 if d[2, . . . , r] = d′[1, . . . , r − 1]. Every path from the leftmost to the
rightmost level of the graph corresponds to an r-contiguous detector.

Of course, the simple procedure depicted in Figure 6 again suffers from an
exponential number of nodes in the graph. Again, we can use patterns to reduce
the number of nodes to polynomial. In the rest of this section, we prove that this
compression procedure does not break the correctness of the construction. Also,
it is not immediately obvious how the r-pattern graph can be used for self-nonself
classification. This question will be addressed at the end of this section.

Our compressed data structure, the r-pattern graph, is organized in L− r +1
levels from left to right and the vertices are labeled by r-chunk patterns. Edges
are only drawn between vertices of consecutive levels. A path from the leftmost
to the rightmost level represents a set of r-contiguous detectors and two different
paths describe different sets of r-contiguous detectors.

Definition 6 (Pattern graphs). Let S ⊆ ΣL be a self-set. The r-pattern graph
for S is a directed graph with L − r + 1 levels and constructed as follows:

1. Let D = D1∪ . . .∪DL−r+1 be the set of r-chunk patterns for S, as generated
by the algorithm in Figure 5. For every level i, construct |Di| vertices and
label them bijectively with the patterns from Di.
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2. For every level i from 1, . . . , L − r, insert an edge from a vertex with label
(π, i) to a vertex with label (π′, i + 1) if P (π[2, . . . , r]) ⊇ P (π′[1, . . . , r − 1]).

3. Repeatedly do the following:
(a) Delete vertices from level 1 without outgoing edges.
(b) Delete vertices from levels 2, . . . , L − r without outgoing or incoming

edges.
(c) Delete vertices from level L − r + 1 without incoming edges.

The construction procedure for an r-pattern graph is directly given by its def-
inition. Given the set D beforehand, which is constructed by the algorithm in
Figure 5, the worst-case runtime for lines 1 and 2 is O(r|D|2) and O(|D|3) for
line 3. Figure 7 shows an example of an r-pattern graph.

level 1 level 2 level 3

(100,3)

(11�,3)

(00�,3)

(111,2)

(100,2)

(0��,2)

(00�,1)

(1��,1)

Fig. 7. The 3-pattern graph for the self-set S from Figure 2, which is a compressed
version of the graph shown in Figure 6

Definition 7 (Pattern paths). Let S ∈ ΣL be a self-set and G its r-pattern
graph. A path from a vertex in level 1 to a vertex in level L − r + 1 is called a
pattern path. It describes a string d ∈ ΣL if for every r-chunk pattern (πi, i) on
the path, the pattern πi describes d[i, . . . , i + r − 1].

The role of pattern paths for r-contiguous detectors is similar to the role of r-
chunk patterns for r-chunk detectors: (1) A pattern path describes r-contiguous
detectors. These detectors can be constructed by merging the r-chunk patterns
of the path according to their position and then filling up the � entries arbitrarily,
as shown in Figure 8. Since for every position i ∈ {1, . . . , L− r + 1} there exists
an r-chunk pattern that matches the constructed string, it does not match any
string in S and is, therefore, an r-contiguous detector. (2) Two pattern paths
that differ in at least one vertex describe disjoint sets of r-contiguous detectors.
(3) The pattern paths cover all r-contiguous detectors, as stated in the following
lemma:

Lemma 2 (Pattern paths describe contiguous detectors). Let S ⊆ ΣL

be a self-set and G its r-pattern graph. The set of strings described by the pattern
paths of G is exactly ContD(S, r).
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level 1 level 2 level 3

(100,3)

(11�,3)

(00�,3)

(111,2)

(100,2)

(0��,2)

(00�,1)

(1��,1)

Merge of prefix patterns from
the path:

Prefix patterns 1��
from the path: 0��

11�
Merged path patterns: 1011�
Described detectors: 10110

10111

Fig. 8. A pattern path in the 3-pattern graph from Figure 7 that describes two 3-
contiguous detectors

Proof. We have discussed in the previous paragraph that every pattern path
corresponds to ab r-contiguous detector. It remains to show that there is a
pattern path for each d ∈ ContD(S, r). Let d ∈ ContD(S, r) be an r-contiguous
detector. For every position i ∈ {1, . . . , L− r +1}, the tuple (d[i, . . . , i+ r− 1, i)
is an r-chunk detector and, hence, described by some r-chunk pattern (πi, i) ∈
Di. We show that G contains the path (π1, 1), . . . , (πL−r+1, L − r + 1), which
describes s by definition. Note, that it suffices to show that this holds after
step 2 of the construction of the r-pattern graph in Definition 6. Consider the
two patterns (πi, i) and (πi+1, i + 1) with πi = viwi where vi is a string over
{0, 1} and wi consists only of � (similarly πi+1 = vi+1wi+1 for appropriate vi+1

and wi+1). If |vi+1| ≥ |vi| − 1, then after step 2 there is an edge from (πi, i) to
(πi+1, i + 1). The case |vi+1| < |vi| − 1 cannot occur for the following reason: By
the construction of the r-chunk patterns in the algorithm in Figure 5, vi is not a
substring of any string from S at position i, but its prefix of length |vi| − 1 is a
substring of a string s ∈ S at position i. Therefore, vi+1 is a substring at position
i + 1 in s, which contradicts the construction of the r-chunk patterns. ��
Similar to the fact that pattern paths describe r-contiguous detectors, subpaths
of them describe substrings of r-contiguous detectors. Thus, if we want to know
whether a given string m matches an r-contiguous detector, it suffices to look
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at subpaths that represent substrings of length r. We use the following graph to
look at possible paths for a string m and a position i:

Definition 8 (Restricted pattern graph). Let S ⊆ ΣL be a self-set, G its
r-pattern graph, m ∈ {0, 1}L, and i ∈ {1, . . . , L − r + 1}. The (m, i)-restricted
r-pattern graph for S is the induced graph of G that contains exactly the vertices
(π, j) with j ∈ {i, . . . , i+r−1} where π[1, . . . , r+i−j] describes m[j, . . . , i+r−1].

Given the r-pattern graph beforehand, a string m and an index i, the (m, i)-
restricted graph can be constructed as in the definition, which needs time at
most O(|D|r). Figure 9 shows an example for restricted pattern graphs.

level 1 level 2 level 3

(100,3)

(11�,3)

(0��,2)

(1��,1)

Path describes a substring of length 3
of a detector:

Merged path patterns: 10100

Monitor string m: 10101

Matching detector: 10110

Fig. 9. The (10101, 1)-restricted 3-pattern graph for the self-set from Figure 2 with a
path from level 1 to 3

Lemma 3 (Contiguous detection with pattern graphs). Let G′ be the
(m, i)-restricted r-pattern graph for a self-set S ⊆ {0, 1}L and m ∈ {0, 1}L.
The string m matches a detector d ∈ ContD(S, r) at position i if, and only
if, there is a path from the leftmost level (level i) to the rightmost level (level
min{i + r − 1, L − r + 1}) in G′.

Proof. Let m match a detector d ∈ ContD(S, r) at position i. By Lemma 2
we know that there exists a pattern path (π1, 1), . . . , (πL−r+1, L − r + 1) in
the unrestricted r-pattern graph that describes d. Since m[i, . . . , i + r − 1] =
d[i, . . . , i + r − 1], we also know that for every j ∈ {i, . . . , i + r − 1}, the prefix
of length r + i − j of πj describes the substring of length r + i − j at position j
in m. Thus, there is a path from the leftmost to the rightmost level in G′.

For the other direction, consider a path from the leftmost to the rightmost
level in the restricted graph. It is part of a pattern path in the unrestricted
r-pattern graph. We choose an r-contiguous detector d from the set of detectors
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Algorithm Efficient-Contiguous-Negative-Selection.
Input: A self-set S ⊆ ΣL, an integer r ∈ {1, . . . , L} and a monitor set M ⊆ ΣL.
Output: For each m ∈M , either self or non-self for r-contiguous detection.
1 construct the set D of r-patterns
2 construct the r-pattern graph G from D
3 for each m ∈M do
4 for i = 1 to L− r + 1 do
5 construct the (m, i)-restricted r-pattern graph G′

6 if there is a path from the leftmost to the rightmost level in G′ then
7 output m is “non-self”
8 if m was not detected as “non-self” then
9 output m is “self”

Fig. 10. Our efficient algorithm for negative selection with r-contiguous detectors

described by the pattern path, such that the free entries between position i and
i + r− 1 (the positions with only � entries in all r-chunk patterns) are filled like
in m. Then d matches m at position i since the construction of the restricted
graph assures that, whenever the considered pattern path forces a 0 (or 1) entry
in a position j ∈ {i, . . . , i + r − 1}, m already has a 0 (or 1) entry at that
position. ��
Given an (m, i)-restricted r-pattern graph, the property of the last lemma can
be tested as follows: Assign to each vertex of level i the weight 1. Then iterate
through all of the remaining levels and set the weight of every vertex to the
maximal weight of a predecessor vertex plus one. There is a path from the
leftmost to the rightmost level if the weight of a vertex in the rightmost level
equal the number of levels in the restricted graph. This procedure takes time at
most O(|D|2r).

Bringing it all together, the algorithm in Figure 10 correctly detects for each
element of a monitor set M , whether it is self or non-self. The algorithm uses
time at most O(|S|Lr2) for the construction of the set D in line 1 and O(|S|Lr)
is an upper bound for the number of patterns in D. In line 2 the running time
for the construction of the r-pattern graph is at most O(|D|2r + |D|3). For the
detection of a single element m from the monitor set, the algorithm iterates
over all possible positions i ∈ {1, . . . , L− r + 1}. For each position, it constructs
the (m, i)-restricted pattern graph and decides whether there is a path from
the leftmost to the rightmost level. Thus, the time for the detection of a single
element is at most O(|D|2Lr).

5 Discussion

We have seen that negative selection based on r-chunk and r-contiguous detector
is inefficient if all detectors are generated. However, the complete detector sets
are highly redundant. Our results show that equivalent, but significantly smaller



120 M. Elberfeld and J. Textor

representations of these sets can be constructed. It is therefore unnecessary to
enumerate all detectors explicitly. In the case of r-chunk detectors, our con-
struction is a straightforward continuation of Esponda’s results [7] and should
not be much harder to implement than the original procedure. On the other
hand, the construction for r-contiguous detectors is still a little more involved.
We would like to point out here that our main focus here was to show that
r-contiguous detection is principally feasible in polynomial time. For concrete
implementations, the algorithm developed in the previous section can still be
streamlined.

It is important to put our work in context with the work carried out by
Stibor [3,6,9], who demonstrated that the problem of deciding if any r-contiguous
detector is generable for a given self-set can be expressed as an instance of the
k-CNF satisfiability problem (SAT), which is NP-complete. This result is not
a contradiction to our findings. Formally, Stibor showed that the generability
problem for r-contiguous detectors – let us denote it GenP – is polynomial-time
reducible to SAT, and this implies GenP ∈ NP . However, it does not imply
that GenP is NP-complete – to prove that, one needs additionally a reduction
in the opposite direction. In fact, our results imply GenP ∈ P : Given S and r,
construct the r-pattern graph G. Detectors are generable if, and only if, there
is a pattern path in the graph. This test takes polynomial time. Hence, it is
very unlikely that detector generability is complexity-wise equivalent to boolean
satisfiability, since this would now imply P = NP .

In summary, our work shows that string-based negative selection is a com-
putationally feasible approach. It remains to be seen if this finding leads to a
substantial improvement to the real-world performance of negative selection, or
even the desired “killer application” for AIS. However, since the negative se-
lection algorithm has been a source of inspiration for many in the past, maybe
there is now a little more hope.
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Abstract. The T cell is able to perform fine-grained anomaly detection
via its T Cell Receptor and intracellular signalling networks. We abstract
from models of T Cell signalling to develop a new Artificial Immune Sys-
tem concepts involving the internal components of the TCR. We show
that the concepts of receptor signalling have a natural interpretation
as Parzen Window Kernel Density Estimation applied to anomaly de-
tection. We then demonstrate how the dynamic nature of the receptors
allows anomaly detection when probability distributions vary in time.

1 Introduction

Recently the Artificial Immune Systems (AIS) community has called for a greater
consideration of biology when designing new AIS [8], [9]. This greater consid-
eration is intended to come in the form of rigorous modelling of the immune
system with the objective of capturing its more complex and appealing proper-
ties. Simultaneously there have been calls for more theoretical results relating to
AIS, [8] and [10]. In this paper we present new AIS concepts that generalises T
Cell signalling and fulfils both criteria of modelling and theoretical results. The
methods have been constructed from modelling of signalling processes related
to the T Cell Receptor [3], [4]. We discover that an interpretation of receptor
signalling has a direct mapping to statistical anomaly detection [11] evaluated
through kernel density estimation [6]. The paper is organised as follows: section 2
gives biological background; section 3 presents features of the biology important
to AIS; section 4 analyses the one receptor case; section 5 reviews the basic con-
cepts of kernel density estimation and Bayesian anomaly classification; section 6
presents a mapping of our algorithm onto the statistical techniques; section 7 in-
corporates the dynamic behaviour of the single receptor with the mapping given
in section 6; finally section 8 presents some conclusions.

2 Biological Background

The T lymphocyte (T cell) must perform fine grain discrimination of pep-
tide bound Major Histocompatibility Complex (pMHC) molecules on antigen-
presenting cells (APCs) through its T cell Receptor (TCR) [1]. The T cell must
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discriminate between abundant self-pMHC, 99.9 − 99.99% of all pMHC on an
APC, and non-self-pMHC which comprises the other 0.01 − 0.1% of the total
pMHC expressed [1]. The bind between a TCR and pMHC is approximately
3-7 orders of magnitude weaker than the bind between antibody and antigen
[1]. The lock-and-key paradigm common to certain immunological theories and
present in the shape-space representation of many AIS is not necessarily appli-
cable here. Explanations for the T Cell’s discrimination abilities can be found in
the complex and tunable information processing pathways emanating from the
TCR [1]. In this paper, we have taken T cell signalling models given in [2], [5],
[3] and [4] to develop our algorithm. We provide a brief overview of the concepts
in the model [4]. The complexities of the TCR-pMHC bind are well abstracted
by considering the average lifetime t of the bind and so the TCR and pMHC
can be thought to dissociate at rate 1/t. Given an input of the bind lifetime
and the state of the surrounding intracellular molecules the TCR may induce an
activation signal in the T cell. This is achieved via the following processes:1

– Kinetic Proofreading. This entails energy consuming steps that must be over-
come before the TCR can generate an activation signal. These steps are
reversed upon TCR pMHC dissociation. The result is step-like behaviour,
TCR-pMHC binds that dissociate before kinetic proofreading steps complete
never generate an activation signal, TCR-pMHC binds that exist long enough
for kinetic proofreading completion generate identical activation signal.

– Negative Feedback. The progression of kinetic proofreading steps generates a
signal that inhibits and reverses the kinetic proofreading steps. This signal
is not instantaneous, it takes time to build, but it has the potential arrest
any kinetic proofreading process regardless of TCR-pMHC bind strength.

– Negative Feedback Destruction. If a TCR completes kinetic proofreading it
will generate an activation signal. This signal undergoes amplification and
is able to protect all TCRs from the negative feedback.

– Tuning. The co-receptor (CD8 in the cytotoxic case considered in [2], [4])
density can be understood as a tuning parameter. It has been shown [4]
that small increases in co-receptor density increase the probability of acti-
vation, however large increases in co-receptor density will desensitise a cell
and decrease the probability of activation.

A key concept is signal spreading: first, if a TCR-pMHC dissociates the pMHC
may reassociate to a nearby TCR; second, the negative signal generated by a single
TCR will spread and dampen surrounding TCRs; third, the negative feedback
destruction signal will spread and protect surrounding TCRs from the negative
feedback. The models in [2], [3], [4] had well-mixed (thermodynamic equilibrium)
assumptions, in this paper we remove the this assumption and use space to dictate
the coupling between receptors.

1 With the exception of certain co-receptor behaviour, all these processes occur inter-
nally, within the T cell.
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3 The Generalised Receptor

The modelling work in [3] and [4] has demonstrated the qualitatively important
features of a receptor. We move away from biological descriptions and present
the features of the receptor within a computational context. The receptor has
more features of interest (at least they have a complex role within the biological
system) than are used in this paper. We refrain from specifying all semantics of
the definitions of a receptor. We feel it prudent to inform the community of all
features, even if we do not make use of the entire set. In subsequent sections we
will make concrete instantiations of subsets of receptor features and at which
point we will be clear on semantics.

Definition 1. A receptor r is a tuple (�,B, β, p, C), with:

– � ∈ (0,∞), the length of the receptor.
– B = {b0, b1, . . . , bb−1}, the ordered set of b barriers, with bi ∈ (0, �) and

bi < bj ⇔ i < j
– β ∈ B, the base negative feedback barrier.
– p ∈ [0, �], the receptor position.
– C, the set out receptor outputs. Generally C = {0, 1} is a binary output

denoting whether p = �.

Definition 2. The environment E is a tuple (U ,R,L,n,q,d), with:

– U = R
m, set of m-dimensional real inputs.

– R = {r0, r1, . . . , rs−1} the set of s receptors.
– L : R → R

m, The location function that distributes the receptors within
input space.

– n the negative feedback signal, specified in bold type to signify that space can
be included in the negative feedback signal. Generally we assume the negative
feedback at a particular location to be n ∈ R

+.
– q the negative feedback protection signal, specified in bold type to signify that

space can be included in the protection definition. Generally we assume that
the protection at a particular location to be binary q ∈ {0, 1}.

– d the tuning parameter.

A diagrammatic representation of the receptor is given in figure 1. The environ-
ment E has s receptors, L provides the distribution of receptors. In this paper we
will uniformly distribute receptors in input space U . If one so chooses it would be
possible to position the receptors within a shape space formalism. The following
provides a high level description of a generalised receptor:

1. A receptor r receives input u ∈ U . The receptor’s position p is advanced
from an initial 0 toward � by a function of u and the tuning parameter d. A
greater value of d will result in greater progression of p.

2. After r receives u, p may be lowered to the greatest barrier smaller than the
current value of p. Appropriate stimulations of the receptor will increment
p through the barriers b1, . . . , bb−1.
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U C
0

b0

�

bb−1β
b1 bp−1 bp bp+1 bb−2
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n
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Fig. 1. The Receptor. The receptor receives an input u which allows the receptor
position p to progress toward �. The receptor will generate negative feedback if p > β.
Should p = � then the receptor will successfully signal with C = 1.

3. If p ≥ β the receptor will linearly generate negative feedback. The positive
tuning density d is able to increase the generation rate of negative feedback.
The negative feedback n at a receptor will reverse the progression of p,
pushing the receptor position toward zero.

4. The receptor position p and the negative feedback n will decay in time.
5. If p = �, a classification signal C = 1 is generated. A protection signal q may

also be generated which inhibits the negative feedback n.

Summarising, a receptor receives an input which advances the receptor’s position
toward the receptor end. If the position is greater than the base negative feedback
barrier the receptor will generate negative feedback. This negative feedback will
actively reverse the progression of the receptor position p.

4 The Single Receptor

We analyse a possible choice for the behaviour of a single receptor. This should
aid understanding of the concepts given in the previous section and is of impor-
tance in the dynamic case in section 7. We describe the evolution of the receptor
pt and the negative feedback nt at time t as follows:

pt+1 = pt + Δ(ut − ant − bpt), pt ≥ 0,

nt+1 = nt + Δ(gH(pt − β) − dnt), nt ≥ 0,
H(x) =

{
0 if x < 0
1 if x ≥ 0

(1)

ut is the input at time t; a is the negative feedback efficacy; b is the receptor po-
sition decay rate; g is the negative feedback generation rate; β the base negative
feedback barrier; d the negative feedback decay rate; Δ controls the granular-
ity of the discrete steps; H(x) is the Heaviside step function. We assume that
ut, a, b, d, g, β > 0. We calculate some relevant properties of these recurrences,
we look for conditions on ut for pt ≥ �. To alleviate difficulties presented by
H(pt − β) we condition on being above the step, pt ≥ β ∀t. For convenience we
write φx ≡ (1−Δx). Setting initial position p0 = β and initial negative feedback
n0, results in the following solutions:
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nt = (n0 − g/d)φt
d + g/d (2)

pt = βφt
b + Δ

t−1∑
k=0

un−kφk
b + ηt (3)

ηt = −a

[
(n0 − g/d)φd (φt

d − φt
b)

b − d
+

g(1 − φt
b)

db

]
(4)

ηt describes the influence of the negative feedback on pt. The solutions have the
requirement Δb, Δd < 1 so that φb, φd < 1. With these conditions the maximum
negative feedback is g/d. If we assume constant ut = u then the solution for pt

becomes:
pt = (β − u/b)φt

b + u/b + ηt (5)

With no negative feedback the maximum value for pt is u/b. A further case of
interest is a periodic ur,t:

ur,t =

{
u if t mod r = 0
0 otherwise

(6)

This will result in ur,t = u once every r time steps. The solution for pt is now:

pt = βφt
b + Δuφ

t[r]

b

[
φt

b − 1
φr

b − 1

]
+ ηt (7)

t[r] ≡ t mod r. We return to the constant ut = u case, and note that as t → ∞
one expects similar mean behaviour for constant ut = u/r and periodic ur,t.
We derive conditions to ensure the assumption pt ≥ β and answer the related
question, what are the constraints on u such that pt < �:

b

[
β − ηt

1 − φt
b

]
≤ u <

b (� − βφt
b − ηt)

1 − φt
b

(8)

As t → ∞ : bβ + ag
d ≤ u < b� + ag

d (9)

The lefthand inequality states the condition on u such that the assumption
pt ≥ β holds. The righthand inequality states the condition on u for the negative
feedback and receptor position decay to contain pt < �. Relaxing the assumption
that pt ≥ β and starting from p0 = 0 and n0 = 0 and for constant input u, if
bβ ≤ u < ag/d then the negative feedback will rise to pt = β at equilibrium.
The level of negative feedback at equilibrium will be:

nt = (u − bβ)/a (10)

We now calculate one-step breaking conditions such that pt < � and pt+1 ≥ �
with ut−1 = u, ut = u� and u < u�. That is, we assume p is at equilibrium with
input u and then at time t the input is increased to u�, and pt+1 ≥ � if:{

u� − u ≥ (� − β)Δ−1 if pt = β

(u� − u)Δb + u ≥ Δb� + agd−1 if β < pt < �
(11)



T Cell Receptor Signalling Inspired Kernel Density Estimation 127

5 Kernel Density Estimation and Statistical Anomaly
Detection

We provide an overview of pertinent concepts of kernel density estimation and
statistical anomaly detection. For a superior presentation of these ideas we direct
the reader to [6], [11], [12]. We have an interest in autonomous systems that are
equipped with a set of sensors. We would like to address the following:

1. Given a sequence of sensor readings, classify a subsequent new sensor reading
as normal or anomalous. We name this anomaly type 1.

2. The classification of anomaly type 1 will be with respect to a hypothesis
on the environment. We desire some plasticity in the representation of the
environment, such that the classification of a point in input space may change
in time2. Our anomaly detection system should be robust to certain changes
in the environment, but will detect an anomaly type 2 if the environment
changes and it is not sufficiently recognisable from previous states.

We formalise these two problems in terms of statistical anomaly detection on
probability distributions over sensor values. The second problem requires changes
in distribution over time, or the inclusion of time as an extra dimension in
a multi-variate distribution. We hold on these concerns until section 5.2 and
address the simpler first problem.

Given a collection of n d−dimensional observationsx1,x2, . . . ,xn ∈ x which we
assume to be i.i.d. andx = R

d, we discuss anomaly detection in terms of estimation
of probability density function p(x). One method of estimation which is attractive
due to its non-parametric nature is kernel density estimation (also known as Parzen
Window Estimation) [6]. This provides the following estimation p̂(x):

p̂(x) =
1

nhd

n∑
i=1

K

(
x − xi

h

)
, K(x) ≥ 0,

∫ ∞

−∞
K(x)dx = 1 (12)

K(·) is a kernel function with width h. With the properties that K(·) is always
positive and integrates to one, then p̂(x) is also a probability density function.
Further, if h = h(n) is a function of the number of samples n then p̂(x) will
converge to p(x) if limn→∞ h(n) = 0 and limn→∞ nhd(n) = ∞.

Common choices for the kernel K(·) are the standard multivariate normal
density function:

Kn(x) = (2π)−d/2 exp
(−xTx/2

)
(13)

and the bounded multivariate Epanechnikov kernel, which may be computation-
ally simpler to evaluate:

Ke(x) =

{
(2cd)−1(d + 2)(1 − xTx) if xTx < 1
0 otherwise

(14)

2 An example is the expected ambient light level between night and day.
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cd = π
n
2 /(Γ (n

2 + 1)) is the volume of the unit d−dimensional sphere. Often,
more important than choice of kernel function is choice of kernel width h [6].
This choice has a tradeoff between the bias and variance of p̂(x) (between a
systematic error and random error), a small value of h may eliminate the bias
but it will result in a large variance if the sample size is not large enough. A
common method of choosing h is leave-one-out likelihood cross-validation [6].
This involves choosing h to maximise a score Cv(h), which should result in
a density estimate p̂(x) that is close to the true density p(x) in terms of the
Kullback-Leibler information divergence I(p, p̂). Cv(h) and I(p, p̂) are defined:

Cv(h) =
n∑

i=1

log

⎡
⎣ 1

(n − 1)hd

n∑
j �=i

K

(
xi − xj

h

)⎤
⎦ , I(p, p̂) =

∫
p(x) log

[
p(x)
p̂(x)

]
dx

(15)

5.1 Anomaly Classification Using Density Estimation

Using methods given in [11] and [7] the problem of type 1 anomaly classification
can be formulated as follows: given training data x1,x2, . . . ,xn ∈ x we must
classify a new data point v to be in class C1 if the v is thought to come from the
same distribution as the xi or to be in class C2 if v is thought to be anomalous.
By assumption all the training data are classified class C1. The new data point v
may belong to either class with prior probabilities P (C1) and P (C2) and P (C1)+
P (C2) = 1. To minimise the probability of misclassification v is assigned to the
class with the largest posterior probability, so we assign v to C1 if P (C1|v) >
P (C2|v). Bayes theorem states:

P (Ci|v) =
p(v|Ci)P (Ci)

p(v)
(16)

We assign v to class C1 when:

p(v|C1)P (C1) > p(v|C2)P (C2) (17)

The quantities involving class C1 may be modelled using kernel density estima-
tion on the training data. As nothing is known about the distribution of anoma-
lous data the simplest assumption is to assume a uniform distribution across a
large region of input space. With this assumption equation 17 is equivalent to
applying a threshold on the estimated probability density of the training data,
as shown in figure 2. If the distribution for the anomalous data is assumed to be
uniform with probability α, then the classification decision for a new data point
v is as follows:

Classification(v) =

{
Normal if α ≤ 1

nhd

∑n
i=1 K

(
v−xi

h

)
Anomaly otherwise

(18)
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v

p(v|C2)P (C2)

p(v|C1)P (C1)

R2 R1 R2

α

Fig. 2. Bayesian formalism for determining whether a new datapoint is anomalous,
adapted from [7]. The input space for v is divided into regions R1 and R2 such that v
is classified as an anomaly if it falls in region R2. The threshold α defines the anomalous
distribution.

5.2 Probability Distributions Varying in Time

We turn to the second problem type 2 anomaly detection. Assume that the
sample x1,x2, . . . ∈ x occurs in time, that is sample point xi occurs at time ti.
Further, assume that no two samples occur at identical times and ti < tj ⇔ i < j,
and for simplicity the interval between sample points, ti+1 − ti, is constant.
Define a sliding the window of length w to be ωi = {xi}∪ωi−1 \ {xi−w}. We are
interested in comparing the estimates p̂(x|ωi) with p(x|ωj), we may do this via
the Kullback-Leibler divergence given in equation 15, that is I(p̂(x|ωi), p̂(x|ωj)).
Then we define a threshold on the rate of change of information divergence, γ:

I(p̂(x|ωi), p̂(x|ωj))
|i − j| < γ i �= j (19)

6 Mapping the Generalised Receptor onto Kernel
Density Estimation

Appropriate choice of features of the generalised receptor allow us to exactly
reconstruct the kernel density estimation Bayesian anomaly detection technique
given in the previous section. The receptor position and negative feedback are
now defined at every point in R

d, we label the receptor position at x ∈ R
d as

rp(x) and the negative feedback at the same point as rn(x). Using the concept of
the signal spreading discussed in section 2, we model the spreading of stimulation
to receptors via a kernel. Then the stimulation from a sample point xs is given
by a stimulation kernel KS :

S(x,xs) =
1

nhd
KS

(
x − xs

h

)
(20)
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We could also use a kernel KN to describe the spread of negative feedback,
however for the current purposes this is unnecessary3. We replicating the static
classification problem and so do not include any of the dynamic behaviour of the
single receptor case (section 4). We allow a training phase, where the receptor
positions rp(x) and the negative feedback rn(x) are established, and then a test
phase in which we test new data points to see if rp(x) ≥ �, i.e. we have receptor
activation. We will show that this condition is equivalent to the classification
condition in equation 18.

Training Phase. Set the base negative feedback barrier β as the classifica-
tion threshold α for the anomalous distribution depicted in figure 2. The total
receptor stimulation S(x) and negative feedback rn(x) are:

S(x) =
n∑

i=1

S(x,xi) rn(x) =

{
S(x) − β if S(x) ≥ β

0 otherwise
(21)

This agrees with the properties of the single receptor outlined in section 4:
equation 10 states the negative feedback is proportional to the difference between
the input (stimulation) and the negative feedback barrier.

Test Phase. Set the receptor position rp(x) = 0 everywhere and the receptor
length � equal to the maximum height of the stimulation kernel KS. In the case
of the standard 1-dimensional normal kernel � = (

√
2π)−1. Then for a test point

v set the new receptor positions rp(x):

rp(x) = KS((x − v)/h) − rn(x) (22)

Then classify v:

Classification(v) =

{
Normal if anywhere rp(x) < �

Anomaly if anywhere rp(x) ≥ �
(23)

This classification is equivalent to the classification given in section 5,
equation 18.
Proof. Since rn(x) ≥ 0 and as � = max{KS} then rp(x) ≤ � . Then rp(x) = �
if rn(x) = 0. The condition for rn(x) = 0 is S(x) < β and as β = α the condi-
tion is α > S(x) =

∑n
i=1 S(x,xi) =

∑n
i=1(nhd)−1KS((x − xi)/h). Which is the

condition of equation 18. �
This result is not surprising, in essence we have implemented the classical anomaly
detection technique within the framework of the generalised receptor. It is the
existence of the base negative feedback barrier β that allows the successful
mapping.

3 If a KN were used the total negative feedback would be the stimulation convolved
with the KN . If KS and KN are normal, then KS ∗ KN is also normal.
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7 Dynamic Anomaly Detection

We combine the static concepts introduced in the previous section, with the dy-
namic behaviour of the one receptor discussed in section 4. We consider a stream
of points x1,x2,x3 . . . ∈ x at times t1, t2, t3 . . . ∈ R

+ as discussed in section 5.2.
We continue to specify a receptor position rp(x) and negative feedback rn(x)
at all points in R

d, but now their behaviour is defined by the recurrences of
equation 1. We focus on anomaly type 2 detection, that is we detect changes
in an underlying distribution given a time window ωt. As a proof of concept,
we demonstrate that kernel density estimation can be performed well using re-
ceptors with just an appropriately chosen decay rate. We examine the following
definition for receptor position at location x at time t with an input xt:

rpd(x, t + 1) = rpd(x, t)φb + ΔS(x,xt) (24)

We are interested in anomalies with respect to a time window length w, so the
influence of an input size u should decay to be less than ε within w time steps,
therefore:

b ≥ Δ−1(1 − (ε/u)
1
w ) (25)

We compare the density estimation of rpd(x, t) with a standard kernel den-
sity estimation p̂k(x|ωi). For simplicity we choose the 1-dimensional standard
normal distribution as the underlying distribution p(x). We compare the close-
ness between p(x) and pk(x|ωt) and rpd(x, t) via the Kullback-Leibler divergence
(equation 15). The kernel is set as the standard normal distribution; w = 500;
cross-validation shows h = 1.9 to give robust performance over many samples
of size 500. The results for two values of ε are given in figure 3, they show that
rpd(x, t) has comparable performance p̂k(x|ωt), and further rpd(x, t) seems to
be less susceptible to noise.4 We now include negative feedback and examine
the ability of receptors to detect a type 2 anomaly. The receptor positions and
negative feedback are now defined:

rp(x, t + 1) = rp(x, t)φb + Δ(S(x,xt) − arn(x, t))
rn(x, t + 1) = rn(x, t)φd + ΔgH(rp(x, t) − β)

(26)

A type 2 anomaly is detected if rp(x, t) ≥ �. We perform numerical tests with
two simple test distributions, ρ1(x, t) and ρ2(x, t), that vary in time:

ρ1(x, t) = N(x − θt) (27)

ρ2(x, t) = 1
2 (1 − σt)(N(x + 3) + N(x − 3)) + σtN(x) (28)

N(x) is the standard normal distribution, θt and σt are varied to produce changes
in the underlying distributions:
4 It should be noted that ε = 1.55 × 10−3 is large enough that a sample greater

than 500 is contributing to the rpd(x, t). A fair comparison with standard kernel
density should take this into account. Since our intent is a proof of concept we do
not calculate this discrepancy.
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Fig. 3. The Kullback-Leibler divergence between p(x) and pk(x|ωt) (K), and two esti-
mates using receptor positions rpd(x, t) for ε = 1.5 × 10−3 and ε = 1.55 × 10−3. The
close I is to zero the better the estimate.
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Fig. 4. Results for ρ1(x, t) and slow rate νs = 0.001. Three times are shown: before the
distribution change (t = 1000); during the distribution change (t = 4000); after the
distribution change (t = 9000). The top row gives ρ1(x, t) (D); p̂k(x|ωt) (K); rpd(x, t)
(R). The middle row gives rp(x, t) and rn(x, t), β = 0.01 and � = 0.1 lines are marked.
Note that rp(x, t) < �. The bottom row plots the magnitude of the Kullback-Leibler
divergence, D: |I(ρ1(x, t), ρ1(x, t − 1))|, which is the change in underlying distribution
in one time step; K: |I(ρ1(x, t), p̂k(x|ωi))|; R: |I(ρ1(x, t), rpd(x, t))|. t = 1000, 4000, 9000
lines are marked.

θt =

⎧⎪⎨
⎪⎩
−3 0 ≤ t < τ

−3 + ν(t − τ) τ ≤ t ≤ (6+ντ)
ν

3 (6+ντ)
ν < t

σt =

⎧⎪⎨
⎪⎩

0 0 ≤ t < τ

ν(t − τ) τ ≤ t ≤ (1+ντ)
ν

1 (1+ντ)
ν < t

(29)



T Cell Receptor Signalling Inspired Kernel Density Estimation 133

 1e-05
 1e-04
 0.001
 0.01

 0.1
 1

 10
 100

 1000

 0  1000  2000  3000  4000  5000  6000  7000  8000  9000  10000

|I(
a,

 b
)|

ωt

*

D
K
R

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0.12

 0.14

-6 -4 -2  0  2  4  6

p

p
n

-6 -4 -2  0  2  4  6

p
n

-6 -4 -2  0  2  4  6
 0

 500

 1000

 1500

 2000

 2500

n

p
n

 0

 0.1

 0.2

 0.3

 0.4

P
r

t = 1000

D
K
R

t = 1965

D
K
R

 0

 0.1

 0.2

 0.3

 0.4

P
r

t = 6000

D
K
R

 1e-05
 1e-04
 0.001
 0.01

 0.1
 1

 10
 100

 1000

 0  1000  2000  3000  4000  5000  6000  7000  8000  9000  10000

|I(
a,

 b
)|

ωt

D
K
R

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0.12

 0.14

-6 -4 -2  0  2  4  6

p

p
n

-6 -4 -2  0  2  4  6

p
n

-6 -4 -2  0  2  4  6
 0

 500

 1000

 1500

 2000

 2500

n

p
n

 0

 0.1

 0.2

 0.3

 0.4

P
r

t = 1000

D
K
R

t = 1500

D
K
R

 0

 0.1

 0.2

 0.3

 0.4

P
r

t = 6000

D
K
R

Fig. 5. Top: As figure 4, except for ρ1(x, t) and slow rate νf = 0.0075, and for time
points t = 1000, 1965, 6000. Note that t = 1965 plots show detection of a type 2
anomaly, with rp(x, t) ≥ �, this anomaly was first detected at t = 1385 which is marked
with a line and a “∗”. Bottom: As figure 4, except for ρ2(x, t) and slow rate νs = 0.001
and for t = 1000, 1500, 6000. Here rp(x, t) < � and so the distribution changes slowly
enough that no anomaly is detected.
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Fig. 6. As figure 4, except for ρ2(x, t) and slow rate νf = 0.005, and t =
1000, 1270, 5000. A type 2 anomaly is shown at t = 1270, with rp(x, t) ≥ �. This
anomaly was first detected at t = 1259 which is marked with a line and a “∗”.

The mean of ρ1(x) is increased at time t ≥ τ at rate ν from -3 to 3. ρ2(x) is
a bidmodal distribution which changes to a single mode distribution at rate ν
at time t ≥ τ . We use the properties of a single receptor calculated in section 4
to choose parameters to ensure appropriate behaviour. The standard normal
distribution is set as the kernel and the parameters as follows: w = 500; h = 1.9;
ε = 1.5×10−3; β = 0.01; � = 0.1 b = 1.95×10−3; d = 3.91×10−4; a = 4.67×10−7;
g = 4; Δ = 1; τ = 1000. For each test distribution we examine a fast rate νf

and a slow rate νs. The results are given: ρ1(x, t), νs = 0.001 in figure 4; ρ1(x, t),
νf = 0.005 in figure 5; ρ2(x, t), νs = 0.001 in figure 5; ρ2(x, t), νf = 0.0075 in
figure 6. The results demonstrate that we are able to track with appropriate rates
of change of the underlying distribution. However if the distribution changes too
quickly we can detect a type 2 anomaly.

8 Conclusions

We have presented some biological background of TCR signalling and highlighted
features of potential to AIS. Taking a subset of these features we have designed
a static anomaly detection method which we have shown equivalent to a con-
ventional statistical anomaly type 1 detection technique. This static system has
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been extended with dynamic recurrence equations. We have demonstrated the
dynamic system is able to perform kernel density estimation and detection of
type 2 anomalies. Some of the ideas presented here are either introductory or
proof of concept, much further development is required. Particularly the dynamic
case requires greater analysis to exactly connect rp(x, t) ≥ � to γ (equation 19)
and changes in underlying distribution. In experiments, some not reported here,
we are able to pick parameters to achieve type 1 or type 2 detection, but found
difficulty in satisfying both simultaneously. A route forward is via the recurrence
equations, greater analysis and perhaps a different choice of equations may aid
in combining type 1 and type 2 detection. Once the anomaly detection system
is more concrete we will investigate implementation issues and derive time and
space complexities. We note that returning to the biological models with insights
gained for kernel density estimation may prove of interest.
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Abstract. In this paper, we present the first stage of our research strat-
egy to develop an immune-inspired solution for detecting anomalies in
a foraging swarm robotic system with an immuno-engineering approach.
Within immuno-engineering, the initial stage of our research involves the
understanding of problem domain, namely anomaly detection, in a forag-
ing swarm robotic system deployed in dynamic environments. We present
a systematically derived set of activities for this stage derived with Goal
Structuring Notation and results of experiments carried out to establish
the time-varying behaviour and how anomalies manifest themselves. Our
future work will then be used to select and tailor an appropriate AIS al-
gorithm to provide an effective and efficient means of anomaly detection.

Keywords: Immuno-engineering, swarm robotics, foraging.

1 Introduction

Research in swarm robotics has seen an increase in recent years due to its huge
potential in various applications from medical, industrial, civilian and military
to deep water and space exploration. A large amount of research funding has
been awarded, for example a recent project called the SYMBRION project [10]
supported by the European Commission. In a swarm robotic system (SRS), the
achievement of a collective task is through the coordination of a group of simple
homogeneous swarm that interact among themselves and with the environment
[11]. Research into swarm robotics emerges from the inspiration of system-level
functioning of social insects (ants, wasps, termites) that demonstrates the char-
acteristics of robustness, flexibility, and scalability [2]. Insect communities are
able to survive even after losing large numbers of insects (workers) or when faced
with environment changes. In addition, they are very flexible in that they are
able to solve foraging, prey retrieval and chain formation problems with the same
base self-organised mechanism [2]. The increase or reduction in the number of
individuals seem not to have severe impact on the operation of the community
[2]. And thus, our intention is to attain these same desirable properties for the
system-level operation of a SRS [12]. To distinguish swarm robotics from other
terms being used to describes different approaches used in multi-robot systems,

P.S. Andrews et al. (Eds.): ICARIS 2009, LNCS 5666, pp. 136–150, 2009.
� Springer-Verlag Berlin Heidelberg 2009
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Sahin et al [12] outlines four distinguishing characteristics of swarm robotics
that are considered representative for the purposes of our research. These char-
acteristics, quoted verbatim, are:

– Coordination of swarm: Coordination mechanisms should be scalable to
various swarm sizes.

– Homogeneous robot: Robots should be identical, at least at the level of
interactions. Heterogeneous multi-robot systems fall outside of the swarm
robotics approach.

– Simplicity: Robot should be simple in capabilities in relative to the task
(not necessary hardware or software complexity).

– Local interaction: Individuals should have local interaction to ensure dis-
tributed coordination and scalability.

Swarm robotics is essentially an instance of distributed autonomous systems
where a collection of interacting entities work together to accomplish certain
goals without centralised control [13]. Each entity interacts with its environment
and other entities through local communication but acts with some degree of
autonomy [9]. For any system, given a reasonably well understood operational
environment it is bound to experience undesirable behaviour or anomalies. These
undesirable behaviours can be caused by random errors in hardware components,
design errors, or deliberate sabotage [17]. To ensure normal operation of a sys-
tem, detecting abnormal behaviour or malicious activities is very important. In
current swarm robotics research, anomalies are normally handled through re-
dundancy of robots that results in fault tolerance and no detection is carried
out [17]. Such an approach assumes that anomalies occur at a rate that will
not prevent the completion of a collective task and that individual robots with
anomalies do not have an undesirable effect on the behaviour of the overall
swarm. In this work we address situations where these assumptions may not
hold. In such cases, detection of anomaly may help in deciding whether to con-
tinue with current task or switch to another task. Most work in SRS usually
considered normal behaviour of the whole swarm. However as shown by [3] and
[6], the issue of anomaly detection is an area that is starting to receive more
attention from researchers.

There are significant challenges in detecting anomalies in swarm robotics in
particular those deployed in dynamic environments. Due to the nature of SRSs
in dynamic environments, anomaly detection systems (ADS) for such systems
must fulfil the requirements of accuracy, responsiveness, resource usage and ro-
bustness [8]. With a lack of support from existing ADS to the above mentioned
requirements, we decided to look at biological distributed autonomous systems
that operates in analogous environment for inspiration. This is also in part in-
fluenced by research into artificial immune systems (AIS) that has showed that
the immune system exhibits the properties we wish to endow the ADS in swarm
robotics with. In approaching this problem, a systematic and principled approach
of developing AIS called immuno-engineering [16] is adopted. One lesson from
the thesis of Andrews [1] is that a firm understanding of the problem domain
is needed before developing an immune inspired solution, therefore we focus our
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initial efforts at a detailed understanding of the domain first: our findings are
reported in this paper. The novel contribution of this paper is considered to be
showing how the initial stage of immuno-engineering in understanding the prob-
lem domain [4] can be systematically derived through empirical experimental
means, i.e., the nature of anomalies, and the time-varying nature of the environ-
ments. Specifically our work addresses the problem of Modelling of Information
Processing described in [16].

Section 2 introduces immuno-engineering and how an instantiation of immuno-
engineering is carried out in this research with research plan derived using Goal
Structuring Notation (GSN) [7]. Section 3 and section 4 report the set of experi-
ments carried out to establish the time-varying behaviour (TVB) and anomalies
in a foraging SRS. Section 5 is the conclusion.

2 Immuno-engineering

The concept of immuno-engineering was proposed as an approach to develop bio-
logically grounded and theoretically understood AIS through an interdisciplinary
collaboration to capture the richness offered by immune system as opposed to
weak analogy of the immune process they are based [16]. Immuno-engineering is
defined in [16] as

The abstraction of immuno-ecological and immuno-informatics princi-
ples, and their adaptation and application to engineered artefacts (com-
prising hardware and software), so as to provide these artefacts with
properties analogous to those provided to organisms by their natural im-
mune systems.

Immuno-engineering involves the adoption of conceptual framework [15] in AIS
algorithm development and the problem-oriented perspective [4] in developing
engineered AIS solutions. Thus an understanding of a problem domain is crucial
in determining the type of AIS solution to develop. With a problem-oriented
perspective in mind, the first stage of this research involves the investigation
on the TVB and anomalies in a foraging SRS and how these behaviour exhibit
themselves. In this research, GSN [7] is adopted to derive the set of activities
required to answer the research questions. The advantage and motivation is that
problem derivation with GSN allows the research problem to be successively bro-
ken down into smaller goals or objectives to the level where they are supported
by the defined set of activities or solutions. This allows us to systematically de-
rive research questions to be answered until we reach a level of detail that clearly
derives a set of experiments, and associated experimental conditions, that need
to be performed. Worth mentioning here that GSN can be used for any problem
and not only in the context of AIS. Figure 2 shows the set of activities derived
with GSN to establish the TVB and anomalies in a foraging SRS.

2.1 Overview of GSN

GSN was originally derived for use in the production of safety cases as part of
the certification of systems. During the establishment of the safety argument’s
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Fig. 1. Principal Elements of the Goal Structuring Notation

claims (often referred to as goals), context, assumptions and justifications are
captured which has a number of uses including managing change. The GSN [7]
- a graphical argumentation notation - explicitly represents the individual ele-
ments of any safety argument (requirements, claims, evidence and context) and,
perhaps more significantly, the relationships that exist between these elements
(i.e. how individual requirements are supported by specific claims, how claims
are supported by evidence and the assumed context that is defined for the ar-
gument). The principal symbols of the notation are shown in Figure 1 (with
example instances of each concept).

The principal purpose of a goal structure is to show how goals (claims about
the system) are successively broken down into sub-goals until a point is reached
where claims can be supported by direct reference to available evidence
(solutions). The solutions, and their parent claims, map onto the experimen-
tal questions to be answered and hence the test cases needed. As part of this
decomposition, using the GSN it is also possible to make clear the argument
strategies adopted (e.g. adopting a quantitative or qualitative approach), the
rationale for the approach (i.e. assumptions, justifications) and the context in
which goals are stated (e.g. the system scope or the assumed operational role).
In our work these non-spinal elements help define the experimental conditions
relevant. It is noted in our work not all symbols are used.

2.2 Overview of Research Strategy

The first stage of developing an immune-inspired ADS for a foraging SRS with
immuno-engineering involves the identification and understanding of the TVB
and anomalies in such a system. Figure 2 shows the set of activities derived for
this stage with GSN where Gx refers to the research goal, Cx refers to context
and Snx refer to an activity or solution. In order to establish G1, the experimen-
tal strategy is to set-up simulation environment (G2), simulating scenarios in
a static environment (G3), dynamic environments without anomaly (G4), and
dynamic environments with anomaly (G7). G4 and G7 are both further decom-
posed into defining sufficient test cases (G5) and identifying key features (G6).
The static environment serves as the baseline for comparison to observe the de-
viations when TVB and anomalies are introduced into the system. As part of
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breaking down the goals is establishing context. For instance, goal G1 has con-
text concerning what TVB is (C1) and overall task which is foraging (C2). The
three TVB to establish dynamic environments are:

– Varying Food Growth Rate (VFGR): The growth of food in the arena
changes at different time interval.

– Varying Food Distribution (VFD): The concentration of food redis-
tributed in the environment is biased towards certain region.

– Varying Presence of Obstacles (VPO): The presence of obstacles at dif-
ferent time interval affect the time required to reach the food, avoid obstacles,
and carrying the food back to the base.

In terms of anomalies, random errors due to hardware malfunction are investi-
gated focusing on robot wheels, food grippers and the communication device,
labelled as C3 in Figure 2. We only considered hardware malfunctions in this
stage to focus on one type of failure before proceed with more complicated fail-
ures such as those influenced by control software and environmental factors. The
failures in both robot wheels and grippers have direct and immediate impact on
the foraging task. They also span both subtle transient failures and much easier
failures - permanent or significant in size. Whilst it is not claimed these are com-
plete, they do represent a reasonable comprehensive coverage. Thus, the scale of
failure is divided into the following:

Fig. 2. Derived set of activities with GSN to investigate the TVB and anomalies in a
foraging SRS
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– Complete failure (F1): Robot component stop responding completely.
For instance in robot wheels, this failure may causes the wheels to halt to a
complete stop or the robot turning with a fix angle causing it to move in a
circle indefinitely.

– Partial failure (F2): Robot component functioning less efficiently. In the
case of robot wheels, the moving speed might be set to certain value x m/s.

– Gradual failure (F3): Robot component fail slowly. For example, gradual
failure in robot wheels involve gradual reduction in robot speed by y m/s
for each simulation update.

– Transient failure (F4): This type of failure involves alternate on and off
occurrences of faulty robot component. For transient failure in robot wheels,
the wheels might stop responding for z seconds and then start function-
ing normally before stop responding again. The component fault can be a
complete, partial or gradual.

Data identified to be beneficial in detecting anomalies in foraging include the av-
erage unit of food collected (μfood), distance travelled and energy used (C4). For
all experiments, simulations for the swarm robotic system are implemented on
the Player-Stage [14] - a software tool consists of the Player for the definition of
robots and the Stage that simulates the population of robots in two-dimensional
environment.

3 Time-Varying Behaviour Experiment

This section describes the simulations carried out to simulate the TVB in a
foraging SRS without anomaly (G5). For clarification, following parameters are
used in all experiments carried out in this paper.

– Size of arena: 10 m x 10 m
– Normal robot moving speed: 0.15 m/s
– Initial food in arena: 100 unit
– Maximum food in arena: 200 unit
– Normal food growth rate (FGR): 0.1 unit/simulation update
– Each simulation update: 200 microseconds

As mentioned in section 2.2, the simulation of foraging swarm robots in a static
environment (Sn2) serves as the baseline for comparison to dynamic environ-
ments. Figure 3 shows the μfood by each robot in such an environment. It is
noted that individual robots behaviour cannot easily be distinguished, however
as it is the differences in individual behaviour versus the swarm that is important
then this is not considered to be an issue. In this paper, the μfood is calculated
over a time window of size four with each time slot of size 250 simulation sec-
onds. These values are chosen from experimental results showed that they are
most suitable for the problem of interest. In Figure 3, a difference up to 2 units
of food (11.70%) is observed between the robots but the largest difference, which
occurs around time 48, only lasts one or two clock cycles. This gives the poten-
tial to achieve more reliable detection by observing differences over a period of
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Fig. 3. μfood in a static environment without anomaly

time. However, the overall pattern remained consistently similar throughout the
experiment in all robots. This observation confirmed our initial belief that the
μfood by all robots is consistent within a local proximity and this information
may proved to be useful in helping detecting anomalies.

When the same robots are placed in environments with VFGR (Sn3), VFD

(Sn4), VPO(Sn5), or combination of all three behaviour (VMIX) (Sn6), the ob-
served collection of food changes significantly as shown in Figure 4. In this simu-
lation, the FGR (simulated with normal distribution random number generator
provided in GNU Scientific Library (GSL)) is varied between 0.1 and 0.025. FGR
of 0.1 means that for each simulation update, the probability of adding one unit
of food into the arena is 0.1. Lower value of FGR means lower probability of
adding new food into the arena. With FGR set to lower value, μfood by each
robot decreases as the concentration of food in the arena decreases.

The observations in Figure 4 as well as other simulations with VFD, VPO and
VMIX signify the huge influence of these TVB over the collective task. Although
the pattern of food collected is very similar among the robots in all scenarios,
deviation from the local mean (calculated over all robots in the arena) from
2.82% to 33.29% is observed. Again the larger difference were observed to be
short lived. Noise of such magnitude make the development of an ADS with
high detection rates and low false alarms a very challenging task. Table 1 is a
detailed information regarding the maximum and minimum standard deviation
from local mean calculated for all five simulated scenarios. It can be seen that the
deviations among robots with scenarios of single TVB (VFGR, VFD, VPO) are
very similar. When the environment becomes more dynamic (VMIX), it becomes
more unstable and thus higher deviation in food collection by robots is observed.

Table 2 shows the distance travelled and energy used by each robot under both
static and dynamic environments. It can be seen that depending on the type
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Fig. 4. μfood by robots in a dynamic environment with VF GR without anomaly. In this
experiment, FGR is varied between 0.1 and 0.025. At time t=[10,20) and t=[30,40),
the FGR is set to 0.1 while at time t=[20,30) and t=[40,50) it is set to 0.025.

Table 1. Minimum and maximum percentage of deviation, σ, between the mean for
all eight robots in the arena and their individual values

Scenario Static VF GR VF D VPO VMIX

σmin (%) 3.35 4.88 6.22 3.54 6.95
σmax (%) 11.70 25.41 25.57 20.06 33.29

of TVB simulated, robots might move either with greater distance or shorter
distance compared to the one in a static environment. Simulations so far have
showed that VFGR and VFD resulted in a greater distance travelled by all robots.
With VPO, one explanation as to why less distance was travelled by each robot
might be that time was wasted to avoid the obstacles instead of wandering the
arena to search and collect food. This is similar to the case with VMIX . In
terms of energy usage, results in Table 2 indicate that robots are consistently
consuming less energy for all four scenarios in a dynamic environment compared
to a static environment. This is largely due to the fact that the number of food
collected by each robot is less in dynamic environments and carrying of food
consumes more energy than wandering around the arena.

The TVB experiment showed the nature of dynamic environments and the
effects of the TVB on the foraging task. It can be concluded that dynamic
environments pose significant challenges and influence greatly the ability of an
ADS in detecting anomalies.
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Table 2. Distance travelled and energy usage by robots in a static and dynamic envi-
ronments. For energy usage, object avoidance and moving around in the arena without
food in the grippers cost 1 unit of energy. Moving with food in the grippers consumes
1.5 unit of energy while robot in resting state only consumes 0.1 unit of energy.

Metric Distance (meter) Energy (unit)

Robot Static VF GR VF D VPO VMIX Static VF GR VF D VPO VMIX

R1 1565.36 1590.38 1610.56 1517.33 1557.97 15131.7 14662.7 14423.8 14923.5 14557.9
R2 1561.66 1589.48 1586.09 1512.09 1548.55 15107.0 14780.8 14295.2 14969.2 14575.2
R3 1569.17 1595.31 1584.71 1521.10 1531.81 15103.6 14818.2 14342.4 15060.9 14369.1
R4 1566.37 1585.18 1600.88 1523.31 1553.73 15209.3 14787.9 14352.0 15005.2 14444.7
R5 1566.62 1592.64 1602.72 1520.98 1507.24 15113.7 14760.6 14426.3 14929.3 14456.6
R6 1570.64 1610.90 1592.42 1528.34 1544.99 15086.8 14791.9 14372.3 15031.7 14441.6
R7 1568.66 1585.28 1589.67 1488.28 1565.98 15167.2 14748.8 14358.2 14997.3 14498.0
R8 1562.83 1597.19 1593.70 1522.35 1540.28 15143.0 14793.4 14329.6 14965.3 14402.6

4 Anomaly Experiment

To establish anomalies in a foraging SRS in dynamic environments (G7), four
scales of malfunctions to robot components are investigated (C2). In all simula-
tions conducted for G7, the anomaly (F1, F2 and F3) is injected into robot R5
at time t=25 while F4 is injected at time t=[15,25) and t=[40,50). Due to space
limitation, we only present the results of simulating failure in robot wheels (Sn8)
in this paper. Table 3 shows the details about the type of anomaly, parameter
and time when the anomalies are injected. These anomalies are simulated for all
four dynamic environments.

Table 3. Test cases for TVB with anomaly

Anomaly Parameter Time

Permanent failure, F 1 Speed=0.15 m/s, turn angle = left 10◦ t=[25,50)

Partial failure, F 2 Speed={0.05, 0.1, 0.11}m/s t=[25,50)

Gradual failure, F 3
Speed reduction per simulation update
={0.00001, 0.00005, 0.0001}m/s

t=[25,50)

Transient failure, F 4 (with F 1,
F 2 or F 3)

Same as F 1, F 2 and F 3 t=[15,25) and
t=[40,50)

When F1 is injected into a robot, the effect is immediate as illustrated in
Figure 5 for robot R5. Significant drop in μfood for R5 can be observed and
the value reduced to zero at time t=29. This type of failure should be easier to
detect and is included as a baseline for comparison with other type of failures.
Similar results are expected when such failure is introduced in other scenarios
with VFD, VPO and VMIX .

For partial failure (F2), the severity of partial failures has significant influ-
ence on the possibility of detecting the anomaly. If the partial failure is more
critical, significant deviations can be observed over a period of time. However
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Fig. 5. μfood by robots in a dynamic environment with VF GR and F 1 is injected to
robot wheels on R5 at time t=25. F 1 in this scenario is setting the turning angle of R5
to left turn 10◦ causing the robot to move in a circle.

when the partial failure is more subtle, such as setting the value of F2 to 0.11
m/s (normal is 0.15 m/s), the differences are not that obvious and can be very
difficult to be spotted as illustrated in Figure 6. One might be tempted to further
experiment with F2 value set to be as close as possible to the normal speed such
as 0.13 or 0.14 m/s. However, such an action is questionable since such subtle
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Fig. 6. μfood by robots in a dynamic environment with VF GR and F 3 is injected to
robot wheels of R5 by setting the moving speed to 0.11 m/s at time t=25
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Fig. 7. μfood by robots in a dynamic environment with VF GR and gradual failure F 2

of 0.00001 m/s is injected to robot wheels of R5 at time t=25

difference might not be suitable to be classified as failure especially in real world
applications where navigation surfaces are not exactly the same for all robots.

F3 represents failures in the robot components that occur gradually instead
of immediate failure as in F1 and F2. Such anomalies have a greater impact on
the responsiveness of an ADS since it takes some time before any differences
can be detected. Similar to F2, this type of failure will prove to be very difficult
to detect if the gradual failure progress very slowly over a long period of time.
Figure 7 shows such an example where significant deviation is only apparent after
time t ≥ 32. Therefore, in detecting such anomalous behaviour over a period of
time (long term) is more beneficial instead of looking at values at each time
instance. This is also the reason why we chose to use average value instead of
exact quantity of food collected for each time period. As discussed in the previous
section this would also help remove exceptional, but short-lived, measures within
the normal behaviour. Such characteristic is similar to biological immune system
that operates on multiple timescales to protect the body.

Transient failure (F4) is the type of error that occurs periodically instead of
permanently as in F1 to F3. Such failures can happen to robot swarms in an
environment with inconsistent environmental conditions. It maybe a case where
a few sections on a long path between the base and the food source are covered
with rough and uneven surfaces or there exist electromagnetic interference to
the sensors. In such situation, ADS developed needs to be able to learn such be-
haviour and able to provide faster responses on second encounter. Figure 8 shows
an example of F4 simulated in an environment with VFGR. Two occurrences of
anomaly can be seen from the graph. Both of these have slightly different failure
patterns even though they are injected with the same F2 value. This observation
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Fig. 8. μfood by robots in a dynamic environment with VF GR and F 4 is injected to
robot wheels of R5 by setting moving speed to 0.05 m/s at time t=[15,25) and t=[40,50)

Table 4. Minimum and maximum percentage of deviation, σ (for μfood by robots),
from local mean in simulations with faulty robot wheels. Mod range is the range where
three quarters of the deviations are located.

Scenarios σlmin

(%)
σlmax

(%)
mod range
(%)

σR5min

(%)
σR5max

(%)
mod range
(%)

F 1+VMIX 5.1 35.1 6.0-24.0 25.0 100 85.0-100
F 2+VMIX (speed=0.05 m/s) 5.8 34.9 5.0-20.0 19.7 100 62.0-90.5
F 2+VMIX (speed=0.10 m/s) 4.6 35.8 4.0-16.8 8.7 53.3 10.8-43.2
F 2+VMIX (speed=0.11 m/s) 3.9 36.5 6.4-23.4 3.8 44.4 4.5-31.5
F 3+VMIX(speed-=0.00001 m/s) 7.8 29.0 11.4-24.6 10.0 100 17.2-100
F 3+VMIX (speed-=0.00005 m/s) 3.6 29.4 5.7-21.9 25.8 100 90.0-100
F 3+VMIX (speed-=0.0001 m/s) 4.8 30.0 4.0-17.5 9.7 100 90.9-100
F 4+F1+VMIX 6.8 33.1 6.0- 25.0 9.1 100 90.9-100
F 4+F2+VMIX (speed=0.11 m/s) 4.7 32.2 9.8-18.5 5.0 52.7 12.2-35.0
F 4+F3+VMIX (speed-=0.00001 m/s) 6.8 27.6 10.4-23.6 9.9 61.1 6.1-48.8

demonstrates the unpredictability of failures identified and the need for an ADS
that is able to adapt accordingly.

Table 4 summarises the minimum and maximum percentage of deviations from
local mean in scenarios identified to pose the greatest challenges in detecting
anomalies for faulty robot wheels. In this table speed refers to the moving speed
of robot injected with a failure. By looking at the minimum and maximum
deviations for anomalous and normal robots, it is apparent that in many cases
the σR5min is less than σlmax. This means that the minimum deviation from
local mean for anomalous robot R5 is still within observed normal behaviour.
However, since these σR5min are only obtained from the first few slots after the
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anomaly was injection such pattern is expected (due to the fact that μfood is
calculated over four slots).

To analyse the implicit nature of anomalies, we analysed the deviations ob-
served over the full duration of anomalies and tabulated the range where three
quarters of the deviations are located as mod range. To interpret the significant of
mod range, we take first row of Table 4 as an example. In this case, three quarters
of deviations from local mean by normal robots are in the range of 6.0% to 24.0%.
However, the range for the anomalous robot R5 is between 85.0% to 100%. Thus,
to detect anomalies any deviation greater than 24% from local mean maybe con-
sidered as anomalous. Looking at the mod range column for normal robots, it is
apparent that the maximum range is only up to 25% from local mean as opposed
to 100% for R5. Thus, it can be seen than deviation of more than 25% from local
mean can be use as a threshold to differentiate between anomalous and normal in-
stances. Similar analysis were carried out for distance travelled and energy used by
normal robots and anomalous robot R5. It was discovered that deviation of more
than 1.02% and 4.45% from local mean can be used as threshold for energy used
and distance travelled respectively to differentiate anomalies. We also analysed
the data using other methods such as Jacobson/Karels algorithm [5] that com-
bines the short-term (based on the standard deviation between moving average
and current sample) and long-term (moving average) effects of collected data but
found it to be inappropriate for our SRS due to noise and inconsistency of data
in dynamic environments. Besides this, analysis was also conducted to compare
the local mean and individual robot internal mean (calculated over the four time
slot). Again, standard deviation between the two values is apparent and should
be useful in detecting anomalies.

The anomaly experiment showed the difficulties in differentiating between nor-
mal and anomalous instances in dynamic environments. Our preliminary analy-
sis has discovered that deviations from local mean of more than 25% for μfood,
1.02% for energy usage and 4.45% for total distance travelled can be used as
threshold to differentiate between normal and anomalous instances. At the same
time, looking using a detector over a short period of time (typically 2-3 clock
cycles) can help make differences more significant. Our current work is contin-
uing the experimentation to complete the specification. With the requirements
of acceptable accuracy, response within time, lightweight and robust to dynamic
environment in mind, our next stage of research involves the identification of
suitable immune models that addresses such issues.

5 Conclusion

This paper has introduced immuno-engineering as a principled approach to de-
veloping artificial immune systems. Immuno-engineering advocates an initial
problem-oriented perspective so as to better understand the problem domain, so
that an effective, and importantly, tailored AIS can be developed. Rather than
looking first at the immunology to see what can be used to develop an algo-
rithm, the adoption of the immuno-engineering approach forces us to examine
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carefully the application area first. In this paper we have taken the first steps to
understanding the problem of anomaly detection in swarm robotic systems with
time varying behaviour. We have made use of a well established technique known
as Goal Structured Notation (GSN) to derive the set of information needed for
us to establish an understanding the problem domain: from our experience we
would advocate the use of the GSN within the context of immuno-engineering.
With this information establish, a comprehensive series of experiments were de-
fined to give the raw data needed to analyse the domain and hence create a
set of requirements for any anomaly detection system. Our initial analysis of
the swarm behaviour data showed the effects of dynamic environments on the
collective task, the nature of anomalies and the need for learning and adaptation
in detecting anomalies in a foraging SRS.

References

1. Andrews, P.: An investigation of a methodology for the development of artificial
immune systems. Ph.D thesis, Department of Computer Science, University of York
(2009)

2. Bayindir, L., Sahin, E.: A review of studies in swarm robotics. Turkish Journal of
Electrical Engineering and Computer Sciences 15(2) (2007)

3. Christensen, A.: Fault detection in autonomous robots. Ph.D. dissertation (2008)
4. Freitas, A., Timmis, J.: Revisiting the foundations of artificial immune systems for

data mining. IEEE Trans. on Evolutionary Computation 11(4), 521–540 (2007)
5. Jacobson, V.: Congestion avoidance and control. ACM Computer Communication

Review 18, 314–329 (1988)
6. Jakimovski, B., Maehle, E.: Artificial immune system based robot anomaly detec-

tion engine for fault tolerant robots. In: Rong, C., Jaatun, M.G., Sandnes, F.E.,
Yang, L.T., Ma, J. (eds.) ATC 2008. LNCS, vol. 5060, pp. 177–190. Springer, Hei-
delberg (2008)

7. Kelly, T.: Arguing Safety - A Systematic Approach to Safety Case Management.
Ph.D thesis, Department of Computer Science, University of York (1999)

8. Lau, H.K., Timmis, J., Bate, I.: Anomaly detection inspired by immune network
theory: A proposal. In: Proc. of the 2009 IEEE Congress on Evolutionary Compu-
tation (IEEE CEC 2009). IEEE, Los Alamitos (2009)

9. Liu, Y., Passino, K.M.: Swarm intelligence: Literature overview. Technical report,
Ohio State University (March 2000)

10. SYMBRION REPLICATOR, http://www.symbrion.eu/
11. Sahin, E.: Swarm Robotics: From Sources of Inspiration to Domains of Application.
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Abstract. In this paper, a qualitative model learning (QML) system
is proposed to qualitatively reconstruct the detoxification pathway of
Methylglyoxal. First a converting algorithm is implemented to convert
possible pathways to qualitative models. Then a general learning strategy
is presented. To improve the scalability of the proposed QML system
and make it adapt to future more complicated pathways, an immune-
inspired approach, a modified clonal selection algorithm, is proposed. The
performance of this immune-inspired approach is compared with those
of exhaustive search and two backtracking algorithms. The experimental
results indicate that this approach can significantly improve the search
efficiency when dealing with some complicated pathways with large-scale
search spaces.

1 Introduction

1.1 Qualitative Model Learning

Qualitative Model Learning (QML) is a branch of Qualitative Reasoning [1,2].
It involves extracting qualitative models of dynamic systems from available ob-
served data, which can be either quantitative or qualitative.

The models that QML aims to infer are in the form of Qualitative Differential
Equations (QDEs). A QDE is an abstraction of a class of Ordinary Differential
Equations (ODEs), in the sense that a corresponding ODE can be obtained by
parameterizing and quantizing this QDE.

A QDE is the conjunctions of a set of qualitative constraints, which link the
qualitative variables in the model and express the relations among these variables.
Qualitative variables are different from variables in quantitative models in the
sense that they can only take qualitative values from their associated quantity
spaces. Qualitative values can be defined as either landmark values and intervals
between these landmark values [2], or fuzzy intervals [3]. The simplest and com-
monly used qualitative values are qualitative signs including positive, zero, and
negative. These three qualitative values constitute the signs quantity space.

P.S. Andrews et al. (Eds.): ICARIS 2009, LNCS 5666, pp. 151–164, 2009.
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For the qualitative constraints, some of them are derived from mathematical
relations, such as addition, subtraction and multiplication; others represent the
incomplete knowledge about the function relations under study, such as M+

(monotonically increasing function) and M− (monotonically decreasing func-
tion) in QSIM (Qualitative SIMulation) [2], which state that one variable will
monotonically increase with the increase (decrease) of another.

QML can be considered as an approach of system identification [4], thus it has
an alternative name, qualitative system identification. QML is particularly useful
in the situation when little knowledge about the system is known and only sparse
experimental data are available. In the last two decades, several QML systems
have been developed, such as MISQ [5], QSI [6], and ILP-QSI [7].

However, there exist two problems when applying QML to real-world appli-
cations. First, how to make the best use of domain-specific knowledge. None of
the available QML systems can integrate domain-specific knowledge conveniently
and explicitly. This limits their abilities to deal with various real-world applica-
tions. To solve the real-world problems in various domains, the special-purpose
approaches which can make the best use of domain-specific knowledge are needed.
Second, all of the above mentioned QML systems employ deterministic algorithms
(such as the branch-and-bound algorithm in ILP-QSI) to search possible candi-
dates in the search space, which might be intractable when dealing with the prob-
lems with large-sized search space. To address these two problems, it is necessary
to developed a special-purpose QML system for a particular application.

1.2 Research on the Detoxification Pathway of Methylglyoxal

Methylglyoxal (MG) is a naturally occurring toxic electrophile that is harmful
to cells. Excessive production of MG leads to cell death [8]. Most of the organ-
isms protect themselves from the toxic effect of MG through the detoxification
pathway, which has been initially studied by Booth et al. [9].

The current understanding of the detoxification pathway is shown in Figure 1.
When MG crosses the cell membrane and enters the cell, glutathione (GSH) re-
acts spontaneously with MG to produce hemithioacetal (HTA). Catalysed by the
enzyme glyoxalase I (GlxI), HTA is converted into S-lactoyl-glutathione (SLG).
Catalysed by a second enzyme glyoxalase I (GlxII), SLG is converted into GSH
and non-toxic D-lactate. The whole pathway is composed of three biochemical
reactions: the first is a non-enzymatic reaction which follows the law of mass ac-
tion; the second and third are enzymatic reactions which obey Michaelis-Menten
kinetics [10]. Based on the above understanding, a quantitative model [11,12]
which consists of four ordinary differential equations has been manually built.1

However, it should be pointed out that the mechanism of the MG detoxifica-
tion is not yet fully understood, and the research is still ongoing. Consequently
the quantitative model is an intermediate one based on limited experimental
data and incomplete knowledge. For instance, it does not consider the influence

1 This quantitative model has not been published yet. So it will not be presented in
this paper.
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Fig. 1. The Detoxification Pathway of Methylglyoxal

of the KefB K+ channel [13]. Furthermore, based on the latest experimental
data2, some biologists suggest that the MG detoxification pathway may be more
complicated.

1.3 The Goals and Organisation of the Paper

As mentioned in the last section, the quantitative approach is not sufficient for
modelling the MG detoxification pathway at the current stage. In this paper
we will use the qualitative model learning as an alternative approach to study
this pathway. There are two goals to be achieved: First, given only qualitative
data and reasonable assumptions, we expect that qualitative model learning can
effectively narrow down the range of candidate qualitative models. Second, we
also expect the QML system can deal with large-scale pathways efficiently by
making use of appropriate search strategies.

In order to achieve the above two goals, the rest of the paper is organised as
follows: In Section 2 a converting algorithm which can convert possible pathways
to qualitative models is presented. The qualitative data used in this paper is de-
scribed in Section 3. In Section 4 a general learning strategy is proposed for the
qualitative system identification of the MG detoxification pathway. Then a modi-
fied clonal selection algorithm is proposed in Section 5 to deal with the scalability
of the learning system. This is followed by the experiments described in Section 6.
Finally in Section 7 we conclude the paper and discuss the future work.

2 Converting from Possible Pathways to Qualitative
Models

An algorithm is proposed to convert a pathway, which is composed of sev-
eral biochemical reactions, to a qualitative model. First we make the standard
2 Data obtained by Prof. Ian Booth’s research group at Aberdeen University.
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assumption that all non-enzymatic reactions obey the law of mass action and
all enzymatic reactions follow Michaelis-Menten kinetics. Based on this assump-
tion, the algorithms will convert all the reactions individually and obtain a QDE.
The converting algorithm is composed of three sub-algorithms, which will be de-
scribed in the rest of this section.

2.1 Algorithm A. Converting Non-enzymatic Reactions

For a non-enzymatic reaction A+B<–>C+D, according to the law of mass ac-
tion, the reaction rate V is defined as follows:

V = K1[A][B] − K2[C][D] (1)

= −1
a
∗ d[A]

dt
= −1

b
∗ d[B]

dt
=

1
c
∗ d[C]

dt
=

1
d
∗ d[D]

dt
,

where K1 and K2 are the rate constants of the forward and backward reaction
respectively; a, b, c, and d are stoichiometric coefficients; [A], [B], [C] and [D]
stand for concentrations of the corresponding species.

Algorithm A first generates the following qualitative constraints according to
formula 1:

Aux1 = A ∗ B
Aux2 = M+(Aux1)
Aux3 = C ∗ D
Aux4 = M+(Aux3)
Aux5 = Aux4 − Aux2

In the above, “*” and “-” stand for multiplication and subtraction respectively;
M+ is the monotonically increasing function. The variables with the prefix Aux
are newly introduced auxiliary variables, which are used to “break” a mathe-
matical expression to qualitative constraints.

Aux5 is then added as a positive derivative term to all the related substrates
(A and B), and as a negative derivative term to all the related products (C and
D), as shown below:

dA/dt =........+Aux5
dB/dt=........+Aux5
dC/dt =........−Aux5
dD/dt=........−Aux5

2.2 Algorithm B. Converting Michaelis-Menten Reactions

For an enzymatic reaction A–>B, the reaction rate V is defined as follows:

V = −d[A]
dt

=
d[B]
dt

= Vmax ∗ [A]
ks + [A]

(2)

In the above, Vmax and ks are constants. We can see that with the increase of the
concentration of A, the reaction rate will increase too. This can be considered as a
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monotonically increasing relation in the qualitative context. Based on the above
description, Algorithm B first generates the following qualitative constraint:

Aux6 =M+(A)
Then Aux6 is added as a positive derivative term to B and a negative derivative
term to A, as shown below:

dA/dt = ........ − Aux6
dB/dt = ........ + Aux6

2.3 Algorithm C. Processing the Derivative Terms

After all the reactions are processed by algorithms A and B, we will obtain the
derivative terms for all species, for example, for species “A” we may get the
following equation:

dA/dt = +Aux1 − Aux3 + Aux4 + Aux7, (3)

Algorithm C will generate the following qualitative constraints for equation (3):
Aux8 = Aux1 − Aux3
Aux9 = Aux8 + Aux4
dA/dt = Aux9 + Aux7

For ease of implementation the above auxiliary variables are processed in order
from left to right by Algorithm C, although in theory the processing can be
performed in a random order.

Finally, the qualitative model is the conjunction of all qualitative constraints
generated by Algorithms A, B and C.

2.4 The Qualitative Model for the MG Detoxification Pathway

Based on these three converting rules, any possible pathway can be converted to a
qualitative model. For instance, the qualitative model for the MG detoxification
pathway is given in Table 1. This qualitative model is an abstraction of the
quantitative model proposed by de Moura et al. [11,12].

3 Qualitative Data

As the research on the MG detoxification pathway is still in progress, the ex-
perimental data are sparse and cannot be fully accessed. So it is not possible
to use quantitative data directly in this paper. Based on the above considera-
tion, currently qualitative data are derived directly from the qualitative model
shown in Table 1. It is assumed that complete qualitative data can be obtained,
and part of the qualitative data are shown in Table 2. In this table, each row
stands for a possible qualitative state. For each species, the magnitude and rate
of change are assigned to qualitative values, and these values are taken from the
signs quantity space, which has three values: pos (positive), zer (zero) and neg
(negative). For instance, the value <pos, zer> means the magnitude is positive
and the rate of change is zero.
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Table 1. The Qualitative Model for the MG Detoxification Pathway

Aux1=MG*GSH
Aux2=M+(Aux1)
Aux3=M+(HTA)
Aux4=Aux2-Aux3
Aux5=M+(SLG)
Aux6=M+(HTA)
dMG/dt=M−(Aux4)
dGSH/dt=Aux5 - Aux4
dHTA/dt=Aux4 - Aux6
dSLG/dt=Aux6 - Aux5

Table 2. Part of Qualitative Data Provided

MG GSH HTA SLG

<pos,pos> <pos,pos> <pos,neg> <pos,neg>

<pos,zer> <pos,pos> <pos,neg> <pos,neg>

... ... ... ...

4 A General Learning Strategy

Starting from the qualitative data and some reasonable assumptions, the QML
system is expected to infer the qualitative model shown in Table 1. The general
learning strategy is composed of the following four phases:

1.Search Space Generation: First all possible reactions are generated, then
these reactions are partitioned to several subsets, each of which contains all
enzymatic or non-enzymatic reactions which have the same substrates. All these
subsets constitute the search space S. This can be denoted as:

S = {S1, S2, .....SN}, (4)

where Si (i=1 to N) are the above mentioned subsets.
2. Pathway Extraction: A systematic or randomized search algorithm can be

employed to find possible pathways from the search space S. A possible path-
way must satisfy the following four constraints: (a) Completeness : All species
are included. (b)Unique Products : Every combination of substrates has unique
products. This means a possible pathway will include at most one reaction for
each subset of S. (c) Consistency: There are no conflicting reactions in the path-
way. (d)Additional Domain-Specific Constraints : Additional constraints may be
introduced to reduce the search space, but they are only used in some experi-
ments. These constraints include: one substrate is only catalysed by one enzyme,
the number (or maximum number) of enzymatic or non-enzymatic reactions is
given. These additional constraints heavily depend on the hypotheses being made
by modellers and biologists.
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3. Qualitative Model Conversion: all possible pathways are converted to qual-
itative models by the converting algorithm described in Section 2.

4. Model Verification: The generated qualitative models are simulated by a
qualitative simulator. The simulation results are compared with given qualitative
data and the consistent models will be recorded. In this work, JMorven [14] is
selected as the qualitative simulator.

Note the last two phases can also be executed in the process of pathway
extraction, that is, when a possible pathway is extracted, it will be immediately
converted to a qualitative model and the converted qualitative model is verified
by the qualitative simulator.

5 Clonal Selection Algorithm

The general learning strategy proposed in Section 4 told us that in the pathway
extraction phase, the search algorithm must be properly selected to attain the
best performance.

The search space of the MG detoxification pathway at the current stage is
relatively small because only three reactions and four species are involved. An
exhaustive search is enough for listing all possible pathways. However, as men-
tioned in Section 1.2, the latest biological research suggests that this pathway
may be more complicated, which means the search space may be very large, and
exhaustive search could be intractable.

To make the proposed qualitative model learning system scalable to future
more complicated pathways, a modified clonal selection algorithm [15] (CSA) is
proposed, which is based on our previous work [16]. The motivation for employing
CSA as the search strategy is that it is a well established immune inspired
algorithm, and its success in solving the problems presented in this paper will
demonstrate that the immune inspired algorithms can be applied to the field
of QML for solving real-world applications. In addition, compared with other
search algorithms, CSA is particularly suitable for searching highly multi-modal
search spaces, which are often the cases for learning future more complicated
pathways. This is because given incomplete data there may exist many possible
pathways which can cover the data and satisfy the four constraints proposed in
the pathway extraction phase of the general learning strategy (see Section 4).

Similar to our previous work [16], the clonal selection algorithm performs
a randomized search in the partitioned search space S and may improve the
scalability of the QML system when searching a large-scale search space. The
basic steps of this modified CSA are as follows:

1. Antibody Encoding: Similar to the previous work [16], an integer encod-
ing strategy is employed. As the search space S is composed of several subsets,
each of which contains the reactions with the same substrates, the antibody is
made up of several slots, and each slot corresponds to a subset in S . The value
of each slot, ranging from 0 to N (N is the number of reactions in the corre-
sponding subset), stands for the selection of a reaction from the corresponding
subset except for the value “0”, which means no reaction in the subset is se-
lected. An example is given as follows: In the search space S, suppose the first
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Subset 1 Subset 2 ....

1. MG+GSH<-->HTA+SLG 1. MG+HTA<-->GSH+SLG ...
2. MG+GSH<-->HTA 2. MG+HTA<-->GSH ...
3. MG+GSH<-->SLG 3. MG+HTA<-->SLG ...

Fig. 2. The First Two Subsets in the Search Space

two subsets are shown in Figure 2. An antibody <1,3 ......> will stand for the
following selections:

MG+GSH<-->HTA+SLG
MG+HTA<-->SLG
.........

2. Antibody Initialization: Given the number of antibodies NumPop,
randomly generate all antibodies, and a population (or a antibody repertoire) P
is constructed.

3. Selection: All the antibodies in P will be selected.
4. Clonal Expansion: All the antibodies will be cloned with the same copies.

A temporary population TempP is constructed.
5. Hyper-mutation: The temporary population TempP will undergo the

hyper-mutation scheme. For each slot of the antibody, its value will be replaced
by a randomly generated integer with the given probability. The range of this
randomly generated integer is from 0 to N, and N is the number of the reactions
in the corresponding subset. The hyper-mutation will apply on each antibody in
TempP with a probability MuProb.

Furthermore, if there exist additional domain-specific constraints being made
by the modellers as described in Section 4, the hyper-mutation operator will
be modified correspondingly. For instance, if the maximum number of non-
enzymatic reactions is given, say, Num, the hyper-mutation operator will guar-
antee that at most Num non-enzymatic reactions can be selected from different
slots, and for the rest slots containing non-enzymatic reactions, the value “0”
will be assigned, which means no selection. By doing this modification, the path-
way obtained from a mutated temporary antibody still satisfies the additional
constraints.

6. Affinity Evaluation: There are three criteria for the affinity evaluation:
(1)Completeness: Whether the pathway represented by the antibody includes all
the species. (2)Consistency: Whether there are conflicting reactions in the path-
way. (3)Coverage: Whether the qualitative model converted from the pathway
covers all the given qualitative data.

A scoring system shown in Figure 3 is set up based on the above three criteria,
so that the better an antibody satisfies these three criteria, the bigger affinity
value it will have. For instance, an antibody satisfying both completeness and
consistency constraints will have a bigger affinity value than the one satisfy-
ing only the completeness constraint. If both two antibodies do not satisfy the
completeness criterion, the one which includes more species will have a bigger
affinity value.
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If (CompleteRate<1)

F=w1* CompleteRate

else // CompleteRate==1

if(ConflictRate<0)

F=w1+w2*(1-ConflictRate)

else //ConflictRate==0

if(CoverageRate<1)

F=W1+W2+W3*CoverageRate

else //CoverageRate==1

F=w1+w2+w3

Fig. 3. The Affinity Evaluation of a Possible Pathway

In this scoring system, F is the final affinity value. w1, w2, and w3 are weights,
and in the experiments they are all set to 10. In order to calculate the value of
F, the following three variables are defined:

a. CompleteRate: This is defined as the number of species included in the
candidate pathway divided by the number of given species.

b. ConflictRate: This is defined as the number of conflicting reactions divided
by the total number of reactions in the candidate pathway.

c. CoverageRate: This is defined as the coverage rate of the corresponding
qualitative model converted from this pathway.

It is pointed out that in the above scoring system, as the coverage test involves
computationally expensive qualitative simulation, only the antibody which sat-
isfies the other two constraints can be tested for coverage.

7. Re-selection: The re-selection will be based on the above affinity scoring
system. numPop best antibodies in TempPop will be selected to constitute
the new antibody repertoire.

Steps 3∼7 are executed iteratively, until the termination conditions are
satisfied.

6 Experimental Design and Results

There are two tasks for the experiments corresponding to the two goals described
in Section 1.3: First the validity of the proposed QML system has to be examined;
second, the performance of the proposed CSA for searching all possible pathways
will be tested. In this paper, all the experiments were performed on a computer
cluster with 8 compute nodes (each node has two Opteron 850 (2.4GHz) CPUs
and 4GB RAM).

6.1 The Validity of the QML System

Two experiments were performed to test the validity of the QML system. In the
first experiment, the following assumption was made:
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Assumption A: In the pathway, one substrate can only be catalysed by one
enzyme.

This assumption results in a smaller search space because this means two
enzymatic reactions A –> B and A–>C will be conflicting if they appear in the
same pathway.

Exhaustive search was used to extract all possible pathways, and 4,110 pos-
sible pathways were obtained. Then these possible pathways were converted to
qualitative models and tested for coverage. After 18 hours calculation, most of
which was consumed by the qualitative simulation, 8 consistent pathways were
obtained. The real pathway was among them, and it was also the simplest one.

In the second experiment, Assumption A was removed. The same exhaustive
search was employed, and after more than 15 days calculation, 13 consistent
pathways were obtained and eight of them were the same as those obtained
in the first experiment. Again most of the computation time was consumed by
qualitatively simulating the 18,772 possible pathways.

6.2 The Performance of CSA

To test the performance of the proposed clonal selection algorithm, another
two “artificial pathways” were created: MG-Ex1 and MG-Ex2. Besides the four
species in the original MG detoxification pathway, two additional species were
introduced to the MG-Ex1 pathway. Correspondingly two additional enzymatic
reactions and two enzymes which catalysed these two reactions were also intro-
duced. It was similar for the construction of the MG-Ex2 pathway, which had
seven additional species and enzymes.

Although these two artificial pathways do not exist in the real world, they
can simulate the fact that the real MG detoxification pathway could be more
complicated. So they were used to test the scalability of the proposed CSA.

In order to make comparisons, exhaustive search was used as a baseline in all
experiments. In addition, two deterministic algorithms, Backtracking (BK) and
Backtracking with Forward Checking (BKFC) were also developed to learn the
pathways, which was similar to our previous work [17]. Thus all four algorithms
were used to learn all three pathways.

In all experiments, the qualitative simulation process was not executed, and
consequently the task of all the four search algorithms became simply searching
all possible pathways which satisfy all constraints except the coverage constraint.
There are two reasons for this: (1) Qualitative simulation is computationally ex-
pensive. This can be seen from the two experiments presented in Section 6.1. For
the MG-Ex1 and EG-Ex2 pathways, the execution time would be intolerable if
qualitative simulation were performed. The long simulation time is a limitation
of the QML system, which is expected to be overcome in the future. (2) On
the other hand, by ignoring the qualitative simulation, we can focus on com-
paring the performances of different search algorithms for searching all possible
pathways.

For all experiments on the MG-Ex1 and MG-Ex2 pathways, it was assumed
that the maximum number of non-enzymatic reactions was 2. The parameter
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settings for CSA were: the clonal size was 10, the hyper-mutation probability
was 0.9 for all experiments. The population size was 100 for experiments on the
MG pathway, and 1,000 for experiments on the MG-Ex1 and MG-Ex2 pathways.

The values of the parameters in CSA were determined by the characteristics
of the search space: It was found that the search spaces of all experiments were
highly multi-modal, so a high hyper-mutation probability would help the anti-
bodies escape from the local optima more easily. The clonal size and population
size were determined by the size of the search space.

The experimental result is shown in Table 3. In this table, each experiment
ID in the first column indicates the pathway in which this experiment is involved
and the execution order of this experiment. For instance, “MG-2” stands for the
second experiment on the MG pathway, while “MG-Ex1-1” stands for the first
experiment on the MG-Ex1 pathway. The number of enzymes involved in the
pathway is given in the third column, while the symbol “N/A” means that the
number is unknown. The running time of each experiment is given in the last
column, and for all the experiments using CSA, the results are the mean values
based on 10 trials and the standard deviations are also calculated and enclosed in
brackets. The details of the ten trials for each experiment are shown in Figure 4.
In this figure, the unit of time is millisecond for the first three experiments and
second for the last two experiments.

Table 3. Experimental Result

Experiment Algorithm Num. of Assumption Search Space Running Time
ID Enzymes A (MilliSec)

MG-1 Exhaustive N/A True 16,384 2,000
MG-2 BK N/A True 16,384 156
MG-3 BKFC N/A True 16,384 141
MG-4 CSA N/A True 16,384 4,304 (2,018)
MG-5 Exhaustive N/A False 262,144 23,547
MG-6 BK N/A False 262,144 734
MG-7 BKFC N/A False 262,144 704
MG-8 CSA N/A False 262,144 61,030 (60,276)
MG-Ex1-1 Exhaustive 4 True 7.5*E9 3,253,123
MG-Ex1-2 BK 4 True 7.5*E9 342,087
MG-Ex1-3 BKFC 4 True 7.5*E9 333,627
MG-Ex1-4 CSA 4 True 7.5*E9 615,000 (831,135)
MG-Ex2-1 Exhaustive 9 True 1.2*E28 563,125(Sec)
MG-Ex2-2 BK 9 True 1.2*E28 62,748(Sec)
MG-Ex2-3 BKFC 9 True 1.2*E28 57,045(Sec)
MG-Ex2-4 CSA 9 True 1.2*E28 28,781(32,059)(Sec)
MG-Ex2-5 Exhaustive 9 False 5.5*E49 4,546,359(Sec)
MG-Ex2-6 BK 9 False 5.5*E49 774,370(Sec)
MG-Ex2-7 BKFC 9 False 5.5*E49 478,894(Sec)
MG-Ex2-8 CSA 9 False 5.5*E49 136,715(159,736)(Sec)



162 W. Pang and G.M. Coghill

95%

5%

95%

5%

95%

5%

95%

5%

95%

5%

MG3 MG6 MGEx12 MGEx23 MGEx26
1000

10000

100000

1000000

1E7

1E8

R
un

 T
im

e 
(lo

g
10

)

Experiments

 MG-3
 MG-6
 MG-Ex1-2
 MG-Ex2-3
 MG-Ex2-6

Fig. 4. The Ten Trials of CSA for Each Experiment

For the MG and MG-Ex1 pathways, the algorithms would not terminate until
all possible pathways were found. For the MG-Ex2 pathway, because the search
space is extremely large, without additional heuristics, the number of possible
candidates is very big. So the termination condition of all algorithms on MG-
Ex2 is to find 100,000 candidates for Experiments MG-Ex2-1∼4 and 50,000 for
Experiments MG-Ex2-5∼8.

The experimental result told us that for searching these pathways with the
increase of the size of the search space, CSA performed better than other two
deterministic algorithms, which demonstrated its scalability. The success of CSA
is because it is particularly suitable for searching a large and highly multi-modal
landscape. The randomization of CSA enables it to explore the search space more
efficiently and escape from the local optima easily, while the clonal expansion
and hyper-mutation operators combined together make the antibodies efficiently
locate the local optima. On the other hand, BK and BKFC are not very efficient
for searching these large-sized search spaces because they always explore the
search space in a deterministic way.

7 Conclusions, Discussions, and Future Work

In this paper, a QML system is presented that was used to qualitatively identify
the MG detoxification pathway. The aim of this work is to help both biological
experimentalists and modellers better understand this pathway at a qualitative
level, provide them with guidance and suggestions. The validity of this system
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is verified, and more importantly, the scalability of this system is improved by
employing CSA, an efficient algorithm inspired by the immune system.

It is pointed out that there exist more efficient immune-inspired search al-
gorithms for searching the multi-modal search space, such as opt-IA [18] and
opt-AiNET [19]. As the first step we started with the classical CSA algorithm
and demonstrated that the immune-inspired search strategy can be applied to
solve the problem proposed in this paper. In the near future, based on the posi-
tive research results presented in this paper, other immune-inspired algorithms
will be investigated on the same problem and their performances will be com-
pared and analysed.

There is also other work that needs to be done in the future: (1) Learning with
incomplete qualitative data. (2) Learning with hidden species: if there are hidden
species not measured in the pathway, learning task will be more challenging. (3)
Under the above two conditions, it is expected to investigate the suitability and
performance of different immune-inspired approaches.
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Application of AIS Based Classification Algorithms to 
Detect Overloaded Areas in Power System Networks 
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Abstract. The identification of voltage collapse prone areas in a power system 
network is often a difficult and computationally intensive task.  Artificial Im-
mune System (AIS) algorithms have been shown to be capable of generalization 
and learning to identify previously unseen patterns.  In this paper, an AIS algo-
rithm - Support Vector Machine (AIS-SVM) hybrid algorithm is developed to 
identify voltage collapse prone areas and overloaded lines in the power system 
network. The applicability of AIS for this particular task is demonstrated on a 
30 bus electrical power system network and its accuracy compared to a conven-
tional un-optimised SVM algorithm across 3 different power system networks. 

1   Introduction 

Due to regulatory pressure power system networks around the world increasingly 
operate closer to their stability limits as operators try to deliver power to end users in 
the most economical way.  In such a situation, unforeseen problems may arise and 
endanger voltage stability and loadability limits in the network. 

The proximity of the network to voltage collapse and transmission line loadability 
levels are crucial parameters for power system operators  in order to avoid blackouts 
in the system. 

A standard approach to establish the proximity to voltage collapse in a power sys-
tem is to monitor the system  power flow Jacobian matrix [1].  This matrix becomes 
singular at the maximum loading point of the bus being monitored.  The singularity of 
the Jacobian matrix causes problems when computing the voltage stability limit of a 
power system as the standard Newton-Raphson method used to solve the power flow 
problem diverges.  Several methods have been discussed to establish the proximity of 
individual bus voltage to voltage collapse, including regulating the step length on the 
Newton- Raphson iterations [2], performing sensitivity analysis on the converged 
Jacobian matrix [1] or using the homotopy continuation [3] method to trace the power 
voltage relationship at each bus.  Overloaded lines on the other hand, can be easily 
identified by using a standard power flow algorithm. 

Calculating the proximity to voltage collapse for every possible loading condition 
in a power system can be a computationally intensive task.  Artificial Immune Sys-
tems (AIS) and other artificial intelligence (AI) techniques can assist this task by 
helping to develop an approximate model that monitors a power network’s suscepti-
bility to these problems.  Research in both [4] and [5] uses a Kohonen self organizing 
map (SOM) to identify weak voltage buses within the power system network. The 
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results in [5] were compared against those obtained from singular value decomposi-
tion of the power flow Jacobian.  In [6] weak voltage buses were grouped together 
using a fuzzy clustering algorithm.  

In a similar way to other AI techniques, voltage weak areas and overloaded lines 
can be grouped together using an AIS clustering algorithm.  AIS algorithms have 
been used to solve data clustering problems in the past [7, 8]. It was demonstrated in 
[8] that an AIS algorithm yields the best results among several considered algorithms. 

AIS algorithms on their own [9] or combined with other techniques, such as Sup-
port Vector Machines (SVM) in [10] and [11], have also been used for supervised 
learning and classification.  In [10] an AIS algorithm was used to optimize the para-
meters of an SVM to detect failures in induction motors.  AIS optimisation algorithms 
have been shown to converge to a global optimum[12] (given enough time) and per-
form fewer evaluations to reach this optimum than hybrid genetic algorithms[13].This 
paper describes a novel AIS algorithm based method, to identify voltage collapse 
prone buses and overloaded lines in the power system network.  The algorithm uses 
clustering, classification and optimization to arrive at reliable prediction of voltage 
weak areas. 

2   AIS Optimized SVM Algorithm 

2.1   Generating Training and Testing Data 

Voltage weak buses and overloaded lines can be detected by generating a wide variety 
of training data from simulations1[14].  In this study, a 30 bus test network[15] was 
used to generate valid operating conditions on the power system network. 

 

Fig. 1. 30 bus test network(adapted from [15]).  The identified 5 weakest voltage buses are 
enclosed in shaded rounded rectangles and the 5 most commonly overloaded lines are hig-
hlighted using thick red dashed lines. 

                                                           
1 The simulated results were generated using MATPOWER. 
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Sample data was generated by randomly raising the real and reactive power level 
across the whole network by up to 100% above the base load.  Each load in the net-
work was also randomly varied by up to ±20% of the original base load at that partic-
ular bus.  This is mathematically shown in equation (1).  

࢒  ൌ ࢈࢒ ൅ ࢈࢒࢖ ൅ .࢈࢒ ࢟                                                    (1) 

Where: ࢒ System load at given operating conditions ࢈࢒  Base system load ݌ Uniformly distributed random variable between 0 and 1  ࢟ Row vector of uniformly distributed random numbers between -0.2 and 0.2 
. Element by element multiplication of two vectors 
 

2500 operating points are generated for this study. 

2.2   Homotopy Continuation Power Flow 

For each of the operating points, a static stability study was carried out on the system 
to determine each bus’ proximity to voltage collapse.  This was achieved using homo-
topy continuation load flow [3, 16]. 

A homotopy parameter ߣ is added to the standard Newton- Raphson load flow to 
represent load growth. 

ሻࣅሺ࢙ࡸ  ൌ ૙࢙ࡸ ൅  (2)                                                    ࢊࡸࣅ

Where: ܮ௦ሺߣሻ  Load / generation at some increase in lambda ܮ௦଴  Load / generation at current operating point, ߣ ൌ  Homotopy parameter or the load increase factor (loadability)  ߣ  ௗ  Loading and generation that will lead to voltage collapseܮ 0
 

These equations can be combined with the standard load flow equations to form a 
homotopy function. 

,ሺ࢞ࡲ  ሻࣅ ൌ ሺ࢞ሻࡸ െ  ሻ                                               (3)ࣅሺ࢙ࡸ

Where: ࢞   Vector of voltage magnitudes and angles ܮሺ࢞ሻ  Standard load flow equation for voltage magnitudes and angles ࢞ ܨሺ࢞,  ሻ  Homotopy functionߣ
 

The homotopy equation can be shown to be equivalent to solving a differential equa-
tion[3, 16] in the following form. 
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,ሺ࢞࢞ࡲ  ሻࣅ ࣅࢊ࢞ࢊ ൌ െࣅࡲሺ࢞,  ሻ                                              (4)ࣅ

Where: ࢞ࡲ and ࣅࡲ are the Jacobian’s of ܨሺ࢞,  .ߣ ሻ with respect to ࢞ andߣ
 
The singularity of ࢞ࡲ causes problems at the maximum power point as the standard 
power flow Jacobian (࢞ࡲ) becomes singular.  To alleviate this problem, the power 
flow Jacobian can be augmented with an extra row and column. 

ࢍ࢛ࢇࡶ  ൌ ൤࢞ࡲ ࢑ࢋࣅࡲ ൨                                                    (5) 

Where ࢑ࢋ is a vector of modulus 1 with its kth element equal to unity.  By carefully 
selecting݇, ࢍ࢛ࢇࡶ becomes non singular. 

To determine the maximum power point on the power voltage curve the power 
flow equations are modified.  The ith bus in the system is tested by amending the real 
and reactive power demand at this bus using the following equations: 

 ௅ܲ௜ሺߣሻ ൌ ௅ܲ௜଴ሾ1 ൅  ሿ                                                    (6)ߣ

 ܳ௅௜ሺߣሻ ൌ ௅ܲ௜଴ tanሺ׎௜ሻ ሾ1 ൅  ሿ                                           (7)ߣ

Where: ௅ܲ௜଴, ܳ௅௜଴ Original active and reactive loads at bus i ׎௜  Power factor angle at bus i 
 
The elements described above can be combined together to form a continuation pow-

er flow algorithm that will estimate the loadability (ߣ) of each bus in the power network.  
The iterations of the continuation algorithm use a predictor corrector process. 

Firstly, a tangent vector (ࢀ) is calculated by solving the following equation. 

 ൤࢞ࡲ ࢑ࢋࣅࡲ ൨ ࢀ ൌ  (8)                                                     ࢀ࢑ࢋ

A predicted solution is estimated using the computed tangent vector and a stepping 
size ߪ. 

 ቂ࢞ԢࣅԢቃ ൌ ቂ࢞ࣅቃ ൅  (9)                                                      ࢀ࣌ 

Where ࢞Ԣ and ߣԢ represent predicted solutions.  These solutions are corrected using 
a modified Newton- Raphson power flow method where the equations have one addi-
tional state variable, namely ߣ. 

During the algorithm, the step length ߪ is rigorously controlled.  It is allowed to 
grow at a rate governed by equation 10, where ݅ is the number of iterations taken by 
the last correction of the Newton- Raphson method.  If divergence of the Newton- 
Raphson method is detected, then the step length is reduced using equation 11. 
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ߪ  ൌ  (10)                                                        ݅/ߪ6

ߪ  ൌ  (11)                                                        3/ߪ

The continuation parameter ࢑ࢋ is also closely monitored.  It is changed to the 
parameter that yields the largest tangent vector (ࢀ) component.  If ill-conditioning 
of the augmented Jacobian matrix is detected, the continuation parameter is also 
changed. 

 

Fig. 2. A trace of a power voltage characteristic curve with the maximum value of lambda 
highlighted on the graph.  This indicates the loadability of that bus. 

Once each bus’ loadability limit (ߣ) has been calculated for a given operating 
point, each bus in the network can be ranked. The bus with the lowest value of ߣ is 
ranked as the weakest bus. 

2.3   Overloaded Lines 

Every operating point that is generated in the study is inspected to find any lines in 
the network that are overloaded. Overloaded lines are defined as those lines where the 
apparent power (MVA) rating of the line has been exceeded. 

2.4   Clustering Using AIS 

Operating points with similar voltage stability conditions and overloaded line confi-
gurations were grouped together using an unsupervised artificial immune clustering 
algorithm (UAIC)[8]. 

UAIC is modelled on the clonal selection principle in which B cells undergo rapid 
clonal expansion to target invading antigens. Feature vectors are modelled as anti-
gens. Antibodies and memory cells represent the prospective and evolved cluster 
centres respectively. The following table describes the mapping between the compo-
nents in the AIS model and their power system equivalents. 
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Table 1. AIS and power system mapping 

AIS Power System 
Antigen Feature vector of bus ranks or overloaded lines 
Antibody Prospective cluster centre 
Memory Evolved cluster centres 

2.4.1   Clustering Weak Voltage Buses 
A feature vector that contains the rank of each bus is used as the input for the cluster-
ing algorithm. 

 

Fig. 3. Antigen structure for clustering weak voltage buses 

The similarity between operating points is determined by applying a distance 
measure developed to compare similarly ranked operating points. The distance meas-
ure defines the number of upwards or downwards movements that each bus would 
have to make to map one operating point’s rank to another’s. For example, the vector ࢇ ൌ  ሾ1 2 3 4ሿ of a hypothetical 4 bus system is a ranking distance of 6 away 
from ࢈ ൌ  ሾ4 1 2 3ሿ. Bus 4 moves down 3, bus 1, 2 & 3 all move down 1, giving a 
total distance of 6. 

2.4.2   Clustering Overloaded Lines 
The configuration of the network’s overloaded lines can be represented as an antigen 
for presentation into the UAIC clustering algorithm. 

 

Fig. 4. Antigen for overloaded line clustering 

Similarity between operating points was determined using the Manhattan distance 
measure, defined as[17]: 

݁ܿ݊ܽݐݏ݅݀  ൌ ,ݔሺ݊ܽݐݐ݄ܽ݊ܽܯ ሻݕ ൌ  ଵே ∑ ሺ|ݔ௜ െ ௜|ሻே௜ୀଵݕ                      (12) 

Where: ࢞ and ࢟ are points in Թே 
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2.4.3   Unsupervised Artificial Immune Classification Algorithm (UAIC) 
The UAIC algorithm starts by generating an initial memory cell population.  This 
initialization takes place using the Kaufman initialization procedure[18].  This proce-
dure initializes a set of memory cells around the most centrally located antigen.  Other 
memory cells of different classes are initialized around the centrally located cell. 

To compare the similarity between antigens and antibodies, a distance function is 
defined.  Two different distance functions are used for clustering weak voltage buses 
and clustering overloaded line configurations. 

The training antigens are presented to the clustering algorithm in a random order.  
The following steps are performed on each training antigen. 

 
1) The antigen is assigned to the class of the nearest memory cell based on a cal-

culation of affinity with all other memory cells 

 ݉ܿ௠௔௧௖௛ ൌ ݃ݎܽ max௠௖ఢெ஼ ,ሺܽ݃ݕݐ݂݂݅݊݅ܽ ݉ܿሻ                          (13) 

Where: ݉ܿ א ,ሺܽ݃௜ݕݐ݂݂݅݊݅ܽ is an antigen (weak bus rank or overloaded line configuration) ݃ܽ ܥܯ is a memory cell from the population of memory cells ܥܯ ܾܽሻ is 1 െ -ሺܽ݃௜,ܾܽሻ between the ith antigen and the se݁ܿ݊ܽݐݏ݅݀
lected antibody 

 

2) The antibody population of the antigen’s class is evolved using the procedures 
of hyper-mutation and clonal selection.  A number of high affinity antibodies 
are selected to be cloned.  The number of clones generated depends on the 
clonal rate and the affinity between the antigen and the antibody. 

ܥ  ൌ  ∑ ݎܥሺ݀݊ݑ݋ݎ כ ,ሺܽ݃௜ݕݐ݂݂݅݊݅ܽ ܾܽሻሻே௜ୀଵ                            (14) 

Where: ܥ is number of clones generated ݎܥ is the clonal rate defined for the algorithm (in this study, it is 10) ܾܽ א  ܤܣ is an antibody from the population of antibodies ܤܣ
 
3) The clones are then subjected to affinity maturation.  Higher affinity antibo-

dies are mutated less than those with a lower affinity. 
4) Finally, the matured set of antibodies is evaluated against the original best 

classifying memory cell to decide if the new memory cell should be accepted 
for inclusion into the memory pool.  The best new memory cell is found by 
searching the pool of antibodies: 

 ݉ܿ௖௔௡ௗ௜ௗ௔௧௘ ൌ arg maxୟୠ஫୅୆ ,ሺagݕݐ݂݂݅݊݅ܽ abሻ                     (15) 

If ݉ܿ௖௔௡ௗ௜ௗ௔௧௘  is a better match (has a higher affinity) to the antigen than ݉ܿ௠௔௧௖௛ 
then the candidate is further considered for inclusion as part of the memory cell popu-
lation.  ݉ܿ௖௔௡ௗ௜ௗ௔௧௘ is only added to the memory cell population if the affinity of the 
candidate memory cell is greater than ݉ܿ௠௔௧௖௛ and if ሺ݂݂݈ܽ݅݊݅݀݋݄ݏ݁ݎ݄ݐ ݕݐ כ
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 ሻ is less than the affinity between ݉ܿ௖௔௡ௗ௜ௗ௔௧௘ and theݎ݈ܽܽܿݏ ݈݀݋݄ݏ݁ݎ݄ݐ ݕݐ݂݂݅݊݅ܽ
training antigen. 

The ݂݂݈ܽ݅݊݅݀݋݄ݏ݁ݎ݄ݐ ݕݐ is calculated as the average affinity between all of the 
training antigens.  The ݂݂ܽ݅݊݅ݎ݈ܽܽܿݏ ݈݀݋݄ݏ݁ݎ݄ݐ ݕݐ is set to 0.1 in this study. 

After training on all the antigens is complete, the algorithm will restart and begin train-
ing on the first antigen. The algorithm terminates when the number of antigen classes 
changed between iterations reaches a minimum threshold value (5% in this study). 

2.5   Classification Using AIS Optimized SVM 

Support vector machines (SVMs) are a classification technique based on statistical 
analysis. They aim to separate an n-dimensional continuous feature space into two 
classes. SVMs represent this problem by formulating a linear separating hyperplane.  
This hyperplane can then be represented as shown below. 

 ݂ሺݔሻ ൌ ݔ்ݓ ൅ ܾ                                                   (16) 

Where ࢝ is an n-dimensional vector of weights, ࢈ is a bias vector and ࢞ is a point in 
n-dimensional space.  Depending on whether a point lies above or below this plane 
determines to which class the point belongs. 

 

Fig. 5. Two possible linear discriminants to separate the circles from the crosses 

Figure 6 shows the construction of two hyperplanes that separate the linearly se-
parable classes: class 1 and class 2.  The aim of the SVM is to construct a maximum 
margin hyperplane that separates the two classes.  The construction of the maximum 
margin hyperplane can be formulated as an optimization problem. 

The SVM can be easily adapted to work for non-linear classification problems.  In 
this instance, the training instances are mapped into a higher dimensional space and a 
maximum margin linear hyperplane constructed to classify the data.  If ߠሺ࢞ሻ defines a 
mapping such that ߠሺ࢞ሻ: Թ௡ ՜ Թ௡ᇱ where ݊ᇱ ب ݊ the support vector machine dual 
optimization[19] becomes: 

 ൞minఈ ቂଵଶ ∑ ∑ ௝ן௜ן ௝൯௞௜ୀଵݔ൫ߠ௜ሻݔሺߠ௝ݕ௜ݕ െ ∑ ௜௞௜ୀଵ௞௝ୀଵן ቃݏ. ∑  ݐ ௜ݕ ௜ൌן 0௞௜ୀଵן௜൒ ݅ ݎ݋݂ 0 ൌ 1 … ݇                         (17) 
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Where: ן௜, ࢞ ௝ Lagrange multipliersן א Թ௞  
 

The inner product between certain sets of two functions can be calculated without 
ever knowing the individual mapping.  This leads to a replacement of ߠሺݔ௜ሻߠ൫ݔ௝൯ 
with ܭሺݔ௜, ,௜ݔ൫ܭ ௝ሻ whereݔ  ௝൯ is a kernel function.  When the data is not linearlyݔ
separable, then a penalization parameter C is introduced.  The parameter C represents 
the trade-off between minimizing the training set error and maximizing the margin. 

There are several choices of kernel function available.  The classification method 
used in this study is the radial basis function. 

,࢏൫࢞ࡷ  ࢞࢐൯ ൌ ሺെ ܘܠ܍ ฮ࢞࢐࢞ି࢏ฮ૛૛࣌૛ ሻ                                         (18) 

The parameter ߪ affects the above kernel function and also influences the ability of 
the support vector machine to accurately classify data. 

The choice of values for C and ߪ will affect the classification performance of the 
classifier.  To obtain a high level of classification accuracy, C and ߪ should be chosen 
carefully and optimised where possible.  This can be carried out using an optimisation 
algorithm.  The other main variable in the SVM is the kernel function.  In this study, 
the kernel function was left constant as the radial basis function. 

Support vector machines are often used for two class classification problems.  
However, the method can easily be extended to multi class problems by considering a 
multi-class problem as a set of two class classification problems. 

2.5.1   Optimizing C and ࣌ with an AIS Optimization Algorithm 
Artificial immune systems have been successfully applied to tackle optimization 
problems in other areas[20, 21]. In this study, the parameters ܥand ߪ of the SVM 
were optimized using Opt-aiNET.  An AIS algorithm was chosen over a genetic op-
timisation algorithm as because of its ability to avoid local optima[10], converge to a 
global optimum[12] and require fewer evaluations to reach the optimum solution[13].   

Opt-aiNET works by evolving a population of antibodies which are candidate solu-
tions to the function being optimized.  The antibodies are continually selected against 
by comparing their fitness with the objective function.  The antibodies also undergo a 
process of clonal expansion, mutation and interaction, where the best performing 
antibodies are cloned the most and mutated the least.  Over time, a memory set of 
cells evolves that represents the best candidate solutions to the optimization function.  
The optimization procedure is terminated once the number of iterations no longer 
improves the performance of the classifier. 

The classification performance of the SVM was optimized by running the classifi-
cation algorithm using 10 fold cross validation whilst varying the parameters ܥ and ߪ.  
The data set used to carry out the optimization contained 200 feature vectors with 50 
vectors from each class.  A reduced set was used to ensure that building the SVM 
model was not prohibitively time consuming. 
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The classification performance of the SVM with no parameter optimization was 
compared with that obtained with parameter optimization. 

The optimization algorithm used was programmed using the optimization algo-
rithm toolkit (OAT[22]).  The toolkit was modified and integrated to the WEKA ma-
chine learning environment[23] to test the classification accuracy of the support vec-
tor machine using LibSVM[24]. 

2.5.2   Classification of Voltage Collapse Prone Buses and Overloaded Lines 
The inputs for the classification of voltage collapse prone buses and overloaded lines 
were a summary of network parameters representing the current load on the network.  
These parameters used were as follows: 

• Real power demand at each bus in the network 
• Reactive power demand at each bus in the network 
• Real power generation at node in the network 
• Reactive power generation at each node in the network 
• Total real power losses through the network 
• Total reactive power losses through the network 

 
On the 30 bus system, this means a feature vector used for input into the SVM has 40 
non-zero attributes for real and reactive power demand, 12 non-zero attributes for real 
and reactive power generation and 2 attributes for real and reactive total power losses.  
Each feature vector therefore has 54 attributes, excluding the class label. 

3   Case Studies and Results of Simulations 

Simulations were carried out on the 30 bus network whose single line diagram is 
shown in figure 1.  The original loading of the network in the base configuration does 
not cause any of the lines to be overloaded nor any bus voltage to be below statutory 
limit of 5%.. The optimization of the SVM was tested with a test 9 bus network [25] 
and a 14 bus network[26].  By varying the load in the network in the range of 100% to 
200% of a base loading 2500 network operating points were generated. 

The unsupervised artificial immune classification algorithm was then setup to find 
4 clusters in the data.  These 4 clusters represent the different rankings for the 30 
buses in terms of voltage stability issues.  In this way, the 2500 operating points are 
divided into 4 groups depending on the ranking of the voltage weak buses at that 
particular operating condition.  Each group does not necessarily contain rankings that 
are all identical, there may be some variation.  However, each group represents the 
best division of the operating points that the UAIC algorithm could achieve based 
using the ranking distance similarity measure described in section 2.4.1.   

The 4 classes that were produced by the UAIC algorithm are shown in the follow-
ing table.  The table also shows the top 10 weakest buses in the 30 bus network for 
each of the 4 classes.  The different ranks produced in each of the 4 classes are the 
most commonly occurring rank within that class.  The variation in bus ranking be-
tween classes in the top 10 buses shows how the UAIC algorithm partitions the 2500 
operating points. 
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Table 2. Various operating points of the 30 bus power network grouped into clusters depending 
on the ranking of buses within the network along with the top 10 weakest buses by class 

Class No. in Class Top 10 Weakest Buses 
1st 2nd 3rd 4th 5th 6th 7th 8th 9th  10th  

Class 1 761 30 8 26 7 19 21 14 17 12 15 
Class 2 526 8 30 26 7 19 21 17 14 12 24 
Class 3 610 30 8 26 7 19 17 21 24 12 14 
Class 4 603 30 8 26 7 19 21 14 17 24 12 

 
Clustering the overloaded lines was carried out using the same AIS clustering algo-

rithm. The groupings for the overloaded line classes are shown in the following table. 

Table 3. The class groupings for overloaded lines in the 30 bus power system network 

Class No. in Class No. Of Overloaded Lines Overloaded Lines 
Class 1 1624 2 overloaded lines Bus 6 to 8 & 21 to 22  
Class 2 188 0 or 1 overloaded lines Bus 6 to 8 
Class 3 412 5 or more overloaded lines Bus 6 to 8, 21 to 22, 1 to 2, 

2 to 6, 15 to 23 
Class 4 276 3 or 4 overloaded lines Bus 6 to 8, 21 to 22, 15 to 

23 & 1 to 2 

 
The single line diagram in figure 1 shows both the 5 weakest buses and the 5 most 

overloaded lines that were found from this study.  After grouping, the performance of 
the AIS trained SVM classifier was compared with the standard SVM.  The results of 
this comparison are shown in the following table. 

Table 4. Classification accuracy comparison of the 9 bus, 14 bus and 30 bus support vector 
machine with optimised and un-optimised classification parameters 

Test Network Un-optimized 
SVM  
Classification 
Accuracy  

AIS  
Optimized 
SVM  
Classification 
Accuracy  

Overloaded Lines (9 Bus Network) 88.4% 99.4% 
Ranking Voltage Weak Buses (9 Bus Net-
work) 

62.6% 96.4% 

Overloaded Lines (14 Bus Network) 85.2% 99.7% 
Ranking Voltage Weak Buses (14 Bus Net-
work) 

79.6% 94.7% 

Overloaded Lines (30 bus network) 91.6% 97.0% 
Ranking Voltage Weak Buses (30 bus net-
work) 

42.3% 88.4% 
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The results show that parameter optimisation significantly improves the default 
classification accuracy of the SVM.  Classification accuracies of between 88.36% and 
97% were achieved for the detection of overloaded lines and voltage weak buses. The 
classification accuracy obtained is suitably high to allow the classifier to be used to 
detect weak areas in the power system network.  

4   Conclusion 

In this paper a hybrid Artificial Immune System – Support Vector Machine algorithm 
was used to identify voltage collapse prone areas and overloaded lines in power sys-
tem networks.  An unsupervised artificial immune classification (UAIC) algorithm 
was first applied to the power system network to identify groups (clusters) of voltage 
weak buses (voltage collapse prone areas in the network) and overloaded transmission 
lines.  The clusters were then used as labels for a support vector machine classifica-
tion algorithm to build a model capable of identifying weak buses and overloaded 
lines in the network.  Two models were built; one using an un-optimised SVM and 
another using an AIS-SVM hybrid where the AIS algorithm was used to optimise the 
parameters of the SVM. 

The results show that SVM parameter optimization significantly improves the clas-
sification accuracy of the classifier.  The method discussed is a viable and fast way of 
identifying voltage weak areas and overloaded lines of a power system network.  The 
methodology described in this study could easily be applied to studies where the 
computationally intensive nature (due to the size of the power network) of performing 
a static voltage stability assessment and power flow is prohibitively expensive. 
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Abstract. Transmission expansion planning (TEP) is a complex optimization 
task to ensure that the power system will meet the forecasted demand and the 
reliability criterion, along the planning horizon, while minimizing investment, 
operational, and interruption costs. Metaheuristic methods have demonstrated 
the potential to find good feasible solutions, but not necessarily optimal. These 
methods can provide high quality solutions, within an acceptable CPU time, 
even for large-scale problems. This paper presents an optimization tool based 
on the Artificial Immune System used to solve the TEP problem. The proposed 
methodology includes the search for the least cost solution, bearing in mind in-
vestments and ohmic transmission losses. The multi-stage nature of the TEP 
will be also taken into consideration. Case studies on a small test system and on 
a real sub-transmission network are presented and discussed. 

Keywords: Transmission Expansion Planning, Artificial Immune System, 
Power System, Metaheuristics. 

1   Introduction 

The main objective of the multi-stage transmission expansion planning (TEP) is to 
define where, when, and what reinforcements should be placed in the electrical net-
work to ensure an adequate level of energy supply to customers, taking into account 
the load growth and new generator capacities. In a competitive energy market, TEP is 
a complex optimization task to ensure that the power system will meet the forecasted 
demand and the reliability criterion, along the planning horizon, while minimizing 
investment, operation and interruption costs. This practice is the only rational re-
sponse to conflicting customer and regulatory demands [1, 2]. 

Owing to today’s power network dimensions, random behavior of transmission and 
generation equipment, load growth uncertainties, new generator source types and 
locations, discrete nature of decisions, market aspects, etc., the TEP problem has 
become combinatorial, stochastic, and highly complex. Even considering only deter-
ministic aspects, it is very difficult to find the optimal solution for TEP problems, 
since it requires the use of combinatorial algorithms, which have great difficulty in 
solving medium size problems. If parameter uncertainties and chronological aspects 
are added to these problems, the optimal solution becomes almost inaccessible. 

The chronological aspect refers to the multi-stage nature of the TEP problem.  
It requires the consideration of multi-time periods, determining possible sequences 
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(i.e. stage-by-stage) of transmission reinforcements.  To circumvent the multi-stage 
nature, simplified studies (also known as static analyses) determine, for just one stage, 
where new transmission facilities should be installed. Even so, the search for the op-
timal solution is still combinatorial. Several works to solve TEP problems can be 
found in the literature [2-15]. However, only a few works have considered the multi-
stage nature of the TEP problem [7, 9, 12, 15]. 

Metaheuristic methods [5-16] have demonstrated the potential of finding good fea-
sible solutions, but not necessarily optimal. Numerous advantages can be linked to 
these methods: the software complexity is simple, they are able to mix integer and 
non-integer variables, and also present a faster time-response. The success of such 
methods is related to their ability to avoid local optima by exploring the basic struc-
ture of each problem. They can provide high quality solutions, within an acceptable 
CPU time, even for large-scale problems. Several metaheuristic tools have evolved in 
the last decade to solve TEP problems, e.g.: Simulated Annealing (SA) [5]; Tabu 
Search (TS) [6, 7, 15]; Genetic Algorithms (GA) [8, 9]; Greedy Randomized Adap-
tive Search Procedure (GRASP) [10, 11]; Evolution Strategies (ES) [12, 15]; Differ-
ential Evolution (DE) [13]; Particle Swarm Optimization (PSO) [14]; and Ant Colony 
Optimization (ACO) [15].  

Another possibility to solve TEP problems is the Artificial Immune System 
(AIS). This metaheuristic is based on the biological principal of the bodies’ immune 
systems. An immunological system has major characteristics that can be used in 
learning and optimization [17-20]. For optimization problems, four topics are espe-
cially interesting: proliferation, mutation, selection, and memory cells. While pro-
liferation is the capability of generating an offspring from the parent cells, mutation 
is the ability of searching through the solution space for near optimum points. Since 
the Karush-Khun-Tucher (KKT) conditions can not be tested for this problem, one 
can not ensure the optimality of this process. The mutation occurs with two differ-
ent characteristics: hypermutation, which is responsible for local searching, and 
receptor editing that carries out global searching. The selection process is responsi-
ble for eliminating low-affinity cells, while the activation of the memory cells re-
sults in a more intense and quicker immune reaction in comparison to activation of 
naive cells. These features make AIS a powerful optimization tool. The same prin-
ciple can be used to search for the optimum solution of complex problems related to 
electric power systems. 

This work presents an optimization tool based on the AIS metaheuristic to solve 
the TEP problem. Other heuristics, such as the one used in GRASP [10], are also 
used to construct better quality initial populations that in some way represent the 
memory cells. The TEP problem includes the search for the least cost solution, 
bearing in mind investments and ohmic transmission losses (i.e. Joule effect in the 
lines). Also, the multi-stage nature of the TEP will be considered. The paper is 
organized as follows: Section 2 shows the formulation of the TEP problem; Section 
3 presents the AIS metaheuristic and how to adapt it to the TEP problem; Section 4 
shows the application of AIS to solve a case study involving a simple test system; 
and, finally, Section 5 presents the conclusions, which include some comments 
about the application of AIS to solve real transmission expansion problems. 
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2   Transmission Expansion Planning Problem 

Different from most works that perform a static planning and use other optimization 
tools, the present work applies, for the first time, the AIS to solve the TEP problem 
considering the chronology of the investments and including the cost of ohmic trans-
mission losses in the objective function. In this type of problem, the interest is not 
only to define what reinforcements should be placed in the electrical network and 
their corresponding locations, but also when they will be added along the planning 
horizon to ensure an adequate level of energy supply to customers. At the end, the 
best expansion plans must be selected in order to minimize the present value costs 
involved in the objective function. 

The first step, considering the mathematical formulation of the TEP problem, is to 
define the representation of the solution matrix S (also named sequence), which corre-
sponds to the candidate plans. Under the AIS taxonomy, matrix Sk represents an indi-
vidual or antibody, which can be defined as follows: 
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where n indicates the number of possible network branches allowed to receive rein-
forcements, y corresponds to the number of stages considering the planning horizon, 

and k
l ts  refers to the total number of reinforcements at stage t, and branch l in relation 

to the base system network configuration. If only one stage is considered (static prob-
lem), one has the following solution vector: 
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During the optimization process, provided by the AIS, the selection of the candi-
date plans is done considering the whole horizon, aiming to minimize the present 
value of the objective function. 

In order to build a sequence, the maximum number of reinforcements in each 
branch must be satisfied. In addition, it is important to ensure a coordination scheme 
of the added reinforcements. For example, reinforcements inserted in stage t must be 
mandatorily included in the following stages t+1, t+2,..., y. These constraints are de-
fined as follows: 
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where Nl max refers to the maximum number of reinforcements permitted in branch l. 
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Once a sequence is found, for a specific planning horizon composed of y stages, 
the TEP problem can be described by: 

∑
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where f(Sk) represents the total cost function in present value associated with the k se-
quence; e indicates the discount rate; h(t) corresponds to a function that informs the 
numerical difference between the year of stage t and the base year; Cinvl is the unit 
investment cost for the reinforcements added in the branch l; mk

t l refers to the number of 
reinforcements located at stage t and branch l of the sequence k, i.e. mk

t l = sk
t l – sk

(t-1) l (if 
t represents the initial stage, then mk

t l = sk
t l); Closst

k represents the costs associated with 
ohmic losses cost at the stage t of the sequence k; α refers to the load shedding penalty 
vector; and rt is the load not-supplied vector at stage t. 

Every time that a configuration is obtained by the AIS, an evaluation is performed 
through a linear programming (LP) based on a linearized DC power flow model [21], 
as described in the following:  

Minimize: 

rz Tα= .                                                        (5) 

subject to: 

dBrg =++ θ .                                                 (5.1) 

maxgg ≤≤0 .                                                   (5.2) 

dr ≤≤0 .                                                       (5.3) 

maxff ≤ .                                                       (5.4) 

Where g is the generation bus vector; B represents the susceptance matrix; θ is the 
voltage angle vector; d is the load vector; gmax refers to the generation limit bus vec-
tor; f is the power flow vector; and fmax represents the power flow limit vector. 

This LP, which is applied to each stage of the planning horizon, can be efficiently 
solved by the interior point method. The Lagrange multipliers associated with the 
constraints of eq. (5.1) are of high interest, since they can assist in the construction 
process of better quality initial sequences (memory cells). These multipliers measure 
the benefit in terms of load not-supplied index concerning changes on the circuit by 

the addition of new reinforcements. Denoting dπ  as this Lagrange multiplier vector, 
the benefits can be estimated by [10]: 
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where d
ijπ  is the Lagrange multiplier associated with the branch susceptance connect-

ing buses i and j.  
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Therefore, the greedy or heuristic function defined as follows, which also considers 
the investment costs associated with the new reinforcements, can be of high interest to 
assist the AIS to find sequences of better quality [15]: 

l
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)j,i(

π
η = .                                                     (7) 

where Cinvl was already defined in eq. (4) and l is the branch that connects buses i 
and j. 

In order to include the costs associated with the ohmic losses in the optimization 
process, a special DC flow model is used. Basically, the losses are calculated using 
the voltage angle vector obtained by the LP solution of a given configuration. After-
wards, these losses are distributed as loads, where each bus i and j receives half of 
ohmic losses found in the circuit that connects these buses. Again, a new LP is solved 
considering this new increased load and a new voltage angle vector is found. This 
corresponds to the solution for a given configuration. 

The amount of losses associated with the circuit between buses i and j can be ap-
proximated as [15]: 

 )fr(P ijijij
2×= .                                                     (8) 

where rij is the resistance of the circuit and fij is the active power flow, and all quanti-
ties are in pu. The total ohmic losses cost (Closs) is given by [15]:  
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where CkWh represents the loss unit cost in US$/kWh; LF is the loss factor, which 
modulates the load curve and the value 8736 aims at converting the incremental loss 
costs into annualized costs. 

3   Artificial Immune System 

3.1   Basic Concepts 

An AIS optimization framework intends to capture some of the principles of the natural 
immune system (NIS), within a computational environment. As in every intelligent-
based method, the AIS is a search methodology that uses heuristics to explore interest-
ing areas in the solution space. However, unlike other intelligence-based methods, the 
main algorithms presented in literature, CLONALG [18] and opt-AINet [20], provide 
tools to perform simultaneous local and global searches. These tools are based on two 
concepts: hypermutation and receptor editing. While hypermutation is the ability to 
execute small steps towards a higher affinity antibody (hAb), leading to local optima, 
receptor editing provides large steps through the solution space, which may lead into a 
region where the search for a hAb is more promising. 

The main statement of the CLONALG algorithm is that progressive adaptive changes 
can be achieved by cumulative blind variation based only upon an affinity increase 
caused by random mutation and individual selection. It also states that, through these 
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principles, it is possible to generate high-quality solutions to complex problems. Next, 
the main operators of the CLONALG algorithm will be presented. In addition, it will be 
described some modifications that allowed it to achieve better quality results.  

3.2   Adaptation of CLONALG to the TEP Problem 

In order to adapt the CLONALG algorithm to solve the TEP problem, sequence Sk, 
described by eq. (1), corresponds to each antibody of the immune system. In addition, 

each element k
l ts , which refers to the reinforcement options, corresponds to a position 

of this antibody.  
The first step in the original CLONALG algorithm is to randomly choose a popula-

tion of antibodies that will evolve through generations. One huge advantage of the 
approach developed in this work is the use of memory cells, which are not considered 
in other population-based algorithms neither in the original CLONALG in optimiza-
tion problems. These memory cells are used as the initial population of high affinity 
antibodies, which are obtained by emulating a previous scenario, rather than computa-
tional simulations. This process is named Intelligent Initialization, which consumes 
very little computational effort. Considering the TEP problem, better performance can 
be achieved if an initial population of good antibodies is selected, as described in 
several works [7, 9, 10, 12, 15]. In this case, there is a higher chance of finding better 
plans through the evolution of the optimization process. In this work, the heuristic 
function given by eq. (7) is used as the basic knowledge to build the initial good qual-
ity sequences. The computational gain of using these memory cells, along with other 
improvements in the original CLONALG, makes the proposed algorithm very suitable 
for the problem to be solved, as it will be shown in Section 4. 

The Intelligent Initialization mechanism or process used to build good quality ini-
tial sequences (memory cells) is presented as follows: 

1. An evaluation order is randomly chosen to consider the stages of the planning 
horizon; select the first position of the order, and go to step 2. 

2. Perform a DC power flow according to eq. (5) including the evaluation of ohmic 
losses, based on the transmission network of the previous stage already analyzed. 
If a feasible configuration is found (loss of load = 0), go to step 5; otherwise, go 
to step 3. 

3. Evaluate the heuristic function according to eq. (7) and select branch c, which 
connects buses i and j, to receive a reinforcement through eqs. (10) and (11). In 
this step, the constraints defined by eq. (3) must be satisfied. Go to step 4. 
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where η(i,j) represents the value of the heuristic function associated with the branch 
(i,j); arg max is a function that selects the maximum value of the heuristic function; 
Tk is the set of reinforcements not yet selected by the process; q represents a ran-
dom number uniformly distributed in [0,1]; q0 is an adjustable parameter (0≤q0≤1), 
which indicates the degree of intensity that the process will concentrate on the best 
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reinforcements suggested by the heuristic function; C corresponds to a random 
variable that follows a discrete distribution given by eq. (11), where pk(i,j) is the 
probability of adding the reinforcement (i,j) to sequence k. 
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4. Perform a new DC power flow including the ohmic losses. If the new configura-
tion is feasible, go to step 5; otherwise, return to step 3. 

5. If the stage under analyses corresponds to the last one considering the evaluation 
order defined in step 1, store the sequence and go to step 6; otherwise, select the 
next stage of the evaluation order and return to step 2. 

6. If the initial population has been defined, the Intelligent Initialization mechanism 
is interrupted; otherwise, the process must be restarted in order to build a new se-
quence; return to step 1. 

 

According to the CLONALG algorithm, the reproduction operator is responsible for 
cloning the antibodies with higher affinity (identical copies). The better the antibody 
affinity is, the higher the number of clones generated by it. However, if the optimiza-
tion process aims at locating multiple optima (the objective of the TEP problem is to 
identify the set of best sequences and not only the best one), it may be more interest-
ing to select all antibodies to generate clones. In addition, independently of the anti-
bodies affinity, the number of copies provided by each antibody may be the same, as 
it is observed in [18]. As a result, a better exploration of the search space may be 
reached when the hypermutation operator is used.  

Since nAb is the number of antibodies (sequences) and nclo is the number of clones 
generated by each antibody Sk, after the application of this operator, there will be 

AbnG groups consisted of the original antibody Sk and its respective clones Clk,u: 

{ }
{ } { } .n1,2,...,u  ;  n1,2,..., k

SCl    ,Cl,SG

cloAb

kuk,u,kkk

∈∀∈∀
== where

                                    (12) 

As already mentioned, the hypermutation operator aims to achieve higher affinity 
antibodies, i.e. to provide better quality antibodies. The hypermutation process consists 
of adding a perturbation Zt

k to each clone Clt
k,u, at all stages t of the planning horizon, as 

shown by eqs. (13) and (14): 
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where u,k
tlC

~
 represents a new antibody, which is obtained through the mutation of clone 

Clt
k,u; σ is the mutation magnitude; Nt l (0,1) corresponds to a Gaussian distribution  

with zero mean and unit variance. As it can be seen, the perturbation Zt
k is continuous. 
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Therefore, a round function must be applied to each position of the new antibodies, since 
the reinforcements are discrete variables. 

After using the hypermutation operator, the strategy adopted by the selection proc-
ess is to keep the nb best antibodies, based on Equation (4), from each group Gk (par-
ent and its respective clones) to create a new group G*. It is important to observe that 
if just the best clone is selected, all others will be disregarded and valuable informa-
tion may be lost as mentioned in [18]. 

Avoiding a combinatorial explosion, all antibodies of the resulted group G* are com-
pared at each iteration. This step is represented by the receptor editing that selects the 
best antibodies of group G* in order to minimize Equation (4). In addition, it is not 
allowed the selection of identical antibodies. At the end, the best and distinct nab anti-
bodies will evolve to the next generation, keeping the same size of the initial population. 
This process ensures a better quality and diversified population for the next generation, 
since there will not be identical antibodies. 

In the original CLONALG, the receptor editing operator aims at substituting the 
lower affinity antibodies by new ones. The objective is to escape from local optima 
and provide a better exploration of the search space. The CLONALG proposed in this 
work achieves the same objective in assuring a selection of distinct antibodies for the 
next generation. In this case, it is unnecessary to substitute the lower affinity antibod-
ies. Therefore, some modifications were made in the original CLONALG, mainly re-
garding the selection process and the receptor editing. 

The proposed CLONALG algorithm used to solve the TEP problem is represented by 
the diagram shown in Fig. 1. 
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Fig. 1. Proposed CLONALG-based block diagram for the TEP problem 

where each step is detailed as follows: 

1. Create a population of antibodies according to the Intelligent Initialization 
algorithm; 

2. Calculate the value of the objective function for each antibody. The result is stored in 
f and represents the population affinity for the optimization process; 

3. For each antibody, a set of nclo clones is generated; 
4. Each clone passes through a process of hypermutation according to the eqs. (13) 

and (14). All clones must satisfy the constraints imposed by eq. (3). The stages of 
the planning horizon are evaluated one-by-one and follow a decreasing year or-
der. For each configuration found, a DC power flow including ohmic losses is 
performed. Only feasible sequences are allowed; 

5. Calculate the affinity of each clone; 
6. Select the nb best sequences from each group Gk, to create a new group G*; 
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7. Apply the receptor editing to select the best and distinct nab antibodies from G* 
that will evolve to the next generation. If the maximum number of generations is 

achieved, max
gern , the search is interrupted and the best sequences found during the 

optimization process are stored. 

An explanation must be given in relation to the step 4. The same mutation magnitude is 
used to all clones generated by the different antibodies. However, considering the 
planning horizon, a mutation of smaller magnitude is selected for the last stage when 
compared with the magnitude of the other stages. If a high magnitude is chosen for the last 
stage, sequences with more reinforcements may be obtained and, therefore, with a worse 
affinity. On the other hand, since the other stages must have a coordination of the rein-
forcements added, the mutation operator is performed only over some branches. There-
fore, if a small magnitude is chosen, the chance of not having changes in the number of 
reinforcements in any branch of the system is increased, thus contributing for a lower 
diversity of the population. 

In the next section, the application of the modified CLONALG will be presented in 
order to solve a case study involving the TEP problem. In addition, a performance com-
parison between the original and the proposed CLONALG will be shown, where the 
benefits of using the modified version for this kind of problem will be validated. 

4   Application of the Modified CLONALG to the Transmission 
Expansion Planning Problem 

A case study on a test system is presented and discussed in the next subsection. All 
CPU times refer to a Pentium Core 2 Duo processor (2.66GHz). The programs were 
developed using the software MATLAB. 

The test system has 6 buses (3 generation and 3 load buses) and 11 double trans-
mission circuits. Figure 2 shows the unifilar diagram of this system. Considering the 
reference or starting year, the installed capacity is 260 MW and the load peak is 210 
MW. All deterministic bus and circuit data can be found in [7,12,15]. 

The system planning horizon is 8 years, and for each year the load and generating 
capacities are increased by 25%, in relation to the reference year. Therefore, the load 
and installed capacity will be 630 MW and 780 MW, respectively, at the end of the 
period of analysis (8th year). New transmission reinforcements can only be added to 
the existing branches and are limited to 3 reinforcements per branch. In order to cal-
culate the present value of eq. (4), it is used a discount rate (e) of 10%. In relation to 
the costs associated with the ohmic losses, the following parameters are used: 
CkWh=0.10 US$/kWh and LF=0.6144. 

Considering the proposed CLONALG algorithm (Fig. 1), the following parameters 
were selected: number of clones generated by each antibody, nclo=5; number of se-
quences selected from each group Gk, nb=2; mutation magnitude applied to branches in 
the last stage of planning horizon, σ1=0.3; mutation magnitude of the other stages, 
σ2=0.6. The algorithm is interrupted after a maximum number of generations, 

max
gern =100. The final objective of the search is to find the 25 best sequences that mini-

mize the present value cost according to eq. (4). 
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Fig. 2. Test system 

The performance of the proposed methodology is measured based on two criteria: 
first, through the index that measures the quality of the best sequences found, Iq (%); 
second, through the identification of how many simulated cases, in percent, were able 
to capture the best plan known, Ibest (%). The quality index, Iq (%), can be calculated 
as follows: 
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where nbest corresponds to the number of best sequences selected at the end of the opti-
mization process; f() is the function that minimizes the costs in present value, given by 
eq. (4); Sb indicates one of the best sequences stored after the end of the search; and Sbest 
refers to the best sequence known for the problem, independently if it is not found in a 
given simulated case.  

Figure 3 shows the importance of considering an Intelligent Initialization mecha-
nism, whose objective is to provide a good quality population (memory cells) at the 
beginning of optimization process. The results presented correspond to the simulation 
of 10 cases using different seeds randomly chosen. The tests considered two different 
sizes for the antibody population, nAb={10;15}, and in both situations the Intelligent 
Initialization process contributed to better quality indices (i.e. smaller values) and to a 
higher probability of finding the best known sequence. The CPU time is about the 
same independent of the initialization process. 

It is important to mention that using the Random Initialization would require the 
definition of a higher size for the antibody population, or the interruption of the search 
well beyond 100 generations to achieve a similar performance of the Intelligent Ini-
tialization. This would result in a higher computational effort. 

Table 1 presents the results achieved by the proposed CLONALG considering the 
application of the Intelligent Initialization process. It is shown the quality index, the 
present value of the best and worst sequence among the 25 selected ones, and the 
CPU time for the 10 cases simulated. In addition, the mean values are also presented. 
As a conclusion, one can observe that there is a little improvement in the quality in-
dex and in the probability of finding the best sequence known if it is considered a 
population size of 15, while the mean CPU time is increased circa 47%. 
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Performance Test System 

  

Fig. 3. Initialization process: Intelligent x Random 

Table 1. Performance of the proposed CLONALG 

nAb = 10 nAb = 15 
Case 

Iq(%) 
Min. Val. 
(106 US$) 

Max Val. 
(106 US$) 

T 
(min) 

Iq(%) 
Min. Val. 
(106 US$) 

Max Val. 
(106 US$) 

T 
(min) 

1 0.322 217.82 219.02 30.6 0.306 218.02 218.88 47.5 
2 0.345 218.05 218.99 31.7 0.274 217.82 218.83 49.2 
3 0.331 217.82 218.91 34.1 0.319 217.82 218.84 48.3 
4 0.283 217.82 218.86 34.0 0.264 217.82 218.79 49.1 
5 0.344 218.02 219.02 32.8 0.268 217.82 218.81 48.7 
6 0.331 217.82 219.00 33.9 0.262 217.82 218.79 49.3 
7 0.303 217.82 218.88 33.9 0.277 217.82 218.82 49.3 
8 0.309 217.82 218.88 34.2 0.264 217.82 218.83 49.8 
9 0.307 218.02 218.87 33.4 0.296 218.02 218.81 48.5 

10 0.385 218.04 219.08 32.0 0.284 217.82 218.84 48.3 
Mean 0.326 217.91 218.95 33.1 0.281 217.86 218.82 48.8 

Table 2. Best sequence for the test system 

Reinforcements Added Annual Costs (106 US$) 
Year 

1 – 4 1 – 5  2 – 4  2 – 5 2 – 6 3 – 5 3 – 6 Inv. 
Ohmic 
Losses

Total 

8 0 0 1 0 0 0 1 80.00 7.50 87.50 
7 1 0 0 1 0 0 0 45.00 7.29 52.29 
6 0 1 0 0 1 1 0 65.00 6.41 71.41 
5 1 0 0 0 0 0 0 25.00 5.80 30.80 
4 0 1 0 0 0 0 1 60.00 4.99 64.99 
3 1 0 0 0 0 0 0 25.00 4.36 29.36 
2 0 1 0 0 0 0 0 20.00 3.49 23.49 
1 0 0 0 0 0 0 0 0.00 2.79 2.79 
0 0 0 0 0 0 0 0 0.00 2.34 2.34 

Total Present Value (106 US$) 188.92 28.90 217.82 
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Table 2 presents the best sequence found for the Test System, which has a total 
present value cost of US$ 217.82 millions. The annual costs related to the investments 
and ohmic losses, as the reinforcements added along the planning horizon, are also 
shown. 

The original CLONALG [18] is also applied to solve the same TEP problem. With 
this algorithm, 20% of the population is renewed by the receptor editing at each 10 
generations, i.e. the worst 20% sequences are substituted by new ones. The search is 
interrupted after 100 generations. Considering a population size of 15 antibodies and a 
simulation of 10 cases, the proposed CLONALG achieved a mean quality index of 
0.281% (Table 1), while the original CLONALG achieved a mean quality index of 
1.351%. Including the Intelligent Initialization in the original CLONALG, the corre-
sponding quality index is improved to 0.377%, which still has a worse performance 
than the proposed algorithm.  

Regarding the number of cases that captured the best plan known for this system, 
80% of the cases identified the best sequence when the proposed CLONALG  
(Table 1) is used, while the original CLONALG is not able to identify the best plan in 
all simulated cases. When the Intelligent Initialization is included, the original 
CLONALG captured the best sequence in 60% of the cases. Therefore, the improve-
ment in the indices is not only due to the Intelligent Initialization, but also related to 
the modifications made in the selection process and in the receptor editing. 

Concerning the computational effort, it was verified that the original CLONALG 
spent at about 63 minutes. However, when including the Intelligent Initialization, the 
computational effort is reduced to 49 minutes, which is similar to the time spent by 
the proposed CLONALG (Table 1).  

Although several approaches have evolved in the last years to solve the TEP prob-
lem, only a few works have considered the multi-stage nature [7, 9, 12, 15], which is 
considered in the present work. Reference [15] makes a performance comparison 
among three approaches: ES, TS, and ACO. However, as the methodology to obtain 
the sequences is different (the chronological aspect is separately considered as the 
solution of several static problems), it would be unfair to make any comparison with 
the results achieved in the present work, since in here the multi-stage nature is solved 
taking into account all the stages simultaneously. A new study (extra case) has been 
carried out using the TS approach to solve the TEP problem considering all the stages 
simultaneously to obtain the best sequences. As a preliminary result, adjusting the TS 
parameters in order to achieve the same computational effort of the proposed 
CLONALG, it was found a quality index of 0.554%, which indicates a better per-
formance of the proposed algorithm in this work. A more detailed performance com-
parison between these and others approaches will be presented in a future work. 

5   Conclusions 

This work proposed an optimization tool based on the Artificial Immune System (AIS) 
metaheuristic to solve the multi-stage transmission expansion planning (TEP) problem. 
The final objective is to find the best sequences that minimize the present value cost of 
investments and ohmic transmission losses. Some modifications are proposed in the 
basic (i.e. original) CLONALG algorithm. The most important one is related to the 
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definition of the initial population. It could be concluded that better results are achieved 
if an initial good quality population is defined, which is obtained through a process or 
mechanism named Intelligent Initialization. The results obtained using the proposed 
algorithm, i.e. the modified CLONALG, to solve the test system were better than both 
the original CLONALG and the TS approach, in terms of the solution quality and com-
putational effort.  

As an application in a real system, a case study using a sub-transmission network 
was also performed. This system is part of CEMIG (State Energy Company of Minas 
Gerais, Brazil), and it is composed by 12 buses and 22 allocation branches to receive 
reinforcements. An expansion horizon of 10 years is considered. Even for this small 
sub-transmission network, a total of 3.29 × 1038 sequences of reinforcements are, in 
principle, eligible for this TEP problem. The results demonstrated a better perform-
ance of the proposed CLONALG using the Intelligent Initialization when compared 
to the original one and also to the TS-based approach. 

A more comprehensive study comparing different metaheuristics for large network 
configurations are among the future researches. A preliminary study has been carried 
out including some metaheuristics (Tabu Search, Evolution Strategies, Particle Swarm 
Optimization, Ant Colony Optimization, Differential Evolution), and the proposed 
CLONALG-based methodology has demonstrated to be one of the best optimization 
tools to solve the TEP problem.  
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Abstract. In Adaptive Information Filtering, the user profile has to
be able to define and maintain an accurate representation of the user’s
interests over time. According to Autopoietic Theory, the immune sys-
tem faces a similar continuous learning problem. It is an organisationally
closed network that reacts autonomously to define and preserve the or-
ganism’s identity. Nootropia is a user profiling model, which has been
inspired by this view of the immune system. In this paper, we introduce
new improvements to the model and propose a methodology for test-
ing the ability of a user profile to continuously learn a user’s changing
interests in a dynamic information environment. Comparative experi-
ments show that Nootropia outperforms a popular learning algorithm,
especially when more than one topic of interest has to be represented.

1 Introduction

Adaptive Content-based Information Filtering (AIF) is a complex, dynamic
problem. It is based on a tailored representation of the user interests called
“profile”. The user profile has to be able to represent a user’s multiple interests
and continuously adapt to changes in them. Successful user profiling could play
a catalytic role for web personalisation. User profiles could be used to provide a
series of personalisation services, including, in addition to the filtering of infor-
mation coming from a variety of sources, personalised search/browsing, expert
finding and others. However, despite the research efforts during the last few
years, there are today no successful personalised information delivery systems
on the web, based on adaptive content-based user profiles. This lack highlights
the difficulty of the problem and indicates that existing models and algorithms
can not effectively deal with it.

The viability of a user profile depends on its ability to continuously satisfy the
user’s information needs. It has to be able to define and maintain an accurate rep-
resentation of the user interests over time. According to Autopoietic theory the
immune network faces a similar problem. It is an organisationally closed network
that reacts autonomously in order to define and preserve the organism’s identity,
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in what is called self-assertion [17]. Self-assertion is a continuous process because
both the organism and the environment that it inhabits change over time.

The above analogy has prompted us to develop Nootropia1, an immune-
inspired approach to adaptive user profiling. The algorithm was first introduced
in [9] and is thoroughly discussed in [8]. In this paper, we describe for the first
time an improved, more distributed version of the algorithm. We also propose a
methodology for evaluating the ability of a user profile for continuous adapta-
tion in a dynamically changing environment. Such a methodology has been miss-
ing. It is used here to conduct comparative experiments between Nootropia and
the well established Rocchio algorithm. The experiments show that Nootropia
clearly outperforms the baseline when multiple interests have to be represented
and traced over time. They also indicate that Nootropia is a complex dynamic
system that can self-regulate both its size and connectivity.

2 Related Work

Content-based information filtering deals mainly with textual information, e.g.
documents, for which descriptive features, like terms, can be automatically ex-
tracted2. In AIF the user profile continuously evaluates the relevance of docu-
ments coming from one or more information streams. The documents are then
appropriately presented to the user, e.g., in decreasing relevance order. In some
cases, such as spam filtering, a threshold on the relevance score of documents
is used to decide which documents to present and which to discard. The user’s
feedback on the presented documents is the basis for the profile’s adaptation.
Document’s judged relevant provide positive feedback and vice versa.

Profile adaptation has been commonly tackled with learning algorithms. Roc-
chio algorithm [14] in particular (or its variations), is a popular and well studied
choice. Here, its serves as the baseline for our experiments and is discussed in
detail in section 4.3. The problem with linear learning algorithms, like Rocchio,
is that they use constant learning coefficients to define the pace of adaptation,
or, in other words, how quickly the profile learns or forgets. This rigid practice is
not well suited to the variety of changes in a user’s interests. As an alternative,
in Reinforcement learning, the learning coefficients are progressively reduced so
that what has already been learned is maintained [15]. In some cases, a dis-
tinction is made between short-term and long-term profiles which use different
learning coefficients [18]. Despite these remedies, it has been argued that learn-
ing algorithms cannot easily cope with concept drifts in user interests, such as
the emergence of a new topic of interest. In this case, a new profile has to be
built from scratch to represent the new topic. The opposite takes place for a no
longer interesting topic. The corresponding profile is removed.

The dynamic nature of profile adaptation invites the application of biologically
inspired approaches. Genetic Algorithms (GAs) have already been applied to the
1 Greek word for: “an individual’s or a group’s particular way of thinking, someone’s

characteristics of intellect and perception”.
2 Here we will concentrate on documents, although Nootropia could be generalised for

other media as well.
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problem with some success [5]. However, according to [6], GAs cannot easily cope
with multiple and changing interests because of their tendency to converge to a
single topic (optimum), thus loosing valuable diversity, and also due to their com-
mon reliance on a population with fixed size. Artificial Immune Systems (AIS) can
inherently maintain and boost their diversity and can dynamically control the size
of the immune repertoire. AIS have been applied for spam filtering [1] and docu-
ment clustering [2], but, to our knowledge, there is no explicit application ofAIS for
profile adaptation in AIF. A comprehensive review of evoluationary and immune-
inspired information filtering can be found in [7].

In general, models and algorithms for building a user profile representing a
user’s multiple interests and adapting to a variety of changes in them are lack-
ing and this is reflected by existing methodologies for evaluating AIF systems.
Existing evaluation standards, like those proposed by the well established Text
Retrieval Conference (TREC)3, concentrate on the evaluation of a separate user
profile per topic of interest. The possibility of a profile representing multiple
topics in parallel is ignored, while tests for the ability of profiles to learn a new
topic of interest and to forget a no longer interesting topic are excluded.

3 Nootropia in Brief

Nootropia is an immune-inspired user profiling model, influenced by Autopoi-
etic theory. It is described in detail in [8], so here we just summarise the model
and we concentrate on some new improvements. When applied to textual in-
formation Nootropia maintains a weighted network of terms (single words) to
represent a user’s multiple interests. Terms in this network correspond to anti-
bodies and their weights to antibody concentrations. Links between terms rep-
resent antibody-to-antibody interactions and their weights measure the affinity
between antibodies. The antibody network is used to evaluate the relevance of
each incoming document, through a non-linear, spreading activation process.

Profile adaptation takes place with a self-organising process, which adjusts the
network’s structure in response to user feedback. Given a document with positive
feedback the most important terms are extracted. This process plays the role of
B-cell production by the bone marrow, which introduces new antibody types in
the immune repertoire. The network’s dynamics cause a reinforcement, i.e., an
increase in weight/concentration, of existing profile terms (antibodies already
in the immune repertoire), which have also been extracted from the feedback
document. The main difference of the new version of Nootropia is that the ad-
ditional weight (concentration) of a reinforced profile term is subtracted equally
from those profile terms that it is linked to and not from all profile terms indis-
creetly. So, like before, the overall weight of the profile remains constant during
the network’s dynamics, but a competition between linked terms is introduced.
With this modification, how the weight of profile terms is rearranged depends on
the network’s structure. The network’s dynamics become localised because they
only affect terms linked to the reinforced terms. This has a positive effect on the
3 http://trec.nist.gov/
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network’s diversity because different, unconnected parts of the network, which
may represent unrelated topics of interest, do not influence each other. It also
enhances endogenous selection because now the survival of a term in the network
depends explicitly on the links it establishes with other terms. A side effect of
this new kind of dynamics is that there is now the chance of terms surviving in-
definitely in the repertoire, even if they never get reinforced, because they do not
get involved in the competition with other terms. As a remedy, we introduced
in this new version a decay coefficient δ that proportionally reduces the weight
of every profile term each time a feedback document is processed. The network’s
metadynamics are caused on one hand by the addition of new terms (new anti-
body types), extracted from feedback documents, to the profile’s repertoire. On
the other hand, terms that run out of weight are removed from the repertoire. In
this new version, every time a term is purged, its initial weight–i.e., the term’s
weight when it was first introduced in the repertoire–is subtracted equally from
the terms it is linked to. Unlike the previous version, the network’s connectivity
is again taken into account. Preliminary experiments, not reported here due to
space limitations, show that the above improvements have a positive effect on
Nootropia’s performance. Through self-organisation, Nootropia can maintain a
representation of a user’s multiple interests and adapt to a variety of changes in
them. In this paper, we focus on evaluating this ability with continuous learning
experiments in a dynamic information environment.

4 Experimental Evaluation

In this section, we describe a new evaluation methodology for testing the ability
of a user profile to represent a user’s multiple interests and continuously adapt
to changes in them. The methodology is used to perform simulated experiments
with virtual users. Their advantage over experiments involving real users is that
they are controlled and reproducible. They involve a collection of documents that
has been manually pre-classified according to a predefined set of thematic areas,
or topic categories. Instead of real users, virtual users with simulated interest in
these topics provide the necessary feedback for training and evaluating user pro-
files. In [8], the authors proposed a variation of the evaluation methodology of
TREC, which aimed at testing the ability of a single profile to represent multi-
ple topics of interest and to adapt to a variety of changes in them. Although those
experiments produced positive results, they revealed drawbacks in the methodol-
ogy that were mainly due to the large number of documents in the RCV1 corpus
and, consequently, the large number of relevant document’s per topic. The lessons
learned from the experimental work in [8] informed the specification of the im-
proved methodology described bellow, which is a contribution of this paper.

4.1 Dataset

The experiments used the Reuters-21578 document collection4. The data was
originally collected and labeled by Carnegie Group, Inc. and Reuters, Ltd. and
4 Available at http://www.daviddlewis.com/resources/testcollections/reuters21578/
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include 21578 news stories that appeared in Reuters newswire in 1987. The doc-
uments have been manually classified according to 135 topic categories, but for
our experiments we concentrate only on the 23 topics with at least 100 relevant
documents (table 1, which provide sufficient training data. This collection has
been thoroughly studied and extensively used for Text Classification (TC) ex-
periments [3], in which the collection is split into a training set and a test set.
For each topic category a classifier is first trained using relevant documents from
the training set and is subsequently evaluated against the test set. Here however
we use the collection in a different way.

Table 1. Topics involved in the experiments and their corresponding size

topic earn acq money-fx crude grain trade interest wheat ship corn dlr oilseed
size 3987 2448 801 634 628 552 513 306 305 254 217 192
topic money-supply sugar gnp coffee veg-oil gold nat-gas soybean bop livestock cpi
size 190 184 163 145 137 135 130 120 116 114 112

4.2 Methodology

The documents in Reuters-21578 are ordered according to publication date and
their topicality changes accordingly. We exploit this ordering to test the ability
of an algorithm to continuously learn, but also to forget. The 23 topics involved
in the experiments are ordered according to decreasing size, i.e., the number
of documents in the collection that are relevant to a topic. Table 1 includes
the 23 topics and their corresponding sizes. This ordering is of no particular
importance. Any other ordering could be as legitimate. As figure 1 depicts, each
experimental run starts with an initially empty profile. The profile then evaluates
(i.e., assigns a score to) the 21578 documents in order. The empty profile assigns
a zero score to documents until it encounters a document relevant to the first of
the 23 topics (i.e., earn) and then it is initialised. The initialised profile assigns a
score to the remaining documents in the collection and every time it encounters
a document that belongs to topic earn, it evaluates the document and then uses
it as positive feedback and adapts based on it. When all 21578 documents have
been evaluated, they are ranked according to decreasing relevance score and the
Average Uninterpolated Precision (AUP) for each of the 23 topics is calculated
on the ordered list of documents. A topic’s AUP is defined as the sum of the
precision–i.e., the percentage of documents relevant to that topic–at each point
in the ordered list where a relevant document appears, divided by the topic’s
size. Figure 2 shows an example of how AUP is calculated for a topic of 8 relevant
documents on an ordered list of 20 documents. Simply put, a topic’s AUP is high
when most of the documents at the top of the ordered list belong to the topic,
which means that the profile has assigned to these documents a higher score
than to the rest of the documents. After the first evaluation period, the process
is reinitiated and the profile, which now represents the first of the 23 topics,
starts anew to evaluate the document collection. This time, however, it uses as
positive feedback documents that belong to the second of the 23 topics (i.e.,
acq). In other words, the profile has to forget the no longer interesting first topic
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Fig. 1. Experimental Process (circles represent relevant documents)

ordering

1/3 2/5 3/6 4/9 5/12 6/13 7/16 8/19

AUP = (1/3+2/5+3/6+4/9+5/12+6/13+7/16+8/19)/8

relevant document

irrelevant document

Fig. 2. AUP Calculation

(earn) and learn the new topic of interest (acq). Once all documents have been
evaluated, a new set of AUP values is calculated and the process is repeated for
the third topic (money-fx). The experiment finishes once all 23 topics have been
used as positive feedback.

The same process has been used to perform multi-topic experiments. In par-
ticular, we performed two-topic and three-topic experiments, where profiles have
to learn two and three topics in parallel, respectively. In the first case, we start,
as before, with an initially empty profile, but the profile adapts whenever it
encounters a document that belongs either to the first (earn), or the second
(acq) of the topics. After the first evaluation period, the process is restarted,
but this time the profile adapts whenever it encounters a document belonging
to the second (acq) or the third topic (money-fx). The process continues until
all consecutive pairs of topics have been used as positive feedback. In the case of
three-topic experiments the experiment is performed for all consecutive triples of
topics. We are particularly interested in these multi-topic experiments because
they more accurately reflect a real situation, where users are typically interested
in more than one topic in parallel.

Other aspects of the methodology include:

– Negative feedback is excluded. The space of non relevant documents is much
larger than the space of relevant ones. It is very difficult for a real user to
provide negative feedback to all these documents. Furthermore, the autopoi-
etic view of the immune system holds that the latter is not antigen driven
and the related computational models exclude antigens and concentrate only
on the production of new antibodies by the bone marrow [16]. So here we
chose to concentrate on positive feedback alone but, for our future work, we
are looking into controlled and reproducible ways of choosing a subset of non
relevant documents for negative feedback.
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– Unlike the experiments in [8] where, in accordance with TREC, AUP calcu-
lation was performed on a list with the 1000 best scoring documents, here
we deliberately used an evaluation list which includes all documents in the
collection. In this way, during multi-topic experiments, we avoid a “compe-
tition” between topics for a position in the evaluation list. All documents
relevant to the topics of interest are included in the evaluation list.

Overall, we propose a new approach to the evaluation of adaptive user profiles.
The methodology simulates a continuous stream of documents with chronologi-
cally changing topicality and virtual users with multiple and changing interests.
It also concentrates on the evaluation of a single, rather than multiple user pro-
files. Such a methodology has been missing from the domain of AIF. It also
suggests a new way of experimenting with adaptive systems, such as AIS, in
general. It tests the ability of a system for online learning (and forgetting) in a
complex, multidimensional and dynamic environment. Of course, iterating over
the same set of documents and suddenly switching between topics of interest,
causes discontinuities rarely observed in natural environments. Nevertheless, how
the system reacts to these discontinuities is an interesting test for the system’s
dynamics. Furthermore, one can envision an improved variation of the method-
ology, based on a single, long stream of documents, where user interests and the
topics discussed in the documents, change naturally over time. We believe that
this improved methodology requires the collection of data from the interaction
of real users with a personalised information delivery system and we are working
in this direction.

4.3 Baseline

The Rocchio algorithm was first proposed in [14]. It was first applied in IR for
calculating an optimum query out of a set of relevant and a set of non relevant
documents, but it can easily be transformed for online query modification based
on a stream of relevant and non relevant documents. Since IF is commonly
treated as a specialisation of IR, the online version of Rocchio algorithm (or
variations of it) is often used for AIF [13,20]. It is also a popular baseline for
comparative experiments [19,4].

In Rocchio algorithm, both the user profile and the incoming documents are
represented as weighted keyword vectors in a common vector space, with as many
dimensions as the number of unique words in the documents’ vocabulary. The
profile’s vector is linearly moved towards the vector of an incoming document
that received positive feedback and vice versa (equation 1). The coefficients α, β
and γ define the relative contribution of the existing profile and of the relevant
and the non relevant document respectively, on the new profile’s position. Since
we excluded negative feedback from our experiments, we are interested only
in the first two coefficients. Their relative values define the profile’s inertia.
The coefficient α determines how fast the profile forgets. In other words, it
determines how much previous feedback documents affect the current position
of the profile’s vector. It can also be seen as a decay factor that proportionally
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reduces a keywords weight over time. A large α value means a small decay and
vice versa. Since the decay is proportional to a keyword’s weight, the latter can
only converge towards zero. It is important to note that Rocchio algorithm does
not include a mechanism for removing keywords from the profile, because it
assumes a space with predefined dimensions. The coefficient β determines the
percentage of the weight of document keywords that is added to the weight of
the corresponding profile keywords. Since there is no normalisation, if β is larger
than α the weights of the profile terms can keep on increasing.

Qt+1 =

{
α · Qt + β · D if D relevant
α · Qt − γ · D if D non-relevant

(1)

where:
Qt+1 is the new query vector
Qt is the previous query vector
D is the vector of the feedback document

4.4 Experimental Settings

The experiments compared profiles which learn with the use of the Rocchio
algorithm and profiles based on Nootropia. In both cases, incoming documents
were pre-processed in the same way. After stop word removal and stemming
using Porter’s algorithm the words in each document are weighted using Relative
Document Frequency (RelDF)5, which calculates the difference of the probability
of a word appearing in relevant documents, minus the probability of the word
appearing in a random document from a general baseline collection. As already
discussed, our baseline collection comprised all documents in Reuters-21578 and
RCV1 corpus. The larger and broader the baseline collection is the more accurate
is the estimation of the second probability. Words with weight over 0.03 were
extracted from each document6.

Unlike traditional approaches which treat documents as bag of words, both
types of profiles deploy a sliding window approach with a window of size7 10. For
Rocchio, a relevance score is calculated for each position of the window as the
inner product between the profile’s vector and the window’s vector. In the case
of Nootropia, the profile uses the spreading activation process described in [12]
to calculate a relevance score for each position of the window. In both cases, a
document’s overall score is calculated as the aggregate window score normalised
to the number of different window positions.

We experimented with different profile configurations. We tested Rocchio pro-
files with the following values for the pair of coefficients (α, β): (0.75, 0.25), (0.85,
0.15), (0.90, 0.25), (0.95, 0.25) and (0.99, 0.25). We were initially surprised to
find out during preliminary experiments that the value of β does not have an
5 RelDF has produced very good results in comparative experiments [11] and is easily

modified for online weighting of documents.
6 The value 0.03 was defined by systematic preliminary experimentation.
7 The best window size has been experimentally defined in [12].
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Table 2. AUP scores for single-topic experiments

topic Rocchio Nootropia difference % topic Rocchio Nootropia difference %

earn 0.69781 0.73191 4.89 money-supply 0.21173 0.19678 -7.06
acq 0.42519 0.35298 -16.98 sugar 0.51879 0.61614 18.76
money-fx 0.43697 0.55646 27.35 gnp 0.45296 0.29064 -35.84
crude 0.64611 0.70712 9.44 coffee 0.70078 0.82323 17.47
grain 0.52072 0.49181 -5.55 veg-oil 0.29195 0.28732 -1.59
trade 0.56719 0.55304 -2.49 gold 0.63249 0.74839 18.32
interest 0.36168 0.46944 29.79 nat-gas 0.3467 0.3364 -2.97
wheat 0.50732 0.49092 -3.23 soybean 0.28238 0.28895 2.33
ship 0.44172 0.28172 -36.22 bop 0.33406 0.32373 -3.09
corn 0.31216 0.30038 -3.77 livestock 0.07644 0.03018 -60.52
dlr 0.37075 0.46118 24.39 cpi 0.25964 0.24591 -5.29
oilseed 0.20216 0.17715 -12.37

average -1.92
st. deviation 21.44

effect on the profile’s performance, but the reason is that β does not change the
relative weight of the words in the document. β can only have an effect on the
profile’s learning behaviour in relation to the γ coefficient, which is excluded
from our experiments. Nootropia’s adaptation has only one coefficient, which is
the decay ratio δ. We experimented with δ values equal to 0.90, 0.95, 0.98 and
0.99. Rocchio algorithm achieved the best results for α = 0.95 and β = 0.25.
Nootropia achieved the best results for δ = 0.99. Bellow, we concentrate and
compare the results for these parameter configurations.

4.5 Experimental Results

Tables 2 to 4 present the AUP scores of the topic, or the topics, of interest at
the end of the corresponding evaluation period. For the single-topic experiments,
table 2 presents the topic of interest at each evaluation period, the corresponding
AUP values for Rocchio and Nootropia, respectively, and the difference between
the latter and the former in percentage. Similarly, tables 3 and 4 show the
AUP values for the two-topic and the three-topic experiments, respectively. For
these multi-topic experiments the tables present, for each topic combination of
interest (e.g., earn:acq:money-fx), the AUP values of each constituent topics.
These values are accompanied by a combined AUP score, which is calculated
based on the aggregate set of relevant documents for all constituent topics. Note
that due to the way AUP is calculated, the combined value is not the sum of the
individual AUPs. The difference between Nootropia and Rocchio is calculated
based on these combined AUP values.

In the single-topic experiments (table 2), Rocchio algorithm produces better
AUP scores than Nootropia for 14 out of 23 topics. For the 9 topics for which
Nootorpia is better, it achieves an average increase in AUP score of 16.97%.
Overall, Nootropia is worse by 1.92%. On the contrary, the results for the multi-
topic experiments are positive. For two topics (table 3), Nootropia is better for 28
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Table 3. AUP scores for two-topic experiments

Rocchio Nootropia

topics (1st:2nd) 1st topic 2nd topic combined 1st topic 2nd topic combined difference %
earn:acq 0.56351 0.162 0.6495 0.6816 0.13942 0.68823 5.96
acq:money-fx 0.24113 0.19463 0.37824 0.22318 0.21644 0.37571 -0.67
money-fx:crude 0.23852 0.22137 0.45529 0.25833 0.31737 0.56071 23.15
crude:grain 0.37039 0.16298 0.48952 0.36294 0.20648 0.54818 11.98
grain:trade 0.16114 0.39291 0.47554 0.19244 0.33429 0.48497 1.98
trade:interest 0.34382 0.11714 0.41337 0.22016 0.27659 0.46626 12.79
interest:wheat 0.25061 0.08166 0.31694 0.28219 0.13282 0.40759 28.60
wheat:ship 0.30307 0.1373 0.40431 0.36914 0.12792 0.44074 9.01
ship:corn 0.16537 0.17925 0.32995 0.1721 0.1899 0.34593 4.84
corn:dlr 0.11104 0.20237 0.2847 0.10053 0.34037 0.34301 20.48
dlr:oilseed 0.2361 0.05818 0.25416 0.34982 0.05951 0.32541 28.03
oilseed:money-supply 0.07141 0.09243 0.15338 0.05564 0.12091 0.15949 3.98
money-supply:sugar 0.08137 0.2207 0.26916 0.09132 0.38794 0.40195 49.33
sugar:gnp 0.17947 0.19681 0.36314 0.62478 0.08296 0.54226 49.33
gnp:coffee 0.18153 0.32469 0.45288 0.12625 0.70485 0.60162 32.84
coffee:veg-oil 0.34844 0.12714 0.42828 0.58577 0.16178 0.62112 45.03
veg-oil:gold 0.17028 0.15437 0.31528 0.15849 0.43553 0.51631 63.76
gold:nat-gas 0.27376 0.20134 0.4597 0.63245 0.15263 0.63904 39.01
nat-gas:soybean 0.15897 0.09034 0.23615 0.18858 0.14792 0.32175 36.25
soybean:bop 0.07538 0.16789 0.22285 0.03871 0.24746 0.20284 -8.98
bop:livestock 0.26222 0.01662 0.17142 0.33159 0.01272 0.19378 13.04
livestock:cpi 0.02721 0.17289 0.1445 0.02383 0.09914 0.09744 -32.57

average 19.87
st. deviation 22.39

out of 46 individual topics and for 20 out of 23 topic combinations and it achieves
an overall increase in AUP score of 19.87%. For three topics (table 4), Nootropia
is better for 39 out of 69 individual topics and for 20 out of 23 topic combinations
and it achieves an overall increase in AUP score of 22.64%. Nootropia is clearly
better than Rocchio, when the user profile has to represent multiple and changing
topics.

The results for the single-topic experiments are not conclusive. Nootropia is
overall worse than Rocchio by only a minor percentage (1.92%) while the stan-
dard deviation is much larger (21.44). Nevertheless, in comparison to the multi-
topic experiments, where Nootropia is clearly better than Rocchio,
the results for the single-topic experiments are not that good. We can not yet
confidently justify this difference in performance. One possible reason is that due
to the linkage between profile terms, Nootropia can store more information and
can thus exploit better the additional positive feedback provided in multi-topic
experiments. In [10], we argued and supported experimentally that Nootropia
identifies those term combinations that are relevant to the user’s interests and
this allows a more effective representation of multiple topics in parallel. But the
large differences between Nootropia and Rocchio in the current experiments is
not only due to the positive effect of links on profile representation and document
evaluation. More recent preliminary experiments, which are not reported here
due to space limitations, show that even if we ignore links during document eval-
uation, Nootropia performs better than Rocchio. This means that Nootropia’s
adaptation, which involves a competition between linked profile terms, is bet-
ter than Rocchio algorithm in updating the weight of terms (dynamics) and in
defining the necessary profile repertoire (metadynamics).
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Table 4. AUP scores for three-topic experiments

Rocchio Nootropia

topics (1st:2nd:3rd) 1st 2nd 3rd combined 1st 2nd 3rd combined dif. %
earn:acq:money-fx 0.4312 0.1353 0.0828 0.5873 0.6200 0.1226 0.0571 0.6661 13.42
acq:money-fx:crude 0.1970 0.1480 0.1052 0.3918 0.1938 0.1663 0.1279 0.4188 6.87
money-fx:crude:grain 0.1837 0.1714 0.0903 0.4180 0.1935 0.1978 0.1233 0.4971 18.93
crude:grain:trade 0.1860 0.1133 0.2484 0.4833 0.2032 0.1441 0.1923 0.5097 5.47
grain:trade:interest 0.1035 0.3006 0.0873 0.4010 0.1359 0.2035 0.1486 0.4571 14.00
trade:interest:wheat 0.3243 0.1001 0.0439 0.3904 0.2377 0.1764 0.0665 0.4531 16.04
interest:wheat:ship 0.1909 0.0798 0.0561 0.3070 0.2678 0.1121 0.0525 0.3940 28.33
wheat:ship:corn 0.2921 0.1091 0.1765 0.4370 0.3426 0.1077 0.1774 0.4740 8.45
ship:corn:dlr 0.0901 0.0853 0.1524 0.2920 0.0837 0.0860 0.2635 0.3402 16.49
corn:dlr:oilseed 0.1271 0.1639 0.0725 0.2914 0.1219 0.2592 0.0707 0.3447 18.31
dlr:oilseed:money-supply 0.1818 0.0342 0.0445 0.2031 0.2366 0.0375 0.0568 0.2602 28.15
oilseed:money-supply:sugar 0.0765 0.0438 0.1431 0.2314 0.0694 0.0571 0.2050 0.2858 23.50
money-supply:sugar:gnp 0.0602 0.0641 0.1684 0.2465 0.0843 0.2227 0.1048 0.3640 47.62
sugar:gnp:coffee 0.1002 0.1150 0.2349 0.3832 0.2508 0.0721 0.4629 0.5917 54.39
gnp:coffee:veg-oil 0.1038 0.2090 0.0746 0.3422 0.0913 0.3882 0.0948 0.4548 32.93
coffee:veg-oil:gold 0.2749 0.0990 0.0566 0.3543 0.2840 0.0925 0.2819 0.5784 63.24
veg-oil:gold:nat-gas 0.1256 0.0861 0.1160 0.3140 0.1500 0.2668 0.1027 0.4735 50.77
gold:nat-gas:soybean 0.1171 0.1203 0.0725 0.2913 0.2977 0.0951 0.0862 0.4124 41.56
nat-gas:soybean:bop 0.0708 0.0513 0.0927 0.1980 0.0426 0.0304 0.2016 0.1846 -6.78
soybean:bop:livestock 0.0680 0.1304 0.0193 0.1692 0.0312 0.2196 0.0154 0.1608 -4.94
bop:livestock:cpi 0.2148 0.0144 0.0655 0.1941 0.2424 0.0122 0.0524 0.1917 -1.22

average 22.64
st. deviation 19.76

Figures 3 and 4 show the number of terms and links in Nootropia, and the
average term and link weights, respectively, throughout the two-topic experi-
ments. Figure 5 shows the number of profile terms and the average term weight
when Rocchio algorithm is used. All three graphs depict the codes of relevant
documents in the order presented to the profile, hence the different evaluation
periods are visualised. The graphs show that Nootropia is a complex and dy-
namic system capable of self-regulating its size and connectivity. The number of
terms and links fluctuates, but does not escalate. The same is true for the av-
erage term and link weight. The fluctuations revolve around smoothly changing
averages and become more intense towards the final evaluation periods which
involve topics with a small number of relevant documents. It is also interesting
that one can observe spikes in the values of the average term and link weight,
which seem to coincide with the end of an evaluation period and the switch to a
new pair of interesting topics. These spikes are indicative of Nootropia’s reaction
to the existing discontinuities in the underlying data. We believe these are very
interesting observations and require further examination and elucidation, but
this is beyond the scope of this paper.

The behaviour of Rocchio algorithm is more anticipated. As figure 5 depicts,
the number of profile terms with weight over zero increases with decreasing pace.
Rocchio algorithm does not have a mechanism for removing features from the
profile. It assumes the existence of a common vector space, where both profiles
and documents are expressed as weighted keyword vectors. The dimensionality
of the space is predefined and does not change over time. Therefore, it does
not make sense to completely remove profile features. As relevant documents
with new words are encountered, the number of features in the profile’s keyword
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Fig. 3. The number of links and terms in Nootropia through out the learning process
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Fig. 4. Nootropia’s average term and link weights through out the learning process

vector, with weight over zero, progressively increases. The number of profile
terms will keep on increasing until the complete vocabulary of the underlying
document collection is attained. Note that, according to figure 5, the vector space
for the current experiment should have more than 21000 dimensions8. Existing
experimental methodologies deploy spaces with a much smaller dimensionality.
In [4] for instance, the authors experiment with just 379 features. Note also that,
despite the large number of available words, Nootropia dynamically maintains
no more than 800 words in the profile’s repertoire (figure 3).

Overall, the results of the experiments have been satisfactory. They show
Nootropia’s ability to define and maintain a representation of a user’s multiple
and changing interests in a dynamic environment. This is not achieved in a linear
way, but with an autopoietic process of self-organisation. The profile’s immune
network reacts structurally in response to user feedback and self-regulates its
size and connectivity in such a way that it continuously adapts to the interest
changes of the “host” user. One may argue that it becomes structurally coupled
to its environment. The results are also complementary to previous experimen-
tal work, indicating that it is the network structure which allows the profile to
store the additional information required for representing multiple topics of in-
terest [11,12]. Without doubt, further comparative experiments with other algo-
rithms are required and should be accompanied by elaborate statistical analysis.

8 The number of words in the Rocchio profile at the end of the experiment is 21423.
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Fig. 5. Rocchio’s number of terms and average term weight during the experiments

5 Summary and Future Work

Profile adaptation is a complex and dynamic problem. A user profile has to
be able to represent a user’s multiple interests and adapt to changes in them,
while the information environment itself also changes over time. According to
Autopoietic Theory, the immune network faces a similar problem. It has to de-
fine and preserve the developing organism’s identity in a changing environment.
Nootropia is a user profiling model, inspired by the autopoietic immune network.
It uses a network of terms to represent the user’s interests and a process of self-
organisation, involving dynamics and metadynamics, to regulate the network in
response to user feedback. The paper presented a new, improved version of the
model, and proposed a methodology for setting up experiments that test the abil-
ity of profiles to continuously learn, but also to forget, in the presence of drifts in
the interests of virtual users. We used the methodology to perform comparative
experiments between Nootropia and the popular Rocchio algorithm. The results
show that, for multiple topics, Nootropia achieves an increase in performance of
more than 19%. It learns and forgets while it controls dynamically its size and
connectivity. The proposed methodology provides an interesting experimental
setting for performing a variety of experiments. Future plans include comparing
Nootropia to evolutionary and other algorithms, but also experiments with fur-
ther variations of Nootropia. Improving Nootropia is part of an ongoing effort
to develop personalised information services on the Web.

References

1. Bezerra, G.B., Barra, T.V., Ferreira, H.M., Knidel, H., de Castro, L.N., Zuben,
F.J.V.: An immunological filter for spam. In: Bersini, H., Carneiro, J. (eds.) ICARIS
2006. LNCS, vol. 4163, pp. 446–458. Springer, Heidelberg (2006)
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Abstract. This paper presents an unsupervised structure damage classification 
algorithm based on the data clustering technique and the artificial immune pat-
tern recognition. The presented method uses time series measurement of a 
structure’s dynamic response to extract damage-sensitive features for the struc-
ture damage classification. The Data Clustering (DC) technique is employed to 
cluster training data to a specified number of clusters and generate the initial 
memory cell set. The Artificial Immune Pattern Recognition (AIPR) algorithms 
are integrated with the data clustering algorithms to provide a mechanism for 
the evolution of memory cells. The combined DC-AIPR method has been tested 
using a benchmark structure. The test results show the feasibility of using the 
DC-AIPR method for the unsupervised structure damage classification.  

Keywords: structural health monitoring, unsupervised structure damage classi-
fication, data clustering, artificial immune pattern recognition. 

1   Introduction 

Damage diagnosis is one of the major tasks of the structural health monitoring (SHM) 
systems. The SHM process involves the observation of a structure’s dynamic re-
sponse measurements from a group of sensors, the extraction of damage-sensitive 
features from these measurements, and analysis of these features to determine the 
current state of the structure [1]. Traditional SHM systems are wired data acquisition 
systems to collect distributed sensor data to a central data processing station. The 
practical use of wired SHM systems is limited due to high instrument and installation 
costs [2]. The wireless sensor network approach is emerging for the effective SHM 
since it allows dense sensing through many in-expensive sensor nodes and is easy for 
deployment and maintenance. While sensor network approach presents a number of 
advantages, SHM sensor network systems currently face many challenges. Major 
challenges in SHM are: 1) How can we provide sustainable long-term monitoring and 
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control in an autonomous manner? 2) How can we detect and identify structure dam-
age in an active way? 3) Can we develop adaptable approaches to SHM which are 
able to dynamically adapt to changing monitoring conditions? 4) How can we estab-
lish unsupervised damage diagnosis methodology? 

The artificial immune system (AIS) approach provides an appropriate solution to 
address these challenges. The immune system is a rapid and effective defense mecha-
nism for a given host against infections [3]. The novel characteristics of the immune 
system have inspired the development of artificial immune systems for various appli-
cations [4, 5]. The major application areas include data mining [6], pattern recognition 
[7, 8], and fault diagnosis [9, 10]. Due to the similarities of the human immune system 
and the SHM systems, the immune system model could be used as the basis for SHM 
strategies. This approach is well suited to this problem because: 1) The immune sys-
tem is an autonomous system. The AIS-based SHM systems can automatically man-
age structure monitoring tasks by dynamically generating and distributing the mobile 
monitoring agents; 2) The immune system is an active system. Lymphocytes can 
circulate between lymphoid and non-lymphoid tissues. The concept of active dis-
patching mobile monitoring agents (mimicking B-cells) helps the distribution of spe-
cialized monitoring agents to the sites where they are needed;  3) The immune system 
is an adaptive system. The amount and type of molecules of the immune system can 
adapt themselves to the antigenic challenges via clonal selection. Selected cells with 
long life spans (memory cells) have faster and more effective responses to the same 
(or a slightly different) antigenic challenge [11]. The adaptive mechanism of the natu-
ral immune system has great value in SHM sensor networks. The selective generation 
of mobile monitoring agents is essential for producing large enough amounts of spe-
cialized mobile monitoring agents in resource-constrained sensor networks [12];  4) 
The immune learning and memory mechanisms help the development of unsupervised 
damage detection and classification, which is desirable in SHM. 

To facilitate the unsupervised structure damage diagnosis in the SHM systems, this 
paper presents an unsupervised structure damage classification algorithm based on the 
Data Clustering technique and the Artificial Immune Pattern Recognition (DC-AIPR). 
The Fuzzy Clustering (FC) algorithm is employed to generate initial memory cells for 
each damage pattern. These initial memory cells are then evolved by the stimulation 
of training data to improve the quality of memory cells to represent damage patterns. 
The presented unsupervised structure damage classification algorithm has been tested 
using a benchmark structure [13] proposed by the IASC-ASCE (International Asso-
ciation for Structural Control - American Society of Civil Engineers) Structural 
Health Monitoring Task Group. The test results show the feasibility of using the DC-
AIPR method for the unsupervised structure damage classification. 

The rest of the paper is organized as follows. Section 2 gives an overview of the 
DC-AIPR, an unsupervised structure damage classification algorithm based on the 
data clustering technique and the artificial immune pattern recognition. Section 3 
introduces damage-sensitive feature extraction from structure’s dynamic response 
measurements. Section 4 presents the algorithm design of the DC-AIPR. Section 5 
shows the validation results of the DC-AIPR method using a benchmark structure. 
Section 6 discusses the performance of the unsupervised damage classification. Sec-
tion 7 concludes the presented work. 
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2   Overview of the Combined Data Clustering and Artificial 
Immune Pattern Recognition (DC-AIPR) Approach 

Structure damage diagnosis, in some cases, must be performed in an unsupervised 
learning mode in SHM systems. For unsupervised structure damage classification, the 
assumption is that the class labels (damage patterns) of training data are not available. 
In this case, appropriate data clustering algorithms are good candidate to cluster 
“similar” feature vectors together [14]. The presented DC-AIPR unsupervised classi-
fier employs fuzzy clustering algorithms to find the representative for each class. The 
representative for each class generated by the fuzzy clustering algorithms, however, 
includes limited information. For example, the fuzzy clustering algorithms use one 
point in a multidimensional space to represent each cluster for the compact data. To 
obtain more informative cluster representatives and provide the evolution capability, 
the artificial immune pattern recognition method is employed to integrate with the 
data clustering techniques for the unsupervised structure damage classification. The 
representative for each class generated by the fuzzy clustering algorithm is used as 
initial memory cell for each class. The initial memory cells are also used to classify 
the training data based on the k-nearest neighbor criterion. The classified training data 
are then used to generate a new memory cell set based on the artificial immune  
pattern recognition algorithm. 

3   Damage-Sensitive Feature Extraction 

The feature selection is critical to the success of the damage classification. Feature 
selection is the process to identify the measurable quantities that make damage  
patterns distinct from each other. For structure damage diagnosis based on the time 
series measurement of a structure’s dynamic response, the measurement data need to 
be standardized to reduce the environmental effects. In the DC-AIPR algorithm  
implementation, following steps are designed to process raw data and extract damage-
sensitive feature vectors.  

First, the time series measurement data are normalized using the mean and stan-
dard deviation. Let matrix ( )

nmijzZ
×

= denote the time series of measurement data, 

where each row is corresponding to the n number of data generated by one sensor and 
each column is the measurement data collected by the m sensors at a given time. Let 

( ),,...,, 21 iniii zzzz =v
 ni ,...,2,1=  denote the ith row of the matrix Z, which is the meas-

urement data of the ith sensor. The standardized measurement data ( )
nmijyY

×
=  can be 

calculated by nj
z

y
i

iij
ij ,...,2,1  =

−
=

σ
μ

, where ijy  is the standardized value of the 

corresponding value of ijz , iμ  and iσ  are the mean and standard deviation of the time 

series iz
v

.  

Second, time series measurement data sets from multiple sensors are reduced to 
lower dimensions by the Principal Component Analysis (PCA) [15] method for ex-
tracting a feature vector for a local area. In our implementation, the multiple data sets 
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from m number of sensors are compressed into one data set. It means that all the sen-
sor measurement data are projected onto the principal component that has the biggest 
eigenvalue. Let Ψ  denote the mm×  covariance matrix of the standardized time se-

ries signals Y. The matrix Ψ  can be calculated by TYY
n 1

1

−
=Ψ . Let iλ  and iv

v
 de-

note the ith eigenvalue and eigenvector of matrix Ψ  respectively. So, Ψ , iλ , and iv
v

 

satisfy iii vv
vv λ=Ψ , where eigenvector iv

v
is called the principal component. Let 1v

v
de-

note the vector that is corresponding to the biggest eigenvalue. The relationship be-

tween the compressed data ( ) 121 ,,...,, vxxxx n

vv =  and Y is Yvx T
1

vv = .  

Third, the feature vector for a local area is extracted from the compressed time se-
ries. The auto regressive (AR) algorithm is chosen to model the compressed time 
series data. Each compressed time series x is fitted into an AR model of order p as 
shown in equation (1). 

npkrxax k

p

i
ikik ,...,1   

1

+=+=∑
=

−  (1) 

where the rk is the residual between the measurement data and the AR model value. 
The order of the AR model is chosen based on the Akaike's Information Criterion 
(AIC). An AIC is a measure of the goodness of fit of an estimated statistical model. 
Given a data set, the model having the lowest AIC is the best model. The vector 

( ) pT
p Raaa ∈= ,...,, 21α , is selected as the feature vector of the time series. The fea-

ture vector is calculated using the Least Square (LS) method. Rewrite Equation (1) in 
following format: 

bA =α  (2) 
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The feature vector α can be calculated as follows: 

( ) bAAA TT 1−=α  (4) 

The effectiveness of the AR-model-based feature vectors is tested using the ex-
perimental data of the benchmark structure [13] proposed by the IASC-ASCE SHM 
Task Group. The feature vectors of four damage patterns and the normal pattern are  
visualized using the Sammon nonlinear mapping algorithm [16] as shown in Figure 1.  
Although some overlapping among different patterns exists, the AR-model-based 
feature vectors are able to distinguish these five data patterns to a certain extent.  
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4   The DC-AIPR Approach for the Unsupervised Structure 
Damage Classification 

4.1   Generate Initial Memory Cells Using Fuzzy Clustering Algorithm 

For unsupervised structure damage classification, the class label of the training data 
(feature vectors of the structure measurement data) is not available. To generate the 
initial memory cell set for the AIPR algorithm, the fuzzy-ISODATA algorithm is 
employed. Since the damage-sensitive feature vectors are compact clusters as shown 
in Figure 1, a point representative is used to represent each cluster. A fuzzy m-
clustering of },,{ 21 NX ααα L=  is defined by a set of func-

tions mjAXu j ,...,2,1,: =→ , where [ ]1,0=A , and p
i R∈α , Ni ,...,2,1=  is the fea-

ture vector of the training data in p-dimensional real value space. Let p
j R∈θ  denote 

the parameterized representative of the jth cluster, [ ]TT
m

TT θθθθ ,...,, 21≡ , U is an mN ×  

matrix whose ( )ji,  element equals ( )iju α , ( )jid θα ,  is the dissimilarity between iα  

and jθ , and ( )1>q  is a parameter called a fuzzifier. The fuzzy clustering algorithms 

are derived by minimizing a cost function in equation (5) with respect to θ  and U . 

( ) ( )∑∑
= =

=
N

i

m

j
ji

q
ij duUJ

1 1

,, θαθ  (5)

The results of the fuzzy k-means are the point representatives of clusters. These 
points are used as initial memory cells for m clusters. Once the cluster representatives 
are determined, they are used to classify the training data by using the nearest neighbor 
criterion. Given a training data, the distance to the cluster representatives are calculated. 
The training data is classified to the cluster with whose cluster representative the train-
ing data has the shortest distance. The classified training data are then used in the mem-
ory cell evolution process for improving the quality of the memory cell set. 

4.2   Evolve Memory Cell Set Using the Artificial Immune Pattern Recognition 
(AIPR) Algorithms 

Since the initial memory cell set generated by the fuzzy clustering algorithm only has 
one memory cell for each cluster, the AIPR method [17] is used to provide a mecha-
nism to evolve the memory cell set. The AIPR algorithm in [17] is based on the 
CLONALG algorithm in [18] and the AIRS in [7]. The antibody set evolution is simi-
lar to CLONALG. The memory cell set update, however, is specifically designed to 
obtain better representatives for each damage pattern. For example, the memory cell 
replacement threshold defined in [17] is effective to improve the classification success 
rate. The evolution of the memory cell set includes two sub-processes: the evolution 
of the antibody set and the update of the memory cell set. The flow chart of the mem-
ory cell set evolution process is shown in Figure 2. The training data clustered by the 
fuzzy clustering algorithm and k-nearest neighbor criterion are used to stimulate this  
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Fig. 1. The AR-model-based feature vectors 
of data patterns 

Fig. 2. The evolution of memory cells 

process. The initial antibody set is generated by the random selection of antibodies 
from the classified training data. 
 
Evolution of the antibody set using antigenic stimulation. The stimulation of the 
antibody set by an invading antigen (a training data) will cause the evolution of the 
antibody set. The description of the antibody set evolution algorithm is given in  
Table 1. For a training antigen ag, the affinity between the antigen and each antibody 

ab that is in the same class as the antigen is calculated. Let ( )Tpfab ββββ ,...,,. 21==  

and ( )Tpfag γγγγ ,...,,. 21==  denote the feature vectors of an antibody ab  and the 

antigen ag respectively. The affinity between an antibody and the antigen is defined as 

( ) ( )γβ ,
2

1
1, distagabaff −=  (6)

where ( )γβ ,dist  is the Euclidian distance between the feature vectors of β  and γ . 

The probability that an antibody ab is cloned depends on its affinity with the antigen. 
The number of the cloned antibodies, rCloneNumbe , depends on the clonal rate CR 
and the clonal value CV. The CR is an integer value used to control the number of 
antibody clones allowed for the activated B-cell. The CV is a value that measures the 
response of a B-cell to an antigen. According to the natural immune system, the 
higher the affinity, the larger the number of antibodies is cloned. We choose 
 the clonal value being equal to the affinity value. The rCloneNumbe  is then calcu-
lated by the equation (7). 

( ) ( )( )agabaffCRroundCVCRroundrCloneNumbe ,** ==  (7)

where ( )•round is an operator that rounds its value to the closest integer. 

The cloned antibodies undergo a maturation process that increases the diversity of 
the antibody set. The mutation is performed by mutating the feature vectors of the 
cloned antibodies as shown in equation (8). 
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φ×+= MVfabfabmutated ..  (8)

where mutatedab  is the mutated antibody and MV is the mutation value. Typically, the 

higher the affinity is, the smaller the mutation value. In our design, the mutation value 

MV  is defined as CVMV −=1 . In equation (8), the vector ( )Tpφφφφ ,...,, 21=  is a 

randomly generated vector whose dimension is same as that of the feature vector. 

Each element iφ  is a normal random variable defined by ( )2,0~ σφ Ni , where 

( )2,0 σN  is a normal random variable with the standard deviation of σ .  

The mutated antibodies are added into the antibody subset to which the ag be-
longs. Since the maximum number of each antibody subset is limited to a predefined 
threshold, MaxABN , the resulting antibody subset is sorted in a descending order 
according to the affinity values of the antibodies with the given antigen. The top 
MaxABN number of antibodies is selected to form the evolved antibody set. The rest 
of antibodies are discarded. The antibody with the highest affinity is chosen as the 
candidate memory cell candidateMC  for the updating of memory cell set. 

Table 1. The description of the antibody set evolution algorithm 

Algorithm 1. Antibody set evolution  
Begin 
  Input an antigen ag; 
  While (there is more antibody ab which is in the same class as ag) do 
      Clone antibody ab based on the affinity with the ag; 
      Mutate the cloned antibodies; 
      Keep the mutated antibodies staying within the unit hyper-sphere; 
      Form a new antibody set using top MaxABN number of antibodies; 
  End while 
  Select the highest affinity antibody as the candidate memory cell; 
End 

Update memory cell set. The candidate memory cell generated in the antibody set 
evolution process is used to update the memory cell set to enhance the representative 
quality of memory cells for each pattern. The description of the memory cell set 
update algorithm is given in Table 2. The memory cell update occurs in the 
following scenarios. First, when the root mean square distance, rms , between the 
candidate memory cell and the memory cells in the same class is greater than a 
specified threshold value MCIT (Memory Cell Injection Threshold), the candidate 
memory cell is injected into this class of memory cells. Let cag.  denote the class 

label of the antigen ag , let cagMCS .  denote the memory cell subset with the same 

class as the given antigen ag , and let cagMCS .  denote the total number of the 

memory cells in the subset cagMCS . . The rms  is defined by the equation (9). 
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where ( )candidatedii MCmcdistdist ,= , cagi MCSmc .∈ , and cagMCSi .,...,2,1= . If the rms 

is greater than the MCIT, the candidate memory cell is added into the memory cell 
subset cagMCS . . 

In the second case (the rms is less than or equal to MCIT), the candidate memory 
cell compares with the matched memory cell. The matched memory cell is the mem-
ory cell that has the highest affinity with the given antigen in the same class. To find 
the matched memory cell, the affinity values of the training antigen with the memory 
cells in the same class are calculated. The memory cell that has the highest affinity 
with the given antigen ag is chosen as the matched memory cell, which is denoted by 

matchedMC . When the affinity between candidateMC  and the given antigen ag is greater 

than the affinity between matchedMC  and antigen ag, the candidate memory cell re-

places the matched memory cell if the affinity between candidateMC  and matchedMC  is 

greater than the MCRT (Memory Cell Replacement Threshold), otherwise the candi-
date memory cell is added into the memory cell subset cagMCS . . 

Table 2. The description of the memory cell set update algorithm 

Algorithm 2. Memory cell set update  
Begin 
  Input antigen ag; 
  Find the matched memory cell; 
  Calculate the root mean square rms for the candidate memory cell; 
  If rms > MCIT 
      Add the candidate memory cell into the memory cell set; 
  Else if ((aff(MCcandidate, ag)>aff(MCmatched, ag)) and (aff(MCcandidate, MCmatched)> MCRT) 
      Replace the matched memory cell by the candidate memory cell; 
  Else if (aff(MCcandidate, ag)>aff(MCmatched, ag) 
      Add the candidate memory cell into the memory cell set 
  End if 
End 

5   Validating the DC-AIPR Unsupervised Damage Classification 
Method Using a Benchmark Structure 

The combined data clustering and the artificial immune pattern recognition method 
for the unsupervised structure damage classification has been tested using a bench-
mark structure [13] proposed by the IASC-ASCE SHM Task Group as shown in  
Figure 3. The structure data used in our study are the experimental data. In the  
experimental setup, a variety of damage cases were simulated by removing bracing or 
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loosening bolts in the test structure. The details of the damage patterns used in the 
validation are listed in the Table 3. 

In the experimental benchmark study, a total of 15 accelerometers were used to 
measure the acceleration data of the structure, three accelerometers for each level. The 
measurement data for each damage pattern or the normal pattern were recorded in a 
data file. Four damage patterns (configuration 2, 4, 5, and 7) and the normal pattern 
(configuration 1) were selected to validate the DC-AIPR unsupervised classification 
method. To generate feature vectors for each data pattern, 24,000 points of data in 
each data file formed 116 of 1000-point time series by advancing 200 points each 
time. Time series data for 15 accelerometers were reduced to one time series using the 
PCA method. The compressed 116 time series measurement data for each pattern 
were then fitted into AR models. The AR order is selected to be 20 since the AIC is 
small when the AR order is greater or equal to 20 as shown in Figure 4. Since each 
pattern has 116 feature vectors, a total number of 116*5=580 feature vectors were 
generated for four damage patterns and the normal pattern.  
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Fig. 3. Benchmark test structure [13] Fig. 4. AR order selection using Akaike's informa-
tion criterion 

Table 3. The configurations for simulating damage patterns 

Configuration Description 
1 Fully braced configuration (normal pattern) 
2 Missing all east side braces 
4 Removed Braces on 1st and 4th floors in one bay on SE corner 
5 Removed Braces on 1st floor in one bay on SE corner 
7 All braced removed on all faces 

These 580 feature vectors of experimental data were used to verify the unsuper-
vised classification algorithm. During the training process, the class labels of the 580 
feature vectors were erased. The fuzzy clustering algorithm was applied to find the 
cluster representatives for each class. Since the feature vectors of the structure data 
are compact clusters as shown in Figure 1, a point representative is used to represent 
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each cluster. The outputs of the fuzzy clustering algorithm are five point representa-

tives for five patterns. Each point representative is a vector in 20R . The dimension of 
the point representative is the same as the order of the AR model that is used to repre-
sent feature vectors. These five point representatives were used to form the initial 
memory cell set and also used to classify the training data to five classes based on the 
nearest neighbor criterion. The classified training data were then used to generate new 
memory cells based on the artificial immune pattern recognition algorithms. 

To test the quality of the newly generated memory cells, the previously created 
580 feature vectors were re-used with known class label information. These feature 
vectors were classified by the memory cells to five clusters. Table 4 shows the num-
ber of the feature vectors assigned to each cluster. The classification results shown in 
the Table 4 demonstrate that the DC-AIPR unsupervised structure damage classifica-
tion algorithm is able to distinguish damage patterns from each other.  

To find the statistical distribution of the classification success rate, the DC-AIPR 
algorithm is used to classify the 580 feature vectors for 100 times. The resulting  
distribution of the classification success rate is shown in Figure 5. The numbers on 
the top of each bar stand for the times that the classification success rate falls into the 
range indicated on the x-axis. For example, the classification success rate within the 
range of 82.83%-83.36% occurs 21 times among 100 tests. The classification success 
rate is defined as the ratio of correctly classified classification data to the whole set 
of classification data. The system parameters used in the test are CR=8, σ =0.5, 
MCRT=0.95, MCIT=0.60, and q=2.   

Table 4. The assignment of the training data to each cluster 

 Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Total 
pattern 1 3 4 0 8 101 116 
pattern 2 0 0 116 0 0 116 
pattern 3 0 0 0 95 21 116 
pattern 4 0 84 0 4 28 116 
pattern 5 90 22 0 0 4 116 
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Fig. 5. The distribution of DC-AIPR success rate 
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6   Performance Analysis of the DC-AIPR-Based Unsupervised 
Structure Damage Classification 

The performance analysis of the DC-AIPR-based unsupervised structure damage 
classification is conducted in the following aspects. 1) Investigate the impact of the 
fuzzifier of the fuzzy clustering algorithm on the success rate of the unsupervised 
classification. 2) The impact of the distance types used in the fuzzy clustering algo-
rithm on the success rate of the unsupervised classification. 3) The impact of the CR 
and MCRT parameters used in the AIPR algorithm on the success rate and the number 
of the memory cells. 4) A comparative study of the DC-AIPR method with the DC-
SVM (Support Vector Machines) and the DC-Naive Bayes approaches. 

To investigate the effect of the fuzzifier parameter, the classification success rate 
with different fuzzifier values are calculated and plotted in Figure 6. From the Figure 6, 
we can see that the value of fuzzifier has a significant impact on the classification suc-
cess rate. When the value of the fuzzifier is within the range of 1 to 2.4, the classifica-
tion success rate is over 80%. The further increasing the value of the fuzzifier, the  
classification success rate will drop immediately to around 55%. The Figure 6 also 
shows that the classification success rates of the combined DC-AIPR method are 
greater than that of the fuzzy clustering only method at most values of fuzzifier. The 
differences of the classification success rate between the combined DC-AIPR method 
and the FC only method are shown in Figure 7.   
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Fig. 6. Comparison of the classification 
success rate between the combined DC-
AIPR method and the FC only method 

Fig. 7. The difference of the classification 
success rate between the combined DC-
AIPR method and the FC only method 

The impact of using different types of distance definitions in the fuzzy clustering 
algorithm on the classification success rate is also investigated. The classification 
success rates shown in Figure 6 are calculated using the Euclidean distance in the 
fuzzy clustering algorithm. Figures 8 and 9 show the classification success rates when 
the Mahalanobis distance and the Diagonal distance are used, respectively. Figures 6, 
8 and 9 demonstrate that the classification success rates are about the same for the 
Euclidean distance and the Diagonal distance when the value of the fuzzifier is below 
2.4. The classification success rates are much lower when the Mahalanobis distance is 
used. 
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Figures 10 and 11 show the impact of the AIPR parameters, the CR and MCRT, 
on the classification success rate and the number of memory cells respectively. The 
classification success rate and the number of memory cells are two major perform-
ance measurements of a classifier. The higher the classification success rate and the 
lower the number of memory cells, the better the classification performance. The 
number of memory cells is critical in the SHM sensor networks. Although a big 
memory cell set may raise the classification success rate, it will result in heavy com-
putational load and slow system response. The value of the MCRT has a significant 
impact on the number of memory cells and the classification success rate as shown in 
Figures 10 and 11. When the value of the MCRT gets bigger, less matched memory 
cells are replaced, while more candidate memory cells are added into the memory 
cell set. The value of the CR also affects the number of memory cells, but has very 
little impact on the classification success rate. The appropriate values of the CR and 
MCRT should be chosen to limit the number of memory cells and achieve a reason-
able classification success rate. 
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Fig. 12. Comparison of the classification success rate among the DC-AIPR, DC-SVM, and 
DC-Naive Bayes 

The comparison of the classification success rate among the DC-AIPR, DC-SVM, 
and DC-Naive Bayes is shown in Figure 12. The 580 feature vectors generated above 
are used in the comparison study. The system parameters selected for the DC-AIPR 
algorithm are CR=8, σ =0.5, MCRT=0.95, MCIT=0.60. When the value of the fuzzi-
fier q varies from 1 to 5 with step 0.05, the classification success rates for different 
classifiers are calculated and the results are shown in Figure 12. From Figure 12, we 
can see that the DC-AIPR, DC-SVM, and DC-Naive Bayes classifiers have similar 
classification success rate if the value of the fuzzifier q is less than 2.5. When the q 
value is greater than 2.5, the DC-AIPR outperforms significantly comparing to the 
DC-SVM and DC-Naive Bayes algorithms.  

7   Conclusions 

An unsupervised classification algorithm based on the data clustering technique and 
the artificial immune pattern recognition for unsupervised structure damage classi-
fication is presented in this paper. The fuzzy clustering method is used to generate 
initial memory cells for each damage pattern based on the structure’s dynamic re-
sponse data. The initial memory cells are then evolved using artificial immune pat-
tern recognition algorithms to improve the representative quality of memory cells. 
The DC-AIPR method has been used to classify structure damage patterns using a 
benchmark structure proposed by the IASC-ASCE SHM Task Group. The valida-
tion results show the feasibility of using the DC-AIPR method for the unsupervised 
structure damage classification. The performance analysis of the DC-AIPR-based 
unsupervised structure damage classification illustrates that some of the classifier 
parameters, such as fuzzifier, distance types in fuzzy clustering algorithm, and the 
memory cell replacement threshold, have a significant impact on the classification 
success rate and the number of memory cells. The comparison of the DC-AIPR, 
DC-SVM, and DC-Naive Bayes algorithms shows that the DC-AIPR method out-
performs other two methods for the unsupervised damage classification using the 
IASC-ASCE benchmark structure. 
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Abstract. The sophistication of modern computer malware demands
run-time malware detection strategies which are not only efficient but
also robust to obfuscation and evasion attempts. In this paper, we in-
vestigate the suitability of recently proposed Dendritic Cell Algorithms
(DCA), both classical DCA (cDCA) and deterministic DCA (dDCA), for
malware detection at run-time. We have collected API call traces of real
malware and benign processes running on Windows operating system.
We evaluate the accuracy of cDCA and dDCA for classifying between
malware and benign processes using API call sequences. Moreover, we
also study the effects of antigen multiplier and time-windows on the
detection accuracy of both algorithms.

Keywords: API Call Sequence, Artificial Immune System, Dendritic
Cell Algorithm, Malware Detection.

1 Introduction

Sophisticated computer malware is becoming a serious threat to the informa-
tion technology infrastructure, which is the backbone of modern e-commerce
systems [2]. A recent outbreak of Conficker malware affected more than 9
million computers including those of Ministry of Defence, United Kingdom [3].
This incident has proved that commercial anti-virus software, even with updated
malware definitions, are incapable of safeguarding our information technology in-
frastructure. In [7], the authors have shown that commercial anti-virus software
are easily fooled using evasion attempts, such as code obfuscation, encryption
and polymorphic transformations. Therefore, security experts are now focusing
their attention to robust run-time malware detection techniques that analyze
API call sequence of a process to classify it as benign or malicious. Intuitively,
such dynamic techniques are resilient to the above-mentioned evasion attempts
because malware has to eventually execute the malicious activity.

Artificial Immune Systems (AIS) have served as a natural source of inspi-
ration to develop dynamic systems for process classification. The field of AIS
was initially dominated by the self/nonself theory, which models the working

� Apologies to Forrest et al. [9].
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of adaptive immune system. Forrest et al. initially used the idea of self/nonself
to develop the negative selection algorithm (NSA) [9]. Initially, NSA was used
to classify a computer process as benign or malicious. NSA has been incremen-
tally improved and several advanced versions are now available, such as the
real-valued NSA [10], the randomized real-valued NSA [11], and the real-valued
NSA with variable sized detectors [17]. However, Stibor et al. carried out sev-
eral experiments to evaluate the appropriateness of NSA for anomaly detection.
The authors showed that negative selection algorithm is not suitable for higher
dimensional datasets [20], [21].

AIS research community has recently turned its attention to a new genera-
tion of immune-inspired AIS algorithms which mimic the working model of the
innate immune system [4]. The fundamental principle of such algorithms is that
the innate immune system responds to ‘danger’ instead of ‘nonself’. Aickelin et
al. proposed a new AIS algorithm called Dendritic Cell Algorithm (DCA) to
overcome the above-mentioned shortcomings in NSA [6], [12].

The classical DCA (cDCA) consists of a number of context specific stochastic
variables which makes it difficult to systematically analyze a given task. Con-
sequently, Greensmith et al. [15] proposed a simplified and more predictable
version of DCA which is called deterministic DCA (dDCA). Since its original
inception, two major improvements are proposed for DCA namely antigen mul-
tiplier and time-windows. Gu et al. have initially investigated the usefulness of
these concepts for DCA [16].

In this study, we investigate the relative merits/de-merits of cDCA and dDCA,
coupled with antigen multiplier and time-windows concepts, for malware detec-
tion. In order to ensure real-world relevance, we have collected API call traces
by running 100 benign and 416 malicious Windows executables in a virtual en-
vironment.1 The malicious executables include trojans, viruses and worms. We
quantify the efficacy of DCA in terms of its detection accuracy.

The remaining paper is organized as follows: Section 2 presents a summary
of related work. Section 3 provides an overview of the DCA and its variations.
In Section 4, we explain the collection process of API call traces for real-world
malware and benign processes. Section 5 describes our experimental setup and
presents the detailed discussions on empirical results. In Section 6, we briefly
discuss major limitations of DCA and their potential countermeasures. Finally,
we conclude our paper in Section 7.

2 Related Work

AISs have served as a natural source of inspiration for designing anomaly detec-
tion systems. To maintain focus, we only discuss the most relevant research.

Classical AIS algorithms are inspired by the working of adaptive immune
system which follows principles of the self/nonself theory. In this paradigm, NSA
has attained the status of a defacto standard. It was proposed by Forrest et al. for
classification of anomalous processes in a computer system [9]. Several advanced
1 The datasets used in this paper are available at http://www.nexginrc.org

http://www.nexginrc.org
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versions of NSA have been proposed to date which include but are not limited
to the real-valued NSA [10], the randomized real-valued NSA [11], and the real-
valued NSA with variable sized detectors [17]. The advanced versions of NSA
improve its scalability, space coverage, convergence time and formal treatment.
Even with the above-mentioned improvements, NSA has been widely criticized
for poor scalability behavior especially at higher dimensions [20], [21].

Danger theory proposed by Matzinger [19] claims that immune system works
by sensing ‘danger’. In [6], the authors investigated the feasibility of using dan-
ger theory to develop a new paradigm of AIS algorithms for network intrusion
detection. In [12], Greensmith et al. developed a novel DCA based on the con-
cepts of danger theory. The authors successfully applied cDCA for classification
of breast cancer dataset. In [13] and [14], the authors used cDCA for SYN scan
detection.

Since the seminal work of Greensmith et al., several variations of DCA have
been proposed. In [16], the authors enhanced DCA with two additional features,
called antigen multiplier and time-windows. DCA relies on aggregate sampling
of the antigens for eventual classification; therefore, antigen multiplier was used
to improve sampling process. Each antigen was multiplied 10, 50 and 100 times
to study the effect of multiple sampling. The authors also used time-windows to
study the aggregate effect of signals. They used fixed time-windows of 2, 3, 5,
7 and 10 instances. They also compared DCA with NSA and C4.5 decision tree
for benchmark comparison.

In [15], the authors proposed the dDCA. Several stochastic variables of cDCA
were removed to understand the merits/demerits of the core algorithm. Three
relevant modifications introduced in dDCA were: (1) a simple signal processing
procedure, (2) context evaluation based on one factor, (k̄), which was used to
ultimately calculate an anomaly score Kα, and (3) a new metric (Tk) was defined
to determine threshold for Kα. The authors evaluated the detection accuracy of
dDCA using the PING scan dataset. In the next section, we provide a detailed
introduction of DCA and its variations.

3 Dendritic Cell Algorithm and Its Variations

Dendritic cells (DCs), of the innate immune system, are the core component of
DCA. They have the ability to sense the internal conditions of a tissue by detect-
ing various signals. A safe signal is produced in an event of natural cell death
(apoptosis), which reflects the normal environment of a tissue. On the contrary,
unnatural death of cells (necrosis) because of injury or pathogenic infection leads
to the release of danger signals. Another strong indicator of potentially harmful
environment is pathogen associated molecular pattern (PAMP).

Newly born DCs are in an immature state and scour a tissue for antigens (sus-
pect) and signals (evidence). Antigens and signals together evaluate the context
of a tissue as benign or potentially malicious. DCs distinguish between contexts
by taking different pathways to their maturity. A fully matured state of a DC
is the result of exposure to higher concentration of danger and PAMP signals.
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Likewise, semi-matured state of a DC depicts exposure to higher concentration
of safe signals. A collective assessment of DC population activates or suppresses
the immune response. We now explain the details of different variations of DCA.

3.1 Classical DCA (cDCA)

In cDCA, proposed by Greensmith et al. [12], a population of 100 DCs is main-
tained. Each DC is assigned a random migration threshold which limits the
amount of time it spends in a tissue. A subset of population is randomly sam-
pled to form a sampling pool of antigens. The selected DCs spend time in a
tissue to collect antigens and signals. The input signals are multiplied with pre-
defined weights to calculate output signals. In this paper, for cDCA, we have
used same weight values as proposed by the authors in [12]. Three output sig-
nals (O0, O1, O2) are calculated for each DC as: Oi =

∑j = 2
j = 0 Wi j Sj , ∀ i, where

i refers to the category of output signal, j refers to the category of input signal,
W is the weight matrix, S is the input signal vector and O is the output signal
vector. O0 is costimulatory signal (csm) and it migrates to the lymph node if the
value of csm exceeds assigned migration threshold. In order to derive a context,
DC computes two more outputs: (1) the semi-mature context (O1), and (2) the
mature context (O2). The values are compared with one another and the overall
context is termed as safe if O1 is greater than O2, and vice-versa.

DCs that have lived their allotted span migrate to the lymph node. The
antigens and their corresponding contexts are saved to a log file. Each antigen
is sampled multiple times so that it can appear in different contexts in a log file.
In order to detect potentially malicious antigens, they are tagged with a mature
context antigen value (MCAV ). MCAV for a particular antigen i, (MCAVi),
is derived by dividing the number of times that antigen (Agi) has appeared in
the danger context (Ndi) by total number of appearances (Ni). Mathematically,
MCAVi = Ndi

Ni
.

A threshold (T ) is applied to MCAV to make the final classification decision.
The antigens with MCAV higher than T are termed malicious, and vice-versa.
Let ζm be the number of anomalous instances and ζ be the total number of
instances in a dataset. We can define T = ζm

ζ .

3.2 Deterministic Dendritic Cell Algorithm (dDCA)

The DCA has provided promising classification accuracy results on a number of
benchmark datasets [12], [13]. However, the basic DCA uses several stochastic
variables which make its systematic analysis very difficult. In order to mitigate
this problem, the authors in [15] have proposed some changes in cDCA. The new
variation of DCA, called dDCA, has following enhanced features:

– Three input signal categories are reduced to two, i.e. danger and safe signal;
– Random migration threshold is replaced with uniform distribution of lifespan

values in a population;
– Dedicated storage and sampling of antigens is replaced with sampling of all

antigens by DCs;
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– Instead of forming a sampling pool, the signals’ data is processed by all DCs.
As a result, output signals are calculated once for population of DCs;

– Only one factor (k̄) is calculated for each DC to arrive at a context. Negative
values of k̄ reflect a benign context and positive values indicate a malicious
context.

Signal processing is simplified by reducing the number of input signals and
using a weight assigning scheme. Two outputs are calculated: (1) accumulation
of signals (csm), and (2) score (k̄), to which the threshold is applied for classi-
fication. csm is defined as csm = D − S, and k̄ = D − 2S, where D and S are
values of danger and safe signals respectively. A new parameter Kα is defined
using the values of k̄. Its purpose is to provide real-valued scores. Kα is defined
as Kα =

∑
m km∑
m αm

, where km is the k̄ value for DCm, and αm is the number of
antigens of type α presented by DCm. Moreover, a threshold parameter (Tk)
is also defined. The values of Kα greater than the value of Tk depict malicious
context and smaller values indicate benign behavior. Tk is defined as Tk = Sk .̄i

Is
,

where Is is the total number of instances in a dataset, ī is the mean number of
iterations per incarnation of a DC, and Sk =

∑
Is

D − 2
∑

Is
S.

3.3 Antigen Multiplier

DCA has been mostly utilized for data mining problems. Most of the datasets
used for data mining contain only one copy of each instance (or antigen). In order
to assess the type of an antigen, it should be presented multiple times so that
MCAV value can be generated for it. The concept of antigen multiplier caters for
this requirement [16]. Each antigen is copied multiple times in the tissue antigen
vector. The classification decision is now averaged over the replicated population.
Intuitively, replicating an antigen should help in improving the classification
accuracy.

3.4 Moving Time-Windows

The signals in our body do not die suddenly; rather, they fade slowly over a
period of time. This temporal effect of signals is captured by introducing the
concept of moving time-windows in DCA [16]. New signals are computed using:
Ni j = 1

w

∑i + w
n = i On j , ∀ j, where Ni j is new signal value of ith antigen of jth

category, w is the window size and Oi j is original signal of ith antigen and
jth category. New signals (N) are the average of old signals (O) in a particular
time-window. Intuitively speaking, averaging of signals reduces the noise in input
signals.

4 Dataset

In this section, we provide statistics of the benign and malware executable files
used in our study. We also describe the commercial API call tracer, API Monitor
1.5, used for logging API traces.
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Table 1. Statistics of the Data used in this Study

Executable Quantity Avg. Filesize Min. Filesize Max. Filesize
Type (Kilo Bytes) (Kilo Bytes) (Kilo Bytes)

Benign 100 1, 263 4 104, 588

Trojan 117 270 1 9, 277

Virus 165 234 4 5, 832

Worm 134 176 3 1, 301

Total 516 50 2 1, 332

4.1 Benign and Malware Executables

We have collected a set of 416 malware and 100 benign Windows executables.
The malware executables consist of trojans, viruses and worms. All of them are
in Win32 portable executable (PE) format. The benign executables are obtained
from a freshly installed copy of Windows XP and application installers. The
malware executables are obtained from VX Heavens virus collection which is
publicly available [5]. Table 1 provides statistics of the executables used in our
study.

4.2 API Call Tracer

We have used API Monitor 1.5 to log the API call sequences of Windows pro-
cesses. It captures these API calls and stores them in apm file format [1]. It
has an API and a process filter. The API filter gives us the option of filtering
unnecessary API calls by category. In the API filter, we can select the calls of
following categories: (1) Dynamic-Link Libraries, (2) Memory Management, (3)
Network Management, (4) Processes and Threads, (5) Registry, and (6) Socket.
The process filter allows us to filter API calls made by different processes. We
have captured API calls of all system-wide processes because some malware in
our study use Windows processes like explorer.exe to carry out malicious ac-
tivities. Therefore, it is not possible for us to exactly pin-point a set of processes
for monitoring.

We install API call tracer on a fresh virtual machine of Microsoft Windows XP
and also create its backup. After execution of each malware or benign executable,
we replace the virtual machine source with the original backup. We capture API
calls from the start of execution of a process till it finishes.

4.3 Feature Selection and Extraction

We use n−gram analysis for feature extraction. n−gram of a sequence is the
normalized frequency histogram of n successive elements of the sequence [8].
n−grams computed with very less value of n contain insufficient information and
those with very large values of n incur unacceptably high processing overheads.
So, we have to choose a suitable value of n to get sufficient information from
the n−grams while incurring reasonable processing overheads. In this study, we
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have used the value of n = 4. Each API function is mapped to a unique random
variable. We extract the most informative 4−grams from all dataset files by
ranking them according to their information gain, also known as average mutual
information. The information gain of a feature i is defined as [18]:

I(Y ; X) = H(Y ) − H(Y |X),

where X is an input attribute, Y is a class attribute, H(Y ) is the entropy of
the class attribute variable Y and H(Y |X) is the conditional entropy of Y with
respect to X . Therefore, information gain of an input attribute quantifies the
reduction in uncertainty of the class attribute given that we know the value
of input attribute. We have selected top 500 4−grams sequences by applying
threshold to information gain values. 500 4−grams are selected to ensure that
adequate amount of relevant information is selected for the signal calculation
process, which is explained in the next section.

For feature extraction, we check the log file of each executable file for presence
or absence of the selected n−grams. We place 1 if the n−gram is present and 0
otherwise. Each executable log is mapped to a 500−dimensional binary string.
All strings generated for benign executables are placed in a separate file and the
same is done for trojans, viruses and worms. We then combine the separate files
to create three datasets: benign-trojan, benign-virus and benign-worm. In the
next section, we explain the detection accuracy of different variations of DCA
using each of the above-mentioned datasets.

5 Experimental Analysis

5.1 Signals and Antigens

We have used boolean information about presence or absence of top 500 n−grams,
which characterize the activities of each executable.

To map information from boolean feature vectors to signals in a systematic
manner, we propose an intuitive procedure. Firstly, we count the number of times
a given feature (n−gram sequence) is present in benign and malicious logs. We
term these counts as n(b) for benign logs and n(m) for malware logs. We then
compute the kappa metric (κ) for every n−gram as:

κ = loge

(
n(b)
n(m)

)

Figure 1(a) shows the plot of κ for every n−gram in all datasets. An interested
reader will appreciate the peculiar nature of the plot, which can be helpful in
selecting n−grams for signal calculation. Figure 1(b) shows the plot of only
benign-worm dataset where potentially interesting n−gram regions are marked
with black circles. Intuitively, n−grams with positive values of κ represent benign
behavior and vice-versa. We now detail the formation of all types of signals: (1)
safe, (2) PAMP, and (3) danger.
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Fig. 1. κ distribution plot of n-grams for all datasets

For safe signal, we are interested in n−grams which are mostly present in the
traces of benign processes (region D), and those which are never present in be-
nign traces (region A). For PAMP signal, we are interested in n−grams which are
mostly present in malware traces (region B), and those which are never present
in the traces of malware processes (region E). To derive the magnitude of safe and
PAMP signals, we add a predefined value to the signal value if we are: (1) able to
find n−gram that is supposed to be present, and (2) unable to find n−gram that
is supposed to be absent. Finally, we normalize the value signal in a desired range.

To extract danger signal, we are interested in n−grams belonging to region C.
These n−grams have high probability of being present in benign traces, but not
as high as required for deriving safe signal. We use the absence of these n−grams
as the evidence of danger. Remember that large deviations from benign behavior
reflect associated danger. In order to create antigens, we label each instance of
all datasets with an integer value.

5.2 Experimental Setup

We now describe the experimental setup used in our study. We plan to examine
the effect of antigen multiplier and moving time-windows on the performance
of cDCA and dDCA in terms of detection accuracy. We perform independent
experiments using all three datasets—benign-trojan, benign-virus, benign-worm.

We have designed three sets of experiments for each algorithm. First two
experiments determine the effect of varying the amount of antigen multiplier
value and sizes of moving time-windows independently on the detection accuracy.
The objective of first two experiments is to determine the best antigen multiplier
value and the best size of time-windows. In the third experiment, we analyze the
combined effect of both techniques on the detection accuracy of both algorithms.

– E.0: Effect of antigen multiplier value on the detection accuracy of cDCA
and dDCA.

– E.1: Effect of size of moving time-windows on the detection accuracy of
cDCA and dDCA.

– E.2: Combined effect of antigen multiplier value and size of moving time-
windows on the detection accuracy of cDCA and dDCA.



228 S. Manzoor et al.

1  5 10 50 100
0.75

0.8

0.85

0.9

0.95

1

Antigen Multiplier Value

D
e

te
ct

io
n

 A
cc

u
ra

cy

 

 

Trojan
Virus
Worm

(a) Accuracy plot for basic DCA
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(b) Accuracy plot for dDCA

Fig. 2. Accuracy results for varying Antigem Multiplier

In our experimentation, the number of DCs are kept constant at 100 for both
algorithms. All datasets are ordered, i.e., benign class followed by malicious class.
The experiments are conducted on a 2.2 GHz Dell Vostro 1510 Core 2 Duo.

Parameters of cDCA. The thresholds values used in this study are derived
from distributions of the datasets. We divide the number of anomalous instances
with the total number of instances in a dataset to compute threshold. As a result,
we have determined threshold values of 0.547, 0.630 and 0.580 for benign-trojan,
benign-virus and benign-worm datasets respectively.

Danger and PAMP signals are normalized within a range of 0 to 100 while
safe signal is normalized within a range of 0 to 66. The migration threshold is
kept between 300 to 500. The use of high values ensures that the classification
of current instance is affected by its neighboring instances. Each experiment is
repeated 10 times and the averages, along with standard deviations, of these
runs are plotted in Figures 2, 3 and 4.

Parameters of dDCA. For dDCA, we use same values of PAMP and safe sig-
nals as that of cDCA. Lifespans are uniformly distributed between a range of 300
to 500 across the DC population. The increments are computed by dividing the
range of lifespan with the number of used DCs. As before, the higher values in-
clude the effect of neighboring instances on the classification of current instance,
which tends to reduce the error because of noise during signal calculation.

5.3 Discussions on Results

E.0: Effect of antigen multiplier on cDCA and dDCA. Remember that
by using multiplier, each antigen is copied several times into the tissue antigen
vector. More than one presentations of the same antigen allows multiple DCs
to evaluate its context. Intuitively speaking, the collective assessment by DC
population should provide more accurate prediction since final context is less
vulnerable to the wrong judgment of a single DC.

The need for antigen multiplier is justified where insufficient antigens are
available for doing classification. This is a common situation in data mining
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(a) Accuracy plot for basic DCA
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(b) Accuracy plot for dDCA

Fig. 3. Accuracy results for varying size of time-windows

applications. For example, KDD 99 dataset used by Gu et al. in [16] and breast
cancer dataset used by Greensmith et al. in [12] have only one copy of each
antigen. Therefore, antigen multiplier can play an important role in improving
the classification accuracy in such applications. We have used antigen multiplier
values of 1, 5, 10, 50 and 100. Note that the multiplication factor of 1 refers to
the case when antigen multiplication is not applied.

The results of cDCA are shown in Figure 2(a). DCA achieves poor classifica-
tion accuracy when antigen multiplication is 1 because there is just one antigen
of each type which may get picked by a DC having either a very high or a very
low migration threshold. In the former case, it may get associated with the in-
stances of a wrong class, and in the later case the neighboring instances would
hardly have any effect because the DC would migrate to a lymph node in a sin-
gle iteration. As expected, the detection accuracy of the algorithm significantly
increases with an increase in the antigen multiplication factor.

The results of varying antigen multiplier in dDCA are shown in Figure 2(b).
The classification accuracy trend is similar to the one observed in cDCA. How-
ever, the classification accuracy of dDCA, even without antigen multiplication,
is significantly better compared with the cDCA. This improvement can be at-
tributed to the use of Tk, which caters for different ranges of normalization of
signals and their effect on the migration threshold. As a result, the algorithm
becomes more adaptive to variations of parameters. Finally, we observe that
the antigen multiplication factor of 100 for dDCA achieves better classification
accuracy than all antigen multiplier configurations of cDCA.

E.1: Effect of Moving Time-Windows on cDCA and dDCA. When
we use the concept of moving time-windows, we actually take average of the
magnitude of signals present in that window. This effectively reduces the signal’s
noise by including the effect of neighboring signals. The signals are also averaged
near class boundaries. This helps in reducing the possibility of false predictions.
We have used time-windows of sizes 1, 2, 5, 7 and 10 in our study.

The results of moving time-windows for cDCA are plotted in Figure 3(a). The
poor accuracy of cDCA at a time-window of size 1 stems in the same reasons
already explained for antigen multiplication factor of 1. However, it is interesting
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Fig. 4. Accuracy results for cascading antigen multiplier and time-windows

to note that increasing the size of time-windows has almost negligible effect on
accuracy of the algorithm. This behavior is due to the fact that noise in the
obtained signals is already fairly low, which leaves little room for removing the
noise or making other relevant improvements.

The results of moving time-windows for dDCA are shown in Figure 3(b). It
is interesting to observe that the accuracy drops with an increase in the size of
time-window. We contemplate on a possible explanation that unrelated signals
and antigens get associated with each other for larger time-windows. This effect
is more evident at the boundary of two classes. If we take the example of the last
entry of a benign class, most of the signals in the time-window would belong to
the malware class. Now if we take average, the signal value is biased towards the
malware class. dDCA still achieves better classification accuracy for all respective
time-windows sizes than cDCA.

E.2: Combined effect of both antigen multiplier and moving time-
windows on cDCA and dDCA. From the results of previous two experi-
ments, it can be deduced that antigen multiplier values of 50 and 100 provide
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the best classification accuracy results for cDCA and dDCA respectively. In case
of time-windows, the window size of 2 has yielded best average accuracy results
for both algorithms.

Figures 4(a) and 4(c) respectively show the results of varying antigen multi-
plier while keeping the window size fixed at 2 and varying the window size while
keeping the multiplier value fixed at 50 for cDCA. Similarly, Figures 4(b) and
4(d) show the results of varying antigen multiplier while keeping the window
size fixed at 2 and varying the window size while keeping the multiplier value at
100 respectively for dDCA. It is evident that the detection accuracies are better
compared with the results of E.0 and E.1 experiments of cDCA.

The results of dDCA in Figure 4(c) show an increase in the classification
accuracy reflecting an increase in antigen multiplier value. Likewise, Figure 4(d)
shows decrease in the classification accuracy, similar to the trends shown in
Figure 3(b), due to the increase in the size of time-windows. The results of
dDCA, in Figure 4(c) with antigen multiplier value set to 100 and in Figure
4(d) with the value of time-windows set to 1 and 2, show better classification
accuracy than all other settings for dDCA.

From our results, we can conclude that the use of antigen multiplication is
highly recommended. While, the effect of time-windows on results of cDCA is
minimal and the accuracy drops as the size of time-window increases for dDCA.

6 Limitations and Potential Solutions

In this section, we briefly present the limitations of DCA which we have ob-
served for the presented problem. We also discuss potential solutions of these
limitations.

A basic problem with DCA is that it requires adjustment of several parameters
and there are no rules of thumb to determine their optimal values. This limitation
introduces additional design dimensions which are to be explored for obtaining
the best results. For example, there is no standard procedure to determine the
weights used in DCA. Intuitively, the optimal values of these weights vary with
respect to different properties of the dataset.

DCA also lacks an automated module for signal computation from high-
dimensional data. Signal computation strategies vary significantly from one ap-
plication to another. In this paper, we have introduced a systematic and intuitive
method to group and transform high-dimensional input data for typical 2−class
problems.

DCA decisions are based on the aggregate sampling of each antigen. This
demands multiple presentations of every antigen. Hence, DCA does not work
well in situations where insufficient number of antigens are available (such as
data-mining). Our study has shown that antigen multiplication is an important
concept which can be used to overcome this limitation.

DCA performs a temporal correlation between antigens and the signals for clas-
sification. It distinguishes between normal and potentially malicious antigens on
the basis of neighboring antigens. This feature can be exploited by crafty attackers
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(via mimicry attacks) to evade detection by DCA. The malicious entities may re-
main undetected by wilfully mimicking benign behavior intermittently. This vul-
nerability is also observable at the class boundaries.

7 Conclusions

In this study, we have analyzed the feasibility of using two variations of DCA—
cDCA and dDCA—for run-time detection of malware. We have also investigated
the effect of antigen multiplier and moving time-windows on the accuracy of
both algorithms. The results of our experiments highlight the promise of DCA
in malware detection applications and relevant 2−class problems.

The important conclusions of our experiments are: (1) danger theory based
DCA has the potential in the domain of run-time malware detection, (2) dDCA
consistently outperforms DCA in terms of classification accuracy, and (3) antigen
multiplier shows promise to improve the detection accuracy while time-windows
show little relevance in improving the detection accuracy.
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Abstract. This paper presents a cooperative control framework developed 
based on the inspiration from the immune system for controlling networked 
multi-agent systems. The framework is inspired from the meta-dynamics of 
lymphocyte repertoires in the adaptive immune system, including the continual 
circulation, continual turnover, concentration control and other relevant mecha-
nisms. We design this framework for the control of a team of autonomous  
defending agents in RoboFlag Drill, a test-bed for studying cooperative sys-
tems. Simulation results are presented to demonstrate the effectiveness of the 
proposed immunity inspired cooperative control framework. The results of the 
simulations demonstrated that a set of defenders- can intercept attacker sets 
with larger set sizes from entering a specific Defense Zone for 60% of the ran-
domly generated RoboFlag Drill problem instances. 

Keywords: Artificial Immune Systems, Networked Multi-agent Systems,  
Cooperative Control, RoboFlag Drill. 

1   Introduction 

The Immune system uses many strategies to defend the body against threats in a 
truely distributed, adaptive and robust manner. Its featured mechanisms, including 
layered defense, self-nonself discrimination, dynamic pathogen space coverage, 
complement system, immune system suppression, neutriphil swarms and so on, 
provide rich inspiration for engineers to create successful solutions to complex real-
world problems. A new emerging biological metaphor that is inspired by theoretical 
immunology and observed immune functions, principles and models, called Artificial 
Immune Systems (AIS), emerged in the 1990s. A number of AIS models, such as 
negative selection [1], immune network model [2] and clonal selection [3], have been 
developed and applied to a wide spectrum of problems ranging from pattern 
recognition and classification [4], fault detection [5], computer security [6] to 
autonomous robotics [7]. Among them, the distributed and self-organized property of 
immune system is gaining researchers’ attention from the discipline of cooperative 
control of multi-vechile systems. Lau & Wong [8]developed a distributed multi-agent 
control framework with the ability to evolve and learn in a dynamic environment.  
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Lau & Ko [9] presented a General Suppression Control Framework and applied it to 
self-balancing robots control. 

This paper presents a new cooperative control framework for multiple interacting 
agents, named AIS-based Cooperative Reaction Framework (ACRF). This framework 
is inspired from the meta-dynamics of lymphocyte repertoires, including mechanisms 
for the generation of their diversity and the cooperation that cover the ever-changing 
space of all antigen patterns [10-12]. Taking the basis of concentration-dependent 
formation control algorithm, capability complement, manipulation process plus other 
relevant mechanisms, we designed the AIS-based Cooperative Reaction Framework 
for controlling a team of defending robots to intercept as many mobile attackers 
appearing randomly as possible from entering a Defense Zone at the center of a 
playing field, known as RoboFlag Drill – a popular test bed for studying cooperative 
control and optimization problems in the field of robotics and automation introduced 
by Earl and D‘ Andrea [13].  In this problem, a team of defenders is deployed to 
intercept an oncoming team of attackers who appear randomly. The goal is to design a 
team control strategy for the defenders that minimizes the number of attackers 
entering the Defense Zone. The RoboFlag Drill problem is a special version of a 
networked multi-agent systems control problem that is characterized by a collection 
of decision-making components, each having access to local information and limited 
inter-component communication, but all seeking to achieve a collective objective. 

In this paper, we present the results of preliminary simulation studies to 
demonstrate the effectiveness of ACRF. We undertake a simple but illustrative 
simulation by solving randomly generated instances of ND-on-NA Defensive Drill 
problems. Simulation results show that our proposed ACRF controls the team of 
defenders to successfully intercepted teams of attackers with larger team sizes from 
entering the Defense Zone for 60% of the randomly generated RoboFlag Drill 
problem instances. The results illustrate that our proposed ACRF is a competitive 
team control strategy compared to other state-of-the-art strategies  [13, 14]. 

2   The Immune System  

Nature has long served as source of inspiration for many of the scientific and 
technological advances of mankind. Artificial Immune Systems (AIS) emerged in 
the 1990s as a computation paradigm that adopts the observations and concepts of 
the human immune system. In essence, human immune system is a distributed, 
adaptive and robust system consisting of a variety of interacting cellular and 
molecular elements distributed throughout our body. It takes the role of (self-) body 
maintenance and defense against (non-self) intruders, through detecting the 
immunogenic tissue states and eliciting an immediate (innate) or precise (adaptive, 
antigen-specific) immune response to each detected signal concurrently. The 
immune system has a multilayered defense architecture: the outermost layer 
(including the skill and the physiological conditions such as pH and temperature) is 
the first barrier to infection; the innate immune system consists primarily of 
macrophages, neutrophils and dendritic cells and clears the system of both debris 
and pathogens at very short notice; the adaptive immune system is a supplement to 
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the innate system and is adaptively acquired furing the lifetime of the organism. As 
the adaptive immune system provides the greatest potential from a multi-agent 
cooperation viewpoint, we focus our study on the mechanisms embedded within the 
adaptive immune system that are used to develop an Artificial Immune Systems 
(AIS) for the cooperative control of multiple interacting agents in the later sections. 

Adaptive Immune System (also called “the acquired immune system“) is the 
most sophisticated layer of defense and involves many different types of cells and 
molecules. It is adaptive in that its immunity is antigen-specific and evolves 
throughout the lifetime of the organism. The adaptive immune system can be 
viewed as a cooperative defense system consisting mainly of lymphocytes. One 
unique function of these lymphocytes that contribute to the defense operation of the 
entire system is achieving diversity, because the ability of immune system to detect 
most antigens requires lymphocytes with antigen-specific receptors having a huge 
diversity to provide a complete coverage of the space of all antigens distributed 
throughout the body. The immune system has several mechanisms for addressing 
this problem including:  

(1) lymphocyte receptors, in the form of immunoglobulins on B cells and T-cell 
receptors on T cells,  are generated through a complex and elegant genetic 
process that introduces a large extend of randomness; In the genome, each 
receptor chain cannot be encoded in full. Instead, the receptor chains are 
encoded in several pieces-so called gene segments. Each type of gene 
segment is present in multiple copies, the selection of a gene segment of each 
type during gene rearragement occurs at random, and the large number of 
possible different combinations accounts for much of the diversity of the 
lymphocyte receptors [15]. 

(2) lymphocytes are not static cells but are in continual circulation through the 
body. Also, lymphocytes are typically short-lived (a few days) and are 
continually replaced by new lymphocytes with new randomly generated 
receptors. The continual circulation of lymphocytes and the continual 
turnover of the lymphocyte population make the protection of the immune 
system dynamic, and increase the coverage provided by the immune system 
over time [16].  

(3) concentration of lymphocytes of each type are maintained in a status of 
dynamic equilibrium when circulating throughout the body. The balanced 
concentration of lymphocytes in the body increases the coverage provided by 
the immune system over time further. The change in the concentration of 
lymphocytes of each type depends on the total stimulation by excitatory 
signals, the total effect of inhibitory signals, the rate of new entrants and the 
rate of natural death, according to Jerne’s idiotypical network model [2]. 

As a whole, the lymphocytes population in the adaptive immune system provides a 
dynamic converage of the space of all antigens distributed throughout the body. 
One estimate is that there are 108 different lymphocyte receptors in the body at any 
given time, which can detect potentially 1016 different foreign patterns [12]. 
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3   Cooperation in Networked Multi-agent Systems 

The extent of connectivity in our society is rather amazing. Networks exist in nearly 
every aspect of the infrastructure that supports our daily life. Electricity, water, 
transportation, shopping, Internet, health care, banking and education are all brought to 
us by physical or social networks.  There has been a boom of research motivated by the 
emerging applilcations of large-scale, dynamic and uncertain networked systems, 
where traditional approaches to control and optimization are no longer feasible due to 
the need to exploit real-time information and to improve robustness to dynamic 
uncertainties.  Fueled by this increasing interest, major scientific journals have devoted 
special themes to the discussion and dissemination of topical researches in networked 
systems, including special issues of Proceedings of the IEEE and SIAM Journal on 
Control and Optimization [17, 18], Nature, Operations Research and Management 
Science have published several reviews on the subject [19-21]. Furthermore, the Na-
tional Research Council (USA) committee has chosen the topic of ‘network-centric 
operations‘ as the subject of a study for future army applications [22].   

Networked systems are characterized as a collection of decision-making components 
– each having access to local information and having limited inter-component 
communication capacity, but all seeking to achieve a collective objective by 
coordinating their local decisions. There are two unique features of a networked system: 
(1) the distribution of information; (2) the computational complexity associated with a 
poentially large number of interacting components and the difficulties of dealing with 
overlapping or partial information. The central challenge for the design and operation of 
networked systems is to derive desirable collective behaviors through designing suitable 
individual agent control algorithms and the inter-agent interaction rules. Although  
the individual components of these networked systems are increasingly sophisticated, 
we lack a fundamental understanding of how to assemble and coordinate the individual 
components into a coherent whole.  

A coordination algorithm (or protocol) is an interaction rule that specifies the 
information exchange between a component and all of its neighbors in the network. 
Cooperation (or coordination, the terms are used interchangably in this work) in 
networked systems has been studied by researchers from various disciplines. This 
includes consensus and averaging algorithms [23, 24], game-theoretic models  
[25-27], market-based/auction algorithms [28, 29], and so on.  

In this paper, we consider a particular version of coordination problems for 
networks of autonomous agents called ‘RoboFlag Drill‘ [30] illustrated in Fig.1. 
RoboFlag Drill serves as a fertible testbed for complex strategies of cooperative 
control and optimization involving multiple interacting agents. In this problem, there 
are two teams of robots, the defenders and the attackers, interacting on a playing 
field with a region called the Defense Zone at its center. The attackers are located 
randomly and move toward the center of the defense zone along straight line paths at 
a constant velocity. The defenders’ collective objective is to thwart as many attack-
ers from entering the Defense Zone as possible by intercepting each attacker before 
it enters the Zone.  The goal is to design a cooperative control strategy for the team 
of defenders to minimize the number of attackers that enter the Defense Zone. We 
consider the class of Defensive Drill problems in which each attacker has a fixed 
intelligence governed by a state machine.  
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Attacker

Defender

Defense
zone

 

Fig. 1. RoboFlag Drill model 

4   AIS-Based Cooperative Reaction Framework 

The AIS-based Cooperative Reaction Framework (ACRF) presented in this paper is 
developed based on the distributed cooperative search and reaction mechanism of 
adaptive immune system. Adaptive immune system is a special type of networked 
multi-agent system where the agents (primarily lymphocytes) circulate through the 
body in the blood and lymph systems and respond to antigens in a distributed and 
cooperative manner. Our analogy infers that each attacker is an antigen that infects 
the body and each defender is a lymphocyte that reacts to the uncertaint envionment. 

4.1   Initialization of the AIS-Based Cooperative Reaction Framework 

The Defensive Drill - We consider ND-on-NA Defensive Drill problems [30]. This is a 
generalized case and involves ND defenders and NA attackers. We take the Defense 
Zone to be circular with radius Rdz. We seek a control strategy for the team of ND that 
minimizes the number of attackers that enter the Defense Zone. The initial state of the 
Defensive Drill is shown in Fig. 2. 

The attacker - There are two states for an attacker: attack and being inactive. The 
attacker starts in the attack state at the beginning of play. When in attack mode, the 
attacker moves toward the center of the Defense Zone at constant velocity along a 
straight line path. If the attacker is intercepted by a defender or if it enters the Defense 
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Fig. 2. Initialization of the AIS-based cooperative reaction framework 
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(In Defense Zone)
or (inter cepted)

Otherwise Any
 

Fig. 3. State transition model of the attacker 

Zone, it transits to the inactive mode. When in the inactive state, the attacker does not 
move and remains inactive for the remainder of play. The state transition model of an 
attacker is shown in Fig. 3. The initial position and the velocity for each attacker are 
given by ra,  θa, va, and values of ra, θa, va are randomly picked from a uniform distri-
bution over the intervals [ra

min, ra
max], [0, 2π], and [va

min, va
max], respectively. There are 

a set of attacker types [31] , and each attacker in our Defensive Drill problems 
belongs to a specific type and is different from other attackers.  

The defender - There are two major states for a defender: circulation and reac-
tion. The defender starts in the circulation state at the beginning of play. When in 
circulation mode, the defender circulates on a predefined orbit around the Defense 
Zone at constant velocity. If the defender binds to an attacker within its sensing 
region, it transits to reaction mode. When in reaction mode, the defender moves 
toward the attacker, intercepts it, and then returns to the orbit. Once the defender 
returns to the orbit, it transits to circulation mode again. The state transition model 
of a defender is shown in Fig. 4. The velocity for all defenders in circulation mode 
is given by vd, and value of vd is randomly picked from a uniform distribution over 
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the intervals [vd
min, vd

max]. Each defender only has the capability to react to a spe-
cific type of attacker at any given time. Initially, the defenders on the orbit have 
different capabilities with each other. To define what it means for a defender to 
intercept an attacker, we introduce an intercept region rigidly attached to the de-
fender. The intercept region is a circular region with radius Rinc. If the attacker is in 
this region, it is considered being intercepted. The defender should not move inside 
the circular region formed by the orbit when reacting to an attacker. Therefore,  
the radius of the orbit on which defenders circulate also depends on the radius of 
the intercept region, and is given by: 

orb dz incR R R

ReactionCirculation
(Bind to an attacker)

(Retur n to the orbit)
Otherwise

 

Fig. 4. State transition model of the defender 

4.2   Control Logic for an AIS-Based Defender  

The control logic for defenders bears a close analogy to the mechanisms used by 
lymphocytes in the immune system. In circulation mode, the AIS-based defenders 
achieve coverage of the playing field by a concentration-dependent formation control 
algorithm, and the diversity of AIS-based defenders’ capabilities is achieved through 
a capability complement and manipulation process.  

Concentration-dependent formation control algorithm - concentration CD1-D2 is 
defined as the reciprocal of the arc distance between two adjacent defenders (D1, D2) 
on the orbit. The AIS-based defenders keep formation by the rule: 

0C C
D adjacentD D theOtherAdjacentD

− =− −
 

1
C

D adjacentD Dis
D adjacentD

=−
−

 

This formation is maintained dynamically. When a defender deviates from the orbit 
for a reaction or goes into the orbit after finishing the reaction, the formation will be 
adjusted according to the concentration-dependent rule stated above. The 
concentration-dependent formation control algorithm is shown in Fig. 5. Accordingly, 
the sensing region of an AIS-based defender is designed to be a fan-shaped region 

with an averaged central angle of: 360
N

D on the orbit− − −
. 
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Fig. 5. The concentration-dependent formation control algorithm 

Capability complement and manipulation process - In order to have the ability to in-
tercept as many attackers as possible, it requires a diversity of the defenders’ capabili-
ties. The diversity of AIS-based defenders’ capability is achieved by a dynamic and 
coordinated capability complement and manipulation process. Each AIS-based de-
fender keep a dynamic memory of a capability set {α, β, γ, δ...} that contains all the 
possible types of attackers that appear. There are two immune-inspired mechanisms 
used in this process: first, each AIS-based defender maintains its capability for a prede-
fined period TC (TC is counted from the moment when the defender transitions to the 
circulation mode) and its capability will be replaced by another randomly selected 
capability in the memorized capability set at the end of TC if it does not react to any 
attacker in this period. Secondly, when an AIS-based defender receives the signal from 
another defender who is going to react to an attacker, it deletes the capability of react-
ing to that attacker from its memorized capability set. Furthermore, in the capability 
manipulation process, the AIS-based defender ensures that its capability is different 
from those of other defenders on the orbit, so that the capabilities of defenders on the 
orbit complement each other. The control logic of the capability complement and ma-
nipulation process is shown in Fig. 6. 

In reaction mode, the AIS-based defender first sends a signal with information on the 
type of the attacker to its neighbors, and then approaches the attacker along a calculat-
edstraight line trajectory at its maximum velocity vd

max. When the attacker is in its inter-
cept region, it returns to the orbit at the same velocity along the straight line linking it 
with the closest point on the orbit. The overall control logic of an AIS-based defender is 
shown in Fig. 7. 
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Fig. 6. The capability complement and manipulation process 
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Fig. 7. Control logic for an AIS-based defender 

5   Simulation and Discussion 

In this section, we demonstrate the effectiveness of the proposed control framework 
by solving randomly generated instances of ND-on-NA Defensive Drill problems. To 
undertake a simple but illustrative simulation, we consider instances with defender 
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set of size three (ND =3) and attacker sets of size NA = 1, 2, 3, 4, 5, and defender set 
of size four (ND =4) and attacker sets of size NA = 3, 4, 5, 6, 7. The size of these 
problem instances is the same with those adopted in RD' Andrea [32]. We compare 
the computational complexity and the effectiveness of the proposed framework with 
those of RD' Andrea [32], which models the multi-vehicle cooperative control prob-
lem in a MILP framework, and is widely regarded as the state-of-the-art for Robo-
Flag problems. 

For each of the 10 ND-on-NA Defensive Drill problems stated above, 10 random 
instances were generated. Each instance is generated by randomly picking 
parameters from a uniform distribution over the intervals defined below. We take 
the playing field to be circular with radius R=11, and we set the radius of the De-
fense Zone Rdz = 1.  The intervals used to generate the instances are ra∈ [4.5, 11] 
and vd∈ [1.0, 1.5]. We also set Rinc=0.5, va=0.5, 2 * (1 0.5)T vC d

. We assume 

that the capability set that each AIS-based defender keeps in memory at the begin-
ning of the play contains 5 types of capabilities for the problems with ND =3, and 7 
types of capabilities for the problems with ND =4. They are given by { α, β, γ, δ, ε } 
and { α, β, γ, δ, ε, σ, τ} respectively. For each problem instance, the attacker set 
should be a subset of the corresponding capability set kept in memory of each AIS-
based defender at the begining of the play.  

In Fig. 8, we plot the attacker’s distance from the boundary of the Defense Zone 
versus time for two problem instances: (a) ND =3, NA = 4; (b) ND =4, NA = 6.  The 
distance is calculated by (ra - Rdz). As these figures show, in the instance with 3 
defenders and 4 attackers, the attacker with an  initial distance of 3.5 enters the 
Defense Zone. In the instance with 4 defenders and 6 attackers, all attackers were 
intercepted successfully before entering the Defense Zone. Among these attackers, 
those with an initial distance of 3.6 was intercepted when they were 0.1 units away 
from the Defense Zone. 

 

Fig. 8. The solutions to two instances of the Defensive Drill. For Fig (a), ND =3 and NA = 4. For 
Fig (b), ND =4 and NA = 6. In Fig (a), an attacker enters the Defense Zone. In Fig (b), the de-
fenders intercept all attackers from the Defense Zone. 

(a) (b) 
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Fig. 9. Fraction of instances solved versus time for instances with a defender set of size ND =3 
and attacker sets of size NA = 1, 2, 3, 4, 5 

 

 

Fig. 10. Fraction of instances solved versus time for instances with a defender set of size ND =4 
and attacker sets of size NA = 3, 4, 5, 6, 7 
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In Fig. 9., we plot the fraction of instances solved versus time for the Defensive 
Drill problems with a defender set of size  ND =3 and attacker sets of size NA = 1, 2, 
3, 4, 5. To generate each curve, 10 random instances were solved. In Fig. 10., we 
plot the fraction of instances solved versus time for the Defensive Drill problems 
with a defender set of size  ND =4 and attacker sets of size NA = 3, 4, 5, 6, 7. Togenerate 
each curve, 10 random instances were solved. As shown in these figures, 60% of the 
instances can be solved (If all attackers are intercepted before entering the Defense 
Zone, it is considered solved) within 18 time units under the control and coordination 
of our proposed framework. 

In Table 1., we compare the effectiveness of the proposed AIS-based framework 
with that of the MILP framework proposed in Andrea’s work [32]. The measurement 
index adopted is the computation time necessary to solve 50% of the randomly 
generated instances for cases where the number of attackers is larger than the number 
of defenders. From the table, it can be seen that the proposed AIS-based framework is 
less computationally intensive than the MILP framework proposed by Andrea for 
cases where the size of attacker set is larger than that of defender set. Furthermore, the 
scalability of the proposed AIS-based framework is much better than that of the MILP 
framework.  

Table 1. Comparison of simulation results of the proposed AIS-based framework and the An-
drea’s MILP framework 

             Frameworks 
Problem Cases 

AIS-based framework MILP framework 

ND =3 and NA = 4 50% of the instances solved in 
13 time units 

50% of the instances solved in 
22 time units 

ND =3 and NA = 5 50% of the instances solved in 
16 time units 

50% of the instances solved in 
65 time units 

ND =4 and NA = 5 50% of the instances solved in 
9 time units 

50% of the instances solved in 
10 time units 

ND =4 and NA = 6 50% of the instances solved in 
11 time units 

50% of the instances solved in 
16 time units 

ND =4 and NA = 7 50% of the instances solved in 
17 time units 

50% of the instances solved in 
48 time units 

6   Conclusion and Future Work 

This paper presents a cooperative control framework for networked multi-agent 
systems, named AIS-based Cooperative Reaction Framework (ACRF), based on the 
meta-dynamics theories of lymphocyte repertoires in the adaptive immune system. In 
the framework, a collection of AIS-based agents engages in cooperative search and 
defense task in ND-on-NA RoboFlag Drill problems. The main featured mechanisms 
employed in the ACRF include the concentration-dependent formation control 
algorithm and capability complement and manipulation process. 

The paper also presents a simulation study on ACRF to solve randomly generated 
instances of ND-on-NA Defensive Drill problems. The simulation results successfully 
demonstrated the effectiveness of the proposed ACRF for team control in RoboFlag 
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Drill. Future study will aim to examine the performance of this framework with 
respect to the rate of convergence and computational complexity through solving 
randomly generated instances of ND-on-NA Defensive Drill problems with a larger sets 
of attackers and defenders. 
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Abstract. Constraint Directed Network Artificial Immune System is
an artificial immune algorithm, recently proposed, to solve constraint
satisfaction problems. The algorithm has shown to be able to solve hard
instances. However, some problems are still unsolved using this approach.
In this paper, we propose a method to improve the search done by the
algorithm. Our method can be included in other immune algorithms
which manage constraints. The tests are carried out to solve very hard
instances randomly generated of 3-colouring problems. The results show
that using our method, the algorithm is able to solve more problems in
less execution time.

1 Introduction

A (finite domain) Constraint Satisfaction Problem (CSP) consists of a set of
variables, their related domains, and a set of constraints between them. The
goal is to find a value for each variable, from their respective domains, such that
the constraints are satisfied [20], [21], [18].We are interested in the stochastic
approaches, specifically artificial immune systems to solve CSPs. In the following
section, we define a CSP and its components. The Constraint Directed Network
Artificial Immune System (CD-NAIS) has been recently proposed for solving
constraint satisfaction problems, [12]. We briefly review the algorithm in section
3. CD-NAIS has given very good results. However, more complex problems where
some constraints are more difficult to be satisfied than others are still unsolved
by CD-NAIS. Because it is known that using an appropriate heuristic algorithm
can make a tremendous difference in the time required to solve a CSP [16], in
the constraint research community, we have analysed both the performance and
the behaviour of CD-NAIS, in order to define a method that can help it solve
more complex CSP problems. This analysis allows us to propose, in section 4,
a new Build Network procedure, which is focused on constraints satisfaction
diversity more than instantiation diversity, as does the original procedure. In
order to evaluate our method we have done many tests using hard instances
of the 3-colouring graph. The results that are discussed in section 5, are very
encouraging and show that CD-NAIS, outperforms the original algorithm, using
our approach.

P.S. Andrews et al. (Eds.): ICARIS 2009, LNCS 5666, pp. 248–259, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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The contributions of this paper are:

– A Build Network procedure that helps CD-NAIS to explore new parts of the
search space, where other constraints can be satisfied.

– Improve CD-NAIS in order to be able to solve problems where the constraints
have a diverse degree of difficulty.

– To show that an immune artificial algorithm can solve very hard problems
well, using its particular characteristics as a negative selection and diversity.

2 Preliminaries

Here we will give the basic notions on a CSP. We restrict our attention to binary
CSPs, in which the constraints involve two variables. It is possible to convert a
CSP with many constraints to another equivalent binary CSP [17].

2.1 Notions on CSP

A Constraint Satisfaction Problem (CSP) is composed of a set of variables
V = {X1, . . . , Xn}, their related domains D1, . . . , Dn and a set θ containing
η constraints on these variables. The domain of a variable is a set of values to
which the variable may be instantiated. The domain sizes are m1, . . . , mn, re-
spectively,and we let m denote the maximum of the mi. Each variable Xj is
relevant, to a subset of constraints Cj1 , . . . , Cjk

where {j1, . . . , jk} is some sub-
sequence of {1, 2, . . . , η}. A constraint which has only one relevant variable is
called a unary constraint. Similarly, a binary constraint has exactly two rele-
vant variables. If two values assigned to variables that share a constraint are not
among the acceptable value-pairs of that constraint, this is an inconsistency or
constraint violation. Because CD-NAIS strongly uses the topology of the con-
straints for searching, we require the following definitions to explain how the
algorithm works.

Definition 1. (Constraint Arity)
We define the Constraint Arity for a constraint Cα, aα, as the number of relevant
variables for Cα.

Definition 2. (Constraints Graph)
Given a binary CSP, we define a Constraints Graph G=(V,E), such that the
set of vertices V corresponds to the CSP variables. An edge that connects two
vertices Xi and Xj exists if and only if there is at least one constraint for which
both Xi and Xj are relevant.

Definition 3. (Constraints Involved Variables)
We define the Constraints Involved Variables CI as a mapping from a n-tuple
of values (CI1, . . . , CIn) → DCIi ∈ [0,number of constraints], ∀i, such that for
a variable Xi, CIi is the number of constraints for which Xi is a relevant one.
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Definition 4. (Violation Involved Variables)
We define the Violation Involved Variables VI as a mapping from a n-tuple of
values (V I1, . . . , V In) → DV Ii ∈ [0,number of constraints], ∀i, such that for a
variable Xi, V Ii is the number of violated constraints for which Xi is a relevant
one.

Definition 5. (Instantiation)
An Instantiation I is a mapping from a n-tuple of variables (X1, . . . , Xn) →
D1 × . . . × Dn, such that it assigns a value from its domain to each variable in
V,e.g. (X1, . . . , Xn) → (14, 18, . . . , p, q)

A solution consists of an Instantiation which does not violate any constraint.

3 Description of CD-NAIS

Constraint Directed Network Artificial Immune System (CD-NAIS) is an im-
mune algorithm which strongly takes into account the constraints graph in or-
der to guide its search. It uses an antigen which is an array of size n where
each element i corresponds to the CIi value as it has been defined above. Thus,
an antigen represents static information about the problem constraints. For each
variable, the antigen value is the number of constraints for which this variable is a
relevant one. The B-cells antibodies are composed of two structures. The first one
is an array of instances for all the variables (structural antibody), and the second
one is an array corresponding to the number of violated constraints where each
variable is involved (conflicting antibody). B-cells are maintained into a memory
of B-cells. At each iteration, the algorithm uses a Clonal Selection to select a set
of B-cells from the memory, taking into account the constraints violations and
the participation of each variable into the violations. A Clonal Expansion gen-
erates clones of the selected B-cells following a hypermutation procedure, which
is a local-search to repair the instantiation part of the antibody. Then the Build
Network procedure inserts new B-cells from the clones set into the memory such
that the new B-cells do not violate more constraints than the ones already in
the memory, and the instantiations of the variables of the new B-cells are as far
as possible different from those already in the memory (more diversity).

3.1 Affinities in CD-NAIS

CD-NAIS has two types of affinity. The first one is to measure the affinity be-
tween the antigen and a conflicting antibody (violation involved). The second
one is to measure the affinity between two structural antibodies (instantiations).

Affinity between Antigen and a Conflicting Antibody. CD-NAIS uses a
function named Acsp to compute the affinity between the antigen and a conflict-
ing antibody. This function does not only prefer a pre-solution with a minimal
number of violated constraints, but it also takes into account how hard for the
algorithm to repair this pre-solution could be. This is done by including a con-
flict dispersion measure. Thus, given two pre-solutions which satisfy the same
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number of constraints, the algorithm prefers the one with the smallest number of
variables (nodes) involved in the constraints violations. The algorithm is search-
ing for pre-solutions having both a reduced number of constraints violations and
a reduced number of involved variables.

Affinity between Structural Antibodies. Roughly speaking this affinity is
a measure between two instantiations where both are candidates to be a pre-
solution of the CSP. The key idea is to have a criteria which prefers one of
them. Given two pre-solutions with the same number of violated constraints,
CD-NAIS prefers the pre-solution which is a different instantiation to the others
found previously by the algorithm. It is searching for instantiation diversity.
This affinity is used in the Build Network procedure. In this procedure some
B-cells are selected to be included in memory by preferring those having a larger
instantiation diversity respect to the B-cells already in memory.

The algorithm CD-NAIS is shown in figure 1.

Algorithm CD-NAIS(CSP ) returns memory B-cells
Begin

Ag ← Determine constraint graph connections(CSP , n);
Initialise B-cells
For i← 1 to bcells number do (1) Antigen Presentation

Compute affinity value Acsp(B-cells[i])
End For
j ← 1;
While (j ≤MAX ITER) or (not solution) do

Select a set of B-cells by Roulette Wheel (2) Clonal Selection
Generate Clones of the selected B-cells (3) Clonal Expansion
Hypermutate Clones (4) Affinity Maturation
For k← 1 to CLONES NUM do

Compute affinity value Acsp(Clones[k])
End For
B-cells ← build network(CLONES);
B-cells ← metadynamics(B-cells);

End While
Return B-cells;

End

Fig. 1. CD-NAIS Pseudocode

4 New Build Network - Searching Constraints Diversity

We have analysed in detail, the behaviour and the performance of CD-NAIS
when it is solving difficult problems, where some constraints are more difficult
to be solved than others. From the behaviour of the algorithm for these problems
we have observed that the unsatisfied constraints are the same among B-cells in
memory, whereas there is a good diversity of the instantiation part or structural
antibody. That means that the conflicting antibodies in memory are quite simi-
lar. In this case, the algorithm is not able to explore new parts of the search space
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where other constraints can be satisfied. In most of the CSPs, some constraints
are more difficult to be satisfied. Taking into account this issue we propose to
change the point of view of managing the B-cells diversity in memory. We pro-
pose to change from having a diversity of instantiations in memory, to having
a diversity of the constraints that are being satisfied by the B-cells in memory.
We can have a diversity of values in memory, but the algorithm can always be
satisfying the same constraints.

In our method, two conflicting antibodies have a high affinity level when they
are quite different in terms of the constraints that they are violating. The idea
is to quantify how similar two conflicting antibodies are, not only in the number
of unsatisfied constraints but in which variables are involved in the violations.
To compute this interaction our strategy uses the Hamming distance between
conflicting antibodies.

Definition 6. Given two B-cells Bi and Bj and their conflicting antibodies Abci

and Abcj respectively, we define the network conflicting affinity as the hamming
distance between the conflicting antibodies of the B-cells. That is:

network conflicting affinity = Hamming-distance(Abci , Abcj) (1)

Our Build Network procedure prefers to include in memory, those new B-cells
having a larger value of the network conflicting affinity, among those B-cells
already in memory. This can be interpreted as the algorithm is now focused on
putting B-cells, which are satisfying different constraints (constraints satisfaction
diversity), in memory.

The new Build Network procedure uses the immune network concepts to gen-
erate a set of conflicting diverse memory B-cells. This procedure, described in
figure 2, uses a set of hypermutated clones ordered from the highest to the lowest
affinity Acsp to generate a set of memory B-cells.

A suppression counter is defined in order to evaluate how similar a clone is to
the B-cells in memory. The key idea is the constraints diversity. The selection
process is done by including clones that are quite different from the B-cells that
are already in memory. It begins with the clones without suppression condition.
At each step, the suppression condition is updated considering the new clone
included in memory.

5 Experimental Comparison

In this section, we experimentally evaluate and compare the CD-NAIS imple-
mentations: The original version and this using our new build network procedure.

5.1 Experimental Setup

The hardware platform for the experiments was a PC Pentium IV Dual Core,
3.4Ghz with 512 MB RAM under the Linux Mandriva 2008 operating system.
The algorithm is implemented in C. The code for CD-NAIS is available on a
website1.
1 http://www-sop.inria.fr/orion/personnel/Marcos.Zuniga/CSPsolver.zip
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procedure New Build Network (CLONES, n)
Begin
While (num added b cells < b cells to be selected) do

For j ← 0 to clones number − 1 do
{H = HAa(conflicts − clone[j], conflicts −MEMORY BCELLS);
clone[j].network conflicting affinity = H ;
If clone[j].network conflicting affinity < ε then

suppression-condition for clone j;
else
{MEMORY BCELLS[num added b cells]← clone[j];
num added b cells← num added b cells + 1;}

End For
End While
Return MEMORY BCELLS;
End

a Hamming Distance between

Fig. 2. Pseudo-code for New Build Network procedure

5.2 Test Suite

We repeat the same tests that have been done for evaluating the original version
of CD-NAIS. The goal of the tests is to compare the performance of CD-NAIS
in front of CSPs as the well-known 3-colouring problem. Applications of the
3-colouring problems are scheduling, frequency assignment, or register alloca-
tion. We have used the Joe Culberson library2 to generate random graphs to be
coloured. These graphs have at least one solution.

For these tests, we have generated graphs with a sparse topology, as they are
known to be the most difficult ones to solve. For each number of constraints
from {60, 90, 120, 150, 180, 210, 240, 360, 400, 600, 800, 1000, 1200} we have gen-
erated 500 random 3-colouring graph problems. In order to discard the easy
problems we have applied DSATUR [24]. DSATUR is a greedy like algorithm,
one of the best algorithms to solve this kind of problems.

DSATUR tries to color a graph G=(V,E) searching for using a minimum
number of colours, respecting the adjacency constraints between nodes. The
order in which nodes are chosen to be instantiated is determined dynamically,
based on the number of colours that cannot be used because of conflicts with
previously coloured nodes. Nodes with the fewest available colours are coloured
first. Pseudo code is shown in figure 3. The performance of DSATUR depends
on the initial order of nodes which are randomly generated or using by some
heuristics. For the most difficult 3-colouring problems DSATUR is able to find
solutions using 4 colours. In the transition phase the choices at each node are
very similar, thus for DSTAUR is difficult to discriminate which is the best
option.

2 http://web.cs.ualberta.ca/joe/



254 M.-C. Riff and E. Montero

Begin
Give an initial ordering of nodes as V = {v1, v2, ...vi, ......vn};
Find a largest clique V ∗ of G, assign each vertex in V ∗ a distinct
colour class;
V = V − V ∗;
While(V != NULL)

Find a vertex v in V, which is adjacent to the largest number of
distinctly coloured nodes
Assign v to the lowest indexed colour class that contains no
nodes adjacent to v;
If(no available colour class) create a new colour class for v;

Move v out of V;
endIf

endWhile
return colour classes.
End

Fig. 3. DSATUR pseudocode

Finally, the problems used for testing are 100 problems in the transition phase,
for each category, selected from those that DSATUR can not solve. We run the
algorithm using 5 different initial seeds for the random numbers generator to
solve the same problem. We have modified the parameters found for tuning CD-
NAIS. We have obtained better results just using 3 clones and 10 B-cells, instead
of 100 clones and 5 B-cells reported in the original approach. The parameter
values used for both versions are shown in figure 4.

Parameters CD-NAIS CD-NAIS-New-Tuned

n1 0.3 0.3
n2 0.4 0.4
ε 0.4 0.4

B − cells 5 10
clones 100 3

Fig. 4. Parameter values for CD-NAIS and CD-NAIS-New-Tuned

In figures 5 and 6, we report the percentage of problems solved by CD-NAIS
(original version), CD-NAIS-New-Tuned using the new parameter values and
CD-NAIS-New-Build-Network using our new method for diversity. All of them
using 5000 iterations. In figure6 we show the percentage of additional problems
solved using our technique in comparison to the two other versions of CD-NAIS:
The original one and the re-tuned one. We consider that a problem is solved if
at least one of the five executions has solved the problem. For instance, for the
problems with 800 constraints using our new technique CD-NAIS has been able
to solve 71% more problems than the re-tuned version and 96% more than the
original approach. The more constraints the problem has, the more problems are
solved using our new procedure compared to the original re-tuned CD-NAIS.
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Number of % of Problems Solved % Problems Solved % Problems Solved
Constraints CD-NAIS CD-NAIS-New-Tuned CD-NAIS-New-Build-Network

60 96 100 100
90 92 100 100
120 88 100 100
150 78 100 100
180 71 100 100
210 63 100 100
240 56 100 100
360 42 99 100
400 0 100 100
600 0 84 100
800 0 25 96
1000 0 6 75
1200 0 1 30

Fig. 5. Comparison of the Percentage of Problems Solved for the 3-colouring problem
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Fig. 6. Different problems tested, comparison of: % Problems Solved

In figure 7 we show the percentage of graphs solved for each connectivity. We
do not report the results using the original tuned CD-NAIS here because we
have clearly obtained better solutions using the new parameter values. For each
connectivity there are 500 runs, corresponding to 5 executions with different
seeds for each of the 100 problems. In figure 8, we show the percentage of addi-
tional runs that has solved a problem using 5 different initial seeds, compared to
the re-tunned version of CD-NAIS. As we expected we observed that different
seeds make an enormous difference in the quality of the solutions found by the
algorithm. CD-NAIS using our method, has obtained more successful executions
(find a solution) than the original re-tuned one.
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Number of Constraints % of Runs Solved % Runs Solved
CD-NAIS-New-tuned CD-NAIS-New-Build-Network

60 100 100.0
90 99.6 100.0
120 100 99.8
150 98.8 98.6
180 99.2 99.6
210 98.2 97.2
240 94.4 96.4
360 74.2 86.2
400 88.2 95.6
600 36.0 81.6
800 6.2 50.6
1000 1.2 22.8
1200 0.2 7.8

Fig. 7. Comparison of the Percentage of Executions Solved for the 3-colouring problem
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The modification in the criteria of memory diversity has allowed to improve
the performance of CD-NAIS when it is forefront of solving the most difficult
3-colouring problems. Furthermore, as is for all other known solvers, the problem
in the transition phase is also the most difficult one for CD-NAIS using both
strategies.

6 Related Work

The most popular method in stochastic approaches to solve a CSP is min-
conflicts hill-climbing [22]. The success of this method is for both simplicity
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and performance. This method creates a complete, but inconsistent assignment
and then repairs constraint violations until a consistent assignment is achieved.
This method is guided by a simple ordering heuristic for repairing constraint
violations. Minton et al. [22] empirically demonstrated that min-conflicts is
considerably more efficient than traditional constructive backtracking methods.
Stochastic methods are proposed, in general, to solve large scale constraint satis-
faction problems. In the bio-inspired computation community, some approaches
have also been proposed to tackle CSPs with success, such as evolutionary algo-
rithms [5], [6], [9], [15], [11], [3], ants algorithms [14], immune algorithms [12].
In order to improve the search performance for the hard problems where some
constraints are more difficult to be solved, the researchers have proposed many
different strategies [23].In general, these problems are tackled given a higher
penalty to constraints that have not been satisfied for a while. This implies
defining new parameters and criteria as a penalty value, and how and when to
change this penalty, as sometimes different penalties are also included, ordered
by an unsatisfied ranking of constraints. Our new procedure does not require
more parameters.

7 Conclusions

The artificial immune systems have some interesting characteristics from the
computational point of view: pattern recognition, affinity evaluation, immune
networks and diversity. In this paper, we focused our attention on the concept of
diversity and how to guide the search of the algorithm to satisfy more constraints.
The B-cell structure is useful in determining both the solution to the problems
and also in identifying the involved variables in the conflicts. The conflicting
antibody is used by the algorithm to guide the reparation of the solutions (hy-
permutation process), giving more priority to the variables involved in a higher
number of conflicts. Now, it is also used to learn and keep in memory those B-cells
that satisfy different constraints but have a good constraint satisfaction level.
For the problems in the hardest zone, CD-NAIS-New-Build-Network has solved,
on average, 14% more problems than the CD-NAIS-New-Tuned and 47.4% more
problems than the original one.

8 Future Work

A promising research area is to incorporate some other heuristics coming from
the constraint research community into the algorithm. We also expect that re-
combining B-cells could help the algorithm to access other dimensions of the
search space.
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Abstract. We were inspired by the role of co-stimulation in the Biolog-
ical immune system (BIS). We propose and evaluate an algorithm for en-
ergy efficient misbehavior detection in ad hoc wireless networks. Besides
co-stimulation, this algorithm also takes inspiration from the capability
of the two vital parts of the BIS, the innate and the adaptive immune
system, to react in a coordinated way in the presence of a pathogen. We
demonstrate that this algorithm is also applicable in situations when a
(labeled) data set for learning the normal behavior and misbehavior is
unavailable.

1 Introduction and Motivation

Ad hoc and sensor wireless networks can become an object of attacks and intru-
sions. The motivation for attacking an ad hoc network can range from a desire to
benefit from the network’s services to an intent to make it non-functional. Faults
that are a result of software or hardware failures can be equally damaging. Cor-
recting the consequences of some faults or attacks might only be possible by a
costly human intervention, or not at all. Even though secure protocols address is-
sues connected with data integrity and user authentication, the experience with
the Internet shows that flaws in these protocols are continuously being found
and exploited [1].

This establishes the basic motivation for designing autonomous detection and
response systems that aim at offering an additional line of defense to the em-
ployed secure protocols. Such systems should provide several layers of function-
ality including the following: (i) distributed self-learning and self-tuning with the
aspiration to minimize the need for human intervention and maintenance, (ii)
active response with focus on attenuation and possibly elimination of negative
effects of faults or attacks on the network.

In many scenarios ad hoc and sensor networks are expected to be based on
wireless devices with limited (battery) resources. In order to stimulate the surviv-
ability of such networks, it is essential that autonomous detection and response
systems reflect these resource constraints.

P.S. Andrews et al. (Eds.): ICARIS 2009, LNCS 5666, pp. 260–273, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Best current practices for misbehavior detection in ad hoc wireless networks
are almost exclusively done on a domain knowledge basis; see [2] and references
therein. Although such an approach allows to find a good predictor for a specific
type of misbehavior, it fails to address a broader range of issues. Furthermore, the
area of energy efficient misbehavior detection remains to be a challenging problem.

We assume that upon deployment of an ad hoc network, an enforcement of oper-
ational strategies in an energy efficient way is desired. Such operational strategies
may impose performance limits in the form of e.g. a maximum data packet loss
at a node. One possibility for determining whether a node keeps forwarding data
packets is monitoring by other nodes. This is however a very costly approach since
the monitoring nodes cannot enter a sleep mode to preserve their energy resources.
It is therefore necessary that monitoring will be kept to a minimum.

Our aim was to design a system offering a reasonable tradeoff between energy
efficiency and misbehavior classification performance. Our contribution is an
algorithm that allows for energy efficient misbehavior detection that can also
be applied to e.g. just deployed ad hoc networks. Such ad hoc networks have
none or a very limited data basis for an efficient learning of the normal behavior
and misbehavior. To stimulate energy efficiency, we exploit an inherent property
of ad hoc networks in order to propagate the classification error among two
parts of our detection system. These two parts are inspired by the role of the
innate and adaptive immune systems and by their ability to communicate. Such
error propagation allows for an adaptive approach to the costly explicit behavior
monitoring by the participating nodes.

2 The Biological Immune System

The Biological immune system (BIS) [3] can quickly recognize the presence of
foreign microorganisms in the human body. It is remarkably efficient, most of the
time, in correctly detecting and eliminating pathogens such as viruses, bacteria,
fungi or parasites. When confronted with a pathogen, the BIS often relies on a
coordinated response from both of its two vital parts:

– the innate system: the innate immune system is able to recognize the presence
of a pathogen or tissue injury, and is able to signal this to the adaptive
immune system.

– the adaptive system: the adaptive immune system can develop during the
lifetime of its host a specific set of immune responses and provide immuno-
logical memory. An immunological memory serves as a basis for a stronger
immune response, should a pathogen re-exposure happen.

The form and amplitude of immune responses is pathogen dependent. In many
forms of immune reactions, the innate immune system plays an important role
in triggering a reaction from the adaptive immune system, and vice versa. A cell
gets eliminated, if it was classified by the adaptive immune system as a pathogen,
and at the same time, the innate immune system signals that the cell causes
some damage to the human organism. Under this specific immune reaction, only
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damage inflicting or infectious cells get eliminated by the BIS. This implies that
a two-way communication, hereafter referred to as co-stimulation, between the
innate and adaptive immune systems is necessary.

Communication capabilities within the BIS received an increased interest from
the Artificial immune systems (AIS) community and evolved into an independent
research direction. Several different types of danger, safe and amplifying signals
were proposed within the Danger theory due to Aickelin et al. [4].

In our work, we were motivated by the ability of the BIS to act in a coordinated
way when confronted with a pathogen. We show that co-stimulation in ad hoc
networks can have very positive effects in stimulating energy efficiency.

3 Related Work

The pioneering work in adapting the BIS to networking has been done by
Stephanie Forrest and her group at the University of New Mexico. In one of
the first BIS inspired works, Hofmeyr and Forrest [5] described an AIS able to
detect anomalies in a wired TCP/IP network. Co-stimulation was in their setup
done by a human operator who was given 24 hours to confirm a detected attack.

Sarafijanović and Le Boudec [6] introduced an AIS for misbehavior detection
in mobile ad hoc wireless networks. They used four different features based
on the network layer of the OSI protocol stack. They were able to achieve a
detection rate of about 55%; they only considered simple packet dropping with
different rates as misbehavior. A co-stimulation in the form of a danger signal
emitted by a connection source was used to inform nodes on the forwarding path
about perceived data packet loss. Such signal could then be correlated with local
detection results and suppress false positives.

An AIS for sensor networks was proposed by Drozda et al. in [7]. The imple-
mented misbehavior was again simple packet dropping; the detection rate was
about 70%.

Classification techniques proposed in [5,6,7] are based on negative selection, a
learning mechanism applied in training and priming of T-cells in the thymus. In
the computational approach to negative selection due to D’haeseleer et al. [8], a
complement to an n-dimensional vector set is constructed. This is done by pro-
ducing random vectors and testing them against vectors in the original vector
set. If a random vector does not match anything, according to some matching
rule in the original set, it becomes a member of the complement (detector) set.
These vectors are then used to identify anomalies (faults/misbehavior). Tim-
mis et al. [9] recently showed that negative selection is NP-complete, if the
n-dimensional vectors are represented as bit-vectors and the matching/testing is
done using the r-contiguous bits matching rule [8]. In general, the negative selec-
tion process, in the current interpretation, does not seem to have the potential
to be used for misbehavior detection in ad hoc wireless networks.

An approach based on the Danger theory avoiding the inefficiency of the
negative selection was proposed by Kim et al. in [10]. Several types of danger
signals, each having a different function are employed in order to detect routing
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manipulation in sensor wireless networks. The authors did not undertake any
performance analysis of their approach.

Drozda et al. [11] used a forward feature selection process together with a
wrapper approach [12] to identify a suitable set of features for misbehavior de-
tection. A co-stimulation inspired architecture with the aim to decrease the false
positives rate while stimulating energy efficiency is proposed and evaluated.

Even though the BIS seems to be a good inspiration for improving misbehavior
detection in ad hoc and sensor networks, approaches based on machine learning
and similar methods received much more attention; see [2] and the references
therein. Despite recent efforts, energy efficient misbehavior detection however
remains to be a challenging problem.

4 Protocols and Assumptions

We now review several protocols, mechanisms, assumptions and definitions rel-
evant to our experiments.

An ad hoc network can be defined as a net N = (n(t), e(t)) where n(t), e(t) are
the set of nodes and edges at time t, respectively. Nodes correspond to wireless
devices that wish to communicate with each other. An edge between two nodes
A and B is said to exist when A is within the radio transmission range of B and
vice versa. A sensor network is a static ad hoc network deployed with the goal
to monitor environmental or physical conditions such as humidity, temperature,
motion or noise.

AODV is [13] is an on-demand routing protocol that starts a route search
only when a route to a destination is needed. This is done by flooding the
network with RREQ (= Route Request) control packets. The destination node
or an intermediate node that knows a route to the destination will reply with a
RREP (= Route Reply) control packet. This RREP follows the route back to
the source node and updates routing tables at each node that it traverses. A
RERR (= Route Error) packet is sent to the connection originator when a node
finds out that the next node on the forwarding path is not replying.

At the MAC (Medium access control) layer, the medium reservation is often
contention based. In order to transmit a data packet, the IEEE 802.11 MAC
protocol uses carrier sensing with an RTS-CTS-DATA-ACK handshake (RTS =
Ready to send, CTS = Clear to send, ACK = Acknowledgment).

In promiscuous mode, a node listens to the on-going traffic among other
nodes in the neighborhood and collects information from the overheard packets.
Promiscuous mode is energy inefficient because it prevents the wireless interface
from entering sleep mode, forcing it into either idle or receive mode. There is
also extra overhead caused by analyzing all overheard packets. According to [14],
power consumption in idle and receive modes is about 12-20 higher than in sleep
mode. Promiscuous mode requires that omnidirectional antennas are used.

We do not assume any node location knowledge or time synchronization
among nodes. We assume that packets are authenticated, i.e. the sender of any
packet can be easily identified as well as can be changes in the packet body. This
is a reasonable assumption in line with e.g. the ZigBee specification [15].
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5 Misbehavior Modeling and Classification Performance
Evaluation

Node misbehavior can be the result of an intrusion or failure. We considered
three types of misbehavior: (i) DATA packet dropping: 30% DATA packets were
randomly and uniformly dropped at misbehaving nodes. (ii) DATA packet de-
laying: 30% DATA packets were randomly and uniformly delayed by 0.1 second
at misbehaving nodes. (iii) Wormholes [16]. Wormholes are private (out-of-band)
links between one or several pairs of nodes. They are added by an attacker in
order to attract data traffic into them to gain control over packet routing. This
could lead to packet data load manipulation.

In order to simplify the experiments, we decided to merge these three types
of misbehavior into a single class called “misbehavior”. This means, when eval-
uating the classification performance of our approach, we will apply a “normal
vs. misbehavior” classification scheme. The necessary traffic samples for these
two classes were created through network simulation by applying one of the
above misbehavior models or running a misbehavior free simulation. Natural
data packet losses (noise) due to e.g. collisions at the MAC layer amounted to
0 − 15%. The detailed experimental setup is discussed in one of the following
sections.

Classification performance in our experiments was evaluated in terms of de-
tection rate and false positives (FP) rate. The two measures were computed as
follows:

det. rate =
ccj

ncj

× 100.0% FP rate =
FPcj

ncj

× 100.0% (1)

where cj = {normal, misbehavior}. ncj is the number of vectors (samples) la-
beled with the class cj ; note that ncj > 0 in all our experiments. ccj is the
number of vectors that were correctly classified by the induction algorithm as
belonging to the class cj . FPcj is the number of samples incorrectly predicted
as belonging to cj . 95% confidence intervals (CI95%) were computed for each
measure. Classification performance with respect to a vector set was evaluated
by means of the classification error:

class. error =

∑
cj

FPcj
∑

cj
ncj

× 100.0% (2)

6 Co-stimulation in Ad Hoc and Sensor Networks

Drozda et al. [11] introduced and evaluated an architecture inspired by the in-
terplay between the innate and adaptive immune system. 24 features suitable
for misbehavior detection from several layers of the OSI protocol stack were con-
sidered. These features were divided into several subsets with respect to their
energy requirements and protocol assumptions. A wrapper approach [12] was
used to identify features with a statistically significant contribution to the classi-
fication process. Due to their relevance for our experimental setup, the features
that were found significant are listed below.
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6.1 The Features

Let ss, s1, ..., si, si+1, si+2, ..., sd be the path between ss and sd determined by
a routing protocol, where ss is the source node, sd is the destination node.
Features in the following feature set f are averaged over a time window. We use
the feature labels (M3, M4, ...) as they were introduced in [11].

MAC Layer Features:
M3. Forwarding index (watchdog): Ratio of data packets sent from si to

si+1 and then subsequently forwarded to si+2.
M4. Processing delay index (quantitative watchdog): Time delay that a

data packet accumulates at si+1 before being forwarded to si+2.

Routing Layer Features:
R5. Average distance to destination: Average number of hops from si to

any destination.
R9. Connectivity index:Number ofdestinationswithknownroutes as recorded

in the routing table of node si.
R12. Diameter index:Number ofhops to the furthermostdestinationas recorded

in the routing table of node si.

Transport Layer Features:
T1. Out-of-order packet index: Number of DATA packets that were received

by si out of order. This assumes that each DATA packet has a unique ID
computed by the connection source. Normalized by the time window size.

T2. Interarrival packet delay index 1: Average delay between DATA pack-
ets received by si. The delay was computed separately for each connection
and then a master average was computed.

T3. Interarrival packet delay variance index 1: Variance of delay between
DATA packets received by si. The variance was computed separately for
each connection and then a master average was computed.

T4. Interarrival packet delay index 2: Average delay between DATA pack-
ets received by si.

T5. Interarrival packet delay variance index 2: Variance of delay between
DATA packets received by si.

All the above features can be locally computed. The features T2, T3 and
T4, T5 are identical, if only DATA packets belonging to a single connection are
received by si. M3 and M4 require operation in promiscuous mode and therefore
can be considered energy inefficient. Sudden changes in R5, R9 and R12 can
help detect a topological change caused by a wormhole. This type of misbehavior
increases the number of nodes lying within a fixed number of hops from si. We
consider the following two subsets of the feature set f :

1. f0 = {M3, M4}.
2. f1 = {R5, R9, R12, T 1, T2, T3, T4, T5}.

Besides energy efficiency, these two feature subsets have a very different ex-
pressive power. For example to show that si+1 is misbehaving, either f0 com-
puted at si is necessary or f1 computed at both si and si+2 is necessary [11].
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Fig. 1. Immuno-inspired misbehavior detection approach

In other words, in case of f1 measurements from several nodes are required, i.e.
the output measured at si+2 must be compared with the input at si in order to
identify si+1 as misbehaving. In the following, we use fsi

0 , fsi
1 to denote f0, f1

computed by the node si, respectively.

6.2 A Co-stimulation Based Approach

To achieve a robust detection performance, a co-stimulation inspired mechanism
is considered in [11]. This mechanism attempts to mimic the ability of communi-
cation between various players of the innate and adaptive immune system. More
specifically, the inspiration was based upon the observation that a cell will not
be marked as infectious and thus eliminated as long as no co-stimulation from
other BIS players is received. Thus by analogy, a node should not mark another
node as misbehaving as long as it does not receive a co-stimulatory signal from
other parts of the network.

The co-stimulation inspired approach is depicted in Fig. 1. Each node in
the network computes the feature set f1. This feature set is then proliferated
upstream (towards the connection source); see Fig. 1(a). Each f1 travels exactly
two hops; in our example from si+2 to si. If si receives f1 originating at one of
its neighbors, it will forward f1 in the upstream direction. If f1 is not originating
at one of its neighbors, it is used but not forwarded.

Since the computation of f1 is time window based, the frequency with which
f1 gets sent depends on the time window size. Upon receiving f1 from a two-
hop neighbor, the node si combines and evaluates it with its own f1 sample;
see Fig. 1(b). Based on this, a behavior classification with respect to the node
si+1 is done. If si classifies si+1 as misbehaving, then it computes a sample
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based on the f0 feature set. This means, a co-stimulation from the f1 based
classification approach is needed in order to activate the energy less efficient f0

based classification approach; see Fig. 1(c). If misbehavior gets confirmed, the
node si+1 is marked as misbehaving. Note that si can receive f1 samples from
several two-hop neighbors; see Fig. 1(d) for an example.

The proliferation of f1 can be implemented without adding any extra com-
munication complexity by attaching this information to CTS or ACK MAC
packets. As long as there are DATA packets being forwarded on this connection,
the feature set can be propagated. If there is no DATA traffic on the connection
(and thus no CTS/ACK packets exchanged), the relative necessity to detect the
possibly misbehaving node si+1 decreases. Optionally, proliferation of f1 can be
implemented by increasing the radio radius at si+2, by broadcasting it with a
lower time-to-live value or by using a standalone packet type.

If the node si+1 decides not to cooperate in forwarding the feature set informa-
tion, the node si will switch, after a time-out, to the feature set f0 computation.
In this respect, not receiving a packet with the feature set f1 can be interpreted
as a form of negative co-stimulation. If the goal is to detect a misbehaving node,
it is important that the originator of f1 can be unambiguously identified, i.e.
strict authentication is necessary. An additional requirement is the use of se-
quence numbers for feature sets f1. Otherwise, the misbehaving node si+1 could
interfere with the mechanism by forwarding outdated cached feature sets f1.

We introduce the following notation in order to keep track of composite feature
sets f1 computed at the nodes si and si+2: Fsi

1 = fsi
1 ∪ f

si+2
1 . For simplicity, we

will omit the superscript.
The mechanisms of the innate immune system bear a certain resemblance to

the f0 based classification phase; see Fig. 1(c). The innate system is for exam-
ple very efficient in signaling tissue injury or damage to the adaptive immune
system. To a certain degree it relies on some very rudimentary methods such
as recognizing an unusually high level of dead or damaged self cells (e.g. blood
cells). This can be directly compared with the very straightforward functional-
ity of watchdogs. Similarly, the more learning extensive classification approach
based on F1 (Fig. 1(b)) can be compared with the adaptive immune system.

6.3 An Error Propagation Algorithm for Ad Hoc Networks

In [11] it was concluded that as the size of the time window decreases, the
classification ability of the feature sets f0 and F1 will equalize. That is:

lim
win. size→0

class. error(F1) ≈ class. error(f0) (3)

This is a natural consequence of the fact that instead of observing a data
packet’s delivery in promiscuous mode by the node si, it can be equally well done
in a cooperative way by si and si+2, if the window size (sampling frequency)
is small. In other words, if the time window is small enough that it always
includes only a single event, the relationship between events at si and si+2

becomes explicit. This is however connected with a very high communication
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cost (each packet arrival at si+2 must be explicitely reported to si). The following
observations can be formulated:

– If using f0, the thresholds for the watchdog features can be set directly,
for example M3 could be set to 0.90 (90% data packets must be correctly
forwarded) in order to classify si+1 as misbehavior free.

– If using F1 with win. size � 0, learning based on data traffic at both si

and si+2 must be done. Feature averaging over a time window increases
the classification task complexity. Frequency of the extra communication
between si and si+2 depends on the time window size.

Considering the above two observations and Eq. 3, we propose the following
algorithm.

Error Propagation Algorithm
1. Choose desired levels (thresholds) for the forwarding and processing delay

indexes denoted as M3D and M4D, respectively.
2. The network starts operating. Allow all nodes to use promiscuous mode.

Each node builds f0 and F1 sample sets. Disable promiscuous mode at a
node, when the sample set size reaches a target value.

3. Label the F1 based samples. A F1 based sample will be labeled as “normal”,
if in the f0 based sample from the corresponding time window, M3 ≥ M3D

and M4 ≤ M4D, and as “misbehavior” otherwise.
4. Error propagation: compute a classifier by using only the samples based on

F1.
5. Use the F1 based classifier computed in the above step to classify any fresh

F1 samples. Co-stimulation: if a sample gets classified as “misbehavior”,
allow si to compute a f0 sample in promiscuous node.

6. Classification: apply the M3D and M4D thresholds to the fresh f0 based
sample. If the “misbehavior” classification gets confirmed, mark si+1 as mis-
behaving. Normal behavior can get classified in a similar way.

The algorithm is schematically depicted in Fig. 2(a). The error propagation
step utilizes the rule described in Eq. 3. The classification error induced by
the M3D and M4D threshold values gets this way propagated onto the F1

feature set. Since for practical reasons win. size � 0 must hold, a co-stimulation
(F1 −→ f0) is necessary for improving the classification performance. The less
energy effcient f0 based classification is thus used only if a co-stimulation from
its F1 based counterpart is present. In other words, any detection based on F1

(adaptive immunity) must coincide with some damage being explicitely detected.
This damage detection is based on f0 (innate immunity).

The rule in Eq. 3 implicates that the final classification performance should
equal the classification ability of the two watchdog features M3 and M4, if a
small time window is applied. This implies that the values for M3D and M4D

must be reasonably chosen in order to minimize the classification error.
The error propagation algorithm can be extended with an optimization phase;

see Fig. 2(b). The classification outcome can be used to find new thresholds for
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Fig. 2. Error propagation algorithm

the f0 based samples. In this case, the threshold values M3D, M4D serve as
seed values for the whole process. Then it is possible to relabel the F1 samples
and to recompute the related classifier. Co-stimulation and classification phases
are then executed. In general, any suitable optimization procedure with several
optimization and error propagation cycles could be applied. In order to use this
extended approach in a distributed way, an estimation of natural packet losses
(noise) at nodes must be done.

As shown in Fig. 1(d), any F1 computation is also based on the informa-
tion available at si+2. This two-hop dependency can be compared to synapses
among neurons. Under this comparison, our extended approach bears a certain
similarity to the backpropagation algorithm for artificial neural networks [17].

7 Experimental Setup

The network simulation was done with the JiST/SWANS [18] network simulator.

Topology, Connections, Data Traffic and Protocols: We used a topology based on
a snapshot from the movement prescribed by the Random waypoint movement
model [19]. There were 1,718 nodes simulated; the physical area size was 3,000m
× 3,000m. We used this topology because it has been quite extensively studied
by Barrett et al. in [20]; results reported therein include many graph-theoretical
measures that were helpful in finding suitable parameters for our experiments.

We modeled data traffic as Constant bit rate (CBR), i.e. there was a constant
delay when injecting data packets. This constant delay in our experiments was 2
seconds (injection rate of 0.5 packet/s); the packet size was 68 bytes. CBR data
packet sources correspond e.g. to sensors that transmit their measurements in
predefined constant intervals. CBR can be considered due to its synchronized
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nature an extreme model for data packet injection. In fact, the results published
in [21] show that when using a stochastic injection model, such as the Poisson
traffic model, one can expect a better performance of the detection system.

We used 50 concurrent connections. The connection length was 7 hops. In
order to represent a dynamically changing system, we allowed connections to
expire. An expired connection was replaced by another connection starting at a
random source node that was not used previously. Each connection was scheduled
to exist approximately 15 to 20 minutes. The exact connection duration was
computed as

δ + rUλ (4)

where δ the desired duration time of a connection, rU a random number from the
uniform distribution [0, 1] and λ the desired variance of the connection duration.
In our experiments, we used δ = 15 min and λ = 5 min.

We used the AODV routing protocol, IEEE 802.11b MAC protocol, UDP
transport protocol and IPv4. The channel frequency was set to 2.4 GHz. The
bandwidth was set to 2 Mbps. Antenna and signal propagation properties were
set so that the resulting radio radius equals 100 meters.

Misbehavior: There were 20 wormholes in each simulation run; each wormhole
was designed to bypass 15 hops, i.e. the source and sink were 15 hops away be-
fore a given wormhole was activated. There were 236 nodes randomly chosen to
execute DATA dropping or delaying misbehavior. Our intention was to model
random failure occurrences, assuming a uniform failure distribution in the net-
work. As it is hard to predict the routing of packets, many of these nodes could
not execute any misbehavior as there were no DATA packets to be forwarded by
them. In our case, about 20-30 misbehaving nodes were concurrently active.

Experiments: We did 20 independent runs for each misbehavior type and 20
misbehavior free (normal) runs. The simulation time for each run was 4 hours.
We used a non-overlapping time window approach for features’ computation. We
used four different time window sizes: 50, 100, 250 and 500 seconds. In case of a
500-second time window, there were 28 non-overlapping windows in each run (4
hours/500 seconds = 28.8). This gave us 5 × 28 × 20 = 2,800 vectors (samples)
for each node. This also determined the max. target sample size for Step 2 of
our algorithm.

M3D and M4D threshold values: We set M3D to 97.5% and M4D to 4ms. These
values were found through the extended approach shown in Fig. 2(b) using the
“trial and error” method (as a substitute for a formal optimization approach).

Induction algorithm: We used a decision tree classifier. To decide whether a node
within the decision tree should be further split (impurity measure), we used the
information gain measure [17]. As the decision tree classifier is a well-known
algorithm, we omit its discussion. We refer the interested reader to [17]. We
used the decision tree implementation from the Rapidminer tool [22].

The estimation of classification performance was done using a stratified k-fold
cross-validation approach [17] with k = 20.
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Table 1. Performance. M3D = 0.975, M4D = 4ms.

Normal Misbehavior

Win. size[s] Det. rate CI95% FP rate CI95% Det. rate CI95% FP rate CI95%

f0 (M3D and M4D)

50 96.15 1.96 0.46 0.02 99.25 0.05 6.36 7.01
100 96.25 2.01 0.20 0.01 99.68 0.03 6.16 7.10
250 96.17 2.11 0.15 0.01 99.76 0.03 6.28 7.33
500 95.84 2.17 0.12 0.01 99.81 0.04 6.71 7.20

F1

50 93.56 2.37 2.09 0.20 96.54 0.61 10.59 9.08
100 92.38 2.64 2.81 0.49 95.27 1.71 12.45 9.68
250 89.05 2.91 5.04 0.90 91.55 2.29 17.97 11.78
500 86.10 3.93 7.49 1.60 87.69 1.78 22.36 11.94

F1 and then f0 (M3D and M4D)

50 93.23 2.40 0.12 0.01 95.48 0.89 5.41 5.67
100 92.24 2.66 0.05 0.00 94.24 2.44 5.24 6.02
250 88.97 3.00 0.06 0.00 90.35 3.00 5.23 6.10
500 86.04 3.95 0.06 0.01 85.51 2.39 4.84 5.31

8 Performance Evaluation

The results achieved by applying the error propagation algorithm are reported in
Table 1. It can be seen that as the time window size decreases, the performance of
f0 and F1 becomes more and more comparable. It can be also seen that the final
co-stimulation with f0 improves the performance only in a limited way compared
to the f0 only approach. More specifically, the FP rate for ”normal” behavior
could be significantly decreased. The confidence intervals (CI95%) belonging to
the FP rates for ”normal” behavior are almost zero. The FP and CI95% rates
for ”misbehavior” could not be significantly decreased compared to f0. This
performance gap between ”normal” and ”misbehavior” originates from the fact
that learning ”normal” is simpler than learning ”misbehavior”. In the latter case,
samples which belong to ”normal” are often misinterpreted as misbehaving. This
is a result of the unsophisticated initial sample separation (labeling) based only
on the two watchdog features. This increases the FP rate and the CI95% of the
misbehavior class.

The average sample size per node was 6,941, if the window size was set to 50
seconds. As not every node was continuously involved in data packet forwarding,
the sample size was lower than the theoretical max. size.

Notice that according to our approach, when detecting a misbehavior, the
more costly f0 based detection will only get used, if (i) a true positive was
detected by F1 or (ii) a false positive was mistakenly detected by F1. This means,
for a misbehavior free ad hoc network, the energy saving over an exclusive f0

approach is proportional to 1 − FP rate, where FP rate is in this case the F1

based false positives rate for the misbehavior class.
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9 Conclusions

We proposed and tested an approach inspired by the role of co-stimulation in the
BIS. Our preliminary results show that that this approach has a positive effect on
both energy efficiency of misbehavior detection and the false positives rate. The
achieved detection rate was in the 86− 95% range depending on the monitoring
window size. Our error propagation algorithm can be used for both misbehavior
detection as well as for checking whether an ad hoc network complies with its
operational strategy. We pointed out that our approach can be extended with an
optimization technique that would allow for a classification error minimization.
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Abstract. This paper presents a Grammar-based Immune Program-
ming (GIP) that can evolve programs in an arbitrary language using
a clonal selection algorithm. A context-free grammar that defines this
language is used to decode candidate programs (antibodies) to a valid
representation. The programs are represented by tree data structures as
the majority of the program evolution algorithms do. The GIP is ap-
plied to symbolic regression problems and the results found show that it
is competitive when compared with other algorithms from the literature.

Keywords: Artificial immune system, grammatical evolution, immune
programming, symbolic regression.

1 Introduction

For the automatic generation of programs, the genetic programming (GP) para-
digm has become very popular. The first results of the GP technique were re-
ported in the early eighties by Smith [23,24]. The method was also developed by
other authors and greatly expanded by Koza in [12] (see the survey in [21]).

In GP a candidate solution is often represented as a tree structure [5,12] and
can, in principle, be decoded into a computer program, a numerical function
in symbolic form, or a candidate design, such as an analog circuit. An objec-
tive function which translates a conveniently defined performance index of the
candidate program, function, or design is then maximized or minimized.

However, relatively few applications of this type can be found using artificial
immune systems (AISs). Johnson [11] proposed AIS programming inspired in
the GP paradigm and based on the clonal selection principle. That method uses
a tree-based representation [5] and was applied to symbolic regression problems.
In 2006, Musilek et. al. [16] proposed the Immune Programming (IP) technique,
which employs a stack-based framework, and was also applied to symbolic re-
gression problems. The IP was extended and applied to evolve a model of disin-
fection of Cryptosporidium parvum in [14] where the results found were better
than other available in the literature. Cicazzo et.al. [4] proposed an “elitist Im-
mune Programming”, or simply eIP. That method is inspired by clonal selection
and uses the GP theory to generate the candidate solutions. The elitism is due to
the fact that the best individual of the population and its hypermuted clone are

P.S. Andrews et al. (Eds.): ICARIS 2009, LNCS 5666, pp. 274–287, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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always kept. The proposed technique was applied to circuit design optimization
where it outperformed both the standard IP [16] and Koza’s GP [13] in that
test problem. A Clonal Selection Programming (CSP) algorithm which uses a
symbolic string of fixed length was proposed in [9,8]. Symbolic regression [8]
problems were used to evaluate and compare the algorithm with IP and gene
expression programming (GEP) [7] as well fault detection system [9].

Another approach to evolve programs is Grammatical Evolution (GE) [22].
This method uses a Backus Naur Form (BNF) grammar to define the syntax of
the language and a variable length string to represent the candidate solutions.
This work was extended in [19] where it was shown to outperform GP when
applied to symbolic integration and Santa Fe Ant Trail problems.

GE evolves valid programs from a user-specified grammar and can employ dif-
ferent meta-heuristics as the search engine, such as: genetic algorithms (GA) [19],
particle swarm optimization (PSO) [18], differential evolution (DE) [17], and ar-
tificial immune systems (AISs) [15].

In the AISs field, Amarteifio and O’Neill [1] proposed a coevolutionary strat-
egy where a simple GA evolved with the help of an immune inspired method
aiming at promoting diversity. The approach was applied to symbolic regression
and multiplexer problems. Another immune approach using GE can be found
in [15] where a grammatical immunoglobulin hypermutation was proposed in
which a nonterminal is mutated to another defined by the specified grammar.
The method was used to infer a kinetic model for the oxidative metabolism of
17β-estradiol (E2).

The present paper proposes a new Grammar-based Immune Programming
(GIP) where candidate solutions are represented as in [19] but a new decoding
process is performed. The decoding procedure creates a tree, based on the gram-
mar definition, and repairs it when necessary, always generating valid programs.

The remaining of this paper is structured as follows. Before describing the
repair method in Section 5, AIS concepts are introduced in Section 2, Backus-
Naur Form and Formal Grammar are defined in Section 3, and the description
of GE in Section 4. The GIP algorithm is describle in Section 6. Symbolic regres-
sion experiments, results, and comparisons can be found in Section 7. Finally,
Section 8 concludes the paper.

2 Artificial Immune System

The natural immunity comprises innate and adaptive immunities [2]. The former
is composed by cells and mechanisms that defend the host from attacks by other
organisms in a non-specific manner while the later comprises highly specialized
cells and processes that defend the organism from antigens. The main adaptive
immunity feature is to distinguish between proteins produced by cells of the
body (self) and the ones produced by intruders or by cells under virus control
(non-self). According to the clonal selection theory, there is a selection mecha-
nism which leads to the evolution of the immune system repertoire during the
lifetime of the individual [3]. By this theory, on binding with a suitable antigen,
activation of lymphocytes occurs. Once activated, clones of the lymphocyte are
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produced expressing receptors identical to the original lymphocyte that encoun-
tered the antigen (clonal expansion). Any lymphocyte that has receptors specific
to molecules of the host organism must be deleted (these lymphocytes will not
be cloned). This ensures that only an antigen may cause a clonal expansion. In
this way, the immune system can be viewed as a classifier of cells into either self
or non-self cells. The non-self cells are called antigens, and are assumed as being
from a pathogen and thus need to be removed from the body. The increase in the
average of the affinity between the antibodies and antigens due to the somatic
hypermutation and selection mechanisms of clonal expansion is known as affinity
maturation.

Artificial Immune Systems are composed by intelligent methodologies, in-
spired by the biological immune system, to solve real world problems. The clonal
selection algorithm (CLONALG) [6] is the immune method used by the approach
proposed here. The algorithm evolves the antibodies inspired by the concept of
clonal selection where each individual is cloned, hypermutated, and those with
higher affinity are selected. The mutation rate is, normally, inversely propor-
tional to the affinity of the antibody with respect to the antigens. Also, in each
generation new candidate solutions can be randomly generated to improve the
capacity of exploration of the algorithm.

3 Backus-Naur Form and Formal Grammars

John Backus and Peter Naur developed a context-free grammar to define the
syntax of a programming language. The Backus-Naur Form (BNF) is a meta-
syntax widely used as a formal way to describe grammars of computer program-
ming languages, instruction sets, and communication protocols, as well as for
representing parts of natural language grammars.

A BNF specification is a set of derivation rules, written as

< nonterminal >::= expression, (1)

where < nonterminal >s are the production rules and expression consists of
one or more sequences of symbols. If expression is composed by more than one
sequence, the choices are delimited with the symbol “|”. A nonterminal can be
expanded into one or more terminals and nonterminals likewise may self reference
to specify recursion.

A grammar G is a finite nonempty set of rules which specify the syntax of the
language and is defined by

G = {V, Σ, R, S}, (2)

where V is a finite set of nonterminals (or variables), Σ is a finite set of terminals
or token symbols which are items that can appear in the language (such as x,
+, −, and sin), R is a finite set of rules (or productions) in BNF, and S is the
start symbol such that S ∈ V .
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A context-free grammar (in which the left-hand side of each production rule
consists of a single nonterminal symbol) to generate simple mathematical ex-
pressions is given by (2) where

V = {< expr >, < op >, < pre >}
Σ = {sin, cos, log, exp, x, 1, +,−, ∗, /, (, )}
S =< expr >

and R is defined as

< expr >::= < expr >< op >< expr > (0)
| < pre > (< expr >) (1)
| < var > (2)

< op >::= + (0)
| − (1)
| ∗ (2)
| \ (3)

< pre >::= sin (0)
| cos (1)
| log (2)
| exp (3)

< var >::= x (0)
| 1 (1)

4 Grammatical Evolution

Grammatical evolution (GE) is an evolutionary algorithm to evolve programs
from a language via a defined grammar. The method was proposed by Ryan
et.al. in [22] and extended in [19] by O’Neill and Ryan. In that approach the
genotype is mapped onto terminals using the defined grammar. The genotype is
a binary array representation of an integer one in which each value is generated
by converting each 8-bit binary number. The integer value is used to select an
appropriate rule from the grammar by the following expression

rule = (int)mod(nr)

where int is an integer number and nr is the number of rules for the current
nonterminal.

A genotype and its integer array representation can be found in Figure 1.
The genotype-to-phenotype mapping process is shown in Table 1. For this

example we consider the grammar defined in Section 3, in which the start non-
terminal is < expr >, and consider the genotype shown in the Figure 1. In
Table 1, the result of a given step is the input of the next one.
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(a) 1 0 0 0 0 1 0 1 0 0 0 0 1 0 0 0 . . . (b) 2 0 1 . . .

Fig. 1. (a) an example of genotype. (b) an example of 2 bits integer array generated
by genotype in (a).

Table 1. Example of genotype-to-phenotype process

Step Input Rule Result

1 < expr > (2) mod (3) = 2 < var >
2 < var > (0) mod (2) = 0 x

Evidently it is not necessary to use all integer values from the array and a
genetic code degeneracy will occur.

Moreover, it is easy to see that during the genotype-to-phenotype mapping
process it is possible for some candidate solutions to run out of integers in the
array. In this case, the strategy of the original approach is to wrap the antibody
and reuse (two or more times) the integer values. This wrapping process can
be seen as inspired by the gene-overlapping phenomenon. However, that is not
a good solution since it is possible that the genotype-to-phenotype mapping
process enters an infinite loop as shown in Figure 2.

0 3 9 12 0 6 15 9 3 6 12 3 3 21 15

Fig. 2. Example of an integer array that causes an infinite loop in the genotype-to-
phenotype mapping process

As seen, for all integers in the array from Figure 2, (number) mod (3) = 0,
where number belongs to the array from Figure 2. Thus, the GE will generate
< expr >< op >< expr >, < expr >< op >< expr >< op >< expr >,
. . . , indefinitely. When this happens, it is suggested [19] that the fitness (or
affinity, in the AIS case) of this solution be set to the worst possible value.
Therefore, the faulting solution is eliminated by the evolutionary process. To
reduce the number of invalid individuals the same reference uses a steady-state
replacement mechanism. However, it maintains such invalid individuals in the
population. The approach proposed here repairs such invalid solutions into valid
ones.

5 The Repair Method

In order to generate only valid candidate solutions, the approach proposed here
produces a tree in the genotype-to-phenotype mapping process and repairs it
when the array of integer numbers is exhausted and the program is not complete.

To do it, a new grammar is defined by a 5-tuple

G = {V, Σ, R, Rf , S}, (3)
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where V , Σ, R, and S are defined such as for equation (2). Rf is a set of
rules, in BNF, to repair the generated tree. This new set of rules must contain
a backward step to create the tree when there are no more integers available.
Two restrictions must be highlighted: the new rule will use less subtrees than
the original rule (reduced number of nonterminals), and given w ∈ Rf then the
inverse transformation of w is in (or can be reached by) R. Each Rf rule is
similar to the equation (1). However, there are two or more nonterminals on the
left side of the expression.

An example of Rf , applicable to the grammar given by the equation (2), can
be found following

< expr >< op >< expr >::= < expr > | < var >

< pre > (< exp >) ::= < var >

Nonetheless, instead of using a rule as it is done when using R, a rule is chosen
by the number and the type of available subtrees. Moreover, the first integer in
the sequence is used to define the tree value and the other ones are employed to
create the subtrees (if there is one).

The Figure 2 is an example of an individual which causes an infinite loop
because, for all integer numbers in array, we have (number) mod (3) = 0, where
number belong to array. Thus, the GE will generate < expr >< op >< expr >,
< expr >< op >< expr >< op >< expr >, . . . , indefinitely, creating a tree
only with < expr >< op >< expr > nodes (first tree in Figure 3). Following the
proposed procedure, the final leaf is replaced by a nonterminal < var > which
enters in a backward process up to the root node. Following R, and the next step
being normal, then the phenotype is x. The Figure 3 demonstrates the repair
method applied to the final tree from the standard make tree process from GE.

6 Grammar-Based Immune Programming

The proposed algorithm uses a binary string to represent each candidate solution
and CLONALG as the search engine. A pseudo-code for the immune inspired
algorithm can be found in Algorithm 1 where antibodies is a population of can-
didate solutions, nGenerations is the number of generations that the algorithm
will perform (calculated by the total number of objective function evaluations
and the number of evaluations of this function in each generation), β is used to
define the number of clones each antibody will generate [6], nSelection is the
number of antibodies selected to be cloned, nReplaces is the number of lower
affinity antibodies which will be replaced by the new ones, and bestAffinity is
the best value found by the algorithm. Also, the function “calcAffinities” calcu-
lates the affinities between each antibody and all antigens, “select” selects the
nSelection best individuals to be cloned, “clone” clones the selected antibodies;
hypermutate, applies the somatic hypermutation in generated clones (such as
defined in [6]), “update” replaces the nReplaces worst antibodies by other ones
from clones and updates the affinities, and “getBestAffinity”, returns the best
affinity found by the algorithm.
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Fig. 3. The repair method

The method “calcAffinities” must be specially considered. This function is
where each antibody is transformed from a binary string into a tree (i.e. a sym-
bolic representation) and evaluated with respect to the data points in order to
define its affinity level. In contrast to nature, the objective here is to minimize
affinity. The process to decode an antibody into a tree is defined in Section 4
and 5.

7 Experiments

To illustrate that the proposed algorithm can find good solutions (programs)
it is applied to three symbolic regression problems. This kind of problem aims
at finding a mathematical expression that explains a given set of observations.
A clonal selection algorithm (CLONALG) with binary encoding is used as the
search engine. The grammar defined by equation (2) is applied together with the
Rf presented in Section 5. The exclusion of some nonterminals and/or terminals
from the grammar, in some experiments, was required in order to adjust our
tests to the ones from the literature. To summarize the parameters used in each
experiment, we adopt a style similar to that in [12]. The Table 2 shows the setup
with the parameters used by all experiments and specific ones are presented in
each subsection. The parameter are chosen from initial experiments where these
values look make good results at most of the applied problems. A sensitivity
analysis over the parameters is included in future works.
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Algorithm 1. A CLONALG pseudo-code [2]

Data. antibodies, nGenerations, β, nSelection, nReplaces
Result. bestAffinity, antibodies
begin1

affinities←− calcAffinities(antibodies);2

for generation = 0; generation < (nGenerations− 1) do3

selectedAntibodies←− select(antibodies, affinities, nSelection);4

clones←− clone(selectedAntibodies, affinities, β);5

clones←− hypermutate(clones, affinities);6

cloneAffinities ←− calcAffinities(clones);7

update(antibodies, affinities, clones, cloneAffinities, nReplaces);8

bestAffinity ←− getBestAffinity(antibodies);9

end10

Table 2. GIP setup used in all experiments

Objective: Find a function in symbolic form that matches a given
sample of data points.

Nonterminal unary symbols: sin, cos, exp, and log.

Nonterminal binary symbols: +, −, ∗, and \.
Parameters: Population size=40, size of integer array=30, number of
clones=1, ρ = 3.5 (used in hypermutation [19]), and percentage of new
randomly generated antibodies=10%

7.1 Experiment 1

The first test is to apply the proposed algorithm to a simple regression problem
and compare the results found with the ones obtained in [11] using an AIS as
well as the standard GP. The objective is to find the function that matches a
set of points generated by the function x4 + x3 + x2 + x. The parameters in this
experiment are given in Table 3. It is important to notice that the number of
function evaluations in our tests is equal to that used by the reference.

The Figure 4 presents the comparison between GIP, AIS, and GP, when the
best fitness in each generation is considered. The graphic shows that GIP found
the best results for this problem, followed by AIS.

Considering the average of the fitness achieved in each generation, the Figure 5
shows the results obtained by the algorithms GIP, AIS, and GP. Similarly, the
GIP found the best results for this case.

The same problem is used to compare the proposed algorithm with GE [19].
The table with the setup used can be found in Table 3.

The relation between the cumulative frequency (number of runs which match
the solution) and the number of objective function evaluations was used in the
comparisons. The Figure 6 presents the results found by the proposed algorithm,
GE, and GP, where GP outperforms the other algorithms. For this problem,
GIP produces the worst results showing, together the first comparison, that
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Table 3. GIP setups used in experiment 1 – First and second comparisons

Terminal symbols: x.

Fitness cases: 100 data points, equally spaced, in the interval [−1; 1].

Raw Fitness: 250 minus the sum of the error (maximization).

Standardized Fitness: Same as raw fitness.

Parameters: maximum number of objective function evalua-
tions=80000 and number of independent runs=100.

Terminal symbols: x and 1.

Fitness cases: 20 data points, equally spaced, in the interval [−1; 1].

Raw Fitness: Sum, taken over all fitness cases, of the error.

Standardized Fitness: Same as raw fitness.

Parameters: maximum number of objective function evalua-
tions=25000 and number of independent runs=100.
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Fig. 4. Experiment 1 – Comparative fitness curves for GIP, AIS, and GP when the
best fitness in each generation is considered. The AIS and GP curves were obtained
from [11].

the proposed algorithm produced results close to the solution but not exactly
matching it in most cases.

7.2 Experiment 2

The next experiment is a symbolic integration problem corresponding to finding
a function f that is the integral of g(x) = cos(x) + 2x+ 1 i.e. f ′(x) = g(x) [19].
Thus, g(x) is numerically integrated by Simpson’s rule in each interval (a, b)
and this value is compared with the exact value f(b) − f(a). The affinity of the
candidate solution f(x) is the sum of those errors. The setup for this problem
can be found in Table 4.
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Fig. 5. Experiment 1 – Comparative fitness curves for GIP, AIS, and GP when the
average of the fitness in each generation is considered. The AIS and GP curves were
obtained from [11].

 0

 20

 40

 60

 80

 100

 0  5000  10000  15000  20000  25000

C
um

ul
at

iv
e 

F
re

qu
en

cy

Number of Objective Function Evaluations

Symbolic Regression

GIP
GE
GP

Fig. 6. Experiment 1 – Comparative cumulative frequency found by GIP, GE [19], and
GP [19] algorithms

A comparison between GIP, GE, and GP can be seen in Figure 7 where GIP
outperforms the other algorithms and converges to the integral of the given
function, in all runs, with approximately 22000 objective function evaluations.

7.3 Experiment 3

The final test is a symbolic regression problem which can be found in [10]. In this
experiment, the objective is to match the function cos(2x) when the nonterminal
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Table 4. GIP setup used in experiment 2

Objective: Find the analytical integral of a given function.

Terminal symbols: x.

Fitness cases: 20 data points in the interval [0; 2π].

Raw Fitness: The sum of the differences between the produced func-
tion and the numerical integration over each sub-domain in the given
interval.

Standardized Fitness: Same as raw fitness.

Parameters: maximum number of objective function evalua-
tions=25000 and number of independent runs=100.

 0

 20

 40

 60

 80

 100

 0  5000  10000  15000  20000  25000

C
um

ul
at

iv
e 

F
re

qu
en

cy

Number of Objective Function Evaluations

Symbolic Integration

GIP
GE
GP

Fig. 7. Experiment 2 – Comparative cumulative frequency found by GIP, GE [19], and
GP [19] algorithms

Table 5. GIP setup used in experiment 3

Terminal symbols: x and 1.0.

Nonterminal unary symbols: sin.

Fitness cases: 20 data points in the interval [0; 2π].

Raw Fitness: The sum, taken over all fitness cases, of the error.

Standardized Fitness: Same as raw fitness.

Parameters: maximum number of objective function evalua-
tions=100000 and number of independent runs=50

cos is not available. The GIP is compared with standard GP, grammar guided ge-
netic programming (GGGP), and tree-adjunct grammar guided genetic program-
ming (TAG3P). All the results from the literature are taken from [10]. The Table 5
presents the GIP setup for this test problem.
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Fig. 8. Experiment 3 – Comparative cumulative frequency found by GIP, GP [10],
GGGP [10], and TAG3P [10] algorithms
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Fig. 9. The average number of repairs by generation for each experiment. For the
experiment 3 the number of generations presented is equal to the other ones.

The Figure 8 presents a bar chart with the results found by GP and the
algorithms tested in [10] showing that GIP outperforms the other algorithms in
this test problem.

It is important to notice that the worst solution found by the GIP algorithm
is a very good approximation of the target function:

sin{2x + sin(1) + sin[sin(1)]} � sin(2x + 1.5870951264734545)
� sin(2x + pi/2) = cos(2x)

7.4 On the Use of the Repair Technique

Although O’Neil and Ryan [20] concluded that the use of the wrapping method
is not an important issue because invalid individuals are removed from the pop-
ulation early in the run, we believe that the GAs’ selection pression moves the
population to the feasible space leading quickly to the production of valid so-
lutions only. By using CLONALG as the search engine it is expected that this
kind of convergence will not happen, and indeed, such trend can be observed in
Figure 9 where the average number of repairs in each generation is presented for
the three experiments performed here.
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The Figure 9 shows that, for the three experiments presented here, the pro-
posed algorithm tends to find better solutions in problems where the repair
method is highly used in the first generations. However, the authors believe that
more experiments need to be performed in order to better evaluate the repair
process.

8 Conclusions

We proposed a Grammar-based Immune Programming (GIP) technique to evolve
programs using a given grammar. Although based on grammatical evolution
ideas, this AIS algorithm generates a tree in the genotype-to-phenotype mapping
process and repairs it when the array of integers is exhausted and the program
is incomplete (non-terminal symbols are still present).

The method was evaluated in three symbolic regression problems against sev-
eral algorithms found in the literature (GP, AIS, GE, GGGP, and TAG3P) and
the results obtained indicate that it is quite promising. The GIP outperforms the
other methods in all presented experiments. An exception was the experiment 1
where the GP found better results when the cumulative frequency is considered.
Of course, more experiments are necessary to demonstrate its efficiency and also
study its sensitivity with respect to its parameters.

The authors believe that the application of AIS ideas to more complex search
spaces is an important area of research, where more work is needed.
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Abstract. Artificial Immune System (AIS) algorithms have been used for well 
over a decade to detect anomalies in computer security and data collection  
applications. They have also been used for real-time industrial fault detection 
applications, where they typically outperform traditional limit-checking  
algorithms in terms of anomaly detection ability. However, large computing  
overhead and large memory requirements make traditional AIS algorithms un-
suitable for many applications. In this paper we propose a new AIS algorithm 
called Parsimonious Detector Set Algorithm which promises to greatly limit the 
effect of both constraints and make AIS algorithms suitable for a wider range of 
applications. 

Keywords: Biologically Inspired Algorithm, Artificial Immune System, anom-
aly detection, negative selection, industrial applications, real-time applications. 

1   Introduction 

In many industrial fault detection applications, the goal is to monitor the system or 
process to ensure that the system or process is operating under normal conditions. 
Through testing or empirically, upper and lower limits for each variable are deter-
mined. The real-time measurements are then compared with the limits and the op-
erator is alerted or the process is shut down automatically if any of the limits are 
violated. 

A limit-checking system is able to detect sudden and pronounced changes (e.g. 
breakages), but it lacks the ability to detect gradual inching of multiple variables to-
wards the abnormal area of operation indicating impending problems in the system. 
For example, a simultaneous rising of pressure and temperature in a storage tank, 
possibly indicating an uncontrolled reaction, can be easily detected by a human opera-
tor, but the limit-checking system typically lacks this type of intelligence and might 
not raise an alarm until it is too late to stop the reaction. 

The problem with limit-checking systems is that each variable is treated as inde-
pendent from all the others, which it usually is not. It essentially surrounds the normal 
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region of operation with a rectangle (two dimensions), cube (three dimensions) or 
hyper-cube (more than 3 dimensions) and alerts the operator or stops the test auto-
matically if any of the planes of the hyper-cube are violated. However, there is usu-
ally a large abnormal region, typically in the corners of the hypercube, which cannot 
be covered no matter how tightly the limits are set. 

 

Fig. 1. Normal region of operation inside the limit box 

There are alternative methods to detect anomalies. Some methods are based on sta-
tistical techniques, for example the one-class Support Vector Machines (SVM) [1], 
which, it can be argued, is a concept similar to the limit-checking algorithm, except 
that the hyper-planes are not limited to 90º. 

In this paper we will mainly discuss methods based on the operation of the mam-
malian immune system. Artificial Immune Systems (AIS) algorithms do not treat 
individual variables as independent from each other, but as a complex “body,” so they 
are able to detect multidimensional anomalous inputs long before individual limits in 
any particular direction are violated. 

However, a common problem with using AIS algorithms for real-time industrial 
applications has been the large computing overhead and large memory requirements 
which eliminated many applications from consideration. In this paper we propose a 
new AIS algorithm called Parsimonious Detector Set Algorithm (PDSA) which, when 
tested with a particular application involving an automatic bearing testing machine, 
promises to improve anomaly detection ability in comparison to limit-checking algo-
rithms while minimizing real-time computation and memory requirements compared 
to traditional AIS algorithms. 
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2   Anomaly Detection Using Artificial Immune Systems 

Artificial Immune Systems (AIS) algorithms are based on the operation of the mam-
malian immune system, the primary objective of which is to recognize hostile organ-
isms and destroy or otherwise neutralize them. The exact biological mechanism of the 
immune system is very complex, and several theories and mathematical models have 
been proposed to explain its operation, for example by Jerne [2] and Farmer et al. [3] 
AIS algorithms try to use the developed mathematical models of the immune system 
to solve various practical problems, for example detecting faults in squirrel cage in-
duction motors [4], refrigeration systems [5], aircraft systems [6], and power systems 
[7]. AIS algorithms have also been used to detect anomalies in time series data [8] 
and to recognize patterns, for example the Indian Telugu characters [9], [10]. Most 
recently, AIS algorithms have been used to detect credit card fraud [11] and faults in 
rotating machinery [12]. 

There are numerous articles, books and tutorials written on the subject of Artificial 
Immune Systems, for example by Dasgupta [13], Aickelin and Dasgupta [14], de Cas-
tro and Timmis [15], Das et. al [16], Plett et. al [17]. This section only aims to give 
broad understanding of the subject necessary to follow the rest of the paper; therefore, 
in-depth immune system details not relevant to this paper have been omitted. A more 
thorough discussion is given on the new detection algorithm in section 2.5. 

2.1   Negative Selection 

In very general terms, one of the fundamental properties of the immune system is its 
ability to detect foreign cells called antigens, e.g. bacteria, viruses, etc. The antigens 
are detected if special detector cells called antibodies are able to bind to the antigens. 
Different antibodies will bind to different types of antigens, and this ability is called 
the affinity of the antibodies. The antibodies will not bind to the body’s own cells, and 
the ability of the immune system to differentiate between the body’s own cells and 
antigens is called the Self-Nonself discrimination. 

In some artificial immune systems, for example in computer anti-virus programs, 
Self-Nonself discrimination is achieved by using positive characterization, i.e. by 
training the system to recognize known samples of malicious software. The virus and 
malware definitions have to be periodically updated to enable the system to identify 
new threats. 

Some work [1], [18], [19], has also been done on using positive characterization, or 
positive selection, for anomaly detection.  In this scheme, each normal or Self sample 
also functions as a detector, and inputs which lie outside a defined Self-radius are 
considered Nonself or anomalous. However, the huge size of the resulting detector set 
make it very difficult if not impossible to use for constrained industrial fault detection 
applications (more on the constraints later).   

The mammalian immune system, in contrast, relies heavily on negative characteri-
zation or negative selection. The immune system continuously creates a large variety 
of antibodies. If an antibody binds to the body’s own cells, it is eliminated to prevent 
autoimmune reactions. Otherwise, the antibody is released into the bloodstream. Once 
in the bloodstream, if an antibody binds to any cell, it is assumed to be foreign and is 
then destroyed by other cells of the immune system. Negative selection algorithms, in 
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particular the V-detector algorithms which will be described later, appear to better suit 
constrained industrial fault detection applications compared to positive selection algo-
rithms and will be the main focus of this paper.  

AIS algorithms based on negative selection typically work in the following way: a 
number of detectors are (usually randomly) generated to fill the entire detection re-
gion. Each detector is then presented to samples of normal data, to see if the detector 
erroneously classifies any as abnormal. If it does, the detector is discarded; otherwise 
it is inserted into the detector set until a large enough number of valid detectors is 
found. During the detection phase, if an input data point is detected by any detector, 
then it is classified as anomalous. Otherwise, an input data point that cannot be de-
tected by any detector is considered normal. 

2.2   Real-Valued Negative Selection Algorithms 

Real-valued negative selection (RNS) is a special case of negative selection in which 
inputs and detectors are represented as multi-dimensional points with real-valued 
coordinates. 

A basic RNS algorithm works as follows: during the training phase, samples of 
normal data are used to create a so called “Self” region, which is the region formed by 
the union of all hyper-spheres around each Self point. Then random detector points 
are generated within the detection region. The Euclidean distances between detectors 
and the points in the Self region are computed. If any of the distances is smaller than 
the radius around the Self-points, it means that the corresponding detector is inside 
the Self region and the detector is discarded. Each accepted detector has its own pre-
determined radius of coverage, and the union of all hyper-spheres around the detec-
tors forms the so-called “Nonself” region. During the detection phase, the Euclidean 
distance between an input point and each detector point is calculated. If any of the 
distances is smaller than the detector radius, then the input lies in the Nonself region 
and is classified as anomalous or abnormal. 

The major drawback of the basic RNS algorithm is that, since the detectors are 
random, some areas might be covered by multiple detectors while some areas might 
not be covered at all. To optimize the placement of the detectors to achieve better 
coverage, a self-organizing RNS algorithm [20] also begins with a set of detectors 
with randomly assigned coordinates. However, instead of immediately eliminating 
detectors that lie inside the Self region, it attempts to push those detectors to the Non-
self region. Furthermore, it attempts to space the detectors, which are already outside 
the Self region, away from each other to prevent redundant detectors. Genetic algo-
rithms have also been used [21], [22], [23] to find the optimal placement of detectors 
to maximize coverage. Nevertheless, the large number of detectors make the basic 
RNS algorithm unsuitable for constrained industrial fault detection applications. 

2.3   The V-Detector Algorithm 

The V-detector (Variable-sized detector) algorithm [24], [16] is another variation of 
the basic RNS algorithm, with one major difference: to maximize the coverage of 
each detector, the detector radii are not fixed, but each detector is now assigned a 
radius which is equal to its distance to the Self-region. Their locations do not have to 
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be adjusted as in the self-organizing RNS algorithm, which makes the algorithm less 
computationally complex, but it covers nearly the same region with a substantially 
reduced number of detectors.  

The basic V-detector algorithm works as follows: in each iteration, a detector, 
whose location is represented by a multi-dimensional vector x with coordinates x1, x2, 
x3, etc., is randomly picked within the detection region. The Euclidean distances be-
tween this detector and all points S in the Self region are then computed. If any of the 
distances is smaller than the radius rS around the Self-points, then the detector is 
within the Self region and is discarded, otherwise it is accepted in the detector set D. 
Each accepted detector is associated with a radius r which is equal to the shortest 
distance to a Self-point minus the radius around that Self-point. All r’s are combined 
to form a radius vector rD. A threshold parameter θ is usually included to create a gap 
between the Self region and the Nonself region, which will make the algorithm more 
robust to false anomalous classifications. The basic V-algorithm pseudo-code is in-
cluded in section 2.5. 

2.4   The Proliferating V-Detector Algorithm 

This variation of the V-detector algorithm, introduced by Gui et. al [7] has two dis-
tinct stages: the generation stage and the proliferation stage. The generation stage is 
essentially the same as in the basic V-detector algorithm, except that typically fewer 
detectors are generated initially. During the proliferation stage each detector attempts 
to place offspring detectors on the circumference of its hyper-spheres by adding unit 
vectors of length rD to the position of the detectors. Each detector in the detector set 
may be allowed to proliferate multiple times, or until the Nonself area is sufficiently 
covered. The threshold parameter θ can be lowered in discrete steps to improve the 
acceptance of the new detectors closest to the Self-Nonself boundary region. Steadily 
decreasing θ will result in increasingly smaller, but strategically placed offspring 
hyper-spheres around the Self-Nonself boundary region. 

The proliferating V-detector algorithm deterministically fills potential gaps in the 
Self-Nonself border region, which improves the detection ability of the algorithm for 
complex Nonself spaces. However, it usually results in a very large number of detectors. 

Fig. 2. (a) Self and Nonself regions. (b) Basic V-detectors (c) Basic & Proliferated V-detectors. 

Self

Nonself 

Self Self

(a) (c) (b) 
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2.5   The Parsimonious Detector Set Algorithm (PSDA) 

Multiple attempts, one of which is the region-restricted V-detector algorithm [25], 
have been made recently to exploit the coverage advantages of the V-detector algo-
rithms while reducing the number of detectors necessary to achieve the maximum 
coverage. This section will introduce a new scheme to reduce the number of detectors 
while maximizing coverage. 

We propose a new algorithm that alternates between two phases: a generation 
phase and a suppression phase. During the generation phase, the algorithm creates 
new antibodies using the traditional V-detector method. As before, antibodies that are 
found to be within the Self region are not allowed to enter the detector set to ensure 
that the detectors cover only the Nonself region.  

Then, instead of optimally relocating the existing detectors to maximize coverage, 
as was done in earlier attempts [26], [27], the second phase of the proposed method 
attempts to do the opposite: it removes superfluous or nearly superfluous detectors 
whose regions of coverage overlap with other detectors. This is accomplished by 
mimicking the dynamic interaction of antibodies in idiotypic immune networks [28], 
[29], [30].  

This dynamic interaction regulates the concentration of the antibodies. The concen-
tration of antibodies decreases with time due to natural death. To offset this process, 
new antibodies are added to increase their concentrations in the bloodstream. Anti-
bodies that provide a larger coverage – usually in terms of the antigens detected – are 
preferred in this process. Antibodies also tend to suppress and stimulate the concen-
trations of one another. Those that recognize other antibodies receive stimulations, 
increasing the rates of growth of their concentrations, whereas those that are recog-
nized by others are suppressed. This interactive behavior can be expressed succinctly 
in the following manner,  

d (concentrationi )
dt

= −death ratei + coveragei + i detects j
j

∑ − i is detect by j
j

∑  (1) 

where i and j are any two antibodies[2]. 
For our algorithm, the third term in the equation above is dropped, leading to a 

more specialized form shown below, 
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In the above equation, zi and zj are the concentrations of the ith and jth detectors, and τ 
is a constant associated with the death rate. The quantity cvri is the coverage of the ith 
detector. For a detector located entirely within the Nonself region, this is simply the 
hypervolume, which can be readily calculated (1.33πri

3 in three dimensions, ri being 
the detector radius). When the detectors are only partially within the detection region,  
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Monte Carlo estimates can be used for low-dimensional problems. The other quantity, 
ovli,j, is the amount of overlap between their covered regions. This is illustrated in the 
figure below. 

 

 

Fig. 3. Coverage and overlap of two detectors 

The PDSA algorithm works as follows: first a preset number of random detectors 
are created, and the coverage of each detector and their overlap with each other are 
calculated. Then detectors are subject to idiotypic concentration adjustments accord-
ing to equation 2. After several iterations, detectors whose concentration is below a 
threshold are removed. New detectors are then added to the detector set, and all are 
again subjected to idiotypic interaction. The process is repeated until the desired 
number of detectors is reached or the Nonself area is sufficiently covered. 

Below are the pseudo-codes for the generation and suppression algorithms: 

function D = generate_V_detectors (S, rS, θ, N) 
begin 
for i = 1 to N // N = #of attempts 
x = rand()  // random detector coordinates 
r = mins∈S (||x, s||) - rS – θ  
if r > 0 
D = D U {(x, r)} 

endif 
endfor 

end 

function D = reduce_detectors (D, N, threshold) 
begin 
for i = 1 to N // N = #of detectors 
(xi, ri) = i

th element of D 
cvri = find_coverage(xi, ri) 
for j = 1 to N 
(xj, rj) = j

th element of D 
ovli,j = find_overlap(xi, ri, xj, rj) 

endfor 
endfor 
for t = 1 to max_time  //assume unit time increments 
for i = 1 to N   
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dzi= zi(-τ + cvri – (Σj≠iovli,jzj)/cvri) 
zi = zi + dzi 

endfor 
endfor 
for i = 1 to N 
if (zi < threshold) 
D = D – {(xi, ri)} 

endif 
endfor 

end 

3   Anomaly Detection for an Automatic Bearing Testing Machine 

3.1   Problem Description 

An automatic bearing testing machine performs component design verification for 
heavy duty construction equipment. The machine simulates real-life operation by 
applying cyclical forces to a bearing which is subjected to rotation and contamination 
with construction debris and water. A test with a standard production bearing estab-
lishes the baseline life expectancy (measured in load cycles) of a bearing. New bear-
ing designs are then tested under identical conditions and only bearings that show 
significant improvement in life expectancy over baseline bearings are then subjected 
to real-life tests for final acceptance. 

A critical task of the test procedure is to determine when a bearing reaches the end 
of its useful life. This is done by analyzing real-time data and comparing it with base-
line numbers. A total of 19 parameters for 4 different bearings are recorded at specific 
time intervals, but the three most significant parameters are: the play (axial displace-
ment) of the bearing, the force to rotate the bearing, and the temperature of the bear-
ing. These three parameters are a good indicator of the status of the bearing. As the 
test progresses, they collectively inch upward, indicating a worn bearing. An auto-
matic shutdown is implemented if any of the variables exceed its limits. 

As discussed in the introduction, the problem with this limit-checking algorithm is 
that it is able to detect sudden changes (e.g. breakage), and bearings which are far 
beyond their useful life. However, it cannot detect the collective migration towards 
the abnormal area of operation which indicates a worn bearing. Therefore, an operator 
- instead of the machine - usually makes the call to stop the test. In order to provide 
this machine with a similar type of intelligence, i.e. make it able to detect when the 
system leaves the normal region of operation, different AIS algorithms were tried.  

However, when considering AIS algorithms for real-time control systems, two 
constraints have to be considered. One constraint is the typically small controller 
memory, which limits the ability to store a large number of multidimensional, real-
valued, floating-point detectors. The second constraint is the maximum scan time of 
the controller, which again might be exceeded due to the significantly larger computa-
tion overhead required for AIS algorithms with a large number of detectors. There-
fore, the size of the detector set has to be minimized while the coverage needs to be 
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maximized. The PDSA algorithm so far appears to show the greatest promise in 
achieving both objectives. 

3.2   Results and Discussion 

The testing of bearing designs has been performed for more than 5 years, and several 
million data points have been obtained. For this paper, a specific bearing test with 
about 1600 data points has been used to test the AIS algorithms. It has 344 anomalous 
data points, some of them resulting from erroneous readings, the rest resulting from 
worn bearings. As expected, with fairly aggressive limit settings, the simple-limit 
checking algorithm had little problem detecting erroneous readings and grossly 
anomalous data, detecting about 84% of all anomalies.  
 

Fig. 4. Detected anomalies vs. number of detectors (average of 50 runs) 

The simple V-detector algorithm was also able to detect erroneous readings, but 
also most anomalous data points in the corners of the limit hypercube, averaging 
about 95% of all anomalies detected with 100 detectors. 

The PDSA algorithm averaged about 93% of all anomalies detected, but accom-
plished this feat utilizing less than ¼ of the detectors in comparison to the basic V-
detector algorithm. 

The following plot shows the percentage of anomalies detected, averaged over 50 
runs. Note that both algorithms start with the same number of random detectors in 
each iteration, but the PDSA algorithm filters out superfluous or nearly superfluous 
detectors. 

Below is the standard deviation plot for the same 50 runs. Note that with a  
low number of detectors, the randomness of placement results in a large standard 
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deviation. This means that, depending on the placement, 10 detectors can achieve as 
high as a 90% detection rate, but also as low as a 30% detection rate. To ensure  
a consistently high detection rate, the basic V-detector algorithm therefore relies on 
a large number of detectors. The advantage of the PDSA algorithm is obtaining a 
consistently high detection rate with a greatly reduced number of detectors. 

 

Fig. 5. Standard Deviation plot of 50 runs 

In summary, the PDSA algorithm shows great promise for this application as it re-
sulted in dramatically fewer detectors, while still attaining a comparable coverage 
area compared to the basic V-detector algorithm.  

However, there is still much room for future research. For example, the proliferat-
ing V-detector algorithm in combination with the PDSA algorithm was also tried, but 
did not result in noticeable improvement, mainly because the smaller offspring detec-
tors were mostly suppressed by the idiotypic interaction. The idiotypic interaction 
naturally favors detectors with large radii (large coverage), which also results in larger 
gaps between the hyper-spheres, in particular close to the Self-Nonself region. The 
coverage can be improved by allowing more detectors and by weighting the factors in 
equation 2 differently. In future research, we plan to optimize the factors and / or add 
additional factors in equation 2 to achieve the proper balance between rewarding 
unique coverage and penalizing overlap. 

The final goal of this study is to implement an intelligent and efficient anomaly de-
tection algorithm on actual hardware (a PLC controller) to monitor the device.  The 
final algorithm will contain preprocessing steps necessary to minimize false alarms, 
and have a parsimonious, adaptable detector set to replace the current limit checking 
algorithm.  
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4   Conclusion 

This paper introduced a new Artificial Immune System (AIS) algorithm based on 
negative selection and idiotypic networks to generate a parsimonious detector set for 
industrial fault detection applications. It demonstrates the advantage of AIS algo-
rithms compared to traditional limit-checking algorithms in terms of detection ability. 
It also outlines the limitations of AIS algorithms for real-time industrial applications 
and shows how the new Parsimonious Detector Set Algorithm can overcome these 
limitations. 

This paper is an application paper and focuses on a specific application involving 
an automatic bearing testing machine. The final goal of this study is an intelligent and 
efficient anomaly detection system implemented with hardware constraints for this 
particular application. AIS algorithms, specifically the V-detector algorithms, were 
showing the best results up to this point, but this paper introduces a method to make 
the basic V-detector algorithm even more efficient. Indeed it demonstrates that the 
PDSA algorithm outperforms the traditional limit-checking algorithm and shows 
comparable performance to the traditional V-detector algorithm with a drastically 
reduced number of detectors and the associated computing overhead and storage re-
quirements for this application.  We would also venture to say that the PDSA algo-
rithm is suitable for a large number of industrial fault detection applications with 
similar hardware constraints. 
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Abstract. Parametric modelling of dynamic systems may benefit from advan-
tages of biologically-inspired immune system, which maintains its own system 
against dynamically changing environments through the interaction between 
lymphocytes and/or antibodies. In this paper, artificial immune system with 
clonal selection algorithm and artificial immune network are used to identify 
the unknown parameters characterising a flexible plate system. The identifica-
tion is performed on basis of minimising the mean-squared output error and is 
assessed with correlation tests and in time and frequency domains. The ap-
proach is tested with three different disturbance signals. Simulation results 
demonstrate the potential of artificial immune system as promising technique 
with fast convergence and less computational time in comparison to binary-
coded genetic algorithm. 

Keywords: Artificial immune system, parametric modelling, flexible plate. 

1   Introduction 

A number of techniques have been devised by researchers to determine the input-
output behaviour of a system (optimization problem) utilizing artificial intelligence 
approaches. These include genetic algorithm (GA), particle swarm optimisation (PSO), 
artificial neural networks and artificial immune system (AIS). Even though there are 
tradeoffs between solution quality and computational cost, intelligent techniques are 
probably desired in many cases where it is difficult to obtain a good model structure 
using traditional system identification techniques. Among the algorithms, GA, and 
PSO have been used in time varying situations specifically in parametric modeling [1], 
[2]. However, the use of AIS has been scarce for parametric modelling. Attempting to 
use AIS in parametric modelling is a challenge to confront with immense generations 
and longer computational times in comparisons to other intelligent approaches.  

Parametric modelling is defined as the process of estimating parameters of a model 
characterising a plant. The technique can be regarded as an optimization problem; 
minimizing the error between the predicted (model) output and the measured (plant) 
output. Parametric modelling can include both the parameter estimates and the model 
structure. Statistical validation procedures, based on correlation analysis, are utilised 
to validate parametric models.  
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This modelling approach has been implemented in identifying the parameters of 
flexible structures such as fixed-free beam and plate with all edges clamped [3]. Sev-
eral interests in flexible structures are due to light weight, lower energy consumption, 
smaller actuator requirement, low rigidity requirement and less bulky design. These 
advantages lead to extensive usage of flexible plates in various applications such as 
space vehicles, automotive industries, and the construction industry. Modelling is the 
first step in a model-based control development of a system. Accordingly, the accu-
racy of the model is crucial for the desired performance of the control system.  

The utilisation of bio-inspired AIS using clonal selection and immune network 
models in optimization problems has been reported in various applications such as 
combinatorial and multimodal optimization [4], generalized geometric programming 
[5] and pattern recognition. However, AIS models are not limited to function optimi-
zation, and are applicable to areas like data mining (classification and clustering) and 
search for optimal in control using artificial immune network (AiNet) models, and 
computer security using negative selection model. In this case, representation of AIS 
needs to be carefully considered, appropriate to the particular problem.  

The clonal selection algorithm and AiNet were proposed by de Castro and Von 
Zuben [4]. They firstly adopted the clonal selection principle to optimization tasks 
after using in machine-learning and pattern recognition problems. The principle has 
been simplified in terms of similarity between the cell and its receptor, and this has 
made the editing and cell replacement process equivalent [4]. They described that 
standard GA and evolutionary strategies are different in individual’s fitness evalua-
tion through genetic operators towards the best candidate solution and self-adapting 
parameters under mathematical framework respectively. In contrast, CLONALG 
takes into account the cell affinity akin to individual’s fitness, in order to define the 
mutation rate to be applied to each member of the population. The tasks involved 
maximization of two unidimensional functions in multimodal optimization and travel-
ling salemans problem (TSP) in combinatorial optimization.   

Malim et, al. [6] applied clonal selection algorithm and other two models, namely  
AiNet and negative selection to solve the optimization problem in university time-
tabling. Clonal selection has been successfully applied to solve the problem in exami-
nation timetables; nevertheless, clonal selection was less effective in solving course 
timetabling. Meanwhile, negative selection was effective in both problems. In particu-
lar, AIS representation has potential in tackling highly constrained optimization  
tasks.  

In this work, AIS with CLONALG and AiNet are adopted for parametric modeling 
of a flexible plate structure in comparison to a binary-coded GA. The rest of the paper 
is structured as follows: Section 2 describes the flexible plate system and formulates 
the problem. Section 3 presents AIS algorithm and its parameters used in this work.  
Section 4 presents implementation of the algorithms in modeling the system. Section 
5 discusses the result of the model validity through input/output mapping, mean 
square of output error and frequency domain response. Parametric modelling is also 
confirmed with convergence of fitness values and time run. Finally, the paper is  
concluded in Section 6. 
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2   System Description and Problem Formulation 

Consider a thin square plate of length a, along x-axis, width, b, along y-axis and 
thickness, h along z-axis, undergo small lateral motion. This condition is illustrated in 
Fig. 1. 

 

Fig. 1. Moments and shear forces of the plate element  

From the bending and twisting moments acting on the plate due to the intensity of 
the load q, the plate is assumed to experience a small deflection, w . Summing all the 
forces in the z direction and considering the effect of shear forces xQ  and yQ  in 

terms of bending moments, xM , yM  and xyM yield [7] : 
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where w  represents lateral deflection in the z direction, ρ is mass density per unit 

area, q=q(x,y) is transverse external force per unit area, t2w2 ∂∂ /  is acceleration in 

the z direction, )(/( 2v1x123EhD −=  is the flextural rigidity, v  is Poisson ratio, h is 

thickness of the plate and E is Young Modulus. 
Eq. (1) represents the dynamic equation characterising the behaviour of the flexible 

plate. Solution of this equation with (FD) will result in a representation in a matrix 
form by considering the boundary conditions. The central finite FD method is used to 
discretise the governing dynamic equation of the plate with no damping. The resulting 
relation as transformed into a state space equation is given as 

Wi,j,k+1= (A+2ijk)Wi,j,k + BWi,j,k-1 + CF (2) 

where 2ijk represents the diagonal elements of (2/c), C=(Δt2/ρ), c = - DC, and Wi,j,k+1 
is the deflection of grid points i = 1, 2,……, n+1 and j = 1, 2,.., m+1 at time step k+1. 
Wi,j,k and W i,j,k-1 are the corresponding deflections at time steps k and k-1 respectively. 
A is constant (n+1)(m+1)×(n+1)(m+1) matrix  whose entries depend on physical 
dimensions and characteristics of the plate,  B is an identity matrix and C is a scalar 
related to the given input and F is an (n+1)(m+1)×1 matrix known as the forcing 
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matrix. The algorithm is implemented in Matlab/SIMULINK with applied external 
force or disturbance to the plate. The boundary condition is reconstructed to form 
deflection in a matrix form[8]. This is transformed into discrete state-space equation. 
A state space formulation can be generally constructed by referring to the matrix 
formulation with state dimension N, m inputs and p outputs as: 
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where u(n) is the input to the system,  x(n) is the state of the system and y(n) is the 
output of the system, and A, B, C matrices are calculated in FD formulae as above. 

3   Immune System and AIS Algorithm 

The immune system is a system that protects the body from foreign substances and 
pathogenic organisms by producing the immune response. The immune system has 
two types of response: primary and secondary. The primary response is responsible 
for recognition and destruction of intruder like pathogens (which produce antigens 
such as bacteria, viruses, etc.) and attack the organisms for the first time. At this 
stage, the immune system learns about the antigen, thus preparing the body for any 
further invasion from that antigen. The secondary response is based on memory and 
ability to remember previously recognized pathogens and in this way it reacts more 
rapidly than the primary one. Both mechanisms harmonize each other with powerful 
recognition and elimination tools of different microbes, viruses, etc. AIS is known as 
‘computational immunology’ [9] and defined as ‘adaptive systems inspired by theo-
retical immunology and observed immune functions, principles and models, which 
are applied to complex problem domains’ [10]. The algorithms inspired by the im-
mune system include clonal selection, immune network and negative selection.  

3.1   CLONALG Algorithm 

Clonal selection is the process of adaptation of cell of the human system to the new 
patterns that are based on the lyhmpocytes which are generated in the bone marrow 
(called B-cell) to the matching pathogens [11].  The B-cells receptors called antibod-
ies match the pathogens when they intrude in the organism. The antibodies which 
match the pathogens bind to them and cause the pathogens to be destroyed. Each 
element in AIS is called antibody, where antibody is referred to B-cell and its recep-
tor. With the aim of parametric modelling, the algorithm used in this work is based on 
the CLONALG for solving multimodal optimisation, [4]. However, some modifica-
tions to the scheme are presented in this work. Clonal-selection probability is in direct 
proportion to a set of antibody affinity. Each set of antibody encloses feasible a and b 
variables of the parametric model. The antibodies with higher affinity have higher 
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chance to be selected and define its clonal rate. In this work, higher affinity means 
lower error between the actual output and the predicted output generated by feasible 
antibodies. The best antibodies with higher affinity remain in the population to im-
prove recognition of minimum error during future generations.  

The number of clones produced is proportional to the affinity. The higher the value 
of the affinity function the larger the number of clones. The total number of clones is 
generated for all n antibodies according to 

                              ∑
=

= ⎟
⎠
⎞

⎜
⎝
⎛n

1i i

n
roundcN

*β
                                               (3) 

where: i=1,2..,N, β – multiplying factor of the clones’ number, n – total number of 
individuals chosen for cloning, N – size of population, and n = N. However, the hy-
permutation rate is inversely proportional to their affinity, where higher affinity gives 
lower mutation rate and vice versa. Applying the Hamming shape-space, the chosen 
bitstring length was L = 22, for a precision of six decimal places. After few best indi-
viduals are chosen from the population, the individuals with small change in popula-
tion of antibodies will be replaced. Size of population is set by 50 antibodies as more 
antibodies chosen will slower the computational time. Other parameters of CLON-
ALG is chosen as follows; Clones multiplying factor, β = 0.1, Hypermutation control 
parameter, pmr = 0.9, Hypermutation probability, pm = 0.01, size of population, N = 
50 and maximum number of generation = 100. 

3.2   AiNet Algorithm 

AiNet was inspired by the idiotypic network formerly introduced by Jerne’s. In AiNet 
algorithm, Jerne’s theory described the discrimination between antibody and antigen 
cells. The interaction between immune cells includes both positive and negative rec-
ognitions. Positive, when an antibody recognizes an antigen or another antibody and 
negative, when an antibody is recognized by another immune cell. Positive recogni-
tion results in cell proliferation, activation and antibody secretion. Meanwhile nega-
tive recognition would lead to suppression. The structure of network models can be 
presented as in Fig. 2 and described as ; 

Cnew = Cst-Csup+CA (4) 

where Cnew is the network variation, Cst is the network stimulation, Csup is the network 
suppression, CA is Ab-Ag recognition. The application of AiNet was firstly proposed 
in performing data mining [12],  followed by optimizing multimodal function by [13]. 
AiNet has some interesting features namely with adjustable population/network sizes, 
searching for local and global optima and has the ability to maintain the optimum. 
However due to high computational cost during objective function assessments the 
use of AiNet may be bounded. Ab-Ag recognition is not considered in this work, only 
antibodies are used in modeling the system. The antibodies are in the same range as 
applied in CLONALG where ],[ 11−∈ℜ . The AiNet properties applied include: Sup-
pression Threshold, σs. = 0.001, Initial number of network cells = 20, Percentage of 
new cells =10 %, Range of variables = [-1,1], Population size = 100 and maximum 
number of generation = 100. 
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Fig. 2. The immune network idea,  [10] 

3.3   The Affinity Measures 

The affinity measures specify the best solution of antibodies obtained from the 
parametric modelling problem. It can be opted as termination criteria, however, this 
usually increases the computational time. In this study, a fitness function is used as 
affinity measure of the algorithm, whereas number of generations is used as stopping 
criterion. The fitness function, X,  or mean square error (MSE) is set to minimize  
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where y(i) is the actual system output subjected to a disturbance signal, )(ˆ iy  is the 

response of the estimated system under the same disturbance, and i=1,2,…,n ; n is 
total number of input/output sample pairs. Predefined a maximum number of 
generations is used as stopping criterion for all algorithms.   

4   Parametric Modelling and Simulation Model  

The transfer function of the model used corresponds to the ARMA model structure by 
neglecting the noise,η  term; 

   
4)-u(k3b1)-u(k0b4)-y(k4a--1)-y(k1a(k)y +…++…−=ˆ        (6) 

Once the model is determined, the model needs to be verified whether it is well enough 
to represent the system. The correlations tests including autocorrelation of the error, 
cross correlation of input-error, input*input –error are carried out to test the model 
validity. The first four variables are assigned to b0,…,b3 and the next four to a1,…,a4 as 
indicated in Eq. (6) and taking the variables of best particle with actual input and out-
put data. Each simulation is observed over 7000 samples of data for each set.  

The physical parameters of the plate considered comprise are detailed in Table 1. 
With all edges of the plate structure are clamped, the sampling time of Δt = 0.001s is 
used to satisfy the stability requirement of the FD algorithm and is sufficient to cover 
a broad range of dynamics of the flexible plate. The response of the plate is consid-
ered over 7s. A finite duration step input force with amplitude q = 5.8945 x 10-8N, is 
applied to the centre-point of the plate from t = 0.2 to 0.5 seconds, and the response of 
the plate is measured at an observer point. Random and pseudo random binary se-
quence (PRBS) signals are also used as exciting signals (see Fig.4). The input-output 
data extracted from the plate at detector and observer points respectively (see Fig. 3), 

Ag Ab1 Ab2

 recognized by Ab1 
Ab1 recognizes Ab2 
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will be used for identification of dynamic behaviour of the flexible plate with AIS 
techniques. From observation, the first five resonance modes of vibration of the plate 
found from the spectral density of the predicted output of the AIS model are 9.971 
rad/sec, 34.51 rad/sec, 56.76 rad/sec, 78.23 rad/sec and 99.71 rad/sec. 

         Table 1. Parameters of the flexible plate 

Parameter  Value 
Length, b 1.000 m 
Width, a 1.000 m 
Thickness, h 0.0032004 m 
Mass density per area, ρ 2700 kg/m2 
Young’s modulus, E 7.11× 1010N/m2 
Second moment of 
inertia, I 

5.1924× 10-11m2 

Poisson’s ratio, υ 0.3 

 

Fig. 3. Flexible Plate System 

The framework development for the flexible plate simulation using Mat-
lab/SIMULINK is shown in Fig.5. Meanwhile, the block named flexible plate is 
masked block diagram based on the block diagram of the flexible plate with state-
space formulation as shown in the Fig.6. 
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                       (a) Random                           (b) PRBS                     (c) Finite Duration Step 

Fig. 4. Disturbance Signals 
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Fig. 5. Flexible plate simulation with step input 
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Fig. 6. Simulation block diagram using SIMULINK with state-space formulation 

5   Results and Discussion 

The output and the input of the plate system are measured from the observer point 
at (17Δx, 7Δy) and the detector point at (14Δx, 10Δy) respectively. Both the data 
vectors are then loaded into Matlab program to calculate predicted AIS output. 
Next, using the previous input, output, and randomly feasible variables with AIS 
antibodies, the predicted AIS output is determined as in Eq. (5). Therefore, the 
affinity measures can be generated using the difference between predicted AIS 
output and previous target output. AIS algorithm was thus tested with a fourth order 
model (8 variables) and subjected to random, PRBS and finite duration step distur-
bances.  After 10 runs, the best solution of the models was recorded in terms of time 
histories, frequency domain and mean square of the errors. Simulations were  
performed over 7000 samples of data for each test set. In comparison to AIS, the 
execution of GA employed the same model order of four (4) with the following 
parameter: Nind=100, generation gap 0.67, mutation rate 0.001, single point point 
crossover and fitness value similar to affinity measures of function.  

The first five resonance frequencies of vibration of the plate found from spectral 
density of the predicted output of the AIS model were 9.971 rad/sec, 34.51 rad/sec, 
56.76 rad/sec, 78.23 rad/sec and 99.71 rad/sec. In order to acquire a good model of 
the flexible plate, the predicted AIS output needs to fit the target output. Figure 7(a) 
shows time histories of predicted AIS model superimposed on the target output. 
This confirmed that the predicted AIS model was in agreement with the plant. No-
tably, power spectral density of predicted AIS characterized the plate behaviour in 
first five modes as shown in Figure 7(b). With minimum MSE of 0.0013829, the 
AIS predicted model shows good potential to be used in model-based control devel-
opment in subsequent work. The corresponding correlation test results are shown in 
Figures 7(d)-7(f) using random signals for AIS, which are within the 95% confi-
dence levels. Thus, this demonstrated the accuracy of the model in representing the 
actual plant. 

Figure 8 shows the changes of set of antibodies in affinity measures estimation 
when subjected to random disturbance. The process of searching the best affinity 
measures among antibodies set in CLONALG takes about 20 generations for the 
parameters a and b to steadily converge to optimal values. Meanwhile in AiNet-
searching process may take more than 100 generations. The resulting transfer func-
tions for all tested signals of best MSE are given as: 
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 (a) Time histories of target-estimated output                  (b) Power spectral density  
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Fig. 7. Results of parametric flexible plate modeling with random disturbance signal 
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Transfer function for random signal : 
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Transfer function for finite duration step signal : 
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(a)     (b)  

Fig. 8. Parameter changes of a’s and b’s for random disturbance signal using (a) CLONALG  
and (b) AiNet 

All algorithms gave different mean squared error at each time run due to their 
stochastic search nature. The mean value and average time per generation for 10 
runs is summarized in Table 2, where MSE values after mean squared error 100 
generations of AIS, with 100 and 500 generations of binary-coded GA are also 
presented. It can be observed that, AiNet needed fewer generations compared to  
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Table 2. Normalised MSE and average time execution 

Normalised MSE (Mean) Algorithm| 
Generations/ 
Disturbance Random PRBS Step 

CLONALG100 (4.296+1.8793)x10-3 (9.374+8.122)x10-4 (3.241+1.569)x10-4 

AiNet100 (2.084+0.5633)x10-3 (5.68+1.75)x10-4 (4.40+1.78)x10-5 

BCGA100 (2.780+0.758)x10-3 (6.285+2.385)x10-4 (2.419+1.067)x10-4 

BCGA500 (2.079+0.767)x10-3 (5.438+2.218)x10-4 (3.527+1.725)x10-4 

Average Time per generation (s) Algorithm 
(100 Generations) Random PRBS Step 

CLONALG (14.997+0.313) (15.26724+0.534) (13.4455+0.488) 

AiNet  (4.079+0.555) (3.6863+0.466) (3.5981+0.398) 

BCGA (4.686+0.148) (4.75195+0.127) (4.66328+0.118) 
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Fig. 9. Convergence of AIS vs GA for random disturbance 

standard GA and CLONALG in estimating model of the system with all the distur-
bance signals used. For achieving similar value of MSE, GA required about 500 
generations compared to 100 generation in AIS. It was noted that a larger number of 
generations in AIS model did not improve the convergence rate, but took more time 
to compute. Finite duration step input is the simplest signal that shows minimum 
error in representing the estimated model.  In the case of average time per genera-
tion, AiNet can perform three times faster than CLONALG and at slightly similar  
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Fig. 10. Convergence of AIS vs. GA for PRBS disturbance 
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Fig. 11. Convergence of AIS vs. GA for step disturbance 

rate compared to binary coded GA (BCGA). Nevertheless, AiNet is still capable to 
replicate thesystem better with minimum value of normalized MSE. The expected 
result is mainly due to real value operation in AiNet, where CLONALG and GA 
operations in coding and decoding features are more computationally complex.  

The convergence curves for all tested signals are shown in Fig. 9 to Fig.11. The 
curves show that the AIS model has the ability to approximate solutions very fast and 
produce quite reasonable solutions. The optimal affinities for 100 generatons in terms 
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of transfer function in z- and s-domain presented in Eq.(7) to Eq.(9), described the 
best a and b parameters produced by AIS algorithm to characterize the plate model. 

6   Conclusion 

Parametric modelling of a flexible plate system has been carried out. Artificial im-
mune system has been used for estimation of parameters of the model characterising 
the dynamic behaviour of a plate system. The approach has been evaluated in com-
parison to binary-coded GA with three different test signals. It is noted that the mod-
els obtained with AIS have performed satisfactory with reasonable solution compared 
to those obtained with binary-coded GA. This work has demonstrated that AIS has the 
potential to be applied in parametric modeling and subsequently in model-based con-
trol with reduced computational time.  
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Abstract. The human immune system provides inspiration in the attempt of 
solving the knowledge acquisition bottleneck in developing ontology for se-
mantic web application. In this paper, we proposed an extension to the Guided 
Agglomerative Hierarchical Clustering (GAHC) method that uses an Artificial 
Immune Network (AIN) algorithm to improve the process of automatically 
building and expanding the concept hierarchy. A small collection of Malay text 
is used from three different domains which are IT, Biochemistry and Fiqh to 
test the effectiveness of the proposed approach and also by comparing it with 
GAHC. The proposed approach consists of three stages: pre-processing, con-
cept hierarchy induction using GAHC and concept hierarchy learning using 
AIN. To validate our approach, the automatically learned concept hierarchy is 
compared to a reference ontology developed by human experts. Thus it can be 
concluded that the proposed approach has greater ability to be used in learning 
concept hierarchy. 

Keywords: Artificial Immune System, Ontology Learning, Immune Network, 
Ontology Engineering, Machine Learning, Semantic Web.  

1   Introduction 

Ontology is one of the main components of Semantic Web. Ontology provides a 
common vocabulary for a specific domain of interest. It describes properties of a term 
or word so that machines, applications or services can effectively share information 
and knowledge, thus ensuring interoperability among machines. Alesso in [1] defined 
ontology as: Ontology = <taxonomy, inference rules> ; Taxonomy = 
<{classes},{relations}>.  Taxonomy is also known as concept hierarchy. However, 
the traditional and labour-intensive ontology modelling, as described in [2-4] is a 
process that is tedious, complex, time consuming and expensive. Ontology engineers 
have been struggling with the knowledge acquisition bottleneck problem in develop-
ing the ontology. Thus, different learning approaches and methods from diverse spec-
trum of fields such as statistical analysis, machine learning and natural language 
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processing have been proposed to semi or fully automatic construction of ontology. 
Cimiano [5] introduced an algorithm called guided agglomerative hierarchical cluster-
ing (GAHC) which combined linguistic analysis and clustering algorithm to construct 
concept hierarchy. His work produces better results compared to other unsupervised 
techniques such as Formal Concept Analysis or Bi-Section K-Mean. However, this 
approach has much room for improvement, and researches are still on-going to de-
velop more effective ontology learning approaches.  In order to improve GAHC, we 
propose the hybridized GAHC with idiotypic artificial immune network (AIN).  

The approaches described in this paper are inspired from the vertebrate immune 
system in order to overcome some of the GAHC limitations. The aim of this paper is 
mainly to investigate whether there are distinct advantages to hybridized AIN with 
GAHC strategies to improve the effectiveness of GAHC in learning concept hierarchy 
from text.  Moreover, the results of this study may inspire a solution or research plan 
in developing new techniques or methods for modelling ontologies automatically “in 
a period as limited as possible with quality as high as possible [6]”.   

The paper is structured as the following: Section 2 briefly discusses the idiotypic 
immune network theory.  Section 3 discusses the problems in ontology learning and 
motivations for hybridization of GAHC with AIN. Section 4 outlines the implementa-
tion of our proposed hybrid approach and Section 5 presents the evaluations of the 
approach. Whereas the experimental results of the evaluation are discussed in Section 
6. The conclusions are found in Section 7. 

2   Idiotypic Immune Network 

In this section, we briefly discuss the immune principles pertinent to the function of the 
proposed approach. For a comprehensive review of the biology and inspiration behind 
artificial immune systems, the reader is direct towards literature such as [7] and [8].  

The purpose of the immune system is to protect the body against infection. This re-
fers to a population of circulating white blood cells called lymphocytes comprise of 
B-cells, which grow in the bone marrow and T-cells, which mature in the thymus. The 
immune network algorithms (AIN) are based on the idiotypic immune network theory 
introduced by Jerne [11]. Jerne emphasizes the existence of idiotypic network, where 
antibodies can match other antibodies as well as antigens. In his theory, an antigen 
generates antibodies whose serologically unique structure, called an idiotype, results 
in the production of anti-idiotypic antibodies [12]. This means that binding not only 
exist between antibody and antigen, but also between antibody and antibody. Any 
node of the network can bind and be bound by any other node. This occurs due to the 
unique structure (idiotype) of the antigen-binding site of an antibody. An antibody 
(Ab), such Ab1 may stimulate the immune system to generate Ab2, which mimics the 
structure of the antigen. Eventually, a similar mechanism generates Ab3.  This activa-
tion can continue to spread through the population and could result in the suppression 
of similar antibodies, thus encouraging diversity in the antibody population. The end 
result can be the production of a chain of antibodies that recognize each other.  

The idiotypic network theory stresses that a specific immune response to foreign 
antigens is offered by the entire immune system in a collective manner although a 
single clone may play the dominant role in the whole process [9, 10]. Unlike idiotypic 
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immune network theory, clonal selection theory emphasizes that only cell that capable 
of recognizing an antigenic stimulus will proliferate, thus being selected against those 
that do not [7].  

The features that are particularly relevant to our research are pattern recognition, 
diversity, distributed control, noise tolerant, learning and memory. This is discussed 
further in section 3. 

3   Immune Network for Learning Concept Hierarchy 

Ontology learning is defined by [13] as the methods and techniques used for con-
structing an ontology from scratch, or by enriching or adapting an existing ontology 
in a semiautomatic fashion using several sources. Much actually has been done to-
wards answering this quest and a thorough overview on ontology learning research 
and comparison can be found in [3, 14-16].  

The inspiration for the application of AIN in GAHC arises from the desirable fea-
tures and properties of AIN as described by [17] and [18]. Features that are particu-
larly relevant to our research are: 

1. Unsupervised pattern recognition: The ability to recognize patterns of data with-
out training examples is a common characteristic found in ontology engineering 
tools. It refers to the binding between antibodies and antigens or between antibod-
ies itselves.  In our work, pattern recognition is a process of data classification. The 
main goal is to detect relationships between data (i.e. concepts) and to determine 
how the data should be organized (e.g. create new cluster) without any prior 
knowledge about it. 

2. Diversity: Diversity refers to the fact that, in order to achieve optimal antigen 
space coverage, antibody diversity must be encouraged [18]. The diversity princi-
ple is very important in solving our problem as Cimiano has stated in [3] that there 
are three main weaknesses in learning concept hierarchy from text: 1) the output of 
the Natural Language Processor tools can be erroneous, i.e. not all derived verb-
argument dependencies are correct; 2) not all the derived dependencies will help to 
discriminate between different objects, and 3) the assumption of completeness of 
information will never be fulfilled.  However, the immune system has the possibili-
ties to solve these issues due to the antibody diversity coming from clone and mu-
tation process which ‘empower’  AIN with the self-adaptive capability.  

3. Distributed control: The immune system is governed by local interactions be-
tween cells and antibodies which means there is no need for a central controller. 

4. Noise tolerance: The natural immune system is tolerant towards noise. An AIN 
has the potential to filter noisy data and uncover an underlying concept [17]. 

5. Learning and Memory: An immune system can learn the structure of pathogens 
and remember those structures. Thus, future responses to the same pathogens can 
be much faster. 

Therefore, based on the metaphor of concepts and instances as lymphocytes that need 
to be ‘classified’ as either a hyponym or hypernym of a concept, this work investi-
gates the potential use of AIN as a learning algorithm to improve GAHC perform-
ance. The literature describes a vast array of systems for learning concept hierarchy. 
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Most of the existing studies focus either on unsupervised machine learning techniques 
as stated in [3, 16] or rely on linguistic analysis as reported in [4,19]. However, OL 
approaches that are based on unsupervised learning paradigms share two major prob-
lems. The first problem is data sparseness and the second one is the inability to label 
the produced cluster appropriately [5]. A particularly interesting application is pro-
posed by Cimiano [5], who introduced an algorithm called guided agglomerative 
hierarchical clustering (GAHC). What makes GAHC interesting to be explored and 
enhanced is it produces better results than other hierarchical clustering techniques [3, 
5]. However, there are some limitations in GAHC. First is the problem of “low 
counts” (i.e. linguistic patterns that rarely found) [19]. Most of the taxonomic rela-
tions do not appear in the suggested linguistic patterns. Therefore, a sufficiently 
enormous corpus is needed in order to find a significant number of matches (i.e. lin-
guistic pattern), but large annotated Malay corpuses are scarce and unavailable. Sec-
ond, unclassified terms still have to rely on the distributional similarity of terms to 
locate its best position in the hierarchy. If a term still could not be classified by the 
algorithm, GAHC halted the process by classifying the term directly under the root. 
We believe that immune system features can improve GAHC performance. 

A literature search revealed that the areas of ontology learning from text using im-
mune approaches are unexplored.  To date, no study has been conducted on ontology 
learning from Malay text in the literature. Thus, Malay text is used in the study to 
pioneering research on ontology learning from Malay text. Malay language shares the 
same Subject-Verb-Object sentence structure as English. However, Nazri et al [20] 
has shown that syntactic features which have been effectively used on English text for 
inducing concept hierarchy are not effective on Malay text.  

4   The GCAIN System 

The proposed hybridization approach employed here is called GCAIN (Guided Clus-
tering and Artificial Immune Network). The overall process is divided into 3 steps 
which are pre-processing, GAHC and AIN.  An algorithm flow is shown in Figure 1.  

Feature 
extractor

Hypernym 
Extractor

Hypernym 
Oracle

GAHC 

Text Tokenizer Parser  Tagger

Classified term  
(concept hierarchy)

Unclassified 
Concept

AIN 

Antigen 

Antibodies 

Pre-processing phase 

Concept Hierarchy

vectors 

vectors

 

Fig. 1. The overall process of GCAIN 
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4.1   Pre-processing, Hypernym Oracle and Feature Extraction 

The process starts with tokenizing the text. The purpose of tokenization step is to 
break up a text into its constituent tokens. The constituent tokens are then tagged with 
part-of-speech (POS). Each token is marked or labelled according to a particular part 
of speech, e.g. noun or verb. Next, the POS tagged texts are parsed. A parser is an 
application that analyse a sequence of tokens to determine grammatical structure with 
respect to the given Malay grammatical rules.  

Since the GAHC algorithm relies on an oracle returning possible hypernyms for a 
given term, the oracle needs to be constructed before applying the GAHC algorithm. 
To construct the Malay Hypernym Oracle, we used Malay translated Hearst linguistic 
patterns to find hypernyms in the text. The Hearst’s pattern have been used by 
Cimiano in [5] and [20] to identify is_a relationships between the concepts referred by 
two terms in the text. We adopted Cimiano’s technique in formulating the patterns 
using the variable ‘<INSTANCE>’ to refer to a candidate noun phrase, as the name of 
an ontology instance, and ‘<CONCEPT>’ to refer to the name of a concept [19]. For 
example : 

Hearst Pattern 1: <CONCEPT>s such as <INSTANCE> 
Hearst Pattern 2: such <CONCEPT>s as <INSTANCE> 

The above patterns match the following expressions: President such as Obama or 
such university as UKM. GAHC will recognize that Obama and President and univer-
sity and UKM has a taxonomic relationship as such Obama is_a President and UKM 
is_a university. Thus, President is a hypernym of an instance called Obama while 
UKM is a hyponym of a concept named university. 

The hypernyms are stemmed before storing it in the Hypernym Oracle (HO). The 
quality of the learned concept hierarchy also depends on the features extracted from 
the given corpus as proved by [21]. Syntactic features are extracted from the parsed 
sentences. In this study, we used the same syntactic features used by Cimiano in [3]. 
However, as reported by [21], the available Malay NLP tools produce erroneous out-
puts. Therefore, syntactically parsed text is subject to human inspection and syntactic 
features had to be extracted manually to ensure the extracted features are acceptable.  

Before GCAIN can be applied to induced concept hierarchy, the extracted terms 
must be represented as a group of feature vectors. Bits in the vector represent  
the presence of features which are the corresponding verb to a noun in a sentence. The 
features are extracted between the verbs appearing in a sentence and the heads of the 
subject, object and prepositional phrase-complements. For each noun appearing as 
head of the argument positions, the corresponding verbs are used as attributes that 
results in a pair of object-attribute [3].  Each noun is a candidate for concept or in-
stance. Therefore, each noun is a feature vector of which each feature (i.e. verb) is 
binary representing whether or not the corresponding verb appears along the noun in a 
sentence. Thus, 1 represents presence and 0 absences of the feature. 

After the features have been extracted, i.e. a set of object (noun) and its attributes, 
each word in the set is stemmed, i.e. assigned to their base form. The feature vector is 
a high dimensional space. All terms are the sparse point in the high dimensional 
space. The more features extracted, the sparser the space is.  
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4.2   Concept Hierarchy Induction Using GAHC 

Cimiano [5] proposed a novel GAHC algorithm for the automatic induction of con-
cept hierarchies from text by exploiting the hypernyms stored in database called hy-
pernym oracle (HO) to guide the clustering process. We redevelop GAHC based on 
algorithm presented in  [5] with two changes made to the algorithm in order to meet 
AIN requirement. The changes are briefly summarised below: 

1. The original GAHC does not filter the extracted features. In our approach, before 
applying the GAHC, we determine the similarities of each terms within the list of 
extracted features (O(n2)  by using the cosine distance measure and only pairs with 
higher degree of similarities than the pre-determined threshold tg will be clustered 
by GAHC. Pairs of terms with lower similarities than tg are clustered in set C, i.e. 
C:= {};  

2. The step in the original GAHC where unclassified terms are automatically added as 
sub-concepts to the most frequent hypernym in HO(t) is removed.  In our algo-
rithm, unclassified terms are clustered in set C, i.e. 1 2C := C (t ,t )∪ . 

3. The Hypernym Oracle (HO) is constructed by looking for hypernym matched with 
a Malay translated Hearst pattern from the text only while Cimiano used three 
sources, i.e. Wordnet, Google and the corpus. 

The generic pseudo code for GAHC algorithm is shown in Fig. 2. A detailed and 
thorough discussion on GAHC algorithm and its classification rules  can be found in 
[5] and  [3].   

 
Input: HO(t), list T and set C 
FOREACH pair (t1,t2) in the ordered list T  
 Search GAHC classification rules  
 IF matched  
  Insert new hypernym into HO(t) 

 ELSE     

  Mark t1 and t2  as clustered, i.e. 1 2C := C (t ,t )∪  

ENDFOR 
Output: HO(t) and unclassified terms in C. 
 

Fig. 2. GAHC algorithm adapted from Cimiano’s work in [3] 

The output of GAHC is a pair of hypernyms (i.e. 1 2is_a(t ,t ) HO(t)∈ ) and unclassi-

fied terms in set C. Both HO and set C will be fed into AINs.  

4.3   AIN Algorithm in GCAIN  

In this phase, AIN act as a classifier in order to classify terms (i.e. an instance or con-
cept) which GAHC has failed to classify as either hypernym or hyponym of a term. A 
diagrammatic depiction of the algorithm flow is shown in Fig. 3. We refer B-cells to 
antibodies (i.e. classified terms), which mean the concept hierarchy is composed of a 
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number of antibodies. AIN evolves a population of antibodies based on the immune 
network theory, clonal selection and affinity maturation. 

The procedure of evolving antibodies (Ab) can be explained as follows.  (1) Anti-
bodies Generation: GAHC initializes a set of Abs and put them into an empty mem-
ory matrix called M. The antibodies are not created or copied from the antigens as 
usual. The antibodies  are considered correctly classified concept/instance in three 
different steps as follows: 

1. Ab type 1: antibodies found during the construction of the hypernym oracle; 
2. Ab type 2: antibodies created through GAHC hierarchical clustering technique; 
3. Ab type 3: antibodies created by learning process using AIN. 

The antigens (pathogens) are formed in two ways; First, terms that GAHC has failed 
to classify as a hypernyms or hyponyms into the established concept hierarchy, and 
terms which have lower degree of similarities compared to other terms. While the 
termination condition is not true, follow the steps below: 

(2) Affinity calculation: Calculate the affinity between the current  Ag and each Ab 
from M.  (3) Clonal Selection:  Select the n highest affinity antibodies (Abs) from the 
concept hierarchy. For each of these highest affinity Abs, if an Ab’s affinity >  
threshold σd, , clone the Ab. The clone size is proportional to the affinities of Abs. 
That is, the higher the affinity is, the more Abs are cloned. (4) Affinity maturation: 
Mutate each cloned Ab and increase the fitness of those Abs. Each clone undergoes a 
mutation inversely proportional to its affinity and the fitness of the Abs will be in-
creased through a process call replication.  (5) Reselection: Calculate the affinity 
between each cloned Abs and the current Ag. Reselect Abs with highest affinity and 
classified the Ag as hyponym of the Abs. Insert the resulting Abs into M. The Ag 
would eventually recognized as Ab (type 3). 

If none of the highest affinity Abs could bind the Ag (i.e. classified as hypernyms), 
the Ag will be classified as sub-class of the root/top concept and recognized as Ab 
(type 3). (6) Repeat (2) – (5) for each Ag in the population.  (7) Clonal suppression: 
Calculate affinity between the antibodies (type 3 only) within each cluster and do 
suppression. This process will remove redundant Abs with affinity < threshold sσ .  

(8) Network suppression: Calculate affinity between clusters and do suppression. 
Remove Ab type 3 in the concept hierarchy whose fitness fσ< . 

GCAIN will not be effected in case the pre-processing phase and GAHC failed to 
induce any concept hierarchy (i.e. antibody type 1 and 2)  since there will always be 
one seed which is the ‘root’ or top concept in the matrix  M. All antigens in the popu-
lation will be presented to the ‘root’ one by one as depicted in Figure 3. This enables 
GCAIN to automatically detect new hierarchical clusters under the ‘root’.  

In our model, we define two types of suppressions: clonal suppression and network 
suppression (i.e., concept hierarchy compaction). The clonal suppression occurs when 
the affinity between Ab-Ab within a cluster is greater than a given threshold sσ . Such 

suppression will cause antibodies with low capability in the competition of recognis-
ing antigens to be deleted from the hierarchy. The suppression would also cause the 
elimination of similar immune cells, which is important in maintaining the diversity 
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Fig. 3. Overview of the AIN algorithm 
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The distance metric presented in [9] is used to measure the affinity between anti-
bodies and antigens as described in Eq. (1). In this work, an antigen is a term repre-
sented as a feature vector.  The affinity between an antigen and an antibody is the 
ratio of the number of features (i.e verb) that an antigen has and can be recognised by 
an antibody to the total number of features extracted from the text. The affinity be-
tween two antibodies is defined as the reversal of their similarity. 

                          

n

i i
i=1

Affinity(Ab,Ag)= (Ab , Ag ) |Ag|φ ÷∑                                        (1) 

where 

                        i i(Ab , Ag )= 1, if Ab = Ag = 1 OR 0, otherwiseφ                           (2) 

The network suppression occurs when the affinity between two clusters of concept 
hierarchy is inferior to the specified threshold and such suppression will result in a 
merging of two cluster of the concept hierarchy. The affinity between two clusters is 
defined by [9] as the affinity between the two highest affinity antibodies in the two 
clusters.  

If affinity of Ab-Ag is greater than the affinity threshold dσ , the antibody will re-

produce and mutate itself. Number of clones to be produced (i.e., nc) and number of 
genes need to be ‘mutated’ (i.e., M) are determined by two formula as shown in (3) 
and (4) respectively [9]. η  and ω  is a coefficient determined by users.   

                                      ( . )nc round Ab affinityη= ×                                               (3)  

                                      ( . )M round Ab affinityω= ×                                              (4) 

The learning process in GCAIN may repeat a number of specified iterations. The 
termination condition for the while loop can be determined by specifying a constant or 
a number of iteration. However, in this explorative research, the number of iteration 
(n) is limited to 1. In our observation, if n > 1, the suppression process will fail to 
remove redundant concepts or repetition which is not allowed in a concept hierarchy. 
Gomez et al in [21] stated that redundancies of Subclass-Of relations occur between 
classes that have more than one SubClass-Of (i.e., is_a(t1,t2) relation).  

5   Evaluation Measures 

In this experiment, the performance of GCAIN is evaluated by means of comparing 
the automatically produced taxonomy against a handcrafted “reference taxonomy”.  
The evaluation is conducted based on Cimiano’s evaluation method in [5]. In the 
context of this study, we evaluated the concept hierarchy produced by GCAIN on 
three reference ontologies which are information technology (IT), Biochemistry and 
Fiqh (i.e., Islamic Jurisprudence) ontology. The reference ontologies were developed 
by a graduate research assistant and assisted by three experts in the domain. They 
were asked to construct the ontology based on concepts or terms that they could find 
in the text. In order to formally define our evaluation measures,  the core ontology has 
been introduced by [3] as the following: 
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A core ontology is a structure  : ( , )O C c= ≤ consisting of (i) a set C of 

concept identifiers and (ii) partial order c≤  on C called concept hier-
archy of taxonomy. 

In this section, we briefly present measures to compare the lexical and taxonomic over-
lap (TO) between two ontologies. For comprehensive discussion of the measures pre-
sented in this paper, the reader will be directed towards [3]. The lexical recall (Eq. 5) 
and lexical precision (Eq. 6) of two ontologies O1 and O2 is measured as follows: 

                                                 1 2 1 2 2( , ) | ) | |LR C C C C C= ∩ ÷                                     (5) 

                                                1 2 1 2 1( , ) | ) | |LP C C C C C= ∩ ÷                                       (6) 

In order to compare the taxonomies of two ontologies, we use the common semantic 
cotopy (SC) introduced by Cimiano in [3] as Eq.(7): 

                               1 2 1 2"( , , ) : { | }j j i i jSC c O O c C C c c c c= ∈ ∩ ∨                                (7)
 

We calculate the Precision of Taxonomic Overlap (PTO) as Eq (8) Recall of Taxo-
nomic Overlap (RTO) as Eq. (9) between two ontologies as follows [3]: 

                                          1 2 1 2( , ) '( , )TOP O O TO O O=                                                 (8) 

                                           1 2 2 1( , ) '( , )TOR O O TO O O=                                                (9) 

We also calculate the harmonic mean of both PTO and RTO as Eq. (10):  

  1 2 1 2 1 2 1 2 1 2( , ) (2. ( , ). ( , ) ( , ) ( , ))TO TO TO TO TOF O O P O O R O O P O O R O O= ÷ +
          

 (10) 

where 

          
2

1 2
1 2 2 1 ' { } 1 2/

'( , ) 1 | , | max "( , ', , )c C rootC C C
TO O O C C TO c c O O∈ ∪∈

= ÷ ∑            (11) 

and  equation (12) :

                                    

 

1 2 1 2 2 1 1 2 2 1( , ', , ) | "( , , ) "( ', , ) | | "( , , ) "( ', , ) |TO c c O O SC c O O SC c O O SC c O O SC c O O= ∩ ÷ ∪  

6   Experiments and Results 

6.1   Problem Instances  

The proposed algorithm was conducted on a relatively small collection of text to-
gether with a Malay-language ontology which reflects a given corpus. A collection 
of documents for this experiment was obtained from the Center for Artificial Intel-
ligence Technology (CAIT) of Universiti Kebangsaan Malaysia (UKM). The Malay 
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developed corpus, contains documents from three different domains i.e. Information 
Technology, Biochemistry and Fiqh (i.e., Islamic Jurisprudence).  

The Malay corpus are initially compiled from text books written by researchers 
at CAIT. The corpus consists of about 90,000 tokens. The parameters used in the 
algorithm are chosen after preliminary experiments as shown in Table 1. 

Table 1. Parameters used in GCAIN 

  Information 
Technology 

Bio-
Chemistry 

Fiqh 

Number of terms in set C                        :A 265 748 114 
Length of attributes (in vector)  137 211 162 
Similarity threshold for (t1,t2)*              : tg 0.01 0.6 0.4 
Affinity threshold for Ab-Ag                  : dσ  0.15 0.15 0.15 

Affinity threshold for Ab-Ab                  : sσ  0.1 0.1 0.1 

Affinity threshold for Cluster-Cluster     : fσ  0.3 0.3 0.3 

Clone coefficient                                     :η  10 10 10 

Mutation coefficient                               : ω  10 10 10 
Iterations for while loop                          : n 1 1 1 

*Note that (t1,t2) is not yet treated as an antigen or antibodies 

As shown in Table 1, population A is the number of terms in set C which has been 
excluded from being processed by GAHC and also terms that have not ‘triggered’ the 
GAHC rules to be classified as a sub-concept  or super-concept.  During parameter 
setting, the authors have to check for redundancy before measuring its taxonomy over-
laps. Thus, the parameter values in Table 1 are chosen to avoid any potentially repeated 
concept names. 

6.2   Comparison Results 

The aim of the experiment carried out here is to support our hypothesis that the AIN 
algorithm can further improve the effectiveness of GAHC in learning concept hier-
archy. Thus, we conducted experiments on three Malay texts and compare the per-
formance of GCAIN against GAHC algorithm in hierarchical clustering. Table 2 
 shows the results of comparing the concept hierarchy produced by GCAIN and 
GAHC with the reference ontology in terms of the taxonomic overlap measures. 
 

Table 2. Comparison results between GAHC and GCAIN 

Text Information Technology Biochemistry Fiqh 
 GAHC GCAIN GAHC GCAIN GAHC GCAIN 
PrecisionTO  22.15% 36.89% 19.27% 17.88% 16.87% 18.06% 
RecallTO 23.72% 28.32% 29.39% 33.21% 33.12% 33.91% 
FTO 22.91% 32.04% 22.28% 23.25% 22.36% 23.57% 
TO Differences 9.13% 0.98% 1.21% 
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Based on the results, the proposed GCAIN increases FTO from 22.91% to 32.04% 
over the Information Technology documents. The obtained results show significant 
improvement in FTO for IT text. GCAIN performance on IT text is 9.13% higher 
than GAHC. However, GCAIN’s performances over Biochemistry and Fiqh texts 
are comparable to GAHC as the GCAIN’s produced FTO over both texts are slightly 
higher than GAHC (i.e., 0.98% and 1.21% higher).   

The results in Table 2 show that both GAHC and GCAIN performance over Bio-
chemistry and Fiqh corpora is significantly lower than their performance over IT 
corpora. Table 1 show that the length of features extracted from Biochemistry and 
Fiqh natural text are larger than IT. Thus, we believe that the main reason for this 
result is that features extracted from Biochemistry and Fiqh are not enough o repre-
sents the terms extracted from the text. The feature selection method which used cor-
responding verbs of a noun seen in a sentence leads to data sparseness due to the large 
number of different verbs (as features) encountered in natural language texts.  

Based on our experimental results, it is found that the performance of GCAIN over 
the three texts is much affected by tg rather than the three affinity thresholds: 

dσ , sσ and  fσ . As an example, table 3 show the result of using different parameter 

tg on GCAIN’s FTO over Fiqh text.  

Table 3. The effect of parameter  tg on GCAIN’s FTO over Fiqh text 

 0.01 0.1 0.15 0.4 0.5 0.6 
FTO 18.77% 19.45% 20.22% 21.86% 22.66% 23.57% 

Further evaluations are carried out to measure the accuracy of the lexical precision, 
lexical recall and lexical F-measure metrics as in Eq. (4) and Eq. (5). Note that, lexi-
cal precision is defined as a measure of the proportion of concepts or instances that 
the learning algorithm got right no matter where a concept may located in the concept 
hierarchy; recall stands for the number of correct terms per number of terms in the 
reference ontology; and F-measure is the combination of these two previous metrics 
as a single measure of overall performance.  

Table 4 shows that GCAIN yields slightly better result against the GAHC. GCAIN 
generates 1.86% higher over IT corpora, 1.58% higher over Biochemistry corpora and 
0.95% higher over Fiqh corpora. Thus it can be concluded that the proposed approach 
performance is comparable or slightly better than GAHC in learning concept hierar-
chy that we tested for Lexical F-Measure metric.  

Table 4. Comparison Results between GAHC and GCAIN on the lexical 

Corpus Information Technology Biochemistry Fiqh 
 GAHC GCAIN GAHC GCAIN GAHC GCAIN  
Lex.Recall 65.15% 69.28% 50.39% 50.95% 41.07% 42.86% 
Lex.Precision 61.00% 61.09% 42.49% 44.80% 57.82% 57.14% 
Lex.F-Measure 63.07% 64.93% 46.10% 47.68% 48.03% 48.98% 
F-Measure 
Diffrences 

1.86% 1.58% 0.95% 
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7   Conclusions 

In this article, we proposed a hybrid approach that combines guided agglomerative 
hierarchical clustering (GAHC) and artificial immune network (AIN) for learning 
concept hierarchy from Malay texts. An ontology learning system has been built 
based on GAHC and GCAIN and tested on three different corpuses domains which 
are IT, Biochemistry and Fiqh (i.e, Islamic Jurisprudence). Results have shown that 
GCAIN perform better than GAHC in all three domains. Among the three domains, 
GCAIN perform significantly better in IT but shows comparable results to GAHC in 
Fiqh and Biochemistry. The performance of GCAIN is much affected by tg instead of 
the three affinity thresholds: dσ , sσ and  fσ . Our future work will incorporate con-

cept hierarchy induction technique and approach in order to compare GCAIN per-
formance against different learning paradigms. This work is an exploration of AIN 
application in new research domain such as ontology engineering. The experiment 
results indicate a modest improvement on the GAHC by applying AIN to classify the 
antigens (i.e. unclassified terms). However further study and larger trials on huge 
corpuses are much needed in order to examine and confirm the efficacy of AIN in the 
domain of ontology learning from text.  
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Abstract. A typical Vehicle Dispatching Problem (VDP) for a port container 
terminal often involves offline resource allocation and is often successfully 
solved by heuristics algorithms. In this research, an autonomous and decentral-
ized vehicle dispatching algorithm is proposed in which the algorithm is in-
spired by the human immune system. Specifically, the proposed algorithm is  
inspired by the cell-mediate immune response of T-cells that possess the capa-
bility of exploring the environment and providing an adaptive and specific  
immune response to the invading antigens. We conduct extensive simulation 
studies to study the performance of the algorithm in solving a typical vehicle 
dispatch problem derived from realistic terminal configurations and operational 
constraints. The results show good vehicle utilization and low computational 
cost when comparing with a GA-based algorithm.  

Keywords: Cell-mediated Immune Response, Stimulation and Suppression 
Model, Vehicle Dispatching Problem. 

1   Introduction 

In the biological immune system, immune molecules and immune cells work coopera-
tively to eliminate the invading pathogens. Immune mechanisms such as the Clonal 
Selection Principle and Immune Network Theory that provide profound functions to 
characterize the immune system through a series of procedures including immune 
cells recognizing the antigens, regulating the capacity of the immune cells and con-
trolling the immune response. By adopting these mechanisms, a number of engineer-
ing applications have been solved, more significantly, in the fields of optimization, 
anomaly detection and clustering [1] [2]. Amongst these studies, there are few ad-
dressing dynamic vehicle planning and scheduling. On the other hand, VDPs have 
been resolved by classical evolutionary computing and heuristics approaches, never-
theless they are ineffective in handling communication between the involved entities 
and managing the uncertainties concurrently at a dynamical changing environment. In 
view of this, our research proposed an immune inspired algorithm for solving general 
vehicle dispatch problems at a typical seaport container terminal.  
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In the context of a port container terminal, Vehicle Dispatching Problem (VDP) is 
a class of resource allocation problem by which a fleet of vehicles is allocated to han-
dle the tasks of loading and discharging of containers onto/from a vessel at both quay 
side and the yard. In general, the performance of such operation is quantified by the 
dwell time, which is the time required for a vehicle to complete the handling a con-
tainer. For typical terminal operation, containers are handled by various terminal 
equipments and transportation devices such as quay cranes, yard cranes and tractors 
that are coordinated and collaborated synchronously and interactively. Convention-
ally, job allocation and dispatching of tractors in a container terminal is handled 
manually by operators. We proposed an immune inspired algorithm for dealing with 
this problem in a decentralized and autonomous manner. While the proposed algo-
rithm inherits the adaptive, distributive and cooperative properties of the human im-
mune system, cell-mediated immunity performed by T-cells is specifically adopted by 
the proposed algorithm. Our study aims at minimizing the dwell time of vehicles in a 
simulation studies that is developed based on real terminal configurations and data 
logged for the actual terminal operations. More importantly, each vehicle is capable to 
provide an immediate response to uncertain requests and cooperate with other vehi-
cles, which is in parallel to the behavior of the immune cells. 

Following a review of related work, Section 3 discusses the theoretical underpinning 
of the algorithm. A detailed explanation of the immune functions including affinity 
measure, stimulation and suppression functions are given in Section 4. In Section 5, a 
Genetic Algorithm (GA) approach is taken as a control to compare the performance of 
the proposed algorithm in solving a real vehicle dispatch problem in a port container 
terminal in terms of the total dwell time of vehicles, the utilization of the vehicles, and 
the computation cost of the algorithm. We conclude the study in Section 6.  

2   Related Works 

In the literature, there is little describing immune inspired frameworks or algorithms 
developed for solving vehicle dispatching or routing problems in contrast to the tradi-
tional rule-based [3], heuristics approaches [4] [5] and evolutionary computing [6]. In 
the work of Gendreau and his colleagues [6], tabu search was deployed for solving 
dynamic VDPs with pickup and deliveries, yet in the study, the vehicles were incapa-
ble of communicating with other vehicles and handling new requests in the vicinity of 
a vehicle current location. In contrast, the algorithm proposed in our study is novel in 
using cell-mediated immune response to solve VDPs in a typical container terminal 
and attempt to overcome the problems raised by Gendreau et al.  

With regard to computing techniques, Potvin [7] conducted a review on bio-
inspired vehicle routing algorithm and found that only a small number of problems 
were solved using Artificial Immune Systems (AIS) inspired algorithms. The per-
formance of evolutionary computing and meta-heuristics approaches is often claimed 
to outperform other computation methods with respects to the quality and conver-
gence of solutions, and the required computational complexity. Each of these algo-
rithms exhibits its strength and weaknesses in various domains, e.g., studies of finding 
near optimal solutions using Ant Colony Optimization (ACO) and GA [8]. Alterna-
tively, ACO was claimed to outperform GA by Gambardella et al. [9]. Nonetheless, 
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GA often consumes less computation resources [10] and provides better convergence 
[11]. In view of this, it is fair to compare the performance of the proposed algorithm 
with either of these approaches. As such, a GA based approach is selected as a control 
in the context of the study.  

Immune inspired vehicle routing and planning algorithms are summarized here 
though the numbers are few. Representative works include an immunity-based behav-
ioral model was proposed by Lau et al. [12] that demonstrated the cooperation of the 
Automated Guided Vehicles (AGVs) through controlling the movement and actions 
of AGVs to the given tasks in a warehousing operation. Experimental studies also 
showed that proper communication and information exchange improved the effi-
ciency of AGVs. Recently, Masutti & de Castro [13] developed a hybrid algorithm 
with Artificial Neural Network and Artificial Immune Systems to solve capacitated 
vehicle routing problems. Regarding the performance of the algorithm, good quality 
solutions were resulted with small computational effort.  

3   Liaisons with the Cell-Mediated Immune Response 

In our study, an immune inspired dispatching algorithm is developed based on the 
paradigm of the biological immune system to optimize the dwell time of vehicles 
traveling between the quay side and the yard to perform typical berth operations in a 
port container terminal.  

In the Cell-mediated immune system, the invaded pathogen is eliminated by T-
cells through a series of immune mechanisms, namely, antigen specific recognition, 
proliferation and cytokine signaling. For antigen recognition, the antigen receptors on 
the lymphocytes recognize the antigens that are complementary to the structure of  
the receptors. Furthermore, the interactions (stimulation and suppression) of the im-
mune cells and molecules produce a self-organizing and attain a state of equilibrium 
of the immune system as proposed by Jerne’s immune network theory [14]. These 
mechanisms provide an adaptive, dynamic and explicit immune response to all invad-
ing antigens. 

Vehicles dispatching in a typical port container terminal is dynamic in a changing 
operating environment (e.g. with real-time container loading and unloading requests) 
with interactions occur between various equipment, in particular, the cranes, tractors 
and the containers. In general, job orders (also known as the Containers Work Pro-
gram (CWP)) refer to a set of containers to be loaded onto the vessel or to be dis-
charged from the vessel to the tractor associated with each quay crane. Specifically, 
the handling of each job is a two-fold operation. For loading a container, the yard 
crane (YC) picks up the container from the yard and transports it to the quay side by a 
tractor where the container is loaded onto the vessel by a quay crane (QC). For the 
discharging operation, a container is discharged onto a tractor by QC. The discharged 
container is then transported to the yard where an YC unloads the discharged con-
tainer to the yard. For container allocation, jobs are executed according to the  
sequence specified in the CWP. These are either specified as “Non-presentable con-
tainers” and “Presentable containers”. The former describes a container that cannot be 
assigned to a tractor as previous containers have yet not been assigned to the deployed 
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tractors. Alternatively, if no previous containers are pending, a container is said to be 
a “Presentable Container” that can be assigned to a tractor according to the proposed 
dispatching algorithm. These characteristics are parallel to the immune cells behavior 
in the biological immune system, and terminal operation therefore has similar dynam-
ics of the biological immune system. Explicitly, the entities taking part in the terminal 
operations can be mapped onto the immune cells and molecules (Table 1) whilst the 
operation strategy is analogous to the immune functions that are discussed in the next 
section. 

Table 1. The analogies between components of the biological immune system and the terminal 
model 

Biological Immune System AIS-based Vehicle Dispatching Framework 
Antigen Jobs (also called Container Work Program) 
Peptide Non-presentable containers (“Non-presentable 

Jobs) 
Peptide- MHC Complex Presentable Containers (“Presentable Jobs) 
MHC molecules The available crane for handling a two-fold  

operation (i.e. QC for discharging containers and 
YC for the loading containers) 

T-cells Tractors 
Receptors of T-cells and surface 
receptors of immune cells/ 
molecules 

Attributes of the corresponding entities 

4   An AIS-Based Vehicle Dispatching Framework 

As aforementioned, cell-mediated immune response is adopted by the proposed algo-
rithm for solving vehicle dispatching problem. The main objective of the algorithm is 
to minimize the total dwell time of the vehicles in cooperation with other interacting. 
This is defined by the objective function of Equation 1.  

),(min
1 1
∑∑

= =

c
c
xJ

c x
cxcx TTWTf

δ δ

 (1) 

with  
 

WTcx Waiting time of the xth container that is handled by vehicle c at the corre-
sponding crane (on-line data) 

TTcx Transportation time to handle the xth container by vehicle c, this refers to 
the transportation time between (i) the destination of the (x-1)th container 
and the origin of the xth container (ii) the origin and the destination of the 
xth container. This is represented by a probability density function with a 
mean 120 sec. and standard deviation 40 sec. 
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The total dwell time (in terms of unit second) of deployed vehicles is computed by the 
time consumed for the assigned container that is handled by vehicle c. Here, a set of 
containers (denoted by x) that is assigned to vehicle c is defined by: 

These time components are computed by the stimulation and suppression function 
that is discussed in Section 4.3. Based on the proposed analogy of the biological im-
mune system and the proposed algorithm (Table 1), the immune mechanisms adopted 
by the proposed framework are incorporated as depicted in Fig. 1. 

 

Fig. 1. The mechanisms in the cell-mediated immune response of T-cells are (i) Antigen Pres-
entation (Section 4.2) and (ii) Activation of T-cells (Section 4.3) that are incorporated in the 
proposed algorithm. These mechanisms are control the actions of Job Presentation and Job 
Assignment. 

4.1     Entities Representation 

In the proposed algorithm, each entity is represented by a chain of attributes (Equa-
tions 2 - 5); this is also known as the shape space as depicted in Fig. 2. For example, 
the attributes of a job include job number, movetype (Loading or Discharge), the 
equipment number of the required yard crane and quay crane. On the other hand, the 
interaction between the entities is measured by an affinity measure that quantify the 
compatibility between the entities, such as the interaction between (i) jobs and cranes, 
(ii) jobs and vehicles, and (iii) vehicles and vehicles as depicted in Fig. 1. The details 
of each pair of interactions are given in the next session.  

 

1 2 3{ , , ,... } , 1, 2,3... c
x

c c c c
x x j

J j j j j where x N x δ= ∈ =  (2) 
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Fig. 2. Process of the degradation of antigen: entity (e.g. Job) is represented by an I-
dimensional shape-spaces in the proposed algorithm, where I = 1,2,3, … i 

For the notation of the employed entities, vehicles (denoted by c), cranes (denoted 
by m) and containers (denoted by n) are defined in the abstract terminal model as 
follows:  

For the above formulation of the involved entities, c, m and n are the index of the 

corresponding entities whereas cδ , mδ  and nδ are the total number of deployed vehi-

cles, cranes and containers respectively. 

4.2     Job Presentation 

As aforementioned, containers are handled by specific quay cranes that are assigned 
according to particular working sequences. To ensure that the loading/unloading of 
containers are proceeded according to these pre-defined sequences, jobs have to be 
activated (as presentable jobs) prior to notify the deployed vehicles. As such, the 
mechanism of antigen presentation in the cell-mediated immune response is adopted 
to control this process. For job assignment between containers and corresponding 
cranes, affinity measure between the ‘non-presentable’ jobs and the cranes is formu-
lated as follows:  

The affinity of each pair of attributes ( m
i

n
i ss , ) and the affinity of container n 

( nmε ) to the available crane is computed according to Equations (6) and (7): 

where  1,2,3... cc C c δ∈ =  (3) 

where  1, 2,3... mm M m δ∈ =  (4) 

where  1,2,3,... nn N n δ∈ =  (5) 

1
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In the control action of Job Presentation, two pairs of attributes are encountered: (i) 
the expected job number of the crane and, (ii) the index of the crane that is compatible 
with the number assigned to each job and the crane specified by the job respectively. 
As a result, a container having the highest affinity with a corresponding crane will be 
activated. This is also termed as the container is ‘presentable’ to the deployed vehicle 
and is denoted by container n’ (as shown in Fig. 1), where 'n N∈ .   

4.3     Vehicle Cooperation in Job Assignment 

As aforementioned, the proposed algorithm inherits the characteristics of the immune 
cells, in which the deployed vehicles exhibit effective communication with minimum 
overhead, and cooperation among other terminal equipment based on the information 
collected from the environment. The mechanism of (a) antigen recognition and (b) 
stimulation and suppression of the immune cells are introduced to attain a highly 
responsive system. 

Affinity between container n’ and vehicle c. The matching between the ‘present-
able’ jobs and the deployed vehicles is the first milestone of achieving a cooperative 
working environment. Similar to the affinity measure defined in Equations (6) and 

(7), the affinity of container n’ with respect to the vehicle ( cn 'ε ) is computed accord-

ing to Equations 8 and 9: 

In order to minimize the communication overhead with other cooperating vehicles, a 
vehicle communicates with a ‘presentable’ job within its ‘vicinity’ at a distance de-
noted by d (depicted in Fig. 3) measured from the vehicle’s current location. 

 

Fig. 3. A vehicles (drawn as black crosses) and its vicinity with distance d  

In Fig. 3, the jobs (drawn as a black square) are detectable by the vehicles, whereas 
the job (drawn as a white square), is out of the detectable range or not in the vicinity 
of the vehicles. 
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Stimulation and suppression for vehicle c. As defined by Equation 10, the proposed 
algorithm is to optimize the total dwell time of the deployed tractors. In other words, 
the traveling time and waiting time of vehicles should be minimized. In order to 
minimize the objective defined by Equation 1, four essential time components for 
quantifying terminal operations are considered for each pair of vehicle c and  
container n’, namely, (i) urgency, (ii) traveling time of container n’, (iii) remaining 
processing time and (iv) pending time at the cranes specified by container n’. These 
essential time components are incorporated by Equation (10), which is derived based 
on the inspiration from the dynamics of the concentration of the immune cells [15] 
[16]. Equation 10 provides an alternative means to measure the concentration of the 
immune cells based on the stimulation and suppression of vehicle c with respect to 
container n’.  

 
 

The definitions of these time components are given below: 

i) Urgency of container n’, in which t1 denotes the time of being an activated  
container n’. The most urgent container is associated with the highest (t1-
tCurrentTime). This implies that the most urgent container should be handled in the 
highest priority, such that the efficiency of cranes and the terminal operations is 
maximized.  

ii) Traveling time between (i) the current location of vehicle c and the origin of con-
tainer n’ (denoted by t2), and (ii) the origin and the destination of container n’ (de-
noted by t2’). Vehicle c is suppressed if it spends a long time on dispatching.  

iii) The remaining processing time is given by (t3 - t CurrentTime,) and (t3’ - t CurrentTime,), 
where t3 and t3’ refer to the commence time of the container at crane m (origin of 
the container n’) and m’ (destination of the container n’) of container n’ respec-
tively. The shorter the remaining processing time, vehicle c will be stimulated in 
the proposed stimulation and suppression function.  

iv) Pending time of the containers queuing up at crane m (origin of the container 
n’) and m’ (destination of the container n’), that are denoted by t4 and t4’.  

Specifically, time component (ii) aimed at minimizing the traveling time of vehicle c 
whilst time components (iii) and (iv) are for reducing the waiting time of vehicle c 

given in Equation 1. The container with the highest )( '
c
ntf  will be the next activated 

job, which will be allocated to vehicle c and denoted by x. This is also referred as the 
xth container to be handled by vehicle c (Equation 2). 

5   Simulation Studies 

Taking reference from the discussion of Section 2, the effectiveness of the proposed 
AIS-based algorithm is studied and compared with a GA-based dispatching algorithm 
developed based on the operations as aforementioned. We deployed the two  
algorithms to investigate the stochastic behavior of terminal operation; it is worth 
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noting that these two algorithms are somehow different in nature. In particular, the 
former is a renounce planning approach; this means that the immediate requests are 
handled by evaluating the jobs that are locating at the vicinity of the vehicle. On the 
other hand, the latter is a re-optimizing planning strategy that performs iterative 
search to obtain optimal solutions. Nonetheless, the comparison justifies the effec-
tiveness of the immune inspired algorithm in solving an engineering problem with 
distributed and dynamic nature.  

In the context of the study, the quality of the obtained solutions (in terms of the to-
tal dwell time and the utilization of vehicles) and the computation complexity is stud-
ied based on a simplified terminal model consists of 15 containers, 4 QCs, 5 YCs and 
the number of vehicles deployed is varied from two to twelve (data extracted from the 
actual CWP obtain from the terminal operator). The results presented represent the 
average of ten experiments for each instance.  

5.1     Experimental Setup  

In the experiment study, the terminal operation presented is based on real data repre-
senting typical port container terminal operation. In addition, the configuration of the 
port container terminal and the operation constraints are also addressed by the pro-
posed algorithm as summarized in the table below: 

Table 2. The key parameters of the AIS-based and GA-based algorithms as defined based on 
the configuration and set up of a real container terminal 

Configurations of terminal operations Experimental setups 
Distance between the employed cranes Ranging from 0.6km to 2.0km 
Speed of vehicles 30km/hr 
Productivity of Quay Cranes (QCs) Normally distributed with a mean of 45 

sec. and standard deviation 15 sec.  
Productivity of Yard Cranes (YCs) Normally distributed with a mean of 100 

sec. and standard deviation 16 sec. 
No. of containers handled by a vehicle 1  
No. of containers handled by a crane 1 

A GA-based Dispatching Algorithm is also developed for evaluating the perform-
ance of the proposed algorithm. The operation of the GA-based algorithm is depicted 
in Fig. 4, with the parameters and constraints defined in Table 2. The strings of popu-
lation of the GA-based continue to evolve until an optimal solution is reached. In our 
implementation of the GA-based algorithm, the strings of population represent the 
assignments of vehicles to the associated containers that are arranged in the sequence 
as specified by the CWP. The permutations are reproduced through the operations of 
crossover and mutation that inject randomness into the new permutations to retain the 
diversity of population. In addition, the fitness function is computed to eliminate 
those poor permutations within the population. As such, the population evolves itera-
tively to maximize the fitness function.  

Based on the results of a large number of experimentations with the GA-based algo-
rithm, the optimal solutions are obtained for the instances given above (not explicitly  
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Fig. 4. The operation of the GA-based Dispatching Algorithm 

presented), and suitable crossover and mutation rates are determined (set as 0.5 and 0.1 
respectively) and these values are used throughout the study.  

5.2     Quality of Solutions 

According to the results given in Fig. 5, the total dwell time obtained by the AIS-
based algorithm increases as the number of deployed vehicles increases. This is  
because the waiting time of the terminal equipments, namely, QCs and YCs, is 
lengthened due to the long queue created by the large number of deployed vehicles. 
The dwell time obtained from the AIS-based algorithm varies from 15-45% more than 
the dwell time obtained from the GA-based algorithm (16-80 minutes), especially 
when the number of vehicles deployed is large.  

 

Fig. 5. The total dwell time of all employed vehicles. For the AIS-based algorithm, the total 
dwell time is directly proportional to the number of vehicles employed whereas the recorded 
total dwell time is similar in all scenarios according to the GA-based algorithm. 
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Fig. 6. The low utilization of vehicles in GA-based algorithm is due to the presence of idle 
vehicles, compared to the AIS-based algorithm. (Remarks: utilization of vehicles is defined as 
the number of operated vehicles out of the fleet of deployed vehicles. “vehicles deployed” is 
defined as the vehciles assigned initially for each simulation runs; “vehicles operated” is 
refered to the actural number of vehicles executing the jobs in each simulation runs). 

Despite of the longer dwell time of vehicles obtained from the AIS-based  
approach, the utilization of the vehicles is higher than the GA-based algorithm as 
depicted in Fig. 6. In the GA-based algorithm, only three to four vehicles are in opera-
tion whilst the others are idling when the number of deployed vehicles is greater than 
eight. As such, the total dwell time obtained by the GA-based algorithm is similar. In 
other words, four vehicles are sufficient to handle fifteen containers. 

Though the optimal number of vehicles cannot be directly evaluated by the AIS-
based algorithm due to the stochastic nature of the problem, the AIS-based algorithm 
provides an efficient means for evaluating the time required for the employed vehicles 
and for the scheduling other resources such as crane and crane operators in real-time 
at a lower computational cost as discussed in Section 5.3. 

5.3     Computation Complexity 

The time required to obtain the solutions upon termination of the simulations is used 
to quantify the computation complexity of the algorithms. Our study shown that the 
computation complexity of the AIS-based algorithm is less than the GA-based 
algortihm, in particular, for a large number of vehicles deployed (Fig. 7). For the 
proposed AIS-based algorithm, the majority of computational effort is spent in data 
retrieval, for instance, in the matching of the ‘non-presentable’containers and the 
employed termianl equipment; and the ‘presentable’containers and the deployed 
vehicles using the stimulation and suppression function mentioned in Section 4.2. In 
Fig. 7, a reduction of computation cost is observed when the simplified stimulation 
and suppression function is deployed. This is due to the great reduction of data being 



340 N.M.Y. Lee, H.Y.K. Lau, and A.W.Y. Ko 

processed as described by Equation 11 (modified based on Equation 10, with the 
notations described above). 

∑ +−+−= ][][)(' '' 4422' tttttf c
n

 (11) 

On the other hand, the GA-based algorithm performs a large number of evaluations 
of the permutation in an iterative manner. This is largely due to the crossover and 
mutation operations for reproducing the new permutations (children) that inherit the 
characterisitcs of different combination of permutations (parents); in the mean time, 
the genetic sequence is changed from its original state by mutation. As a result, a 
large number of permutations irrespective of their validity is generated. These invalid 
permutations also require compuational effort on verification. In the context of this 
study, some of the experiments required more than 3000 interations in order to 
generate the solutions (Fig. 5). The AIS-based algorithm on the other hand required 
much reduced computation effort as it only requires to consider the vehicles in its 
vicinity. In this case, there are at most eleven vehicles in the vicinity, and this number 
is continuously reduced as the jobs have been completed by other vehicles. 

 

Fig. 7. The computation cost required for the AIS-based and GA-based algorithms. This refers 
to the time required to obtain the ultimate solutions given in Fig. 5.  

6   Conclusion and Future Work 

In this study, an AIS-based algorithm for solving vehicle dispatch problem is pro-
posed. The algorithm is demonstrated to tackle a typical vehicle dispatch problem in a 
port container terminal that involves the handling of a sequence of dynamic and dis-
tributed operations. According to the experimental studies, the proposed AIS-based 
algorithm provides satisfactory performance in terms of (1) the utilization of vehicles 
and (2) the computation cost incurred. The total dwell time obtained from AIS-based 
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algorithm is close to the dwell time obtained from the GA-based algorithm, which is 
widely accepted as a standard tool for evaluating optimal resources utilization in ter-
minal operation with good performance.  

In the context of our study, the small-scale yet representative problem (12 vehicles, 
15 containers, 9 cranes) provides promising results for further investigation. We are 
looking to further our research in (i) deploying the proposed AIS-based algorithm in a 
large scale terminal configuration, and (ii) evaluating the effectiveness of the AIS-
based algorithm with respect to its robustness and the adaptability in the near future. 
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