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Preface

Scientific research is often characterized by a combination of open questions and
specific research tools that are designed to solve them. This interplay happens in
both directions, and new scientific instruments can also bring attention to novel
scientific questions, or can even define entire scientific periods. Nanotechnology
brought us the invention of many instruments that can be used as microscopes to
image small things and as fabrication tools to modify them. Prominent examples are
charged particle beams: scanning electron microscopy (SEM) and electron beam
lithography (EBL) are done with exactly the same instrument; and for transmission
electron microscopy (TEM) samples are sliced with focused ion beams (FIB). Since
the 1960s the four above-mentioned charged particle methods synergetically
evolve, thereby pushing the frontiers of high-resolution microscopy as well as of
micro- and nanofabrication technology. In this environment, in 2006 a novel charge
particle instrument, the helium ion microscope (HIM), entered the field. With a
unique combination of imaging and nanofabrication capabilities it placed itself right
at the forefront of current research.

The key technological advantage of the HIM is the fact that it is an integrated
multipurpose instrument that does not only excel in a single discipline but by a
unique combination of several skills. Its resolution as a microscope is higher than
that of the best available SEMs. In nanofabrication it outperforms the FIB with
respect to small feature sizes. Without further modification, a HIM is capable to
image untreated biological—or other insulating—samples with unprecedented
resolution, depth of field, materials contrast and image quality. The HIM thus
covers a wide range of tasks that otherwise would require multiple devices or
special sample treatments. Since its introduction, the HIM has become a popular
instrument that is frequently seen in nanotechnology centers throughout the globe.

Interestingly, the basic technology of the HIM is built on the combination of two
long-established techniques, field ion microscopy and scanning electron micro-
scopy. These were combined in one instrument by persistent engineering efforts that
led to the development of a stable gas field ion source (GFIS), stable enough to be
continuously operated in a scanning ion beam microscope. Currently, about 100
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GFIS instruments are in operation worldwide. Many of them go beyond the use of
helium ions and can also operate with neon and nitrogen and are often combined
with a classical liquid metal FIB.

This book aims at providing an in-depth overview on the current status of HIM
for imaging, analysis, and nanofabrication. It is written for the novice to the
technique as it explains the basic operation principles and fundamental interaction
mechanisms between medium energy light ions and matter. For the more experi-
enced reader the book covers a range of specialized topics dealing with currently
ongoing research efforts to further develop the technique in an extensive manner.
Here, the chapters of this book range from basic scientific questions to innovative
solutions in an industrial environment. All chapters have been written by specialists
in their respective fields, their affiliations range from universities and research
institutes to industrial laboratories.

Part I Fundamentals covers the instrumental and theoretical aspects on two
levels. Chapter 1 The Helium Ion Microscope provides a detailed description of the
components of the ion microscope and its operational principles. Although written
for the novice, the chapter also contains valuable technical information for the
experienced user that is not available elsewhere in this form. Chapter 2 Single Atom
Gas Field Ion Sources for Scanning Ion Microscopy is an in-depth description
of the gas field ion source (GFIS) its fabrication, modification and operation. The
next two Chaps. 3 Structural Changes in 2D Materials Due to Scattering of Light
Ions and 4 Monte Carlo Simulations of Focused Ion Beam Induced Processing
contain theoretical descriptions of fundamental ion solid interactions which are
important for understanding the processes during imaging as well as during
nanolithography with ions. While Chap. 3 deals with the interaction of light ions
with 2D materials such as graphene. Chapter 4 covers the processes important for
material removal by sputtering and material addition via ion beam induced depo-
sition. To complete this part Chap. 5 Secondary Electron Generation in the Helium
Ion Microscope: Basics and Imaging describes the details of secondary electron
generation which is crucial for the image formation.

Part II Microscopy covers the best known application of the HIM, i.e., the
imaging of small objects. Chapter 6 Introduction to Imaging Techniques in the HIM
is the natural starting point for each new HIM user as it provides a flavor of what is
possible in terms of high-quality imaging. The following Chap. 7 HIM of Biological
Samples compiles recent bioimaging studies with the HIM, a special emphasis is
laid on a comparison with SEM and optical techniques. It can be read as a moti-
vation for scientists working in biology and medicine to make use of the
unprecedented imaging capabilities provided by the Helium Ion Microscope.
Chapter 8 HIM Applications in Combustion Science: Imaging of Catalyst Surfaces
and Nascent Soot touches an environmentally important imaging task that requires
the highest resolution and chemical contrasts. In The Channeling and Backscatter
Imaging (Chap. 9) subsurface imaging and the utilization of channeling for
obtaining crystallographic information is presented. Chapters 10 Helium Ion

vi Preface

http://dx.doi.org/10.1007/978-3-319-41990-9_1
http://dx.doi.org/10.1007/978-3-319-41990-9_2
http://dx.doi.org/10.1007/978-3-319-41990-9_3
http://dx.doi.org/10.1007/978-3-319-41990-9_4
http://dx.doi.org/10.1007/978-3-319-41990-9_3
http://dx.doi.org/10.1007/978-3-319-41990-9_4
http://dx.doi.org/10.1007/978-3-319-41990-9_5
http://dx.doi.org/10.1007/978-3-319-41990-9_6
http://dx.doi.org/10.1007/978-3-319-41990-9_7
http://dx.doi.org/10.1007/978-3-319-41990-9_8
http://dx.doi.org/10.1007/978-3-319-41990-9_9
http://dx.doi.org/10.1007/978-3-319-41990-9_10


Microscopy of Carbon Nanomembranes and 11 Helium–Ion Microscopy for
Two–Dimensional Materials deal with a currently very important class of materials.
While Chap. 10 focuses on the imaging of a specific example of membranes made
from molecules, Chap. 11 also covers various two-dimensional materials and dis-
cusses issues such as beam induced damage. In general, Part II contains a manifold
of quite aesthetic HIM pictures that will act as a source of inspiration for the novice
as well as the experienced reader.

Part III Analysis discusses current efforts to implement methodical additions and
to overcome existing technical challenges. In Chap. 12 Backscattering Spectrom-
etry in the Helium Ion Microscope: Imaging Elemental Compositions on the nm
Scale a technique that usually requires large accelerators is adapted to the HIM,
where it outperforms the analytic resolution limit of Backscatter Spectroscopy by
orders of magnitude. This chapter is complimented by the following Chap. 13 SIMS
on the Helium Ion Microscope: A Powerful Tool for High-resolution
High-sensitivity Nanoanalytics which set the current standard in the achievable
lateral resolution limit in analytic applications. Chapter 14 on Ionoluminescence
describes the possibilities and limitations of using photons to obtain information on
the specimen beyond high quality images. Part III is more aimed at experienced
users, and it demonstrates potential future development of the HIM technology
platform.

Part IV Modification deals with the most frequent application of the Helium Ion
Microscope, the controlled materials modification by focused ions. Chapter 15
Direct–write Milling and Deposition with Noble Gases serves as an introduction. It
is full of practical hints on the operation of the HIM for the creation of nanos-
tructures. Chapter 16 Resist Assisted Patterning summarizes a number of successful
research efforts to use the HIM for resist patterning. It also discusses the resolution
limits as well as the modeling of fundamental processes. The next two chapters,
Chaps. 17 Focused Helium and Neon Ion Beam Modification of High–TC Super-
conductors and Magnetic Materials and 18 Helium Ion Microscope Fabrication of
Solid-State Nanopore Devices for Biomolecule Analysis, discuss three specialized
applications of HIM. While Chap. 17 treats the modification of materials properties
by partly extremely low ion fluences, Chap. 18 discusses the drilling of fine
nanopores for DNA sequencing and other biotechnology applications. The final
chapter, Chap. 19 GFIS Applications in Semiconductors, provides an in-depth view
of the current use of HIM in the semiconductor industry and describes how
semiconductor prototyping benefits from HIM-based circuit editing. This chapter is
full of information about the industrial application of HIM and is recommended for
novices as well as experts.

The book ends with The ALIS Story, a personal view on the history of the HIM
written by Bill Ward, the inventor of the HIM ion source used today and the
founder of the first helium ion microscope company “ALIS Corporation”.

Finally, we would like to thank the University of Bielefeld, the University of
Twente and the Helmholtz–Zentrum Dresden–Rossendorf for the privilege to be
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among the first users of HIM. We also acknowledge Carl Zeiss and in particular the
Ion Microscopy Innovation Center for their continuous technical support. We
further thank the American Vacuum Society (AVS) for providing our small group
of early HIM adaptors a regular discussion forum that eventually created an active
HIM community and ignited the spark for this book.

Dresden, Germany Gregor Hlawacek
Bielefeld, Germany Armin Gölzhäuser
May 2016
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Chapter 1
The Helium Ion Microscope

John Notte and Jason Huang

Abstract The key technologies that comprise the helium ion microscope are
described in detail. Specific attention is given the cryogenic cooling system, the
vacuum system, the gas delivery system, the ion-optical column, the detector and
imaging system, and vibrational considerations.

1.1 Introduction

The family of charged particle microscopes (CPM) includes all instruments that rely
upon a charged particle beam for precision imaging, or patterning of a sample. The
family originated in the 1930s with the efforts led by Helmut Ruska, and inde-
pendent work by Manfred von Ardenne, and now includes the SEM, TEM, STEM,
FIB, and all of their variants. The CPM family has a long, rich history, and has
played a distinguished role in enabling mankind to see matter at the smallest scale.
One of the most recent entries into the family is the class of microscope that relies
upon the gas field ion source (GFIS). The GFIS itself is an old concept, conceived
some 50 years before its eventual commercialization [1] in 2007 in the form of the
helium ion microscope (HIM). More broadly, this class of instrument is termed the
gas field ion microscope (GFIM), which includes instruments with gas species other
than helium (e.g. hydrogen, neon, nitrogen, or argon). The HIM instrument offers
distinct imaging advantages such as high resolution [2], long depth of focus, surface
sensitivity, high secondary electron yield [3], and several novel contrast mecha-
nisms [4, 5]. The HIM has also been employed for non-imaging applications where
it can be used to expose resist [6], directly pattern a substrate [7], drill nanopores
[8], induce patterned chemical processes, implant stress [9], or perform material
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analysis [10]. Variants of the HIM include the use of the GFIS with other gas
species such as neon [11], which enables further nanofabrication [12] and analysis
capabilities [13].

This chapter provides an overview of some of the specific technology
sub-systems that are contained within the helium ion microscope (HIM). Special
attention is given to the technologies that are of unique importance to this class of
instrument. At the time of this writing, there is only one commercial provider of the
GFIS microscope, but when possible, the technologies described herein are pre-
sented in a generic and even hypothetical way, as it might pertain to any such
microscope. The topics which are addressed are the GFIS gun (Sect. 1.2), the
cryogenic cooling system (Sect. 1.3) the vacuum system (Sect. 1.4), the gas
delivery system (Sect. 1.5), the ion optical column (Sect. 1.6), an analysis of
sample damage, (Sect. 1.7), the detectors and signal chain (Sect. 1.8), and vibra-
tional considerations (Sect. 1.9).

1.2 The GFIS Gun

The term, gas field ion source gun or “GFIS gun” encompasses the hardware
immediately surrounding the gas field ion source, and which enables its basic
performance. The term “GFIS emitter”, or “GFIS source” is more specific and
refers to just the emitter itself, and is addressed in detail in the subsequent chapter.
The GFIS gun is distinctly different from other established technologies like the
liquid metal ion source (LMIS) for gallium, the thermal field emitter (Schottky
source) for electrons, or the cold field emitter (CFE) for electrons. Therefore, we
begin this chapter with a review of the requirements for the GFIS gun, and a
summary of its performance. The number of requirements, and the engineering
challenges in simultaneously addressing them are the main reasons that the GFIS
microscope did not become commercialized earlier. Indeed, it is quite likely that
Mueller and his group at Penn State envisioned that their field ion microscope
(FIM) might one day be the source which powers a powerful new ion beam
microscope [14]. But the pathway from FIM to GFIS microscope was littered with a
collection of dead ends, distractions, and failures lasting for 50 years. Even after the
technology was demonstrated in the laboratory, there are additional hurdles to
overcome before it could become a commercial product. A commercialized product
has requirements of affordability, serviceability and easy operation in the hands of
an operator whose interest lies in their sample—not in the microscope.

GFIS Gun Performance
While a detailed description of the GFIS emitter is addressed in Chap. 2, it is
necessary here to give an overview of the overall gun performance before we
discuss the technology sub-systems which enable it. Table 1.1 summarizes the key
GFIS emitter and gun characteristics under typical operating conditions.
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Table 1.1 Typical performance metrics for a GFIS gun

Quantity Units Value Notes

Operating
extraction
voltage

kV 25–35 This is typical for helium
operation, but depends on the
shape of the emitter

Operating
temperature

Kelvins 60–90 Colder is better, but with limits
(see Sect. 1.3)

Base
pressure

Torr <4 × 10−10 (See Sect. 1.4)

Operating
gas
pressure

Torr 1 × 10−7–5 × 10−6 This is the partial pressure of
helium or neon indicated on the
gun gauge, not the actual pressure
at the emitter. (See Sect. 1.5)

Brightness A cm−2 sr−1 5 × 109 This is under optimized
conditions

Reduced
brightness

A m−2 sr−1 V−1 1 × 109 This is under optimal conditions,
with an extraction voltage near
30 keV

Pressure
normalized
brightness

A cm−2 sr−1 Torr−1 2.5 × 1012 The reference pressure is the
species-corrected pressure in the
inner gun

Energy
spread

eV ∼1 This is measured as a FWHM

deBroglie
wavelength

pm ∼0.080 This is for helium at 30 keV

Virtual
source size
(diameter)

nm <0.25 This is inferred from the atomic
spacing of emitter atoms
(expressed as a FWHM) and
represents an upper bound

Total
emitted
current

pA ∼150 This is the total emission from
three atoms of a trimer under
typical conditions, (gun gauge
pressure indicates = 2 × 10−6

Torr)
Angular
current
density

A/sr 1 × 10−6 This is the peak angular current
density after extraction under
typical conditions (gun gauge
pressure indicates 2 × 10−6

Torr)
Angular
emission

Degrees 0.5° This is typical for each atomic
emission site after extraction,
expressed as FWHM
measurement

Emission
current
stability

%/h <1 This value is typical for helium.
The value for neon is
considerably greater

Trimer
lifetime

μTorr × h ∼80 This value is typical for helium.
The value is considerably less for
neon
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GFIS Gun Requirements
The GFIS gun has several prerequisites that must be met before it can be operated—
just as the LMIS, Schottky field emitter, or the CFE have their own requirements.
For the GFIS, the requirements are relatively simply stated: (1) An emitter in the
shape of a sharpened wire should be biased with a positive voltage respect to an
adjacent electrode. The details of the emitter, and its composition, and shaping will
be discussed in detail in the subsequent chapter. (2) Cryogenic cooling should be
provided to cool the GFIS gun to a working temperature of no more than 90 Ks.
The reasons for the cryogenic cooling and the practical issues of providing such
cooling are the focus of Sect. 1.3. (3) The GFIS gun must be housed in a UHV
vacuum vessel to provide a base pressure in the range of 10−9 Torr. An analysis of
the vacuum requirements and some practical examples are discussed in Sect. 1.4.
(4) The GFIS gun must allow the introduction of helium (or other chosen gas) at a
sufficient purity and flow rate. The details of the gas delivery system are provided in
more detail in Sect. 1.5.

1.3 Cryogenic Cooling

Unlike conventional sources of ions or electrons, the GFIS ion source must be
cooled to a steady temperature between 60 and 90 K. Experiments have indicated
that emitted current increases markedly with decreased temperature (about 5% per
Kelvin). The cold temperatures are thought to improve the collection and surface
accommodation [15] of the provided imaging gas. Continued benefits, however, are
not realized with further reduced temperature as the emission tends to become
erratic. It is suspected that the imaging gas becomes less mobile at the lowest
temperatures and cannot be surface transported from the shank and periphery of the
emitter to the ionization sites. The low temperature also helps to assure the
mechanical integrity of the emitter in the presence of the large electric fields.
Thermal motions of the emitter, which could impact virtual source size or energy
spread, are also reduced at the cryogenic temperatures. And lastly, the low tem-
perature provides some level of cryo-pumping and cryo-trapping to reduce many of
the otherwise corrosive impurities from reaching and damaging the emitter. To
achieve these requirements there are entire families of refrigeration technologies
capable of achieving these temperatures (e.g. Joule-Thompson, Gifford-McMahon,
Pulse Tube, etc.). However, many of these technologies cannot be scaled to provide
the cooling power (>2 W) that is required for a practical GFIS gun with the
unavoidable heat loads it must contend with. It should be recognized that most of
the refrigeration techniques introduce vibrations which can adversely impact the
utility of the produced beam. A pulse tube cooler operated with “active” and “quiet”
modes has been demonstrated successfully on several of the first commercial HIM
systems. However, a standard cryogen in the liquid or solid phase is the most
preferred solution because of the incredible cooling power, simplicity, and the lack
of any moving parts near to the GFIS gun. When operating over a phase change
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(Fig. 1.1) the cryogens maintain a fixed temperature as they absorb heat from the
system, eliminating thermal drift effects. Both liquid neon and nitrogen have been
considered, with liquid nitrogen being more readily available.

The current commercial product, the ORION NanoFab, provides the necessary
cryogenic cooling through an integrated dewar (Fig. 1.2) that is thermally con-
nected to the internal GFIS gun through a cold finger. The cryogen is surrounded by
an evacuated “jacket” region to provide the necessary thermal insulation. According
to a prescribed schedule, the contents of the integrated dewar is filled with liquid
nitrogen via a supply valve until it reaches its capacity. As soon as the fill process is
completed, the supply valve is closed, and the vacuum valve is opened to draw a
vacuum over the contents of the dewar. This causes the liquid nitrogen to change
phase to solid nitrogen (removing about 25% of the product in the process) and be
further cooled to about 60 K. This temperature is maintained, given the total heat
load, for several hours. Thereafter, as per the software scheduled fill time, the
supply valve opens again to fill the integrated dewar, now almost empty, with liquid
nitrogen from the facility provided LN2 tank. The low temperature achieved with
solid nitrogen compared to liquid nitrogen helps to make up for the unavoidable
temperature drop along the thermal connections from the integrated dewar to the
GFIS gun. The temperature as measured at the GFIS gun is typically 75–80 K. One
of the advantages of the solid nitrogen cryogen is the elimination of the boiling, and
the vibrations it invariably introduces into the GFIS emitter. As shown in Fig. 1.1,
as the heat load is delivered to the dewar, the cryogen will change phases. If

Fig. 1.1 Phase diagram for nitrogen and two paths that take nitrogen from a solid to a gas. The
transition from A to A′ involves both melting and vigorous boiling. By comparison, transition
from B to B′ involves a more tranquil sublimation process
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operated at atmospheric pressure, the heat load drives the nitrogen from point A to
A′, thereby involving significant boiling and achieving a temperature of only 78 K
at the bottom of the dewar. When operated at a vacuum level sustained at about
3 Torr, the same heat load drives the nitrogen from point B to B′, which involves
only sublimation, a process which transfers no vibration to the GFIS gun.

1.4 Vacuum System

Adopting the terminology from the FIM literature, the term “base vacuum” refers to
the pressure in the absence of the imaging gases (helium, neon, or argon for
example). The various constituents of the base vacuum present a risk of adsorption
near the emission sites as adatoms, which would destabilize the emission process
[16]. The base vacuum levels required for the successful GFIS emitter cannot be
underestimated, given that the selected emission site corresponds to a single atom
which must be free from adsorbates for about one week at a time! A simple
calculation of the monolayer formation time and the condition of less than 10%
coverage, suggests a vacuum requirement on the order of 10−13 Torr is required in
the region of the emitter. There are technologies and techniques that make this
otherwise impossible task more tractable. Most importantly, the modern
turbo-molecular pump provides extremely high pumping speeds for almost all gas
species. All of the commercial GFIS microscopes incorporate a combination of
turbo pumps with a total pumping speed of nearly 1000 liter per second! Multiple
pumps are required for the multiple chambers separated by differential pumping
apertures, since the emitter must be kept under extreme high vacuum (XHV) con-
ditions while the sample chamber must accept the frequent loading and unloading

Fig. 1.2 The integrated
dewar which provides a
temperature of 75–80 K at the
GFIS gun
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of samples (Fig. 1.3). Additionally, the previously mentioned cryogenic surfaces
surrounding the gun can provide an important additional degree of cryo-pumping
and cryo-trapping, but this is only for select species. And lastly, there is a unique
property of the high electric field surrounding the emitter which impacts its local
vacuum. The high field will tend to polarize any neutral gas atoms in the area, and
when subjected to the strong gradient they are drawn in towards the emitter with a
force that is proportional to the electric field squared [17]. The undesired gas atoms
are ionized as they approach close to the emitter where they experience an electric
field surpassing their field ionization limit which is about 2 V/Å. Thereafter, the
positive ions are accelerated away from the emitter, leaving a small “bubble” of
extreme high vacuum bounded by the contour of critical electric field magnitude.
Operating the emitter with a larger extraction field increases the volume of the
bubble. In contrast, the helium or neon atoms are typically not ionized until they
reaches the surface of the emitter.

1.5 Gas Delivery System

When the imaging gas (neon for example) is turned on, the imaging gas atoms need
to be delivered to the emitter with a minimum of contaminants to preserve the
trimer and its immediate neighborhood. As described earlier a single adatom
adsorbed near the selected atom can result in erratic emission or even cause the
selected atom to be lost. Typically, the flux of delivered imaging gas is roughly,
Q = 4 × 10−4 Torr liter/s, or 1016 atoms/s, or 0.03 sccm. A high quality, “research
grade” neon might have contaminants at the 5 ppm level, implying that there may
be as many as 5 × 1010 impurity atoms/s delivered to the gun. It is for this reason
that HIM instruments incorporate an active chemical purifier integrated into the gas
delivery system. The purifier is initially activated as a part of the gas box baking
routine, and reaches a peak temperature of about 400 °C. Thereafter, when oper-
ating at room temperature, the purifier helps to diminish the abundance of a select
subset of the impurities. The purity of the delivered gas is also improved upon its
passage through a cryogenically cooled delivery tube to the gun—allowing select
gases to be cryo-pumped or cryo-trapped. The rate of gas delivery is controlled by a
high precision UHV leak valve which relies upon the adjustable separation between
a sapphire surface and an opposing copper surface. The resulting leak rate can be
adjusted manually, but more commonly a motorized actuator and regulation soft-
ware work together to keep the delivered gas pressure constant to within a few
percent. Needless to say, the stringent requirements for gas purity require that the
entire manifold from gas cylinders to the GFIS gun be constructed of the highest
quality vacuum materials, and be thoroughly baked to maintain surface cleanliness.

10 J. Notte and J. Huang



1.6 The Ion Optical Column

The primary functions of the optical column in the HIM are: (1) To image the gas
field ion source onto the specimen to form a finely focused probe, with a specified
probe current; and (2) to scan the probe on the specimen plane to perform various
applications, such as imaging or patterning. The first function is often called the DC
property of the column, while the second function called the AC property. To
accomplish these functions, a typical HIM column can be implemented with a
design depicted in Fig. 1.4.

In the column shown in Fig. 1.4, there are two lenses after the extraction optics.
The extraction optics extracts the ion beam out of the tip. The first lens (typically
called the condenser lens) images the source to a cross-over inside the column. The
second lens (typically called the objective lens or final lens) images the cross-over
onto the specimen plane. A two-lens system, combined with a variable beam
limiting aperture, allows independent control of the column magnification and
probe current.

Fig. 1.4 Basic structure of an
ion optical column from the
ion source to the sample with
some of the optical
components
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One can estimate the diameter of the probe formed with certain column setting,
using the widely known method developed by Barth and Kruit [18]. This method
calculates the diameter of the probe containing 50% of the probe current. The
calculated diameter using this method is often cited as the d50 of the probe. Fol-
lowing this approach, the overall probe size dp consists of four components:

dI: the size of the source image
dA: the contribution due to diffraction
dS: the contribution due to spherical aberration
dc: the contribution due to chromatic aberration

For Helium ions, these components can be calculated using the following
formulae:

dI =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4Ip

BrVpπ2α2i

s
ð1:1Þ

where Ip is the specified probe current, Br is the reduced brightness of the source, Vp

is the accelerating voltage of the beam and αi is the half angle of the beam on the
image side.

dA =
7.78 × 10− 12ffiffiffiffiffi

Vp
p

αi
ð1:2Þ

dS =0.18Csα
3
i ð1:3Þ

where Cs is the spherical aberration coefficient of the column at a given column
magnification.

Fig. 1.5 The d50 probe size vs image-side half angle for a 30 keV landing energy helium beam.
The two graphs are for optimal conditions a for a 0.5 pA helium ion beam, and b for a 20 pA
beam
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dC =0.34CC
ΔV
Vp

αi ð1:4Þ

where Cc is the chromatic aberration coefficient of the column at a given column
magnification, and ΔV is the energy spread of the ions emitted from the gas field
ion source.

The four components are then combined together to form the overall d50 probe
size dp:

dp =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðððd4A + d4s Þ

1.3
4 + d1.3I Þ 2

1.3 + d2CÞ
q

ð1:5Þ

From (1.5) we can calculate the theoretical probe size (or resolution) at a given
probe current, and at a given column magnification.

From (1.1) through (1.5) it is clear that the source properties have a very high
impact on the probe size. The gas field ion source is unique compared to other
sources in that it has a very high brightness, an atomic-size virtual source size, low
energy spread, and an extremely short de Broglie wavelength. Specifically, the
helium ion source is characterized by the optical properties presented Table 1.1.

For a given current, Ip (which relates to the source-side half angle by the angular
intensity), one can calculate the d50 probe size as a function of the image-side half
angle, αi. Figure 1.5 shows some typical d50 probe sizes versus αi plots for helium
beams with a 30 keV landing energy. As we can see in these two cases (either
0.5 pA or 20 pA), the probe size of the helium ion beam is primarily limited by
source brightness and chromatic aberration.

All four components are also plotted along with the total probe size, and from
the plot we can see the optimal probe size for the 30 kV 0.5 pA probe is about
0.35 nm, achieved at an αi of 0.35 mrad. The corresponding column magnification
for this half angle can be calculated using the following equation:

M =
αo
αi

ffiffiffiffiffiffiffiffi
Vext

Vp

s
ð1:6Þ

where αo is the source-side half angle, Vext is the extraction voltage, and Vp is the
landing energy of the probe. For the 30 kV 0.5 pA probe considered here, the
optimal probe size is achieved with the column magnification of 0.72.

As we can see in these two cases (either 0.5 pA or 20 pA), the probe size of the
helium ion beam is primarily limited by source brightness and chromatic aberration.

One important implication from the d50 analysis above is that the optimal probe
size for helium beam is achieved at a relatively high column magnification (close to
1), as compared to other commonly used charged particle sources (Schottky field
emitter has an average source size of 25 nm, Ga source has a source size from 35 to
50 nm; they all operate with a much lower column magnification). If there is any
mechanical vibration on the source, the magnitude of the vibration will be imaged
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onto the specimen plane by the column magnification factor. A higher optimal
column magnification means higher sensitivity to source vibration. Great care and
engineering effort are therefore expended to minimize the source vibrations within
the HIM (see Sect. 1.9).

In summary, a working optical column for GFIS needs to be able to provide a
focusing property with a column magnification factor in the neighborhood of 1
(typical range of 0.3–2) in order to cover the optimal focusing for a range of probe
currents. The column should be relatively immune to mechanical vibration, and the
entire column resides in high to ultra high vacuum. In actual implementation,
electrostatic lenses are often the lenses of choice because of the weak effect mag-
netic fields on ions in the energy range in question. In addition to the DC focusing
property, the column needs to be able to provide AC forces to deflect the beam to
different locations on the specimen plane.

Beam Extraction
In order to ionize the gas atoms and extract them away from the emitter, the gas
field ion source is placed at a close distance in front of an extraction electrode (often
called the extractor). The extractor is biased to a negative potential with respect to
the source in order to generate the electric field needed for ion emission (Fig. 1.6).
For helium ions, the field at the apex of the source needs to be at least 4.4 V/Å, and
for neon ions, the field is 3.3 V/Å.

The extractor also generates the field needed to select a certain atomic config-
uration at the source apex for emission site by field evaporating the substrate atoms.
This field is typically higher than the extraction field for the imaging gases. After
the preferred atomic configuration is achieved, the extraction potential is adjusted to
maximize the field only at the selected atomic sites (such as the trimer), and to
minimize emission from elsewhere for optimal source brightness.

In implementing the high voltage for the extraction, there are several different
topologies available. A commonly used one is floating the extraction power supply

Fig. 1.6 Beam extraction
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on the accelerating voltage power supply for the source. Alternatively, a
ground-based extraction supply could also be used. In either case, it is important to
prevent the source arcing to any neighboring ground potential in the GFIS gun,
because that would momentarily turn on the source into an electron emitter (rather
than ion emitter). A safety interlock that locks the extractor potential to remain
negative with respect to ground would effectively prevent electron emission due to
arcing.

The extractor electrode must be fabricated with mirror finish, with materials that
are compatible with high voltage and ultra-high vacuum. Materials with low ion
sputtering yield are preferred. The angle that the extractor aperture subtends with
respect to the source should be adjusted based on practical operating voltage,
effective gas pressure at the apex of the source, distance-pressure-product between
the apex and the exit of the aperture, and the exposure to sputtering ions and neutrals.

Beam Alignment
In principle, to achieve the best optical probe size, the ion beam should travel along
the optical axis of the column. In reality, the beam emitted from the source may not
be aligned with the axis of the condenser lens, and the axis of the condenser lens

Fig. 1.7 Example of electronic beam alignment with deflectors. The optical axis of the objective
lens is shown as a dotted line, while the beam is shown as a solid green line
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may not overlap with the axis of the objective lens due to mechanical tolerances.
Therefore, mechanisms are provided within the column to align the beam with the
optical axes (Fig. 1.7).

The first alignment typically is to align the beam emerging from the source to the
optical axis of the condenser lens. This can be done mechanically with tilt and shift
mechanisms, or electronically with beam deflectors, or a combination of both. The
alignment criteria of this step would be to minimize image movement while varying
the strength of the condenser. The alignment position varies slightly from one
atomic configuration of the source to another; therefore, realignment is needed after
a new trimer formation or emission site is selected.

The second alignment is to align the beam emerging from the condenser to the
axis of the objective lens. A double deflection system above the aperture plane
achieves this goal. The upper and lower deflector sets (each with X and Y com-
ponents) allow the outgoing beam to be correctly aligned to the axis of the objective
lens. For convenience, the controls are mapped to provide virtual pivot points
which are not necessarily at the planes of the deflectors. This allows the operator to
first optimize for illumination, and then for optimize for minimal beam motion with
objective lens modulation (“wobble”).

Aperture Mechanism
The aperture radius defines the maximum ray angle for a given ray path. Combined
with the position of the cross-over point, it defines the probe size and probe current.
Therefore, when deciding where to put the aperture and what size should be used,
there are two general considerations. First, the aperture plane should be positioned
as far away from the condenser lens as possible for maximum probe current
adjustment range (while the condenser is positioned as close to the source as
possible). There are practical constraints that would not allow positioning the
aperture plane immediately before the objective lens. If a double condenser system
is used, then the aperture plane should be positioned in between the two condenser
lenses, and far away from the first condenser. Secondly, the size of the aperture
used for a particular probe current should be optimized. This is done by first
computing the optimal ray path for that probe current, and from the position of the
aperture plane we can calculate the diameter of the beam on that plane. Such
diameter becomes the optimal aperture size for that probe current.

In terms of aperture materials, for the helium beam it is found that the gold thin
film type apertures helps improve resolution because of reduced beam-aperture
scattering and reduced contamination. The lifetime of this type of thin aperture is
however shorter because helium sputters away the aperture over time. For the neon
beam, the preferred aperture material is molybdenum for longer lifetime.

Deflection System
The column components mentioned above, extractor, lenses, beam alignment and
aperture, all strive to provide a finely focused probe at a given current on the
specimen plane. In order to acquire a 2-dimensional image, this probe needs to be
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deflected to an array of locations on the specimen plane corresponding to the pixels
in the final image. This task is accomplished with the deflection system.

There are many ways to deflect an ion beam. For the same reason as in the
focusing system, an electrostatic field is a convenient way to implement such
deflection. Choices of the deflection could be single deflection, double deflection, or
multiple-levels of deflection serving different field of views. The position of the
deflection system could also be quite flexible. It could be located before the
objective lens (pre-lens deflection) or after the lens (post-lens deflection). Pre-lens
deflection has a smaller field of view, but allows a shorter working distance
between the lens and the specimen. Post-lens deflection on the other hand can give
higher field of view at the expense of working distance.

A pre-lens, double deflection system is shown in Fig. 1.8 as an example. The
incoming beam is first deflected by an angle α by the upper deflector, followed by a
second deflection to the opposite direction by an angle β by the lower deflector. In
the passage of each deflector, the following equation applies:

deflection angle=
qVL
2ED

ð1:7Þ

where the deflection angle is α or β corresponding to the upper or lower deflection
plates, and q is the charge, V is the voltage across the deflector, E is the energy of
the particle, L is the length of the deflector and D is the distance between the
opposite plates. By applying the appropriate voltages on the double deflection
system, the beam should cross the optic axis again after two deflections at an angle
of β − α. The field of view therefore is:

FOV =2 β− αð ÞP ð1:8Þ

where P is the distance between the pivot point and the specimen. When the
microscope changes its magnification, what is changing is the amplitude of the
voltage ramps applied to the deflectors, which causes the range of deflection angles
to change.

Varying the voltage ratio on the upper and lower deflectors moves the pivot
point up and down along the optic axis. There are applications requiring putting the
pivot points at various of locations, but typically this pivot point should be located

Fig. 1.8 Deflection with a double deflector together with the final lens
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at the distortion-free point of the objective lens to minimize the beam blur due to
deflection aberrations. By having the pivot point at the distortion-free point also
help reduce “barrel” distortion (a result of the pivot point located in front of the
distortion-free point) and “pincushsion” distortion (a result of the pivot point
located behind the distortion-free point). A side effect of having a pivot point not at
the distortion-free point of the lens is, as the focus value varies, the ray is refracted
in the lens and results in different field of views.

From a practical engineering point of view, the design of the deflection system
requires a complex balance of several often conflicting factors, such as deflection
sensitivity, bandwidth, and noise of the driving electronics. For example, for fast
patterning applications it is desirable to increase the bandwidth, but that would
result in higher noise which would broaden the probe size.

In addition to the dynamic scanning signals discussed above, DC voltages are
superimposed on the deflectors to perform static corrections, such as image shift, or
astigmatism correction. Image shift or “pan” is the same as scanning, but static.
Astigmatism correction is different. Instead of using a dipole field as in the scanning
deflection, a stigmator uses a quadrupole field to correct for typical asymmetric
beam profiles. An example of quadrupole field is shown in Fig. 1.9. Four electrodes
are needed to generate such field. By having two quadrupole fields orientated at an
angle (typically 45°), any arbitrary first order astigmatism can be corrected. The
sensitivity of the stigmator is proportional to the diameter of the beam at the plane
of the stigmator. Therefore for a divergent beam entering the objective lens, the
stigmator ideally should be placed close to the final lens. In practice, the stigmator
is implemented using the deflection system already in place. When multiple stages
of deflection are used, the stigmator should be implemented on the first stage of the
deflection, where the beam is closest to the axis.

Dynamic deflection is also used to view the GFIS emission pattern itself, rather
than the specimen. The concept is to scan the beam on the aperture plane, and map
the angular distribution of rays emitted from the source by correlating the ray that

Fig. 1.9 Quadrupole fields
for astigmatism correction
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passes through the aperture with the deflection angle. As a result, the emission
pattern of the GFIS can be obtained. The magnification of such recorded emission
pattern is determined by the amplitude of the deflection and position of the
cross-over point.

Beam Blanking
The Ion beam can be blanked with a sufficiently large deflection field and a blanking
aperture, or “beam stop”. Therefore (1.7) also describes the angular deflection of an
electrostatic blanker. The primary consideration for a beam blanker is the speed. The
blanking or unblanking time is related to the rate at which a required voltage put on
the blanker electrodes, and the required voltage is determined by the blanker sen-
sitivity. Consideration must be given to the geometric design of the blanker in order
to provide the speed demanded by the specific applications.

A secondary consideration in blanker design is to manage the blanking tail. The
term, blanking tail, refers to the beam movement on the specimen while the blanker
changes states (from unblanked to blanked or vice versa) which often results in an
unwanted partial beam exposure in an adjacent area. Increasing the blanking speed
(e.g. increasing the voltage slew rate) can help to minimize this effect. But even for
an infinitely fast blanking, there are also cases in which the transition occurs while
the ion is within or adjacent to the blanker during the transition. These effect can be
largely mitigated by choosing the location of the blanker so that its center is at or
near the cross-over position of the beam. The effects can also be mitigated by
increasing the blanking sensitivity so that only a small voltage is required to deflect
the beam into the beam stop and prevent it from reaching the sample.

Fig. 1.10 a Time of flight of ions through the column to detector; b Timing of dynamic
components in column and signal collection
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Time Delays in Ion Columns
To form an accurate image or to perform precise patterning, the applied deflection
voltage corresponding to a pixel in the image needs to be precisely matched to the
physical landing position of the ions. Further, the corresponding landing position
needs to be matched to the signal collected in the detector (in imaging applications).
Various of dynamic components in the column and signal chain should be precisely
orchestrated in time to achieve this spatial–temporal accuracy.

Ions have finite mass and kinetic energy and therefore their time-of-flight
(TOF) through the column are non-negligible and often dictate the timing of various
dynamic components. In Fig. 1.10a, an ion is shown to start from the end of the
blanker, first reaching the center of the scanning deflector after ΔtTOF1, then landing
on the specimen after another ΔtTOF2, then the secondary electrons reaching the
detector after another ΔtTOF3, and finally a pulse of signal is received at the end of
signal chain after a detector delay ΔtDET. In some column designs where the length
of the deflector itself is quite long, the TOF through the different deflection stages
should also be considered.

A timing diagram of three key dynamic components in the column and signal
chain is shown in Fig. 1.10b to show how these TOFs are used in controlling
component timing. As an example, suppose the clock starts when the blanker is
unblanked. Then after a delay of ΔtTOF1, the deflection voltage is applied. (For

Table 1.2 Time-of-flight of
He, Ne and Ga ions through
100 mm at various beam
energies

Ion species 30 keV 10 keV 1 keV

He 83 ns 144 ns 455 ns
Ne 187 ns 323 ns 1020 ns
Ga 347 ns 600 ns 1900 ns

Fig. 1.11 HIM image of the
surface of a pancreatic cell
membrane (courtesy of Prof.
Paul Walther of the Univ. of
Ulm, Germany)
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simplicity of discussion, the rise time of the deflection voltage itself is ignored.)
Then after another delay of ΔtTOF2 + ΔtTOF3 + ΔtDET, the signal received at the
end of signal chain is counted as the pixel intensity corresponding to the applied
deflection signal. In the patterning application, it is important that the particles
going through the deflection see a constant deflection voltage, meaning the pixel
dwell time cannot be lower than the TOF through the deflector.

Table 1.2 shows some example TOFs of He, Ne and Ga ions travelling a dis-
tance of 100 mm. It is clear the for heavier species, such as Ne or Ga, the TOFs at
medium to low energy is quite signification. Careful timing control is needed to
accurately manipulate the landing positions of those beams.

1.7 Beam Induced Damage

The HIM is known to provide valuable images because of its small focused probe
size, its long depth of focus, and the variety of detectable particles which convey
unique contrast mechanisms. Figures 1.11 and 1.12 below show some of the high
quality, high magnification images.

On the sample surface and beneath the surface, the helium beam is known to
produce damage (surface sputtering, charge transfer, implantation, and lattice
damage) [19]. In light of this, it is regarded as very important that the imaging
system be optimized to gather the most information for a given exposed dosage of
ions. In most circumstances, the adverse effects accumulate with each incident ion
and are dependent upon an areal dosage, σ, (sometimes just called dosage) with
units of ions/cm2. Some effects that dissipate with time (e.g. charging or thermal
effects) may have dependence upon the areal dose rate which usually expressed in

Fig. 1.12 Gold nanoparticles
on a silicon substrate
(courtesy of Mike Postek,
NIST, Gaitherburg, MD,
USA)
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ions cm−2 s−1, but it is generally understood that most adverse effects are rate
independent. Thus, for the GFIS imaging systems, the goal of optimizing the
detector’s efficiency is described as maximizing the signal to noise ratio SNR for a
given areal dose, or maximizing the “information to damage ratio”. The same goal
applies to detectors for SEMs and TEMs, but the damage there is less pervasive due
to the lower mass of the incident particle. The same goal applies to gallium FIBs,
but is less critical since these instruments are used explicitly for their damage
capabilities and are seldom employed for high resolution imaging. So we find that
for the HIM, the efficiency of the detector, and the signal chain, are matters of
special importance and worthy of optimization.

Regardless of the type of detected particle (e.g. secondary electron, secondary
ion, backscattered helium, transmitted helium, etc.), producing a “good” image
requires that there be a sufficient number, Nd, of detected particles per pixel in the
final image. There are several probabilistic factors that contribute to the detection of
the Nd detected particles: The arrival of ions from the source is believed to follow
Poisson statistics. The emission of many secondary particles (such as secondary
electrons or secondary ions) is also governed by Poisson processes. Further, the
detectability of the particle and the signal generation process all introduce their own
probability functions. Appealing to the central limit theorem, we suppose that all of
these random factors can be combined to give an overall image signal that is
roughly Gaussian with a mean value that is proportional to Nd and a standard
deviation that is proportional to

ffiffiffiffiffiffi
Nd

p
. Thus, the signal to noise ratio, SNR is

presumed to follow the general form:

SNR=
signal
noise

∼
Ndffiffiffiffiffiffi
Nd

p =
ffiffiffiffiffiffi
Nd

p
. ð1:9Þ

If we define Ni as the average number of incident ions per pixel, and Y as the
effective yield of the detected particle per incident ion, such that Y = Nd/Ni, then

SNR∼
ffiffiffiffiffi
Ni

p ffiffiffiffiffiffiffiffiffiffiffi
Y

1+Y

r
. ð1:10Þ

The simple interpretation of this result is that the SNR ratio is principally limited
by the smallest number in the chain of events that leads to the detected signal. For
example, if the yield, Y, is appreciably larger than 1, as for secondary electrons,
then the SNR is primarily determined by the Poisson statistics of the ion arrival
events, and further increases in the yield do not significantly affect the SNR.
Whereas in another situation, if the yield of backscattered ions is much less than
one, then the sensitivity to yield is still significant.

As a rule of thumb, the SNR should be about 5 to have an easy to interpret
image. In the case of SE imaging, where Y is typically 3–5, then this requires about
Ni ∼ 25 incident ions per pixel. Alternately, if the backscatter yield is 0.1, then the
SNR rule of thumb would suggest that 250 incident ions are required per pixel. The
dependence of areal dosage, σ, on the field of view, FOV, is expressed as:
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σ =
Ni

FOV2 . ð1:11Þ

The general scaling of this relation is shown in Fig. 1.13. Eliminating Ni in favor
of the SNR with help of (1.10) we can arrive at a form which is arguably more
important to the microscopist:

σ =
SNRð Þ2
FOV2 1 +

1
Y

� �
. ð1:12Þ

The microscopist must satisfy the condition, σ < σcritical, so that the areal dosage
is kept below the level that will result in undesired effects. The threshold, σcritical,
depends very much on the materials in question, but even more so upon the par-
ticular application’s tolerance to damage. For example, for materials that are already
amorphous, it is probably not important if they are amorphised by the incident ion
flux. And when imaging thin sections, sub surface implantation is not a concern.

From the previous equation, it is now relatively plain to see that decreasing the
FOV by a factor of 3 (say from a 3 to 1 μm) will subject the sample to about 10 ×
more areal dosage if the SNR is to be maintained. Similarly, it is also evident from
the above equation that generating images from low yield particles (secondary ions,

Fig. 1.13 Lines
corresponding to a fixed
number of incident ions per
pixel, are graphed on axes
representing the FOV
(horizontal axis), and the areal
dosage (vertical axis)
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or backscattered helium for example), where Y ≪ 1 will require either larger fields
of view, or lower SNR, or higher areal dosages. Note that averaging techniques,
such as line averaging or frame averaging, offer no advantage (with the afore-
mentioned provision that dose rate is irrelevant). Note also, that for very small
FOVs, the relevant term in the denominator must be increased to reflect the char-
acteristic width of the damage mechanism, wdmg:

σ =
SNRð Þ2

FOV2 +w2
dmg

1+
1
Y

� �
ð1:13Þ

1.8 Detectors and Signal Chain

The above analysis serves to motivate the instrument designer and the operator to
ensure that all available information is acquired for a given areal dosage, e.g.
maximizing the information to damage ratio. Since secondary electrons (SEs) are
known to be produced in abundance from the helium ion beam, and because they
can be used to generate high resolution with valuable contrast, the ET detector
which collects them should operate with high efficiency. What sets this apart from
the same exercise in the SEM is the relatively high helium induced SE yield
(typically 3–5), the relatively low probe currents (often 0.5 pA or less), the lower

Fig. 1.14 The in-vacuum portion of the Everhart-Thornley detector as adapted to the helium ion
microscope. For the collection of secondary electrons, typically the sample is biased to +5 V, the
grid is biased to +500 V, and the scintillator is biased to +10,000 V
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SE energy distribution (FWHM < 2 eV) [20], and distinctly different nature of the
sample charging, and the relatively low contribution of SE2 and SE3 (which rely
upon backscattering as an intermediate step).

The in-vacuum components of the HIM’s ET detector are only slightly different
from the equivalent detector in an SEM. The distinctions include an ET grid which
has a fine and highly transparent mesh, and a scintillator that is more consistent and
uniform in terms of its photon yield. The grid is commonly biased to +500 V, and
the scintillator is usually set to +10 kV (Fig. 1.14). Modeling and experiments
confirm that the collection efficiency can be as high as 90%. The ET grid is also
designed to be biased negatively to repel the electron flood beam when it is peri-
odically used to dissipate the accumulated positive surface charging encountered
with insulating samples. Generally, the best collection occurs when the electric field
from the ET grid is strongest at the beam’s landing position. This occurs for
example when the sample is tilted somewhat, and when sample being imaged is at
the nearest the edge of the sample holder. Biasing the sample to several volts
positive often has an appreciable benefit.

For each electron striking the scintillator it is expected that over 100 photons are
sent through the light pipe, and a significant fraction of these are transferred to the
opposite end, outside the vacuum chamber (Fig. 1.15). The light is filtered to
eliminate any low wavelength components which represent stray light from the
flood gun’s filament or the stage encoders. Beyond this, the PMT is selected for its
high quantum efficiency photocathode to minimize the chance that any information

Fig. 1.15 The out-of-vacuum components of the ET detector. The PMT provides the necessary
gain, and the head amplifier converts the signal to an easily measured voltage pulse
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will be lost at the first strike. The output of the PMT is in the form of a single
current pulse (∼7 ns width) corresponding to each SE arriving at the scintillator.
After passing through a trans-resistance amplifier, the pulse is stretched to about
200 ns FWHM so that it is shaped appropriately for the subsequent sampling at
regular time intervals. Since a single incident ion will usually generate a few SEs,
and since they arrive at nearly the same time, the resulting pulse height is largely an
indicator of the varying SE yield across the sample. Considering that the SE yield is
nearly always greater than unity, pulse counting is not of much practical benefit—
except to study the emission statistics of the source! So of the two complimentary
schemes, pulse frequency provides almost no information about the sample,
whereas pulse amplitude provides the richest sample information.

The signal output from the head amplifier is passed to the Scan and Acquisition
System (SAS) board where it is first offset with the adjustable brightness (Fig. 1.16).
The analog signal is always sampled with a 100 ns sample clock and converted to an
8 bit digital value. This is where it is critical that the pulse shape is well chosen. If the
pulse shape is too narrow it could fall between the consecutive samples, and convey
no information. If the pulse shape is too wide it will result in too many consecutive
samples, possibly causing a smearing in the resulting images. The pixel processor
collects all the 8 bit sampled values which fall within the chosen pixel dwell and
combine them by either averaging, or integration, or some intermediate blend. For
example, if the pixel dwell is chosen to be 20 μs, then 200 samples will be acquired
at the 100 ns sample clock and combined to produce a single 8 bit number. The
parameter “image intensity” allows the user to determine if the computed result for
each pixel is more alike to an average value, or more like an integral. The computed
result for the indicated pixel is then stored to memory where it will be transferred to
the PC and its displayed image. Optionally, with line averaging or frame averaging
enabled, the signal measured for repeated beam visits to the same sample location
can be averaged to progressively reduce the overall noise for the corresponding pixel

Fig. 1.16 The scan and acquisition system electronics
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in the image. Once the image is transferred to the PC, further digital analysis is
available via the histogram, and further manipulations can be conducted via look up
tables. When saved, each TIFF image has an integrated metafile that contains all the
instrument settings that might be helpful for documenting the imaging conditions.

It is sometimes suggested that the 8 bit analog to digital conversion is not
sufficient to represent the dynamic information presented in a given 100 ns interval.
But it is important to recognize that each pulse that is converted conveys only one
piece of information: the number of secondary electrons arriving at that 100 ns
interval. And given the very low probe currents (say 0.5 pA), the vast majority of
the 100 ns intervals contain zero signal. When a non-zero signal is eventually
measured, the gain would nominally be set so that the largest possible conversion
(255) corresponds to an extreme event where say 10 secondary electrons were
detected within a single 100 ns interval. By this analysis, the 8 bit A/D conversion
is seen to be adequate. The subsequent pixel processing is conducted with 24 bit
resolution for each pixel, before yielding the final result that is again reduced to 8
bits. While these final 8 bits are adequate for most static and linear viewing situ-
ations, there is a growing desire allow for more dynamic range—beyond what can
be conveyed in 8 bits.

Finally, the importance of the “image intensity” can easily be overlooked, but it
has considerable impact in the final image quality. And because the typical SEM
has no equivalent imaging parameter, it will be described in detail here. The cir-
cumstances that are unique to the HIM and require image intensity are (a) the very
low probe currents that cause the ions to arrive at an average interval that is much
longer than the sample clock, and (b) the secondary electron yield which is nor-
mally appreciably larger than unity. Consider the case where the pixel dwell is set
to 20 μs, and image intensity is set to 0, so that pixel processor computes a true
average of the 200 samples for that pixel. Given the low probe currents, it is likely
that perhaps only 40 samples will have measurable pulses. And if the PMT gain is
chosen so that the average pulse height is converted to the intermediate digital value
of 128, then a true average would give a grey level of just 26 (= 40 × 128/200).
The operator seeing this image, would of course increase the gain by a factor of
about 5, causing the signal to rise above the maximum A/D conversion level—
effectively saturating the A/D convertor, but providing no evidence in the image to
the operator. An astute instrument operator could also interrogate the raw signal by
briefly changing the dwell to 100 ns, and the image intensity to 0, so the PMT gain
can be properly set to avoid the now visible saturation. The image intensity serves
to boost the result of the pixel processor to make the operator more likely to
recognize the onset of saturation. Given the low probe currents, it is not uncommon
to choose a default image intensity of “23.3%” which corresponds to a signal boost
of about 5 × . For less frequently detected particles, it is not uncommon to choose
higher value of image intensity. Whereas for very high currents (e.g. when the
detector pulses are overlapping) it is acceptable to set the image intensity to 0 for a
true average.
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1.9 Vibrational Considerations

All charged particle microscopes (CPM) that use a scanned, focused probe are
susceptible to image vibrations because the image is acquired one pixel at a time.
Image vibrations can be caused by all effects that cause the emitted beam to land in
the wrong location by some time-varying amount. Given the very small probe size
of the HIM (0.35 nm for example), it is important that the system vibrations be
small enough to permit the expected high magnification images. For any scanned
probe microscope like the HIM, vibrations that are evident in the images are always
the result of three necessary factors: There must be (a) a source of energy that feeds
the vibrations, (b) a flexing element between source and sample, and (c) a trans-
mission pathway between the energy source and the flexing element. Eliminating
any one of these three factors will eliminate that particular image vibration.

For the GFIS gun in particular, vibrations at the source are a significant issue
since the total emitted current and the angular current density are relatively low, and
hence the option of discarding current to achieve source demagnification is gen-
erally not viable. Under typical conditions, the overall column magnification from
source to sample is in the range of 0.3–1.5 meaning that vibrations at the emitter are
directly visible in the images, just as sample vibrations would be. (In contrast, this
situation is quite different for a Schottky thermal field emitter where the source is
typically demagnified by × 20 or more.)

The first approach for vibration immunity is to design the GFIS gun, column,
and sample stage to be as rigid as possible. Unfortunately, the GFIS gun cannot be
rigidly mounted to the underlying vacuum chamber, but rather is attached with the
flexible vacuum seals to allow it to be shifted and tilted in order to aim the emitted
beam along the axis of the column. In effect, the GFIS emitter is mounted on a
translation and tilt stage with four degrees of freedom at the top of the microscope.
At the opposite end of the microscope, the sample is usually mounted on its own 5
axis stage making a total of 9 degrees of freedom from source to sample, and
leaving the system vulnerable to flexing components. As a further engineering
challenge, the GFIS gun must be supported by relatively long, thin, thermally
insulating supports to reduce the heat transport from the outside world (at room
temperature) to the GFIS emitter (at about 70 K).

Addressing the energy sources is another approach. A good microscope will
avoid having sources of vibrational energy too close to the critical components of
the microscope. Cooling fans, circulated cooling water, 50 or 60 Hz power, and
boiling cryogens can be avoided. However the demanding requirements for
ultra-high vacuum despite a high flux of noble gases requires the use of turbo
pumps. These necessarily introduce vibrations into the system at either the rotor
spin frequency (typically 800 Hz to 1 kHz), or its harmonics. The newer models of
magnetically levitated turbo pumps are generally preferred, but tend to introduce
additional vibrations across a broader frequency range. Energy sources that arise
from the environment in the form of floor vibrations, AC fields, and acoustic energy
are additional risks. The instrument has a limited tolerance for these, since they can
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excite image vibrations, so the installation requirements strictly prescribe a site with
low energy levels to achieve the highest image quality.

As a last resort, there is the general approach of interrupting the energy source
before it can excite the flexible element between the source and the sample. The
commercial HIM instruments have all been built upon a massive granite slabs that
are floated on an air isolation system. This helps to intercept and attenuate any floor
vibrations, and helps to add inertia to the microscope making it less susceptible to
acoustic energy sources. In turn, the granite supports the chamber/column/gun stack
by way of another air isolation system. If the site survey measurements indicate that
the desired installation site is unsuitable, the customer has other options to help
mitigate the facility’s problems. If 50 or 60 Hz magnetic fields are an issue, there
are commercial packages that can apply opposing magnetic fields to create a
field-free region in the vicinity of the column. If floor vibrations are a problem, they
can generally be attenuated by introducing an intervening passive or active support
structure that is commercially available through third parties. And if the acoustics
are deemed to be unacceptable at a specific site, there are acoustic enclosures
already designed for the HIM that can greatly diminish to the sound pressure waves
and their impact on the image.

1.10 Conclusion

Like the proverbial reference to “shoulders of giants” the HIM relies upon a
foundation of several key technologies and sub-systems. The HIM concept was
certainly recognized by Muller shortly after 1955 when he recognized that the spots
of light on his phosphor corresponded to the individual atoms on the apex of his
pointy needle. For the next half century, the critical sub-systems and enabling
technologies matured to they could sufficiently support the instrument we’ve come
to call the HIM. These critical technologies outlines in this chapter include cryo-
genics, high vacuum, gas purity, vibration control, ion optics, and detectors.
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Chapter 2
Single Atom Gas Field Ion Sources
for Scanning Ion Microscopy

Radovan Urban, Robert A. Wolkow and Jason L. Pitters

Abstract This chapter discusses fabrication and experimental evaluation of W(111)

single atom tips (SATs) for gas field ion source applications. Firstly, a brief history

of field ion microscopy (FIM) will be given since it will be heavily relied on through-

out the text. We will discuss ion current generation in FIM and carry that knowledge

over to fabricated SATs. Secondly, gas assisted etching and evaporation process will

be discussed in detail. It will be shown that nanotip shape, and therefore SAT char-

acteristics, can be controlled and modified to achieve desirable ion beam properties.

Lastly, we will evaluate ion beam width as a function of tip voltage and tempera-

ture as examples of experimental efforts to better understand gas field ion source

performance.

2.1 Introduction

This chapter will briefly review a history of field ion microscopy as well as scanning

ion microscopy. Various methods to fabricate gas field ion sources based on atom-

ically defined nanotips will be covered. Nitrogen assisted etching and evaporation

processes will be described in detail as a method to prepare robust single atom tips

(SATs).

Scanning ion microscopy (SIM) is a modern imaging technique similar to scan-

ning electron microscopy (SEM). In SIM, however, an electron beam is replaced

by positive ions. When helium is used in SIM, it is often referred to as helium ion

microscopy (HIM).
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Fig. 2.1 A schematic

diagram of a typical FIM

apparatus

There are several advantages that SIM offers over conventional SEM, namely

(i) large depth of focus due to low beam divergence, (ii) greater surface and element

specificity due to lower interaction volume, and (iii) better ion lithography due to

minimal proximity effects. The overall instrument design is very similar to SEM

or focused ion beam (FIB) instruments. The key difference is in the charge particle

source. The SIM uses a gas field ion source (GFIS) to generate gas ions. A historical

perspective of the development of a commercial SIM is presented in a review by

Economou [1] while more recent advances are covered in the chapter by John Notte.

The principle of He
+

and Ne
+

ion beam generation has been known for many

decades and is based on the field ion microscopy (FIM) technique developed by

Erwin W. Müller and Tien T. Tsong in the late fifties and early sixties. In a typical

FIM system, see Fig. 2.1, a sharp tip is placed in a vacuum system while positive

voltage is applied. Typically, several tens of kilovolts is needed to achieve sufficient

electric field at the tip apex to ionize imaging gas, typically helium. As imaging gas

atoms become ionized near the tip the resulting ions are projected away from the

tip by the strong field towards an imaging device, such as a phosphorous screen. The

resulting image consists of tens or hundreds of spots each created by an individual tip

apex atom. As the understanding and applications of FIM improved, simple metals to

complex alloys as well as diffusion studies of ad-atoms and molecules were studied.

Further field evaporation studies led to the development of atom probe microscopy

which mass spectrally identifies each field evaporated ion to create a 3D map of the

tip [2, 3].

In a sense, each spot in an FIM image is due to an ion beam created at a single

surface atom of the tip under study. However, in the case of large tips (and hundreds

of spots), because the total ion current draws upon a finite source of adsorbed neutral

He atoms, the ion current in each beam is too small to be useful for imaging. Over the

next several decades since FIM discovery, researches pursued the creation of sharp

nanotips to dramatically decrease the number of emitting atoms and thus increase

ion current per atom. Several methods were established to create nanotips which are

terminated by only a few atoms. These methods include depositing atoms on the
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apex [2, 4–6], supertip formation [7–11], annealing in the presence of an electric

field [12–17], gas atom facet induced reactions involving gas adsorption [18–24],

faceting with thin metallic overlayers [25–37] or field controlled chemical etching

[38–46]. With all these nanotips, adsorbed helium is ionized at only a few atoms at

the apex (or one atom in the case of a single atom tip) increasing the current density

and source brightness required for a working scanning ion microscope.

Source brightness is a key defining characteristic for usable GFIS in a SIM. The

source brightness is defined as [55, 56]

B = lim
𝛥A→0

lim
𝛥𝛺→0

𝛥I
𝛥A ⋅ 𝛥𝛺

, (2.1)

where 𝛥I is an emission current per element area 𝛥A at the source plane, radiated

into a solid angle 𝛥𝛺. Similarly, angular current density ja is defined as

ja = lim
𝛥𝛺→0

𝛥I
𝛥𝛺

. (2.2)

The above definitions represent a mathematical limit which is hard to measure

experimentally. More recently, practical brightness was discussed theoretically by

Bronsgeest et al. [57]. They suggested using a solid angle defining aperture that

allows half of total current through. Typically, angular current density, or rather

averaged angular current density, is evaluated by measuring ion current through an

aperture of known size. Therefore, averaged values, B̄ and j̄a, are measured

B̄ = 1
As

𝛥I
𝛥𝛺

= 1
As

j̄a , (2.3)

j̄a =
𝛥I
𝛥𝛺

, (2.4)

where As is virtual source size. In available literature where average brightness is

evaluated, emission area 𝛥A from (2.1) is replaced by a virtual source size As. Unfor-

tunately, virtual source size has not been measured for single atom gas field ion

sources and the values found in literature are based on certain assumptions and are

typically <5Å in diameter [32, 47, 52]. To avoid additional uncertainties we will

concentrate on angular current density evaluation rather than brightness which can

be well defined.

Definitions (2.3) and (2.4) of beam brightness and angular current density repre-

sent average quantities which depend on a particular experimental geometry. This is

due to inherent inhomogeneity of the ion beam profile across a finite size aperture

defined by a solid angle. It is possible to approximate a uniform aperture illumi-

nation for inhomogeneous beam profiles by allowing only a small fraction of total

current through the aperture in the limit 𝛥𝛺 → 0, which corresponds to definitions

(2.1) and (2.2) discussed above. This can be approximated in systems with large total

currents. However, for GFISs with limited current supply this is a difficult approach

since measured current though the aperture would be negligible.



34 R. Urban et al.

Table 2.1 Compilation of measured averaged angular current density available in literature

Measured

current

Average

angular current

density

Helium pressure Tip voltage Tip

temperature

References

5 nA 5 µA/sr 1 × 10−5 Torr n/r 5 K [a]

10 nA 8 µA/sr ∼5 × 10−4 mbar ∼20 kV 16 K [b]

4.8 nA 20 µA/sr 5 × 10−4 mbar n/r 22 K [c]

n/r 2.2 µA/sr 2.5 × 10−4 Pa 13.3 kV 20 K [d]

30 pA 1 µ/sr 1 Pa n/r LHe [e]

n/r 1.98 µA/sr 0.019 mTorr 16.6 kV 9 K [f]

n/r 2.5 µA/sr n/r 20 kV n/r [g]

11 pA 170 µA/sr/Torr 1 × 10−4 Torr 8 kV 20 K [h]

27 pA 3.5 µA/sr/Pa 1.3 × 10−2 Pa ∼7 kV 20 K [i]

2.52 pA 7.5 nA/sr 1 × 10−2 Pa 6.5 kV 20 K [j]

0.92 pA 2.98 nA/sr 1 × 10−2 Pa 6.6 kV 20 K [j]

a
There was no specifics of the method in this paper. However, there are earlier publications [47]

suggesting ion current measurement through the fixed aperture with half-angle of 7.5–10 mrad [48]
b
Undisclosed method [11]

c
Current was measured through a square aperture equivalent to 0.3 msr [7]

d
Current was measured through MCP using predetermined calibration. Determination of solid angle

was not discussed [49]
e
Current was measured by Faraday cup behind aperture with half-acceptance angle of 3.3 mrad.

He pressure was estimated around the emitter using differential pumping. Temperature was not

specified [50]
f
Current was measured through a probe hole corresponding to solid angle of 62 µsr [51]

g
[52] Undisclosed method [52]

h
Current was measured using multichannel plate gain collecting entire current. Determination of

solid angle is not specified [27]
i
Current was measured using multichannel plate gain collecting entire current. Determination of

solid angle is not specified [53]
j
Current was measured through a fixed size aperture (size was not specified). FIM pattern was used

to measure beam width to determine solid angle [54]

Typical measurements of averaged angular current density, j̄a, compiled from

different publications are summarized in Table 2.1. From the values in the Table

it is clear, that angular current densities vary significantly between tip materials,

fabrication and experimental methods. The key parameters affecting angular current

density are: tip temperature, tip voltage, and gas (helium) pressure which can be

measured directly. However, the averaged angular current densities are difficult to

compare because of the inhomogeneous illumination of the chosen apertures.

It is useful to analyze information that can be obtained from FIM spot measure-

ment of the ion beam intensity profile at a detector plane by a 2-D Gaussian surface
1

[58] defined as

1
This is also true for an atomically defined (point) electron source.
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G(r) = A exp
{
− r2

2𝜎2

}
, (2.5)

where A is spot amplitude and 𝜎
2

is a variance. Although 1-D Gaussian profiles have

been used to characterize FIM spots [58], the 2-D representation of the recorded

profile is preferred as it can account for asymmetries in the ion beam. In the fol-

lowing discussion, only symmetric FIM spots will be considered since accounting

for asymmetries adds unnecessary complexity and does not change the conclusions.

The typical FIM pattern of the single atom is presented in Fig. 2.2 along with the

calculated 2-D Gaussian profile.

By integrating recorded spot intensity given in (2.5) one obtains the volume under

the Gaussian curve (FIM intensity)

IGausstotal = 2𝜋 ∫
+∞

0
G(r)r dr = 2𝜋A𝜎2

, (2.6)

Fig. 2.2 Top FIM pattern of

a single atom recorded using

a multichannel plate and

digital camera. Bottom 3-D

representation of the same

spot fitted with the Gaussian

surface according to (2.5)
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Fig. 2.3 Simulated angular

current density (solid lines)

assuming constant total

beam current of 100 pA for

two different beam widths

𝜎 = 0.25 mm (black lines)

and 0.50 mm (red lines),

respectively as measured on

the detector 21 mm away.

The dashed lines represent

corresponding fractional

current I(R), see equation
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which is directly proportional to the total ion current, I0, emitted by a source

I0 = 𝛾IGausstotal (2.7)

assuming that the entire ion current is measured independently (e.g. by a Faraday

cup) and there are no additional FIM spots. Additional FIM spots would result in

lowering ion current carried by the central beam and thus skewing the measure-

ments. Once the proportionality constant 𝛾 is determined it can be used to evaluate

ion current by simply integrating the ion beam profile obtained by FIM. This is par-

ticularly useful when measuring low ion currents since MCPs provide large gain.

However, one needs to ensure that multichannel plate gain
2

and camera exposure

(exposure time, lens aperture, and camera settings) are consistent to obtain reliable

data.

The fraction of ion current, see dashed lines in Fig. 2.3, passing through a circular

aperture of radius R is given by

I(R) = I0

{
1 − exp

[
− R2

2𝜎2

]}
(2.8)

and the solid angle 𝛺 can be expressed as

𝛺 = 4𝜋 𝜋R2

4𝜋D2 = 𝜋
R2

D2 , (2.9)

where D is the tip-detector distance (see Fig. 2.4). Strictly speaking, distance D
should be evaluated as distance between the virtual source and the detector. How-

ever, since the virtual source is located in close vicinity of the tip apex [59, 60], using

tip-detector distance instead introduces negligible error.

2
It should be noted that MCP gain can change (decreases) over time so the calibration should be

performed periodically.
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Fig. 2.4 A schematic diagram a custom built UHV FIM system. The movable Faraday cup collects

all emitted ions imaged by the micro channel plate

Finally, averaged angular current density, see solid lines in Fig. 2.3 is evaluated

by

j̄a(R) =
I(R)
𝛺

=
I0D2

𝜋R2

{
1 − exp

[
− R2

2𝜎2

]}
. (2.10)

This is the key equation of our analysis. It explicitly shows the averaged angular

current density dependence on the solid angle for a given imaging gas pressure and

tip temperature.

There are great advantages to measuring ion current from a FIM image. Beam

shape is constantly monitored and any changes and/or instabilities are detected.

Moreover, knowledge of beam profile (beam width) and total ion current allows one

to evaluate both angular current density and averaged angular current density, for

arbitrarily sized aperture.

2.2 FIM Details

The majority of the studies presented here were performed in a custom built ultra

high vacuum (UHV) FIM system with base pressure <10−10 Torr, see Fig. 2.4. The

tip was cooled by a flow-though liquid helium cryostat reaching ∼12 K at the coldest

point and ∼20 K at the tip. Both temperatures were measured independently by a

thermocouple to determine precise tip temperature. The positive tip and extractor

voltages were controlled and monitored by computer. The FIM pattern was amplified

by a Hamamatsu microchannel plate (MCP) and displayed on a phosphor screen. The

input stage of the MCP was grounded, while the output was typically biased at +900

to +1200 V to achieve desirable gain. The screen was biased at +2500 V above the

MCP output to maintain consistent exposure.
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Images were recorded using a PixelFly high sensitivity, 12-bit, 1400×1048 pixel

camera to retain sufficient detail for further image analysis. Collected images were

stored as 16-bit files to avoid data loss. Running averaging
3

was also applied to

improve signal-to-noise ratio and easier image recognition especially for larger tips.

Typically five to ten frames were averaged to improve image appearance while main-

taining temporal resolution of few seconds.

A movable Faraday cup was placed between an extractor and the MCP to mea-

sure total emission current from the tip. The input aperture of the Faraday cup was

chosen to be larger than the extractor hole to collect all ions generated by the tip. By

comparing an FIM image with current measurements one can obtain a calibration

between image brightness and ion current. The proportionality constant can be later

used to evaluate ion current without moving the Faraday cup.

An electrochemically etched W(111) tip was supported by a wire loop, for heat-

ing, and installed in the FIM. In these studies, W(111) tips were prepared by a dc

etching method using 2 molar NaOH solution. The dc power supply was equipped

with a fast-acting analog cutoff circuit triggered by the sudden drop in etching cur-

rent caused by the drop of the submerged portion of tungsten wire. This resulted in

sharp tips with typical radius of curvature between 10 and 20 nm as measured by

FIM. Furthermore, SEM studies showed that tungsten tips prepared by a dc etched

have nearly zero cone angle.

The tips were degassed at 900 ◦
C for 3 min, cooled and field evaporated to prepare

the initial tip. During heating the tip temperature was measured directly by a disap-

pearing filament pyrometer. Helium and nitrogen gas pressures were controlled with

variable leak valves and monitored by a residual gas analyzer. Helium pressure were

typically 2 × 10−5 Torr while nitrogen pressures ranged from 5 × 10−8 to 1 × 10−5
Torr.

2.2.1 Anatomy of Gas-Assisted Etching

Effects of non-noble gases such as nitrogen, water, or carbon monoxide on metal

surfaces were observed in early FIM experiments [61, 62]. Later, Rezeq et al. [40]

discovered that imaging of W(110) tip with mixture of helium and nitrogen while

continuously lowering applied tip voltage let to apex sharpening and ultimately to

creation of a single atom tip (SAT).

The nitrogen etching of a tungsten surface occurs at an applied tip voltage Vapp
below a critical value, Vcrit , and above a threshold voltage, Vmin. In case of helium

as an imaging gas

Vfe > Vimg > Vcrit > Vmin , (2.11)

3
Once a desired number of frames was collected, the oldest image was discarded and a newly

acquired frame was added.
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Fig. 2.5 FIM patterns: a–e Etching sequence of a single crystal W(111) tip from a fully evaporated

tip apex (tip radius of 14.4 nm) to a SAT. f A schematic diagram representing an electric field profile

across the ring structure shown in (c)

where Vimg is the best imaging voltage and Vfe is the voltage where field evapora-

tion takes place. Vcrit is related to ionization probability of a nitrogen molecule while

Vmin corresponds to lowest electric field to remove (field evaporate) etched tungsten

atom. At the start of etching, tip field (voltage) is selected close to the best imaging

voltage. This defines an etching band where applied voltage Vapp satisfies the con-

dition Vcrit > Vapp > Vmin. As etching progresses the tip apex becomes protruded

and hence local electric field increases and as a consequence tip voltage has to be

lowered to prevent field evaporation of apex atoms (Vfe > Vapp). Etching/evaporation

continues at sharp kinks and eventually the tip apex becomes narrow leaving a single

tungsten atom at the apex. A tip prepared with this method is shown in Fig. 2.5.

If the applied field is controlled properly the field at the tip apex protects it from

N2 attack and etching. As etching progresses the FIM pattern changes (see Fig. 2.5).

The N2 etching created a sharp circular edge while the central tip region remained

relatively flat. The resulting electric field at the tip apex is not sufficient to ionize

He imaging gas leading to a dark region. As the etching progresses the ring of atoms

contracts (Fig. 2.5c) indicating further etching. The ring in Fig. 2.5 completely disap-

pears and tip apex atoms become prominent. Various atomic structures are observed

depending on the crystal orientation. For W(111) hexamer (not shown) and trimer

(Fig. 2.5d) structures are accessible and can be used as ion sources. Subsequent etch-

ing further sharpens the tip until only the single apex atom remains (Fig. 2.5e).
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Fig. 2.6 a An overexposed FIM pattern partly etched W(111) tip using helium as an imaging gas

showing the ring structure. b A neon generated FIM pattern of the same tip. The tip voltage in both

cases was 15 kV

Table 2.2 Ionization potentials and polarizability for common gases used in FIM [63, 64]

Gas Ionization potential [eV] Polarizability [10−24 cm
3
]

He 24.6 0.20

Ne 21.6 0.29

Ar 15.8 1.63

H2 15.6 0.80

N2 14.5 1.74

CO 14.0 1.97

O2 13.6 1.57

H2O 12.6 1.43

The flat middle region observed in Fig. 2.5b can be further explored using neon

as an imaging gas, while maintaining helium imaging voltage, as seen in Fig. 2.6.

Since neon has lower ionization potential than helium, two significant differences in

FIM image are observed: (i) the previously black featureless region is revealed to

have a clean W(111) crystal structure, (ii) the ring previously seen in the He image

no longer reveals atomic structural detail. The ability to image previously inacces-

sible structure of the tip apex region by introducing neon imaging gas instead of

helium is related to its lower ionization potential, see Table 2.2. This allows neon

to ionize over the central tip region which was previously not imaged with helium.

At the same time, areas with high field, such as the ring visible in the He gener-

ated image, become indistinct due to ionization far from the tip surface, reducing the

image resolution. The image distortion and large ring separation correspond to high

tip curvature where the tip apex connects to the shank of the etched tip. By lowering

tip voltage to account for the lower ionization potential of neon imaging gas, the tip

apex structure disappears from the neon image; at that point both helium and neon

images are nearly identical in appearance. Note, that neon ionization potential is still
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Fig. 2.7 Enlarged portions of He image at Vtip = 20 kV (left) corresponding to fully evaporated

tip with radius of curvature of 14.4 nm and Ne image at Vtip = 15 kV (right) recorded within the

ring structure (Fig. 2.6b). The magnification of Ne image was adjusted to account for different tip

voltage. Remarkable similarity is evident

significantly higher than common vacuum contaminants assuring a clean tip apex.

Figure 2.7 compares the atomic structure of the partly etched tip shown in Fig. 2.6b

with the original unetched tip in Fig. 2.5a. Cropped images are shown to highlight

the apex atoms only. It is evident that although significant etching has occurred at the

periphery of the tip, virtually no atoms have been removed from the apex showing

the remarkable spatial selectivity of the etching process.

Figure 2.7 help to elucidate the mechanism by which nitrogen is delivered to the

tip during the etching process. During the etching procedure, the tip apex becomes

dark suggesting a lowered electric field insufficient to ionize He imaging gas

(Fig. 2.5b, c). However, the field is strong enough to ionize nitrogen and other con-

taminants before they reach the tungsten surface as the tip apex remains unchanged.

Nitrogen is restricted to adsorb on the tungsten surface far back from the apex and

migrates along the tip shank towards the apex under the influence of the electric field.

As nitrogen molecules reach the high field region at the outside perimeter of the ring

structure seen in Fig. 2.5b, c, they can react with the tungsten atoms enabling them

to be subsequently field evaporated. In this process, the N2 molecule is consumed

and not available for further reaction as a stable tungsten nitride layer remains. This

N2 delivery mechanism is supported by the fact that the inner region of the observed

ring in Fig. 2.5b remains unetched. Only the outer edge atoms are removed despite

the fact that the field strength at the outer and inner edges of the ring structure is

equivalent (Fig. 2.5b, c, f). This leads to the contraction of the ring structure seen in

Fig. 2.5b–d and the eventual formation of a SAT.

FIM imaging with low ionization potential gas such as neon also provides valu-

able structural information of the SAT, see Fig. 2.8. In the helium generated image

only the apex atom is visible with very minor satellite atoms. No other tip structure

information is available until the apex atom is removed by either etching or field

evaporation. The tip structure can be determined in this manner, but the tip itself is

destroyed. By using neon as the imaging gas, but maintaining the helium best imag-

ing voltage, lower field regions can be observed. Figure 2.8 compares both helium



42 R. Urban et al.

Fig. 2.8 Helium (left) and neon (right) images of SAT. Lower ionization potential of neon reveals

atomic structure of lower atomic planes

Fig. 2.9 Top A schematic diagram of nitrogen assisted etching process. The electric field distrib-

ution defines an “etching band” where tungsten atom removal occurs. Bottom The overall tip shape

was later verified by SEM

(left) and neon (right) images. In this experiment, the neon image reveals an asym-

metric support structure reaching only two layers below the apex atom. This indicates

that electric field distribution around the apex decreases dramatically over only a few

atomic layers.

Based on our observations using helium and neon imaging gases, we can now

understand the shaping process that occurs during tip etching. The schematic dia-

gram is shown in Fig. 2.9. The etching occurs outside of the central apex region

where the field conditions for etching are satisfied. This creates an etching band

which narrows as the etching progresses, indicated by arrows in Fig. 2.9, leading

to an extended structure that supports the single atom tip. This structural model is

confirmed with a scanning electron microscope image in Fig. 2.9.
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2.2.2 Precursor Tip

Electrochemically etched tungsten tips are very sharp, but the apex is often fairly

irregular. After degassing in UHV, tungsten tips are imaged with He and field evap-

orated to achieve a nearly spherical tip apex. The tip radius can be determined by

the number of rings n between two crystallographic directions in the FIM image

separated by angle 𝛾 [63]

R = ns
1 − cos 𝛾

, (2.12)

where s is the step height for a particular apex orientation. For bcc tungsten with

lattice constant 3.16 corresponding to step height of 0.912 Å for W(111). The [111]

and [211] directions are conveniently chosen to determine tip apex radius. For these

directions corresponding 1∕(1 − cos 𝛾) = 17.5 Å. Combining all numbers one gets a

simple expression for a tip radius

R in Å = 15.96n . (2.13)

In Fig. 2.10, one can count nine rings between [111] and [211] directions indicating

tip radius of 14 nm. This is a typical value for electrochemically etched tungsten tips.

Evaluating initial tip radius is very important. It should be noted, that an extrac-

tion voltage is not always a good measure of initial tip radius. It is known that overall

tip shape plays an important role in determining extraction voltage as well as actual

apex curvature. Therefore, it is crucial to carefully measure apex curvature to ensure

consistent starting points. Moreover, any tip variations such as defects, imperfec-

tions, and grain boundaries can affect field distribution about the tip apex leading

to different regions to be etched. They appear as incomplete FIM patterns. In most

cases, degassing and field evaporation is sufficient to prepare crystalline tip apexes.

Fig. 2.10 FIM image of

W(111) tip showing apex

radius of 14 nm recorded at

tip voltage of 18 kV. The

main crystallographic

directions are labeled
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Fig. 2.11 a FIM micrographs of insufficiently field evaporated W(111) end form. The tip is shifted

towards left to reveal large ring of atoms surrounding the apex. Applied tip voltage was 23 kV.

b The same tip after being repeatedly N2 etched and field evaporated. The FIM pattern is covering

most of the screen with a gap still encircling the apex. The tip voltage was 22 kV. c FIM pattern

showing fully recovered, spherical tip. There are no defects nor imperfections observed. Applied

tip voltage was 21 kV. The tip radius was estimated to be 16 nm

However, excessive heating and field evaporation can lead to blunting of the tip cre-

ating problems for further processing steps.

In these instances, combination of gas-assisted etching and field evaporation is

used to form a symmetric precursor tip. The process includes a saw-tooth voltage

profile that cyclically etches the apex, followed by a field evaporation step revealing

a clean crystalline understructure, see Fig. 2.11. The number of etching-evaporation

cycles is determined by the extent of defects and imperfections. The same process is

used to prepare a fresh precursor tip after making a SAT.

2.2.3 SAT Shaping

The main control mechanism to shape the tip apex is by the careful control of the

applied tip voltage as the tip etches. Reactive gas pressure and tip temperature typ-

ically enhance or reduce etching efficiency uniformly. There are two basic types of

etching: (i) constant field, and (ii) forced evaporation [38].

The first method was already described above. The tip voltage is lowered in such

a manner that constant field at the apex is maintained. The best imaging field is often

chosen since it is sufficiently high to protect the tip apex from random etching and low

enough to prevent field evaporation. Typically, a ring structure, as discussed in detail

above, is observed using this procedure before a SAT is achieved. SATs prepared in

this manner operate at low voltages indicating “taller”, large aspect ratio, tips.

In the alternate method, once the initial nitrogen etching is established, the tip

voltage is lowered slowly, apex atoms can field evaporate as the tip sharpens. This

happens because Vapp approaches Vfe as the tip etches. The evaporation leads to a
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Fig. 2.12 A schematic diagram depicting two etching regimes: (i) constant field, and (ii) forced

evaporation depending on a voltage profile. The constant field method leads to “taller” SATs that

have a lower operating voltage. The “forced evaporation” method typically results in larger sup-

porting structure and therefore higher extraction voltage

flattening of the overall tip shape. Continued etching and field evaporation will even-

tually lead to a nanotip with a relatively low aspect ratio, Fig. 2.12.

The overall shape of the tip can be controlled by varying the nitrogen etch rate

through the nitrogen pressure and the rate at which the voltage is dropped. If the

voltage is dropped more quickly, nitrogen etching is faster than apex field evapora-

tion and a taller nanotip is formed. If the voltage is dropped more slowly, paused or

through a custom ramping profile, apex atoms are controllably removed and the tip

shape will be controlled through a balance of etching and field evaporation. A tip

prepared using the slow voltage drop method is shown in Fig. 2.12.

2.2.4 SAT Reproducibility

The formation of SATs for GFISs needs to be controlled, reproducible and eas-

ily aligned in order to be viable as an ion source. Polycrystalline wire is desirable

because it is relatively inexpensive compared to single crystal wire, however, the

location of the last atom on the (110) plane is unpredictable and poses technologi-

cal problems for the alignment of the ions beam in a working microscope. For this

reason, etching of single crystal W(111) was utilized for the predictable and repro-

ducible formation of SATs.

Figure 2.13 shows a more detailed sequence of events during the formation of

the SAT. Figure 2.13a shows a symmetric structure with a central atom. The cen-

tral atom in the hexamer of Fig. 2.13a will become the single atom tip. This atom

is barely visible at this time as the field is quite low at the central atom compared

to the out ring atoms where ionization has a high probability. The outer atoms also

scavenge incoming helium atoms from the tip shank and shield the central atom

from the gas supply. Once the symmetric structure (Fig. 2.13a) is formed, the nitro-
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Fig. 2.13 The final stage of SAT formation. Reactive gas (nitrogen) pressure is reduced to 2 × 10−8
Torr and short voltage pulses are applied to promote etching. The symmetry of FIM pattern (upper
right image) determines the position of the SAT apex atom in the middle of the hexagonal structure.

Note, that the central atom is barely visible due to lower field; edge atoms are more pronounced.

As peripheral atoms are removed, the apex atom, indicated by arrows, lights up. Its intensity (ion

current) gradually increases until all other atoms are removed and the SAT is created

gen etch gas pressure is reduced by an order of magnitude. This reduces the rate of

etching which allows for better control of the tip shape when evaporating the last

atoms. Figure 2.13b shows the structure after the etching of several of the perimeter

atoms leaving the central atom within the hexamer as well as two satellite atoms.

Figure 2.13c shows the structure after removal of two of the hexamer atoms. The

central atom now appears as a very small spot as the field is enhanced around the

central atom. Figure 2.13e shows the structure with only four atoms surrounding the

central atom, after etching of another atom. The central atom is becoming bright

as its field is enhanced and a supply of helium gas becomes available from the tip

shank. Further atom removal in Fig. 2.13e shows only three remaining atoms from

the hexamer. The central atom becomes even brighter. The final atoms were etched

in the time of a single movie frame to reveal the SAT shown in Fig. 2.13f. Once the

final atom is exposed, the nitrogen etching gas supply is closed. The central atom

is indicated with a yellow arrow in Fig. 2.13c–f. The process shown in Fig. 2.13 to

create the SAT was completed strictly with the chemical assisted etching method. In

other attempts, the process has been completed without the use of nitrogen by using

predefined voltage pulses in order to field evaporate the extra atoms.

Figure 2.14 shows the reproducibility of the etching method. A series of single

atom tips are prepared. The initial SAT shown in Fig. 2.14a is purposely field evapo-

rated. Three total layers of atoms, including the SAT, are removed to reveal another
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Fig. 2.14 Three SATs (a, c, and e) created and recreated at exactly the same apex position. b and

d figures show symmetric, field evaporated apex forms after three atomic layers were removed

hexamer structure in Fig. 2.14b. This structure is then etched to a SAT in Fig. 2.14c.

The time of the etching procedure was 6 min. The process was then repeated and the

results are shown in Fig. 2.14c–e, with an etch time of 3.5 min. This process ensures

that the final atom is in an identical crystalline position after each reformation, which

in turns removes the need for any source alignment after each tip rebuild.

2.2.5 Air Exposure, Thermal Stability, and Faceting

In cases where the SAT must be removed from vacuum, a procedure is required

to limit contamination and apex damage. In order to assess the robustness of single-

atom tips a series of experiments were performed to evaluate SATs performance with

respect to ambient exposure as well as annealing temperatures. Testing required to

complete several steps: (i) tip warm-up and voltage ramp down after initial SAT fab-

rication, (ii) degassing and SAT recovery, and (iii) SAT robustness with respect to

annealing temperature which could be either performed during degassing phase or

subsequently after SAT recovery. In the following three sections each step is exam-

ined to find suitable solutions for maintaining sharp nanotips after ambient exposure.

2.2.5.1 Warm-Up and Voltage Ramp Down

The single-atom tips were prepared in the field ion microscope at nominally liq-

uid nitrogen temperature (approximately 80 K) using the nitrogen etching procedure

described above. The first step was to remove high voltage which was applied during

the tip etching process as well as to warm the SAT to room temperature (RT). The

imaging gas was also removed from the vacuum system to avoid possible contami-

nation due to residual impurities in He imaging gas. After warming to RT overnight,

the tip was then cooled down, without any high temperature annealing step, in order

to assess any contamination and/or damage from this process. Several scenarios were

explored to select an optimal protocol to minimize SAT evaporation or contamina-

tion due to condensation on a cold tip or field assisted adsorption and/or diffusion.

The tested processes are summarized in Table 2.3. In all cases of tip warming to room
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Table 2.3 Summary of voltage ramp-down procedures

Exp Voltage Tip temperature Result

I BIV Warming to RT Filed evaporation occurred

II 85% BIV Warming to RT Minimal contamination/tip remaining sharp

III 50% BIV Warming to RT Heavy contamination/high voltage required

to recover FIM pattern

50% BIV LN2 Minimal contamination/tip remaining sharp

IV HV off Warming to RT Minimal contamination/tip remaining sharp

temperature, the experiments were allowed to occur overnight to assure a warm tip

and to allow the vacuum to recover from any cryo-pumped gases.

In experiment I (see Table 2.3), the best imaging voltage for the SAT was main-

tained during the tip warm up to prevent contamination. However, significant field

evaporation occurred effectively destroying the SAT since the field required to

remove atoms at RT is lower compare to LN2 temperature [24]. Although the SAT

can be recovered using the gas-assisted etching after the tip was cooled down, this

process was far from ideal.

Experiment II resulted in minimal tip apex modification during warm up. After

initial warm up under conditions described in Table 2.3, the atomic arrangement was

found to be nearly identical after subsequent tip cool down and applying tip voltage.

Only two additional adsorbates were observed, which suggests that the electric field

at the apex is high enough to protect the apex from contamination but low enough

to avoid evaporation.

In order to further evaluate the effect of the voltage application the experiment

was repeated, but at a further reduced voltage. In experiment III, during the warm

up procedure, the tip voltage was lowered to 50% of the BIV. After cooling to liquid

nitrogen temperatures, FIM imaging was again attempted. In this case, while the SAT

had originally imaged at 8.9 kV, it was not until the voltage reached 15.8 kV (177% of

the SAT) that one could observe the central hexagonal atomic arrangement typical of

W(111)-oriented nanotip. Around this arrangement only randomly scattered bright

spots (adsorbates) against a black background could be seen; the underlying lattice

structure was not visible at all, suggesting substantial apex contamination.

In Experiment IIIB, the tip being maintained at liquid nitrogen temperature

overnight while at a voltage of 50% of the BIV, in order to evaluate the effect of rais-

ing and lowering the temperature. Upon ramping up the voltage after the overnight

vacuum exposure in order to evaluate whether or not the SAT (imaging at 6.5 kV) had

undergone any considerable changes, a recognizable crystal pattern (the hexamer)

was observed at 7.3 kV, at only 112% of the SAT BIV.

The required increase in operating voltage to image tips is likely due to contami-

nation of the apex. However, the required voltage increase for the RT tip compared to

the LN2 tip suggests that more adsorbates covered the tip at room temperature. This

indicates that the majority of contaminants did not arrive from the gas phase. It would
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be expected that the cold tip would have more contaminants due to higher sticking

coefficient. It was therefore concluded that adsorbates migrated from the shank of

the tip (similar to the process of imaging gases) to contaminate the apex. Cold tips

would limit migration towards the apex, while during warming to RT contaminants

can diffuse towards the tip apex and undergo reaction with tungsten surface atoms.

Experiment IV involved warming of the tip in the absence of any applied voltage.

After exposure to the vacuum overnight, the tip was cooled the following day to

liquid nitrogen temperature and the voltage was reapplied to the tip. At 9.4 kV an

atomic structure is recognized as a hexamer structure which is closely related to the

SAT [24]. Further field evaporation to 11.5 kV revealed a larger structure of the tip

and showed that the tip was generally undamaged during the exposure.

From these experiments it was determined that removing the voltage from the

tip during a warm up period caused a minimal, if any, amount of contamination of

the tip. If a voltage is required to be applied during the warming period, the voltage

must be lowered to avoid field evaporation, but maintained at a sufficient level to

maintain field protection of the apex. It was found that using approximately 85% of

BIV caused the least amount of contamination to SAT while low enough to avoid

evaporation. Once the tip is warm the HV can be safely removed without introducing

additional contamination.

2.2.5.2 Air Exposure

Several SATs were prepared to verify their robustness to air exposure. In one exam-

ple, the imaging voltage for the single-atom tip was 6.3 kV (Fig. 2.15a). After air

exposure, bake-out and tip anneal to dull orange (about 800
◦
C) the voltage bias

applied to the tip was ramped up to 8.3 kV or approximately 130% of the original

BIV. After brief etching, a hexamer pattern at 7.5 kV (Fig. 2.15b) which enabled us

Fig. 2.15 SAT and air exposure. a shows the original SAT imaged at 6.3 kV at 77 K. bwas recorded

after air exposure, system bake, and tip degassing at 800 ◦
C. The image was recorded at 8.3 kV and

tip temperature 77 K to reveal recognizable FIM pattern. After a brief repair using nitrogen etching

and short voltage pulses, the SAT was achieved at 7.5 kV (c)
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to readily re-etch the tip apex down to a single atom configuration (Fig. 2.15c). The

imaging voltage for the resulting single-atom tip was 7.2 kV, only slightly higher than

the initial one. This proves that single-atom tips are robust enough to withstand the

adsorption of air molecules and that recovery is feasible after air exposure with mini-

mal intervention. While not fully conclusive this series of experiments suggested that

the damage to the tips attributable to air exposure was minimal. In all cases, SATs

were recovered after a short etching and evaporation process. The imaging voltages

of reconstructed SATs were slight higher than the original values indicating only

small change to the overall tip shape.

2.2.5.3 Annealing

A series of experiments was performed to determine nanotip robustness with respect

to annealing temperature. The same tip, terminated with one or a few atoms, was

annealed at an increasingly higher temperature in 100
◦
C increments starting at

800
◦
C, which corresponds to a regular degassing/annealing. All annealing steps

were performed under vacuum in absence of any other gases. The tip withstood the

1 min long annealing cycles up to 1100
◦
C with only small change to its apex struc-

ture. That is, a nominally single-atom tip could be readily recovered by minimal

re-etching after every annealing step.

Annealing temperatures between 1200 and 1300
◦
C resulted in dramatic changes

to the nanotip shape and structure, see Fig. 2.16. Typically the operating voltage

doubles from the SAT and obvious faceting of the tip occurs. The faceting recon-

structs the tip to flatten the (2 1 1) planes and form ridges along the lines connecting

the central [1 1 1] direction with ⟨110⟩ directions. This faceting is similar to that

observed for oxygen exposed tips. Wengelnik and Neddermeyer reported on sharp

microtip formation correlated with faceting upon heating tungsten tips in an oxygen

atmosphere (3.75×10−4 Torr) [21]. Szczepkowicz also reported on oxygen-induced

tungsten faceting in studies investigating tungsten equilibrium crystal structures [19].

Fig. 2.16 a A pristine SAT. b A faceted tip apex after an annealing at 1300
◦
C imaged with

b helium and c neon
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In these cases, the presence of oxygen was believed to mediate tungsten atom sur-

face diffusion to reach minimum energy state. It was suspected that the thin layer of

nitrogen formed during the etching process causes a similar faceting to that which is

observed with oxygen gas.

2.2.6 Iridium and Other Nanotip Materials

Noble metal tips have been proposed because of their potential to operate with more

corrosive gases such as nitrogen and oxygen. Nanotips and SATs formed from gold,

platinum, palladium and iridium have been prepared on facetted tungsten (111) [26,

27, 29, 33–37] and pure oriented iridium (210) single crystal wire and have been

shown to produce helium, hydrogen, nitrogen and oxygen beams at various temper-

atures [53]. As ion beams of corrosive gases, such as nitrogen, can be created and are

stable, one can assume that iridium tips are not affected by these gases. This may be

true at low imaging fields, but corrosion can occur when the electric field is raised.

The corrosion mechanism can then be utilized to sharpen and shape iridium tips

by the field enhanced etching mechanism. This has been shown by Wood et al. with

the caveat that the etching conditions for tungsten were modified in order to etch

iridium more easily. Initially, it was found that utilizing helium as the imaging gas

with a tip at 77 K (typical conditions for tungsten etching), limited fine control over

the etching of the iridium because the evaporation field of iridium (5 V/Å) is close

to the best imaging field (BIF) of the imaging gas helium (4.4 V/Å). This created

some limits in the ability to controllably etch and observe simultaneously. Switching

to neon (3.5 V/Å BIF) as the imaging gas alleviated the issue with field evaporation

and etching control and an acceptable etching rate (tip preparation in approximately

1 h) was achieved at room temperature with oxygen as the etchant gas and neon as

the imaging gas.

Figure 2.17 shows an Ir(100) tip prior to etching and was obtained at 4.7 kV at

room temperature. An approximate ball model of the apex is also shown. The radius

of curvature was estimated to be 7.5 nm by counting the number of rings between

crystal planes. Figure 2.18a shows a neon image of an iridium tip at room temperature

prior to introduction of oxygen. Oxygen was then introduced (5×10−6 Torr) allowing

the tip to etch. Figure 2.18b shows the tip after some etching. During etching the

voltage is lowered in steps of 200 V in order to maintain the best imaging voltage at

the apex atoms. Because the tip is sharpening, the voltage must be lowered in order

to keep a consistent electric field. The image in Fig. 2.18b was acquired at 3.6 kV. It

is evident that the observable iridium atoms have been reduced because of etching

of the perimeter atoms. The fuzzy imaging ring observed is due to the oxygen gas

in the chamber becoming ionized close to the tip surface. No fuzziness is observed

over the apex atoms, indicating that they are substantially protected from oxygen

attack because of the high field at the apex. Figure 2.18c, d show snapshots after

further etching. The observation of the apex atoms is shrinking. Figure 2.18e shows

a very small apex and was acquired at 2.8 kV. The pressure of oxygen was then
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Fig. 2.17 Iridium prior to etching: a FIM image using neon, and b corresponding ball model

Fig. 2.18 Iridium etching process. All images were collected at room temperature using neon as

the imaging gas and oxygen as the etching gas. a Iridium nanotip prior to etching, 4.6 kV, tip radius

7.5 nm. b after etching, the Iridium tip has been sharpened, 3.6 kV. Oxygen gas ionization can be

observed at the perimeter of the image while the apex is protected against oxygen attack. c–e The

apex compresses as the etching of the shank continues. Imaging voltages are 3.4, 3.0 and 2.8 kV

respectively. f–h The oxygen pressure is reduced and the observed oxygen ionization is reduced.

f three atoms remain at the apex. 2.7 kV. g Two atoms, 2.7 kV. h Iridium SAT imaged at 2.5 kV

reduced to 1 × 10−8 Torr, and the observation of oxygen gas ionization has almost

disappeared in Fig. 2.18f, where only three apex atoms are observed. A single atom

is removed resulting in Fig. 2.18g, and the removal of another atom, leaves the SAT

in Fig. 2.18h. Some asymmetry of the spots is likely due to gas adsorption near the

apex atoms [65]. The Ir SAT can be cooled down to cryogenic temperatures without

any issues.
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Although it was difficult to control the etching of large tips at LN2 temperatures,

small apex rebuilds could be achieved. In order to perform SAT repairs at LN2 tem-

peratures, oxygen was reintroduced to a pressure of 10−8 Torr and voltage pulses of

1–2 kV with durations of 500µs were applied. This allowed for removal of satellite

atoms. Careful application of the voltage magnitude and duration is required.

2.3 Performance of SATs

In the previous sections we have shown how one can prepare a SAT operating at

different extraction voltages by carefully controlling the nanotip formation process.

In the following paragraphs we will investigate performance of various SATs in light

of GFIS applications. In particular, we will focus our efforts to measure beam width

(divergence angle) and total ion current. Note, that the ultimate figure of merit will

depend on intended application; for instance, for high resolution imaging a narrow

beam is required even at lower total beam (probe) current. On the other hand, higher

ion current will be paramount for sputtering and machining applications.

2.3.1 Best Imaging Voltage

Voltage dependence of ion current and beam divergence was studied for multiple

SATs. Understanding I-V and 𝜎-V curves is crucial for evaluating the best imaging

voltage and ensuring consistent electric field at the tip apex. Interestingly, there is no

rigorous definition of BIV in the available literature. Müller and Tsong defined the

BIV as:

The definition of “best image” is somewhat arbitrary as the different regions on the field

evaporation end form have varying radii of curvature and, hence, local field strength. How-

ever, when it is attempted to repeatedly adjust the voltage of a given tip so that an image

with a maximum of details and definition in the region from the (011) plane to about 30 deg

off is obtained, it turns out that even different observers arrive at the same voltage to within

±1%. When the voltage is gradually reduced from the evaporation range, the “best imaging

voltage”, BIV, is reached when the overall intensity in the vicinity of the {011} region is

seen to be drained away towards the more protruding {111} and {114} regions.

Although this approach is possible for larger tips, where multiple planes are present,

it is difficult or even impossible to find BIV by simply looking at “image quality” of

a SAT since there is just one spot on an otherwise black screen.

Mathematically, one could analyze FIM images by characterizing spot sizes and

contrast or visibility criteria. The spot size is directly corresponds to the beam width

𝜎 while visibility is proportional to ion current. Therefore, evaluating voltage depen-

dence using an imaging approach to record both current (image brightness) and 𝜎 is

invaluable, see Fig. 2.19.



54 R. Urban et al.

 0.1

 1

 10

 10  10.5  11  11.5  12T
ot

al
 io

n 
cu

rr
en

t [
a.

u.
]

Tip voltage [kV]

 0

 2

 4

 6

 8

 10

 12

 10  10.5  11  11.5  12

σ 
[a

.u
.]

Tip voltage [kV]

Fig. 2.19 I-V (left) and 𝜎-V (right) curves for a W(111) SAT evaluated at 70 K at different helium

pressures: (blue) 10−6 Torr, (red) 10−5 Torr, and (green) 10−4 Torr

There is no significant feature in I-V characteristics, measured at 20 K with

helium, that would indicate BIV. The upper limit of a voltage range is given by tung-

sten field evaporation (5.2 V/Å), while the lower limit corresponds to decrease of

ionization probability. In some experiments, a kink is observed and described as a

transition to the helium supply limited current. It is not related to BIV.

On the other hand, 𝜎-V dependence shows features indicating the presence of a

BIV. There is a shallow minimum surrounded by gradual increase of 𝜎 for low and

high extraction voltage. The increase for higher voltages can be explained by free

ionization farther from the tip surface and thus loosing some of its resolution. This

increase is rather small before the evaporation field is reached and the apex atom is

removed.

At the lower voltage limit, round FIM spots can loose their shape and become

irregular. However, the apex structures remains unchanged; once extraction voltage

is increased, FIM spots become circular again. It should also be pointed out, that

this effect is more prominent at lower temperatures. For liquid nitrogen tempera-

ture, these effects are hardly visible; the SAT remains circular and fades out with

decreasing voltage. One explanation for the spot size increase is related to the fact

that critical distance dcrit increases with decreasing extraction voltage [3]

dcrit =
I − 𝜙

eF
, (2.14)

where I and 𝜙 are ionization potential of imaging gas and work function of metal,

respectively expressed in eV and F is applied electric field in V/m. Since the field

at the apex is proportional to the extraction voltage, critical distance will increase as

applied voltage decreases, increasing the beam spot size [3].

2.3.2 Temperature Dependence

The tip temperature plays a crucial role in the amount of current generated from an

SAT as well as the beam shape and size. Simply, colder is better and cooler tips can
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Fig. 2.20 I-T curve

recorded at extraction

voltage of 7.3 kV and helium

pressure of 1.3 × 10−5 Torr.

Blue and red symbols

represent the SAT current

and total current from all

atoms respectively.

Purposefully over-exposed

FIM show surrounding

atomic structure with

satellites becoming more

dominant at lower tip

temperatures

generate more current and the beam size is smaller as well. However, lower tem-

peratures also mean higher operating costs and possibly more mechanical vibrations

depending on the cooling system. Experimental results were recorded at different

temperatures so one can make an informed decision in selecting GFIS operating

temperatures.

Figure 2.20 shows ion current recorded at different temperatures. Total ion cur-

rent, red squares in Fig. 2.20, increases monotonically by almost an order of magni-

tude between 70 K, at which SAT was formed, and 20 K, the lowest “controllable”

temperature. The increase is attributed to capture area increase. Utilizing FIM imag-

ing, instead of the Faraday cup, it is determined that satellite spots become more

prominent at lower temperatures. Integrating the current contribution from the SAT

only, blue symbols in Fig. 2.20, it is found SAT current flattens as satellites draw

some of the helium supply.

Similarly, analysis of the spot size 𝜎 can also be evaluated, see Fig. 2.21. The spot

size decreases with decreasing temperature. Although temperature dependence of

decreasing beam size is qualitatively understood, there is surprisingly little written

in the literature regarding SATs. The theory of the FIM beam size is analogous to

electron beam resolution evaluated and refined for electron emission microscopy

[66–68]. Early studies by Chen and Seidman [69] looked at ion beam spot sizes of

large, polycrystalline, (110)-oriented tungsten tips as a function of tip temperature

along different crystallographic directions. They showed that atomic resolution, 𝛿,

can be written as

𝛿 =

√√√√
𝛿
2
0 +

[
ℏ𝛽rt(

2meVt
)1∕2

]
+

[
16𝛽2r2t

eVt
𝜖t

]
, (2.15)
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Fig. 2.21 𝜎-T dependence

of a SAT. The blue and red
symbols represent cool down

and warm up, respectively

where 𝛿0 is an empirical term related to the ionization disk size [2, 3], the second

term comes from the Heisenberg uncertainty principle, and the third term is due to

thermal blur. Moreover, it is suggested these terms depend on exact tip shape.

It is clear, that operating GFIS at lower temperature is beneficial in terms ion cur-

rent. Furthermore, since angular current density is proportional to I0∕𝜎2
, it increases

over an order of magnitude at 20 K compared to LN2. On the other hand, more effi-

cient, and possibly more expensive, cooling system and mechanical insulation is

required.

2.3.3 Shape Dependence

The total ion current that can be generated by a SAT is strongly dependent on tip

shape. Since nitrogen-assisted etching offers possibility to vary tip shape it is inter-

esting to measure He
+

ion current for various shaped SATs operating at different

extraction voltages. SATs operating at voltages ranging from 3 to 15 kV have been

prepared on single crystal W(111) tungsten wires. Each nanotip was reused multiple

times preparing SATs using different etching parameters to alter its shape and thus

extraction voltage, as well physically different wires were used to examine repro-

ducibility. Experimental results are summarized in Fig. 2.22. Tips used in Fig. 2.22

all have narrow shank angles which are known to produce high ion currents com-

pared to wide ones [7, 70–72].

The current measurement of a trimer nanotip is also interesting. The fact that

the total current from both trimer and SAT is the same for tips operating at similar

extraction voltages suggests that current is purely a function of tips shape not detailed

atomic arrangement at the apex. It also suggests that a single atom at the apex is

capable of supplying up to 1 nA of ion current without reaching saturation. This

makes total beam current as well as angular current density of the trimer source

three times lower since helium supply is equally shared by three atoms compared to

an identically prepared SAT.
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Fig. 2.22 The measured ion current as a function extraction voltage. The extraction voltage was

chosen to be close to the BIV. The blue squares represent individual SAT builds using three different

W(111) wires. The red square point is measured total ion current from the trimer tip prepared by

field evaporating the SAT apex atom. The tip temperature was 20 K and helium pressure 1 × 10−4
Torr

2.3.4 Current Stability

Trimer tips are generally believed to have better structural stability and greater

longevity. Helium beams generated by trimer nanotips are generally very stable.

However, utilizing neon, current fluctuations as well as position instabilities were

reported [73, 74] when at the neon best imaging voltage, see Fig. 2.23. Abrupt

changes in the neon FIM pattern are clearly visible. Remarkably, abrupt increases

in ion current from one spot are compensated by reduced current in other FIM spots.

The total ion current from the trimer is conserved at all times during the individual

Fig. 2.23 Neon current stability traces of individual apex tungsten atoms. The bottom red trace

represents the mean intensity of entire trimer structure. The green, blue, and purple traces corre-

spond to average intensities of individual trimer atoms. Significant intensity variations are observed

for individual ion-generating sites while averaged ion intensity remains constant. Traces are offset

for clarity
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Fig. 2.24 Time traces of mean intensities for a single atom tip for helium (top) and neon (bottom)

imaging gas, respectively. The tip voltage was 6.5 and 5.5 kV for helium and neon to account for

different best imaging fields, see Table 2.2. The imaging gas pressures were adjusted to 2×10−5 Torr

for helium and 2×10−6 Torr for neon to maintain same visual appearance on the fluorescent screen

atomic fluctuations; see red trace in Fig. 2.23. This suggests that adsorbed neon or

possibly an impurity atom migrates about the trimer structure rendering individual

atoms within the trimer inequivalent. At the same time lateral motion is also observed

supporting the model of weakly bound adsorbents. This behaviour could be related

to a different local field enhancement for adsorbed neon atoms compared to helium

as discussed by Suchorski et al. [75, 76]. These instabilities can be diminished when

the trimer is operated away from optimal imaging voltage for neon [77].

It is interesting to investigate ion current stability for both helium and neon using

a SAT, Fig. 2.24. The SAT was operated at 5.5 kV and 6.5 kV for neon and helium,

respectively. Lower tip voltage for neon operation is due to lower ionization potential

of Ne atoms. The voltage difference is in a good agreement with ionization potential

values presented in Table 2.2. Neon gas pressure was set between 2×10−6 and 5×10−6
Torr. These pressure values were selected so the FIM image of the SAT had similar

visual appearance on the fluorescent screen to an image generated with helium at a

typical value of 2 × 10−5 Torr.

In sharp contrast with neon ion current from a trimer structure there is no com-

parable variation in ion current from the SAT when either helium or neon imaging

gases are used. Evidently, excessive neon adsorption and migration does not act here

due to different atomic structure of the tip apex. The protruding single tungsten atom

at the tip apex results in significantly stronger electric field compared to that at its

nearest neighbours. Presumably these effects combined led to stable Ne
+

ion current.

The long term stability of W(111) SATs were also evaluated. Figure 2.25 shows

FIM pattern and stability trace of 100 h of continuous operation. The helium partial

pressure during the measurement was 1 × 10−5 Torr. The total ion current was not

determined. The images were recorded at time zero, midpoint, and then just prior

to the intentionally discontinued emission. This indicates that SATs prepared in this

manner can result in stable and resilient structures.
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Fig. 2.25 The FIM patterns were captured a immediately after SAT formation, and b after 100 h

of continuous He ion emission at 1 × 10−5 Torr and approximately 80 K. The stability trace (right)
was evaluated from spot brightness during the experiment

2.4 Conclusions

It has taken decades for the first commercial SIM to come to market and this is due in

part to the complexities in developing stable and bright gas field ion sources (GFISs).

Different methods have been and are being developed to create improvements to

source technologies. This chapter has summarized the method of field assisted chem-

ical gas etching to produce single atom tips for the generation of gas ion beams.

These tips can have controlled shapes and can produce stable beams of noble gas ions

through a range of temperatures and operating pressures. Development this technol-

ogy for the generation of noble gas ion beams and other gas ions will continue to

help expand the utility of SIM and FIB systems.
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Chapter 3
Structural Changes in 2D Materials Due
to Scattering of Light Ions

Ossi Lehtinen and Jani Kotakoski

Abstract The family of two–dimensional (2D) materials is an attractive subject for

modern microscopy techniques such as helium and neon ion microscopy. In this

chapter, we provide a theoretical treatment on the effects of light ion irradiation on

the structure of 2D materials, foremost graphene, using methods from the binary

collision model to molecular dynamics. While reviewing the current literature on the

topic, we point out that helium and neon irradiation can be used to create specifically

small point defects (single and double vacancies) or to drill features into graphene.

We also point out the current lack of studies involving non-graphene 2D materials.

3.1 Introduction

As described in Chap. 1, imaging in a He/Ne ion microscope is based on the sec-

ondary electrons emitted after inelastic collisions between the ions and the target

material. In addition, the He ions are also elastically scattered by the target atoms,

which can lead to significant structural transformations of the sample. For most sam-

ples, this only happens at doses far beyond what is needed for imaging, but in the

case of light atoms and thin samples, elastic scattering can alter the structure already

at doses much below what is required for images with high signal-to-noise ratio.

Despite the typical negative connotation of such “damage”, the ion-induced trans-

formations can also be taken advantage of for manipulating the sample structure

at the atomic level. For example, controlled introduction of defects into materials

to locally modify their electronic properties can lead to novel solutions for the chal-

lenges electronics industry is currently facing with the ever-decreasing devices sizes.

Two-dimensional (2D) materials provide an especially interesting case for struc-

tural manipulation, as all their atoms are at the surface and thus equally accessible
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for the ions. Graphene is the best known example from this new class of materials. In

this allotrope of carbon, the atoms are arranged in a hexagonal pattern, which visu-

ally resembles chicken wire or a honeycomb. Due to the low mass of C atoms (atomic

number Z = 6), significant amounts of energy can be transferred through elastic col-

lisions with even ions as light as He (atomic number Z = 2). This fact, combined

with the characteristics of the helium (or neon) ion microscopy (HIM), such as its

small probe size, mean that this method is ideally suited for the manipulation of 2D

materials. Indeed, experiments have already demonstrated that HIM can be used to

draw features both into suspended as well as supported graphene structures. At the

same time, much less is known about the non-destructive structural changes that can

be achieved with the tool. However, in order to achieve true atomic-level control

over these materials via HIM, we need to understand in detail what happens when

the ions pass through.

3.2 The Scattering Process

3.2.1 Elastic Scattering

In the simplest model, the elastic scattering process of an energetic ion in a solid can

be approximated as an elastic collision of two free point-like particles. The main con-

siderations in this model are the conservation laws of kinetic energy and momentum.

For a given geometry (see Fig. 3.1), the energy and momentum transferred from one

particle to the other can be worked out exactly if the interaction between the particles

is known.

For a two-body system, the interaction can be described by an interatomic poten-

tial U (r) which depends only on the distance r between the particles (i.e., the poten-

tial is spherically symmetric). The exact calculation of the potential requires a time-

dependent quantum mechanical treatment of the evolution of the electronic sys-

tems of the particles once they start overlapping at the smallest r. This approach,

Fig. 3.1 A schematic

presentation of the collision

geometry for two point-like

particles. The spherically

symmetric potential between

the particles is sketched with

the co-centric circles around

the atom
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however, becomes increasingly complicated as details of, e.g., the velocity depen-

dent excitations of the electronic systems need to be accounted for. Therefore, in

practice, approximations are needed.

When two nuclei are close to each other (but not overlapping), the interaction is

essentially a Coulombic repulsion of two point charges. At larger distances, however,

the electron clouds of the atoms shield the naked interaction of the nuclei. Including

this screening leads to the following potential energy function:

U (r) = 1
4𝜋𝜖0

Z1Z2e2

r
𝜑(r∕a), (3.1)

where the first part describes the Coulombic interaction of the nuclei, dependent on

the atomic numbers (Z1 and Z2) of the atoms and the interatomic distance r, modu-

lated by a screening function𝜑(r∕a), dependent again on r and a screening parameter

a. 𝜖0 is the vacuum permittivity and e the unit charge. Such a purely repulsive poten-

tial is suitable for modeling interactions between noble gas ions and also other atoms

as long as collisions at energies above about 100 eV, below which chemical effects

become important [1].

Many formulations for 𝜑(r∕a) have been proposed, with the universal repulsive

potential introduced by Ziegler, Biersack and Littmark being one of the most used

ones. Within this potential, often labeled ZBL, a universal 𝜑(r∕a) is fitted to a large

set of ab-initio calculations with different atom pairs [2]. The form of the ZBL

screening function is

𝜑(x) = 0.1818e−3.2x + 0.5099e−0.9423x + 0.2802e−0.4029x + 0.02817e−0.2016x, (3.2)

with x = r∕a, and

a =
0.8854a0

Z0.23
1 + Z0.23

2

, (3.3)

where a0 is the Bohr atomic radius (a0 = 0.529 Å).

Once an interaction model is established, the classical scattering integral can be

solved. Here, the equations of motion of the colliding atoms are solved in the pres-

ence of the interatomic force with a given initial collision geometry (see Fig. 3.1).

In some simple cases an analytical solution can be deduced. However, in practice

numerical integration is usually necessary.

One consequence of using a purely repulsive spherically symmetric potential is

that a single parameter, that is, the impact parameter (marked as b in Fig. 3.1) is

enough to determine the geometry and the energetics of the process. The impact

parameter is the distance at which the ion would have passed the atom if it would

have continued on a straight trajectory. In general, the smaller the b, the stronger the
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interaction, and consequently, the larger the energy transfer and scattering angle 𝜙,

with the transferred energy monotonously decreasing with increasing b.

Through solving the scattering integral, the energy and momentum transfer to

the target atom can be calculated for any collision geometry. Thus the ion-matter

interaction can be fully described, as far as an elastic interaction is considered, and

one can subsequently focus on what happens after the collision.

3.2.2 A Note on Inelastic Scattering

In reality, elastic scattering is not the only process taking place upon the impact of

the ions. As mentioned earlier, the electronic systems of the target and the ion can

also be excited (which is used for imaging in an ion microscope). If sufficient energy

is transferred to the electronic system of the target, this can lead to structural changes

through electron-phonon coupling and local heating of the target at the impact point,

or possible destabilization of interatomic bonds in an excited state or due to ioniza-

tion. However, effects severe enough to drastically alter the atomic structure of the

sample become important typically only at energies higher than what is relevant for

the discussion here (in the MeV range). Similarly, also ion induced excitations of the

nuclei take place only at higher energies. Therefore, we concentrate in this chapter

on the effects of elastic scattering between the incoming ion and the target atoms.

3.3 Target Evolution Under Ion Impacts

3.3.1 After the Binary Collision

The simple two-body model described in the previous section, so-called binary colli-

sion model, describes the momentum transfer from the ion to a target atom. However,

in order to understand the effect of irradiation on the atomic structure of the target

material, we also need to consider the dynamics after the collision. In the case of

ion microscopy of free-standing 2D materials, the colliding ion will always retain

sufficient kinetic energy in its original direction to escape from the target immedi-

ately after the impact. It can hence be discarded from all of the subsequent analysis.

However, the relevant question is whether enough energy was transferred during the

collision to any of the target atoms to initiate a transformation process.

3.3.1.1 Displacement Threshold, Td

In general, an irradiation event will only lead to a structural change if one or more

target nuclei receive enough kinetic energy to be displaced from their lattice position
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to a sufficient distance to prevent immediate recombination of the produced Frenkel

pair (a vacancy and an interstitial atom). In the case of 2D materials, the creation

of interstitial atoms is rare, however, because the displaced atoms can easily escape

into the surrounding vacuum.

Each atom in a crystal resides at the bottom of a potential energy well, defined by

the surrounding atoms. At the very least, the energy corresponding to the depth of

the well needs to be provided to facilitate a displacement. However, displacement of

an atom is a dynamic process, where some of the momentum initially assigned to one

atom is transferred to the surrounding atoms. Therefore, the displacement threshold

(Td) tends to be higher than the depth of the well alone. Td can be either simulated

with molecular dynamics (MD; see Sect. 3.3.2) [3] or obtained experimentally [4, 5].

The value for graphene in the out-of-plane direction is approximately 23 eV, and for

the chalcogen atoms in transition metal dichalcogenides in the range of 5–7 eV [6].

Td is sensitive to the local chemical environment of each atom and is therefore

material- and configuration-dependant. It is also an anisoptropic quantity in terms

of the displacement direction (clearly, displacement into an open crystallographic

direction—a crystal channel—is easier than directly against a neighbouring atom).

In the case of 2D materials the direction perpendicular to the plane (towards vacuum)

tends to have the lowest threshold [3]. However, especially at the higher range of ion

energies relevant for ion microscopy, the momentum transfer favors the opposite (in-

plane) direction [7].

3.3.1.2 From the Displacement Threshold to a Displacement
Cross-Section and a Sputtering Yield

Once the interaction model is defined, the scattering integral is solved, and the dis-

placement threshold is determined, it is straight forward to determine the probability

for displacing an atom upon an ion impact. This probability is typically given as a

cross-section 𝜎 with the dimension of area (typically given in the non-SI units of

barn, 10−28 m
2
), and can be directly expressed in terms of the impact parameter b.

In the spherically symmetric case (assuming an isotropic displacement threshold),

𝜎 = 𝜋b2max is the area of a circle with a radius corresponding to the impact parame-

ter bmax at which the transferred kinetic energy exceeds the displacement threshold

(E2 > Td). As an example, transferred kinetic energy in a collision of a 30 keV

He/Ne ion with a stationary C atom is shown in Fig. 3.2 as a function of the impact

parameter b.

In the case of a 2D material, the sputtering yield (the number ejected atoms per

ion impact) can be estimated by

Y = 𝜎

Aatom
= 𝜎𝜌A, (3.4)

where Aatom is the surface area per atom (in same units as 𝜎) and 𝜌A is the atomic

areal density of the target (𝜌A = 1∕Aatom). The relationship between b, Aatom and 𝜎 is
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Fig. 3.2 Transferred kinetic energy as a function of the impact parameter for collisions between

a 30 keV He/Ne and a C atom, calculated via MD using the ZBL repulsive potential. Notice the

logarithmic scale on the y-axis

Aatom

b

Fig. 3.3 The relation of the displacement cross-section 𝜎 and the area per atom Aatom exemplified

in the case of graphene. If the ion hits the area enclosed by the circle of radius b, the atom is

displaced. The ratio of the circular area to the area per atom in the sheet enclosed by the triangle

gives the probability of displacing an atom by an ion impact at a random location on the target

illustrated in Fig. 3.3. The vacancy concentration after a given ion exposure (𝜂) can

be calculated as

cv = Y𝜂 = 𝜎𝜌A𝜂. (3.5)

Notice that (3.5) is only valid when 𝜂 is sufficiently low so that each displacement

event can be considered truly independent.

The binary collision model can be used for estimating the sputtering yields in

some situations in 2D materials. For example, it has been shown that the sputtering

yield is predicted fairly accurately in graphene in the case of Xe ions [7] as compared

to MD simulations. The black and red curves in Fig. 3.4 show the sputtering yield
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Fig. 3.4 Comparison of different methods for predicting sputtering yields. Impacts of Xe ions

on free-standing graphene are calculated by molecular dynamics simulations, the binary colli-

sion model, and TRIM simulations. The other two methods can be compared to the more accurate

MD simulations. The binary collision model reproduces the MD results with fairly good accuracy,

whereas the TRIM simulations fail catastrophically at all the considered energies. Data reproduced

from [7]

as estimated by the binary collision method and MD simulations, respectively. In

general, the curves are close to each other.

3.3.1.3 Limitations of the Binary Collision Model

It is worth stressing that the binary collision model is a significant simplification

of the real situation; Each atom is considered truly independent, sitting in its own

potential well (and possibly removed from there through a displacement). In real

experiments, displacement events often affect more than just one atom. Such a situ-

ation is exemplified in Fig. 3.5. Most of the points discussed below follow from this

fact.

For example, when bmax is sufficiently large so that an ion can simultaneously dis-

place two atoms, the binary collision model requires that each of the atoms receives

kinetic energy which is at least the equivalent to the displacement threshold. How-

ever, if the two atoms are bound to each other, it is likely that already a lower energy

would suffice because one bond less needs to be broken per atom. Since the Td even

in this case is likely to be only slightly adjusted towards lower values, this error can

be considered to be only a slight correction on the model. However, a more sig-

nificant error is caused by the complete neglect of situations where the ion collides

simultaneously with multiple atoms, or where the primary target atoms collides with

other target atoms in a collision cascade. Cascades can happen even in 2D materials,

when the primary target is displaced in the in-plane direction.

Further, the crystal structure is not accounted for in the simple model, which

can be an issue in the case of 2D materials which have some structure in the 3rd

dimension, such as transition metal dichalcogenides. In such materials atoms (such
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Fig. 3.5 Overlapping cross-sections of neighbouring atoms. If the radius b, within which an atom

is displaced is so large that the neighbouring cross-sections start overlapping, the assumption of a

binary collision is not valid anymore. If an ion hits the shaded area shared by the cross-sections,

both of them should be displaced

as the sulphurs in MoS2) may reside exactly on top of each other, and the lower

atom is thus shielded by the upper one. This can be considered an extreme case

of ion channeling, which is known to strongly influence damage yields under ion

irradiation.

Also one of the basic assumptions behind the binary collision model can cause

inaccuracies: as was already mentioned, Td is in reality not isotropic. In practice,

approximating the threshold to be isotropic only leads to significant errors when the

typical transferred kinetic energies are similar to Td. As is seen in the monotonously

decreasing curves in Fig. 3.2, there is always a range of impact parameters where the

transferred energy is close to Td. Such a range exists regardless of the ion energy.

However, the transferred energy curves have steep slopes (note the logarithmic y-

axis), and the variation in the values of a non isotropic Td is contained within a small

impact parameter range, as compared to the total cross-section. Consequently, a suit-

able statistical average of the nonisotropic Td can still be used with good confidence.

3.3.2 Molecular Dynamics Simulations of Ion Impacts
on 2D Materials

To overcome the limitations of the binary collision model discussed above, one can

turn to molecular dynamics (MD) simulations. The basic principle of MD is numer-

ical integration of the equations of motion of the particles in the presence of inter-

atomic forces. The main difference to the binary collision model is that now, in prin-

ciple, all the atoms in the system interact with each other and the trajectories of all

the atoms are followed.

The MD method was developed in the late 1950s to provide a solution for the

problem of analytically solving the many-body problem [8, 9]. In the beginning,
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it was applied to small systems (i.e., molecules) that consisted of elastic spheres

modeled with square-well potentials, from which the method got its name. However,

nowadays MD is used to describe atomic (and other) systems with a rich variety of

interaction models.

In the heart of MD is the numerical integration of the classical equations of motion

for the given system. In Cartesian coordinates, the Hamiltonian equations of motion

have the familiar form

𝐑̇I =
𝐏I

MI
(3.6)

𝐏̇I = −∇𝐑I
U

(
𝐑1,𝐑2, ...,𝐑N

)
= 𝐟I , (3.7)

where 𝐑I are the Cartesian coordinates of atom I, 𝐏I the corresponding momen-

tum, MI the mass of the atom, U
(
𝐑1,𝐑2, ...,𝐑N

)
the potential energy of the system

(which depends on the coordinates of all of the atoms, 𝐑1,𝐑2, ...,𝐑N = {𝐑I}) and 𝐟I
is the force acting on the atom. The dot represents a time derivative.

It is important to realize that over time any numerical method used to evolve

these equations leads to accumulation of error in the trajectories of the particles.

However, for a sufficiently short integration step (time advancement between simu-

lation steps), these errors are relatively small. Nevertheless, the results of MD must

always be interpreted statistically: For a large enough number of initial conditions,

all physically reasonable simulation outcomes will be reached with approximately

correct statistical weights.

To understand the justification for using a potential energy function which depends

only on the atomic positions in the equations of motion, we need to start with a quan-

tum mechanical description of the atomic structure. According to quantum mechan-

ics, all properties of a system are described by the Schrödinger equation

iℏ
𝜕Ψ({𝐫i}, {𝐑I}; t)

𝜕t
= H Ψ({𝐫i}, {𝐑I}; t), (3.8)

where the wave function Ψ is written implicitly to depend on the coordinates of all

electrons i in the system {𝐫i} as well as on the coordinates of all nuclei I {𝐑I} as

well as on time t. H is the Hamiltonian of the system. In order to carry out MD

simulations, we need to establish the connection between this quantum mechanical

description of our system and U
(
{𝐑I}

)
.

By grouping all terms which affect the electronic system into an effective Hamil-

tonian He, the total Hamiltonian can be written as

H = −
∑
I

ℏ
2

2MI
∇2

I +He({𝐫i}, {𝐑I}), (3.9)

where the only term which does not depend on the electronic system is the kinetic

energy term for the nuclei. He describes the situation assuming static nuclei

(clamped-nuclei approximation). If we assume that the exact solution is known for
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the corresponding time-independent electronic Schrödinger equation, it is possible

to separate hierarchically the light electrons from the heavy nuclei [10] to obtain

[
−
∑
I

ℏ
2

2MI
∇2

I + Ek({𝐑I})

]
𝜒k +

∑
l
Ckl𝜒kl = iℏ 𝜕

𝜕t
𝜒k, (3.10)

whereEk({𝐑I}) are the eigenenergies for the time-independent Schrödinger equation

for the electronic structure corresponding to the nuclei clamped at {𝐑I}), and the

exact nonadiabatic operator Ckl couples the electronic and the nucleic systems. 𝜒k
are the wavefunctions corresponding to the nucleic system. Neglecting all but the

diagonal terms (Ckk) leads to the adiabatic approximation to the fully nonadiabatic

problem. Assuming that also these terms Ckk ≈ 0, we get

[
−
∑
I

ℏ
2

2MI
∇2

I + Ek({𝐑I})

]
𝜒k = iℏ 𝜕

𝜕t
𝜒k, (3.11)

which defines the Born-Oppenheimer approximation (BOA). Further assuming that

the nuclei can be described as point particles has been shown [10] to lead to the

Newtonian equations of motion

𝐏̇I = −∇IEk = −∇IU
BOA
k

(
{𝐑I(t)}

)
(3.12)

for each electronic state k. Therefore, within BOA, the nuclei move in a classi-

cal way in an effective potential U BOA
which is given by the ground state Born-

Oppenheimer potential energy surface Ek. Typically it is assumed that the electronic

structure reaches its ground state at much shorter time scales than that of the nuclear

movement, and the electronic structure is assumed therefore to always correspond

to the ground state with respect to the current nuclear coordinates. While other

approaches exist for propagating both the electronic and nuclear system in time quan-

tum mechanically in time-dependent effective potentials, in practice BOA is required

for collecting any statistics for system sizes which are relevant for ion irradiation

experiments.

3.3.2.1 Interatomic Potentials

As described above, the potential for MD simulations U
(
{𝐑I}

)
can be interpreted

as the Born-Oppenheimer potential energy surface corresponding to the electronic

ground state, and it can be calculated with any suitable computational method. The

most accurate potential can be reached starting from first principles, utilizing, for

example, density functional theory (DFT) or Green’s function methods. However,

these methods are often computationally too expensive to be practical in the case of

ion irradiation simulations. This is especially true in the case of the energetic phase

of the irradiation where accurate modeling of the repulsion between the ion and the
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target atom requires taking into account the core electrons in the calculations. This

renders more efficient pseudo-potential methods unusable, significantly increasing

the computational cost.

However, because the ground state potential depends only on the positions of the

nuclei, it can be approximated by an analytical function of the form

U BOA (
{𝐑I}

)
=
∑
I
U1

(
𝐑I

)
+
∑
I>J

U2
(
𝐑I ,𝐑J

)
+

∑
I<J<K

U3
(
𝐑I ,𝐑J ,𝐑K

)
+… ,

(3.13)

where the terms correspond to one-body, two-body, three-body, and higher order

terms, respectively.
∑

I>J and
∑

I<J<K stand for a double sum and a triple sum, respec-

tively. If suitable analytical forms are found for each term, the potential energy func-

tion can be fitted to first principles calculation results and/or experiments. Poten-

tials based on this basic idea are often called inter-changeably force fields, empirical

potentials or analytical potentials.

In such potentials, the self-energy term (U1) is often chosen to be zero. Hence,

the simplest analytical potentials are described only with the two-body term (U2),

where the only variable is the distance between each atom pair. The repulsive spher-

ically symmetric potentials mentioned in Sect. 3.2.1 are a subset of such potentials.

Such potentials typically have a global potential minimum at the desired equilibrium

distance for an atom pair, and the slopes of the potential around this point are fitted to

reproduce correctly the repulsive and attractive parts of the potential. Because pair-

potentials lack any directional dependence of the bonding, they can only be used to

described close packed crystals or repulsive interactions.

Covalently bonded materials (such as all known 2D materials) typically show a

strong preference for specific bonding directions. Consequently, any potential able

to reasonably describe such materials needs to include at least the three-body term

(U3). While there are many approaches to describe covalent bonding, the so-far most

successful one is based on the concept of bond order, where the number of bonds an

atom has affects the strength of the bonds. Its magnitude is associated both with the

bond length as well as the bond angle. The concept dates back to Linus Pauling [11],

who proposed the following expression for bond order:

sIJ = exp
(
RIJ − dIJ

b

)
, (3.14)

where RIJ is the distance between atoms I and J, dIJ the length of the corresponding

dimer and b a constant. In a typical nomenclature, a bond order potential is a potential

which is based on the dimer properties and where the strength of the potential is

affected by the environment. This leads to a general functional form of

UIJ = VR
(
RIJ

)
+ bIJKVA

(
𝐑IJ

)
, (3.15)
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Table 3.1 Analytical interatomic potentials useful for simulating 2D materials. If an established

name exists for a potential, that is given, otherwise the name of the first author is given. Note, that

this is not by any means an exhaustive list

Material Author/Name References

Graphene Tersoff [14]

AIREBO [13]

REBO [12]

ReaxFF [15]

h-BN Albe et al. [16]

MoS2 Liang et al. [17]

Jiang et al. [18]

2D-SiO2 Watanabe et al. [19]

Black phosphorus Jiang et al. [18]

where VR/VA is a repulsive/attractive term which depends only on the inter-atomic

distance 𝐑IJ and bIJK is a three-body bond order term, which depends on the envi-

ronment.

In the context of low-dimensional materials, perhaps the most successful imple-

mentation of the bond order concept is the Abell-Tersoff formalism adapted by

Brenner et al. for solid carbon and hydrocarbon molecules [12]. While a typical

potential only describes interactions within a solid or inside a molecule, it cannot

properly describe van der Waals type interactions, which can be of importance in

the case of 2D materials and other nanostructures. To remedy this issue, Lennard-

Jones-type interaction was added by Stuart et al. [13] to an earlier version of Bren-

ner’s hydrocarbon potential.

Table 3.1 lists interatomic potentials which the reader might find useful when

simulating ion collisions on 2D materials. The list does not intend to be an exhaus-

tive one, and other potentials for simulating the included materials, as well as other

(possibly still undiscovered) 2D structures surely exist. As always, special care needs

to be taken when employing these potentials in simulations. That is, one should

check, for example, how well defect formation energies and/or displacement thresh-

olds are reproduced by the potential to help judge how reliable the simulation results

can be expected to be.

3.3.2.2 Special Considerations for Modeling Ion Impacts on Solids

Most computational methods have been developed to describe materials close to the

equilibrium and are not therefore well suited for applications in far-of-equilibrium

situations such as during ion irradiation. Therefore, one needs to pay attention to

several aspects of the simulation which are not important in the typical case.
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As an important example, during the energetic phase of the irradiation event, the

ion and different atoms in the target material can get atypically close to each other.

Because normal solid state simulation methods have not been developed to deal with

such short distances, the description of the energetic phase by, for example, DFT

implementations with pseudo potentials or analytical potentials is remarkably poor.

Therefore, one is advised to obtain accurate data for all of the relevant atom pairs at

close interatomic distances to properly model the repulsion. A simpler approach is

to use, for example, the ZBL universal repulsive potential (see Sect. 3.2.1).

It should also be kept in mind that the numerical integration is prone to lead to

errors in the trajectories of the particles. In a typical simulation this is only a problem

over long times. However, for energetic particles which move at high speeds, a too

long time step can lead to unphysically close separations between the atoms and

thus to spurious behaviour of the system. Because of this, as short a time step as

feasible should be used, especially during the energetic phase. To save computational

resources, the time step can be increased when the particles have slowed down.

It is also important to consider the size of the simulated system. Only a finite

number of atoms can be included in a simulation, and even with the computationally

efficient analytical potentials one is limited to millions of atoms, which is quite a

small number compared to real targets. Modeling an infinite crystal with a finite

simulation target can be accomplished with periodic boundary conditions. That is,

the atoms at one edge of the simulation target are made to interact with a mirror

image of the opposite edge. Thus the environment of each atom (even at the edges)

is as if they were in a perfect infinite crystal. Unfortunately, with periodic boundaries

the momentum introduced into the system via irradiation has no way of dissipating,

while in reality, phonons generated by an ion impact would simply propagate away

from the impact site disappearing into the bulk of the crystal.

To emulate the dissipation of momentum, the system can be connected to an arti-

ficial heat bath. One widely used schema for doing this is the Berendsen thermo-

stat [20], where the velocities of selected atoms are scaled in order to drive the total

kinetic energy in the system towards a preset value. This can, however, only be done

far enough from the impact site so that it does not affect the dynamics of the impact.

Therefore, the thermostat is typically applied on the border atoms of a large simula-

tion cell.

Inelastic effects can also be taken into account if necessary. Electronic stopping

(see Chap. 5) can be modelled, for example, as a frictional force [21], where the

slowing down of the ion due to inelastic scattering is accounted for. However, in a

2D target no significant slowing down can happen as the distance traversed by the ion

within the material is minimal. Furthermore, damage production initiates typically

only at the MeV range, and thus inelastic scattering is typically not an issue in the

context of this chapter.

Here, a word of caution is called for. While MD allows direct studies of the

atomic scale dynamics during and after an irradiation process, and in this way pro-

vides invaluable insights into what happens during an experiment, direct compar-

ison between the simulations and the experiments can still be challenging. This is

partly due to the difference in time scales. In the best case, systems can be modeled

http://dx.doi.org/10.1007/978-3-319-41990-9_5
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at microsecond time scales, but a more typical simulation ends after some pico- or

nanoseconds. Depending on the case, these time scales can be several orders of mag-

nitude shorter than what would be needed to accurately capture some of the experi-

mentally relevant processes (such as defect migration). Given enough time, loosely

bound atoms at defects could migrate even at room temperature, and dangling bonds

may be saturated by foreign atoms, especially if the sample is not held at ultra high

vacuum conditions.

Although there are approaches to try to overcome the time scale issue (such as

running multi-scale simulations combining MD and Monte Carlo methods or to

carry out MD simulations at elevated temperatures to increase the frequency of rare

events), none of them are completely problem free: in Monte Carlo simulations some

important processes may be omitted, whereas the relative rates of different processes

may be different at elevated temperatures than at normal conditions). In short, one

needs to be positively sceptical regarding the final outcomes of any of these simula-

tions when attempting a direct comparison with experiments.

Starting from scratch to implement all the features described above would be a

laborious endeavour. Fortunately numerous freely available atomic simulation codes

exist. Perhaps the most widely used is the LAMMPS software [22], which is an open

source project hosted at the Sandia National Laboratories. The ASE tool-set [23] is

another one to mention. Also most DFT codes such as VASP [24], and Quantum

Espresso [25] include facilities for conducting dynamical simulations. However, it

should be kept in mind that these tools may need to be modified for simulating ion

irradiation, as briefly explained above.

3.3.3 Influence of Multiple Impacts

Until now, the discussion has been limited to the case where each ion impact can be

considered independent and to occur on a pristine area. At low irradiation doses this

is a reasonable assumption, and the effects of prolonged irradiation can be modeled

using statistical methods, such as kinetic Monte Carlo (like was done in [1]) and

is extensively described in Chap. 5. In such a simulation, damage events are picked

from a list of events with rates of occurrence set based on MD simulations (or other

criteria). However, this model breaks down when the defects start to overlap since

displacing an atom next to a vacancy should be a different process from displacing

an atom from a pristine crystal. Another approach is to simulate impacts on targets

where damage has already been caused by previous impacts. This can be done by

pre-generating such structures, or by running subsequent irradiation simulations on

the same target. Unfortunately, because of the demand of large number of repeated

simulations to obtain statistically significant results, these approaches are often not

feasible.

http://dx.doi.org/10.1007/978-3-319-41990-9_5
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3.3.4 A Brief Note on the Substrate

While the discussion so far has focused on free-standing 2D materials, in practical

situations the 2D membranes may be laying on a substrate material. This can have a

strong influence on the ion irradiation effects, as instead of escaping into the vacuum

after the impact on the 2D material, the ions collide with the substrate.

In fact, due to the high transparency of 2D materials to energetic ions, the major-

ity of the irradiation-induced effects will happen inside the substrate. This can lead

to many effects which affect also the 2D material laying on top: thermal spikes in

the substrate can lead to significant local sputtering of atoms and clusters with high

enough energies to disrupt the thin membrane, atoms displaced from the 2D struc-

ture will be stopped by the substrate and reflected or migrate back and recombine

with vacancies, and damaged areas of the membrane are likely to bind to the sub-

strate. Therefore, in the case of ion irradiation of a 2D material on a substrate, the

manipulated structure is formed by the interface between the two materials rather

than any of the two by themselves.

Accordingly, experiments have confirmed a higher damage rate in supported ver-

sus suspended graphene due to sputtering from the substrate [26].

3.4 Results

In the following, simulation studies on ion irradiation of 2D materials, relevant to He

and Ne ion microscopy are summarized. In general, graphene is by far the most stud-

ied 2D material, and this applies also in the context of this book. Thus, the summary

is heavy on graphene, and other materials are visited when results are available.

3.4.1 Graphene

3.4.1.1 Free Standing Graphene

The effect of noble gas ion irradiation of graphene has been comprehensively

explored in [1, 7, 27]. All these studies are based on MD simulations, and employ

the AIREBO potential (see Sect. 3.3.2) for modeling the carbon-carbon interactions

and the ZBL potential (see Sect. 3.2.1) for the ion-carbon interaction.

Figure 3.6 shows the relevant simulation parameters and defect classes into which

the resulting structures are categorized. In addition to the ion species and energy, the

polar angle 𝜃 can be controlled in a typical ion beam experiment. If the in-plane crys-

tal orientation of the sample is known, also the azimuthal angle 𝜑 can be controlled.

For an MD simulation, these angles can of course be freely set.
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Fig. 3.6 The ion impact geometry on a 2D material, and classes of defects after ion impacts in

graphene

Single vacancy is the simplest defect to occur in a material. In a graphene sin-

gle vacancy, two of the three atoms which have lost a neighbor form a new bond

(see Fig. 3.6). Such reconstructions occur frequently in graphene, as the total energy

of the defect can be significantly lowered by saturating the dangling bonds [28]. A

double vacancy has two missing atoms, and a complex vacancy three or more. Amor-

phization is defined as a defect where some atoms in the crystal are displaced from

their lattice positions but no atoms are sputtered. An example of such a defect is the

rotated bond in graphene (so-called Stone-Wales defect [29]), where four hexagons

are turned into two pentagons and two heptagons. In principle, also defects with sur-

plus atoms are possible [30], but this would require implanting more carbon into

the target [31], which obviously is not possible/relevant in the case of He or Ne ion

irradiation.

In practice, the classification of the produced defects has to be automated, as the

number of individual simulation runs in a study can reach millions, rendering manual

analysis of the cases impossible. The classification can rely on, for example, count-

ing the number of nearest neighbours of each atom, counting the number of carbon

rings with different sizes, and of course detecting atoms completely detached from

the main target. No universal classification rules can easily be formulated, however,

especially when going to more complicated structures, and the task needs to be care-

fully thought through with the goals of each project in mind.

The ‘standard’ impact geometry is at the normal direction of the sheet

(i.e., 𝜃 = 0◦). Defect production probabilities in such geometry are shown in Fig. 3.7.

The first thing to note is that the sputtering yields have single maxima near 100 eV

ion energy, similar to what was shown for Xe earlier in Fig. 3.4, with the maximum

position slightly towards higher energies with increasing ion mass.

Second, the sputtering yield is higher with Ne at all the energies as compared to

He. This happens because of the higher momentum transfer from the heavier ion.

With both He and Ne the sputtering yield remains below one atom per ion, which
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Fig. 3.7 Defect production probabilities in graphene under He and Ne ion irradiation in graphene.

a Sputtering yields, as in number of removed atoms per ion impact. b Probabilities for producing

single vacancies in graphene. c Probabilities for producing double vacancies. d Probabilities for

producing complex defects in graphene. The confidence intervals are estimated by the standard

error of the mean in a Poisson distribution for the sputtering yield, and as the Clopper-Pearson

interval for the probabilities. Data reproduced from [7]

indicates that the binary collision model might remain valid in these cases (only one

atom at a time is strongly interacted with). However, sputtering yield is a statisti-

cally obtained measure, and it can’t be excluded that some cases with more than one

sputtered atom per ion are included in the data.

Out of the different defect classes, single vacancies are the most prominent ones

(notice the different y-scales in the panels). With He, the picture is quite clear: over

the whole simulated energy range, single vacancies are produced almost exclusively,

and the sputtering yield, and single vacancy curves are nearly identical. Thus, He ions

provide quite a selective tool for modifying the atomic structure of graphene. The

situation becomes more complicated only at higher ion energies (>10 keV) where

complex defects start to appear.

While single vacancies are the most probable defect also with Ne, especially at

sub 10 keV energies, double vacancies also appear at significant rates. Interestingly,

the double vacancies show two maxima (at 100 eV and 5 keV), with the proba-

bility going to zero between them. These peaks can be attributed to two different

creation processes: the lower energy case corresponds to the situation sketched in
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Fig. 3.5, where the ion simultaneously displaces two target atoms. As is visible also

in the sputtering yield plots, the displacement cross-section shrinks with increasing

energy, and thus the overlapping area of neighbouring cross-sections also decreases,

eventually bringing the probability of this process to zero.

The second peak is explained by a slightly more involved process. Here, the ion

interacts strongly only with a single target atom, transferring enough momentum to

displace it. However, as the ion moves fast at these energies (as compared to the target

atoms), the momentum transfer is nearly symmetrical in the out-of-plane direction.

Consequently the initially displaced atom gains momentum in the in-plane direction,

having a chance to displace a second atom via a secondary collision.

This process explains also the appearance of the peak in the complex defect

class at high energies (note that the complex defect class includes both the complex

vacancy and amorphization classes described in Fig. 3.6). The in-plane momentum

transfer can lead to a more extensive collision cascade, and the probability and ‘vio-

lence’ of such a cascade increases with increasing ion energy.

At this point it should be noted, that the appearance of the double vacancies and

larger defects indicates that the binary collision model is not adequate any more in

the case of Ne. However, for He it can still be expected to work correctly.

3.4.1.2 Irradiation at an Angle

The importance of the in-plane cascades occurring in the perpendicular direction

to the ion trajectory suggests that the angle of incidence 𝜃 plays an important role

in the damage production process. This insight is, indeed, verified by simulations

run with varying 𝜃 [1]. Figure 3.8 shows the probabilities for producing the different

types of defects with different angles of incidence. The red lines at 𝜃 = 0 corre-

0 
20 

40 
60 

80 
0.1 1 10 100

0.2

0.4

Pr
ob

ab
ilit

y

θ
(°)

K (keV)

He
Single vacancy

0 
20 

40 
60 

80 0.1 1 10 100

0.2
0.4
0.6
0.8

1

Pr
ob

ab
ilit

y

θ
(°)

K (keV)

Ne

0 
20 

40 
60 

80 
0.1 1 10 100

0.2

0.4

Pr
ob

ab
ilit

y

θ
(°)

K (keV)

He
Double vacancy

0 
20 

40 
60 

80 
0.1 1 10 100

0.2
0.4
0.6
0.8

1

Pr
ob

ab
ilit

y

θ
(°)

K (keV)

Ne

0 
20 

40 
60 

80 
0.1 1 10 100

0.2

0.4

Pr
ob

ab
ilit

y

θ
(°)

K (keV)

He
Complex vacancy

0 
20 

40 
60 

80 
0.1 1 10 100

0.2
0.4
0.6
0.8

1

Pr
ob

ab
ilit

y

θ
(°)

K (keV)

Ne

0 
20 

40 
60 

80 
0.1 1 10

0.2

0.4

Pr
ob

ab
ilit

y

θ
(°)

K (keV)

He
Amorphization

0 
20 

40 
60 

80 
0.1 1 10

0.2
0.4
0.6
0.8

1

Pr
ob

ab
ilit

y

θ
(°)

K (keV)

Ne

Fig. 3.8 Probabilities for producing different types of defects in graphene by ion impacts at varying

angles of incidence. Each curve in the fence plots corresponds to a different polar angle of incidence.

The values are averaged over the full range in the azimuth. Data reproduced from [1]



3 Structural Changes in 2D Materials Due to Scattering of Light Ions 81

spond to the data in Fig. 3.7 (with the exception of showing the complex vacancy

and amorphization classes separately).

One of the effects of tilting is the increased projected atomic density of the target,

or in other words, decreased Aatom (see Fig. 3.3). With decreasing Aatom, the dis-

placement cross-section in (3.4) correspondingly increases, which should lead to

an increased damage production probability. This effect is visible in the simulation

results of Fig. 3.8. In the case of He, the single vacancy probability increases con-

siderably with increasing 𝜃, and eventually also double vacancies and larger defects

start appearing. With Ne the situation is somewhat more complicated, as the differ-

ent defect classes ‘compete’ in the graphs. For example, the increasing double and

complex vacancy maxima start making a dent in the single vacancy probabilities

with increasing 𝜃.

One important feature in the data of Fig. 3.8 is the increasing energy range at low

energies where no defects are produced. This is visible as the ‘plateau’ at the high-

𝜃/low-energy corner of the graphs. This is essentially a channeling effect, where the

ion is reflected by a series of minor scattering events with a large number of carbon

atoms. In such a process none of the carbon atoms acquire enough energy to be

displaced, and the ion is simply redirected back into the vacuum. Such a process is

described in more detail, e.g., in [32].

Direct collisions with multiple target atoms are the main process through which

also larger defects are produced with high tilt angles, as the cross-sections of even

more than two atoms can start overlapping. On the other hand, the circumstances for

creating in-plane collision cascades are specific to the normal angle of incidence,

and the probability of such events decreases with a tilted angle.

One shortcoming of the previously discussed results is that they only consider

impacts on a pristine target, and the evolution of the material during prolonged irra-

diation is not accounted for.

3.4.1.3 Effect of Continuous Irradiation

To model the effect of earlier damage on the damage rates, MD simulations with

previously damaged targets can be conducted. In [27] ion impacts on graphene with

varying defect concentrations were simulated. The main finding was that graphene

remains stable even at extreme vacancy concentrations of up to 35%, thanks to the

ability of the carbon network to reorganize into an interconnected membrane even in

the presence of vacancies. However, the increasing vacancy concentration affects the

probability for sputtering. As a result, vacancy concentration as a function of dose

becomes
1

cv(𝜙) =
1

n
𝜂Y0

+ 𝛾
, (3.16)

1
The formula has been established for low cv and shows asymptotically wrong behaviour for cv → 1.

It can therefore only be trusted for cv ≪ 1.
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Fig. 3.9 Predicted vacancy

concentration cv in graphene

under continuous He

irradiation at 30 keV as a

function of irradiation dose 𝜂

assuming Y0 ≈ 0.005 and

𝛾 = 1.1

where 𝜂 is the irradiation dose (ions/nm
2
), n ≈ 38.2 atoms/nm

2
the density of

graphene, Y0 sputtering yield at cv = 0 and 𝛾 a constant which can be obtained

through simulations [27]. Vacancy concentration is plotted in Fig. 3.9 with values of

Y0 = 0.005 and 𝛾 = 1.1, obtained for He irradiation of graphene at 30 keV through

MD simulations [27]. Transmission electron microscopy studies have shown that

cv ≈ 10% corresponds to amorphization of graphene [33]. According to Fig. 3.9, this

would correspond to a dose of ca. 5 × 102 ions/nm
2 = 5 × 1016 ions/cm

2
, whereas

three times the amorphization dose should lead to cutting [34].

3.4.2 Experimental Results

Experimental studies on manipulating 2D materials using helium ion microscopy

have been relatively rare until very recently. However, it was shown already in

2009 in an application note by Dan Pickard [35] that HIM can be used to carve

features into suspended graphene membranes. The smallest demonstrated feature

was a 5 nm wide graphene nanoribbon (GNR), but the cuts themselves were sig-

nificantly larger. According to their results, this was effectively achieved with an

irradiation dose of about 3 × 1018 ions/cm
2
. This is an order of magnitude higher

than what was estimated above, based on MD simulations, to be enough for drilling

holes into graphene. One should note, however, that contamination, which is present

in all graphene samples, can cause some discrepancy between the MD results and

experiments. For example, in a recent graphene amorphization study utilizing a Ga
+

focused ion beam the vacancy concentration estimated via MD simulations (similar

to above) was more than three times higher than that estimated experimentally [34].

Since 2009, many research groups have also written features on supported graphene

using HIM [36–44], while much fewer studies have been published on suspended

membranes [45, 46].

While the earlier works mainly demonstrated that He
+

irradiation can be used to

write features into graphene, the more recent studies have also explored the effects of
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the irradiation on the graphene structure and its properties, typically via Raman spec-

troscopy [26, 40–42, 44]. One recent study [47] embedded graphene into a hexag-

onal boron nitride sandwich structure to protect it from substrate-induced damage

during irradiation. The authors concluded that such an arrangement enhanced the

self-healing capability of graphene and facilitated its efficient nitrogen doping from

the boron nitride encapsulation. A significant defect concentration was found, but

its quantification was not possible due to hydrocarbon contamination. In [26], it

was shown that for graphene on a substrate, an imaging dose of 1013 ions/cm
2

is

safe as shown by unchanged Raman spectra, whereas clear damage is observable

at 5 × 1014 ions/cm
2
. Unfortunately, for a good signal to noise imaging a dose of

1017 ions/cm
2

is required. The authors also note that the damage is less for suspended

graphene because of the lack of sputtering from substrate, which causes damage dur-

ing irradiation in the case of supported samples.

At the moment, the only work in which the atomic structure has been directly

imaged after He
+

irradiation was that of [48]. There, scanning transmission electron

microscopy was used to study the atomic structure of defects created by He
+

irradi-

ation at 30 keV and a 30
◦

irradiation angle up to a dose of ca. 1016 ions/cm
2
. The

shown defect structures agree well with the estimate of [42] where Raman spectra

was used to conclude that the typical defect size in graphene due to He
+

irradiation

is 0.8 nm. Also the doses used in this study agree well with the estimates from MD

simulations above, where a similar dose was estimated to lead to amorphization of

graphene.

3.4.3 Other 2D Materials

3.4.3.1 2D Hexagonal Boron Nitride

2D hexagonal boron nitride (2D h-BN) is strikingly similar to graphene in terms of

crystal structure, lattice constant and atom mass. However, the two different sub-

lattices are occupied one by boron and the other by nitrogen atoms. To date, the

only study on ion irradiation of h-BN that could be located is the MD study of [49].

The basic idea there was similar to the graphene MD studies presented above. As

expected from the structural resemblance of h-BN to graphene, the results of the

former follow closely what was observed with the latter (see Fig. 3.10). The main

distinction is that two types of single vacancies are produced in the binary h-BN,

as either B or N can be displaced. Similar to graphene, the He ions again produce

almost exclusively single vacancies, while Ne irradiation results in a richer zoo of

defects. The probability of an amorphization event is lower in h-BN. This is due to

the binary nature of the material, and the low stability of B-B and N-N bonds when

incorporated into the 2D network, which in turn prevents flexible reorganization of

the atomic network typical for graphene.
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Fig. 3.10 Probabilities for producing different types of defects in 2D hexagonal boron nitride by

ion impacts at varying angles of incidence. Each curve in the fence plots corresponds to a different

polar angle of incidence. The values are averaged over the full range in the azimuth. Data reproduced

from [49]

3.4.3.2 2D Transition Metal Dichalcogenides

2D TMDs have gained much popularity recently. These materials consist of a tran-

sition metal atom which is accompanied by two chalcogen atoms. The best known

example of such materials is 2D MoS2. Despite the popularity of these materials,

no study exploring the influence of ion irradiation on them could be found. Here, a

brief discussion on the requirements of such MD simulations will be given.

As with any MD work, the first issue is to decide on the interaction model. As

listed in Sect. 3.3.2, at least two different potentials exist for MoS2. Since analyti-

cal potential development is not a trivial task, these potentials should be used as a

starting point. A useful sanity check before running ion impact simulations with this

potential (or any new potential) would be to compare the displacement threshold

energy against DFT calculations [6], which would indicate whether such dynamic

processes are modeled accurately. TMDs which are isoelectronic with MoS2 (e.g.,

MoSe2) could be modeled to first approximation with the same interaction potential

by simply changing the atom masses. However, special care should be taken when

conducting sanity checks and detailed interpretation of the results.

The three dimensional structure within a single layer of a TMDs can be expected

to play an important role in defect production under ion impacts. First of all, collision

cascades are more easy to initiate, as the primary displacements do not need to hap-

pen strictly in the in-plane direction. Second, the angle of incidence will probably

influence the defect production even more than in the case of graphene and h-BN: the

normal angle of incidence is an easy channeling direction from the point of view of

the chalcogen atoms (the bottom chalcogen sits right behind the top one), and once

the angle of incidence is tilted, all of the atoms are exposed to the ions.

Classification of defects will be more complicated than in the relatively simple

case of graphene. Vacancies should be separately identified for the metal atoms and

the chalcogens in the top and bottom layers. Also interstitials can be produced as the

displaced atoms could stop inside the layer. The recommendation here would be to

limit the detail in which defects are classified, and focus on, e.g., sputtering yields
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and the general extent of disorder as in total number of unoccupied lattice sites and

interstitial atoms after the impacts. It is also a relatively easy task to calculate the

extent of lost structural integrity, for example, by looking at the structure factor for

each atom in the structure.

In any case, there is a wealth of research waiting to be carried out in this field.

3.5 Summary

In this chapter, the methodology and published results on the effects of He and Ne ion

irradiation of 2D materials were reviewed with a theoretical perspective. Since direct

observation of the dynamical atomic scale processes taking place during He/Ne ion

microscopy is extremely challenging, simulation methods are currently the only fea-

sible route for understanding and predicting the response of the target to ion bom-

bardment.

To this end, a well-established theoretical framework for modeling the ion-matter

interaction was presented. First, the simplest approximation, i.e., the binary colli-

sion model was described, after which the discussion was expanded towards more

realistic methods, mainly concentrating on MD. The aim of the chapter is to be thor-

ough enough to enable the reader to start conducting his own simulations, typically

employing one of the many freely available simulation codes.

When reviewing the existing results, most of the discussion was focused on

graphene. This due to the simple fact, that out of the class of 2D materials, graphene

is, by far, the most studied one. It was shown that by tuning the experimental setup

via selecting the ion species, the ion energy or the irradiation angle can all be sepa-

rately used to gain detailed control over the dynamical processes that take place in

graphene. Very similar behaviour of 2D h-BN to graphene was observed under ion

irradiation, which is not that surprising, taking the similarity of the materials into

account. As no simulation studies of ion irradiation 2D TMDs are available, the dis-

cussion was limited to how such simulations could be conducted, and what are the

important considerations in such studies.

While the discussion was focused on free-standing 2D-materials, it was noted that

a possible substrate plays a crucial role in ion irradiation of 2D materials by stopping

atoms from sputtering from the 2D material, and also via leading to more damage

due to sputtering of the substrate atoms. Unfortunately, due to space limitations, this

topic was not explored in any detail in this chapter. However, the interested reader is

directed to the following references, where combined simulation and experimental

research has been carried out on irradiation of graphene on metal and SiO2 substrates

with (typically) heavier ions than He or Ne [32, 50–52].

To conclude, although HIM has until now been mostly used to simply etch features

into graphene, this method holds great promise also for more delicate tailoring of the

atomic structure of 2D materials, in similar way to what was presented in [34] with
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Ga
+

irradiation. An important advantage of using light ions (He or Ne) is the fine

control over the induced transformations and feature sizes and, indeed, by correct

parametrization, He or Ne beams can be used to produce exclusively, e.g., single

vacancies in a 2D material with good spatial resolution.
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Chapter 4
Monte Carlo Simulations of Focused Ion
Beam Induced Processing

Rajendra Timilsina and Philip D. Rack

Abstract Focused ion beam technologies have revolutionized the modern material

research, development and production. It has offered new possibilities for materi-

als modification and fabrication with a higher spatial resolution by using helium

and neon ions. In recent years, various experimental and numerical simulation

approaches have been developed and implemented to broaden the applications of

focused ion beam technology. The Monte Carlo (MC) simulation approach is one

of the useful techniques to study the ion-solid interactions which provides crucial

quantitative information which cannot be achieved, in some cases, from the exper-

iments. The MC approaches have a number of advantages over analytical calcula-

tions. It allows a more rigorous treatment of scattering events, energy distribution

of incident ions, recoil target atoms or molecules and secondary electrons as well

as their angular distributions. This chapter presents a brief introduction of a Monte

Carlo simulator called EnvizION and some simulation results related to focused ion

beam induced physical sputtering, Extreme Ultraviolet (EUV) mask repairs, and

sputtering-limiting as well as resolution-limiting effects.

4.1 Introduction

Although focused ion beam processing was mainly focused on traditionally usedGa+
liquid ion source in the past several decades, it has garnered much attention towards

the higher resolution gas field ion sources such asHe+ andNe+ since the past decade.
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Several experimental and simulation efforts have been devoted in the area of focused

ion beam induced processing such as precursor gas assisted deposition, etching and

sputtering by using helium and neon ions. The advantage of simulation process is

not only improvements in the fundamental understanding of the relevant ion-solid

interactions but they also provide a predictive power for further advancement. The

most popular ion-solid interaction simulator to date is SRIM/TRIM, a Monte Carlo

simulator, developed by Ziegler et al. [1, 2]. While the simulator has several advan-

tages for a myriad of applications, it is lagging in providing the understanding of the

nanoscale evolution related to ion beam nano-machining because it does not capture

the substrate evolution during the sputtering process. The other simulators such as

SDTrimSP [3], MCSIM [4] and Geant4 [5] are mainly used to calculate ion trajec-

tories and energy loss for energetic ion solid interactions. These simulators include

recoil algorithms, and thus can determine the energy-dependent sputtered yield infor-

mation for flat surfaces, but do not evolve with the topography changes associated

with the sputtering. However, other programs such as AMADEUS [6], IONSHAPER

[7] and FIBSIM [8] have been used to calculate the evolution of the surface. Most of

these methods combine ion angular and spatial distribution data from Monte Carlo

ion-solid simulations and evolve surface topography in a continuum or cellular man-

ner. For example, the IONSHAPER simulator [7] needs input information such as

angular distribution and sputtered yields of sputtered atoms and backscattered ions

for the subsequent topography modeling. Nellen et al. [9] used SRIM/TRIM [1, 2]

and Geant4 [5] ion-solid Monte Carlo data to study linear trench and prototyping

of silicon milling with focused ion beams (Ga ions). In their approach they input

the Monte Carlo sputter yields and sputtered ion and backscatter ion distributions

as well as experimental re-deposition information into the IONSHAPER software

[7]. The IONSHAPER software mimics the natural erosion process by a surface

velocity vector normal to a discrete surface where the surface shape is a fully con-

tinuous derivative. Additionally, Kunder et al. [10] studied the structural changes in

sputtering in a similar way by integrating the Monte Carlo ion implantation program

(MCSIM) into a three-dimensional topography simulator called ANETCH [10]. Fur-

thermore, Moller developed a computer program called “TRI3DYN” that allows the

simulation of the evolution of the shape and the composition of three dimensional

nano-structures [11].

Recently, Timilsina et al. [12, 13] have developed a three dimensional Monte

Carlo simulator of focused ion beam induced sputtering, called the EnvizION simu-

lator. Although it has a wide range of capabilities to simulate nanoscale deposition

[14] and etching, the physical sputtering mechanism is focused in this context. The

main goal of their approach is to develop a program that directly simulates the topog-

raphy evolution due to sputtering in the Monte Carlo environment. In this way it can

be directly studied in a wide range of ions and target combinations without prior

knowledge about the sputtered yields. The only tuning parameter per se in the simula-

tor is the surface binding energy of the target material. As a starting point the authors

have simply used the heat of sublimation for each material, which perhaps fortu-

itously has yielded very good agreement with the energy-dependent sputter yields.

The simulator is capable of tracking sputtered and re-deposited species, illustrat-
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ing the evolution of etched nanostructures and sputtered structures, and the evolving

energy loss distribution and implantation distributions which are very important in

understanding the sub-surface damage [15] for a wide range of ion species. Initially,

the authors were missing the angle dependent information of sputtered atoms [14]

which essentially contributes and even limits the sputter process for high aspect ratio

applications, finally they have implemented it in the EnvizION simulator [12] and

comparisons to experiments prove excellent agreement. Furthermore, the authors

are devoted to add collision cascade models and capture the information of inter-

stitial atoms as well. It should be noted that the utility of this simulator is ideal for

nanoscale focused ion beam induced processing because tractable numbers of ions

can reveal important information for experiments. Larger scale simulations become

problematic for large numbers of ions and thus the other approaches described above

are more appropriate for microscale applications.

In this chapter, a brief introduction of how the fundamental concepts of ion-

solid interactions are implemented in EnvizION simulator is presented. Furthermore,

some simulation results related to physical sputtering of aluminum, tungsten and

copper targets by bombarding neon ions at different energy scales, and a very short

discussion of extreme ultraviolet (EUV) mask repair and resolution limiting effects

are presented.

4.2 An Example of Monte Carlo Simulation: EnvizION
Simulator

The initial development of EnvizION simulator was started by Smith et al. [16]

to study focused helium ion beam induced deposition. The simulator was devel-

oped by integrating trajectory calculation routines and electron and nuclear energy

loss routines from SRIM/TRIM simulator [1, 2], secondary electron routines from

IONiSE simulator [17] and precursor gas handling routines from EBID (electron

beam induced deposition) simulator [18, 19]. The authors studied nanoscale depo-

sition of PtC5 target using precursor gas and helium ions beam [16]. Then, it was

realized that simulation of heavy ions such as neon is very important to study the

nanoscale deposition and to understand the results from experimental Neon Gas

Field Ion Source (GFIS). Timilsina et al. [14, 20] developed the necessary rou-

tines for the heavy ions, implemented them and performed a study of neon ion beam

induced deposition of PtC5. Furthermore, the simulator has the capabilities of sim-

ulating not only single elemental materials (Cu, Al, W etc.) but also the compound

target materials such as SiO2 and a stack of different materials. Over the course of

time, Timilsina et al. [12, 13] also developed the simulator with several capabilities

such as physical sputtering, gas assisted etching, energy loss and implant concentra-

tion calculations, secondary electron and recoil atom re-entries in vias etc. Likewise

in other simulation programs the EnvizION simulator has following assumptions.
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1. The target material is amorphous.

2. The interaction of an energetic ion and a target material is based on a binary

collision approximation.

3. Initially one of the two colliding particles is at rest.

4. The target material is discretized based on three dimensional voxels derived from

the density of the material.

5. The scattering step length of ions, recoil atoms and secondary electrons are

adjusted by subtracting the corresponding empty space along their paths.

6. Instead of considering a collision cascade the recoil atom has a single trajectory

at each scattering step and the atom moves until it is sputtered or it has energy

greater than a cutoff energy.

7. The ion cutoff energy is considered as 250eV—50eV depending on the simulation

where the recoil atom cutoff energy is equivalent to a heat of sublimation energy

of the target material.

Let’s take an example of how a scattering step is calculated in EnvizION simulator as

shown in Fig. 4.1. While an ion strikes at position 1 as shown in Fig. 4.1a, its initial

location (x, y, z) co-ordinates, initial energy and angle of incidence are provided.

After having scattered the ion reaches at position 2. The position 2 is determined by

calculating a scattering angle (𝜃) and an azimuthal angle (𝜓), and their calculations

are described later. Similarly, the ion reaches at position 3 in the next scattering step.

The energy loss while approaching the ion from location 1 to location 2, is used to

generate the recoil trajectory as shown in Fig. 4.1b. The scattering and azimuthal

angles (𝜃1 and 𝜓1 respectively) are calculated as same as the ion.

After occurring several scattering events the ion follows a random trajectory as

shown in Fig. 4.2a. In each scattering step, several quantities (initial x, y and z co-

ordinates, final x,y and z co-ordinates, scattering and azimuthal angles, initial and

final energies of the ion, scattering length, etc.) should be calculated. Furthermore,

recoil atom trajectories in each scattering step as well as secondary electron trajec-

tories as shown in Fig. 4.2b, c respectively need to be calculated. It is to be noted

that the secondary electron trajectories are generated along the step length based on

Fig. 4.1 Schematic

diagrams of a ion and b ion

and recoil trajectories
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Fig. 4.2 Schematic diagrams of a ion trajectory, b ion and recoil trajectories, and c ion and sec-

ondary electron trajectories

secondary electron yields whereas the recoil atom trajectories are generated at the

end of each step length. To provide a complete picture of the simulator, some of the

important routines are described in the following subsections.

4.2.1 Material Database

The database consists of materials properties of energetic ions and target materials.

The properties include atomic number, density, mass, fermi energy, work function,

proton stopping coefficient, etc. and they are taken from various experimental and

theoretical calculations.

4.2.2 Ion Beam Profile

Focused ion beam technology requires the higher image resolution and increased

machining precision for comprehensive analysis. Tuning of ion beam profile over-

comes the limitations of older techniques such as edge resolution analysis and ion

beam spot burns. For this purpose, the EnvizION simulator has a capability to

include jitter in pure Gaussian, cylindrical, or conical distributions of the incident

beam. It can superimpose multiple Gaussian beams and add beam tails on it. It has

also a capability of scanning the target materials in a spot and raster modes in one

and two dimensions. Also, the beam profile has a feasibility of varying geometries

to generate the beam distributions of interest.

4.2.3 Nuclear Energy Loss

When an energetic ion strikes a solid, it undergoes a series of collisions with target

atoms and electrons. Depending on the energy, mass, density and atomic number
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of both incident ion and target material the incident particle loses its energy during

these collisions as shown in Fig. 4.2. The energy loss and trajectories of ions, sec-

ondary electrons and recoil atoms follow the random process. As a result, Monte

Carlo approaches are one of the best methods to understand the mechanism of ion

solid interaction. The energy loss rate,
dE
dx

, can be understood separately as (a) nuclear

energy loss and (b) electronic energy loss. In a nuclear energy loss, the energy of an

incident ion is transmitted as translatory motion to a target atom as a whole and

the moving ion excites or ejects atomic electrons in electronic collisions. One of

the approximations is to calculate electronic and nuclear energy loss separately and

superimpose them as below [21, 22].

(dE
dx

)
total

=
(dE
dx

)
Nu.

+
(dE
dx

)
Elec.

(4.1)

Most simulators use this approximation to calculate the energy loss during the col-

lisions and the EnvizION simulator also does the same. The nuclear energy loss can

be calculated as (dE
dx

)
Nu.

=
4M1M2

(M1 +M2)2
sin2

(
𝜃

2

)
E. (4.2)

where M1 is mass of an incident ion, M2 is mass of the target atom, 𝜃 is a scatter-

ing angle and E is the energy of the ion respectively. The scattering angle can be

calculated in two ways based on the ZBL (Ziegler, Biersack, and Littmark) reduced

energy (𝜀) [23].

𝜀 =
32.53M2E

Z1Z2(M1 +M2)(Z0.23
1 + Z0.23

2 )
(4.3)

If the reduced energy, 𝜀 ≥ 10 the Rutheford scattering formula is used as follow.

sin2
(
𝜃

2

)
= 1

1 + (1 + b(1 + b))(2𝜀b)2
(4.4)

where b is an impact parameter. If 𝜀 < 10, the magic formula of scattering is used.

The impact parameter calculations and Magic formula for scattering can be found

elsewhere in literature [1, 2, 21, 22].

4.2.3.1 Nuclear Stopping Power and Cross-Section

Nuclear stopping power is an average nuclear energy lost by a moving ion due to

elastic collisions per unit length travelled in the target [21]. Figure 4.3 depicts the

nuclear, electronic and total stopping power of helium ion. In 1985, Ziegler, Biersack,

and Littmark (ZBL) developed an expression for the nuclear stopping cross-section

as follow [22]
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Fig. 4.3 Stopping power of helium ions. This figure is taken from [24] with permission

Sn(𝜀) =
0.5ln(1 + 1.1383𝜀)

(𝜀 + 0.01321𝜀0.21226 + 0.19593𝜀0.5)
(4.5)

for 𝜀 ≤ 30, otherwise,

Sn(𝜀) =
ln(𝜀)
2𝜀

(4.6)

where 𝜀, the reduced energy, is calculated in 4.3. For practical calculations, the ZBL

universal nuclear stopping power for an ion with energy Eo is [22, 23] calculated as

follow.

Sn(Eo) =
8.462 × 10−15Z1Z2M1Sn(𝜀)
(M1 +M2)(Z0.23

1 + Z0.23
2 )

(eVcm2)atom−1
(4.7)

4.2.4 Electronic Energy Loss and Stopping Cross-Section

The energy transferred by the ion to the target electrons during the collision mostly

depends on the ion velocity and on the charges of the ion and target atoms. The

electronic energy loss for high energies are given by Nastasi et al. [21] as
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−
(dE
dx

)
Elec.

=
2𝜋Z2

1e
4

E
NZ2

(
M1
me

)
ln
2mev2

I
(4.8)

where I is an average excitation energy in electron-volts, Z1 and Z2 are atomic num-

bers of ion and target atoms, M1 and me are masses of ion and electron respectively,

e is the electronic charge and v is the velocity of the ion. For the low energy, the

electronic energy loss can be approximated from Linhard and Scharff [21]. For the

practical calculation purposes, the Linhard-Scharff stopping cross-section [22] can

be written as

Se(E) = 3.83
Z7∕6
1 Z2

(Z2∕3
1 + Z2∕3

2 )3∕2

(
E
M1

)1∕2

= KLE1∕2
(4.9)

where

KL = 3.83
Z7∕6
1 Z2

(Z2∕3
1 + Z2∕3

2 )3∕2
(4.10)

and Se(E) is in the units of 10−15 eV cm
2

for the ion of energy E in keV and M1 in

atomic mass unit. After multiplying the electronic stopping power by atomic density

the electronic energy loss can be calculated.

4.2.5 Ion and Recoil Trajectories

In order to calculate the ion trajectories, the simulator needs initial x,y and z-

positions of an ion, an incident energy and an angle of incidence. Then, after having

a collision it takes a random path to the next step which depends on the angle of

incidence, a scattering angle calculated by either from the Rutherford scattering or

from the magic formula scattering, an azimuthal angle (2𝜋RAND) where RAND is a

random number [0–1], a step length calculated from stopping powers and an energy

dependent mean free path of the ion for a given target material.

Timilsina et al. [14] presented helium and neon ion trajectories of ten thousands

ions at 25 keV on PtC5 target as shown in Fig. 4.4. The color code in the figures

represent the energy associated with the step lengths. The ion trajectories terminated

if they have either the lower energy than the cutoff energy (250 eV in this case) or

they are back scattered from the surface. These trajectories demonstrate that the neon

has a very small interaction region as compared to helium in the same target material.

It shows that the neon ion is suitable for sputtering purpose rather than the helium.

While calculating the recoil trajectories, the simulator takes the nuclear energy

loss as its starting point and a new direction of a recoil is calculated based on the

direction cosines of the preceding step length of the ion. The scattering and azimuthal

angles for the next step are calculated likewise in the ion trajectories and they proceed

unless they are either backscattered or they have the energy less than the heat of

sublimation of the target material. In Fig. 4.5, ten neon ion and associated recoil
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Fig. 4.4 Simulated ten thousands ion trajectories in PtC5 target at 25 keV. The inner plot is a

zoomed version of the outer plot on the right. The figure is taken from [14] with permission

Fig. 4.5 Simulated ten neon ion (bold) and associated recoil atom trajectories at a aluminum and

b tungsten targets respectively. The incident beam energy was 10 keV in both cases. The figure is

taken from [12] with permission

trajectories are presented for (a) aluminum and (b) tungsten respectively [12]. It is

to be noted that the total nuclear energy loss at the particular step is used to generate

a single recoil trajectory rather than divided to form a collision cascade. Although a

conservation of the nuclear energy loss is implemented while generating the single

recoil trajectory, it is to be further investigated. However, the simulator will include

collision cascade models of recoil atoms and the authors will study the difference

between these two approaches in the near future.

4.2.6 Secondary Electrons

Smith et al. [16] developed a secondary electron generation model in EnvizION sim-

ulator after modifying the approach developed by Ramachandran et al. [17]. First
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of all, likewise the ions the secondary electrons are treated as a binary collision

approximation events where the electronic and nuclear stopping powers are sepa-

rately handled. The authors used Bethe’s stopping power equation to approximate

the number of secondary electron generation at each scattering step. To be consis-

tent with IONiSE simulation developed by Ramachandran et al. [17], the electronic

energy loss component of the ion is used to generate the secondary electrons. The

number of secondary electrons in each scattering step can be approximated from the

following expression [16],

NSE = −
(1
𝜀

)(dE
ds

)
Elec.

(4.11)

where 𝜀 is the energy required to generate a secondary electron. It is a tunable para-

meter and it is determined based on the experimental secondary electron yields

of the target materials. The authors use inelastic mean free paths of secondary

electrons as described in [25] and the energy of secondary electrons according to

Kotera et al. [26].

4.2.7 Precursor Gas Handling

The precursor gas handing is one of the important features of the EnvizION simu-

lator. The target material is discretized in several voxels based on its density. Smith

et al. [16, 19] developed the necessary routines for a gas handing process while

studying the electron beam induced deposition (EBID) and it is well documented in

References [16, 18, 19]. However, an important piece of information in the context

of ion beam induced deposition is provided here. When an energetic ion or a sec-

ondary electron completes its trajectory, the simulator checks for gas desorption and

then adsorption of new gas molecules from the precursor flux. Based on the ion and

electron dissociation cross-sections the simulator decides whether the gas molecule

does deposit or etch on the material surface. Furthermore, the following equation

determines a number of gas molecules/atoms deposited in the surface [19].

Ngas = 𝛤gasNsites𝛥x2t (4.12)

where Ngas is a number of gas atoms deposited, 𝛤gas is the gas flux (calculated from

kinetic theory of gas and pressure), Nsites is a number of available gas surface sites

on the structure, 𝛥x is the linear dimension of voxel and t is the time between elec-

trons or ions based on the beam current. The simulator updates the position of each

gas molecules by a three dimensional surface diffusion algorithm after running the

gas adsorption and desorption algorithms. Furthermore, the simulator tracks and

updates of the possible adsorption sites after the deposition or etching events and

the gas molecules move along the vacant sites by a random walk motion approach. It

is to be noted that the motion of a gas is restricted to empty sites only so that no two
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gas molecules can occupy the same empty site. Finally, the surface diffusion coeffi-

cient, the time for a gas molecule to move and the discrete pixel separation distance

determine the number of gas jumps [19].

4.2.8 Deposition and Etching

When an ion or a secondary electron approaches to a gas site in a surface then based

on a dissociation cross-section probability of a precursor gas it is decided whether

the gas is deposited on the surface or it is etched from the surface. Obtaining an

appropriate dissociation cross-section of ions and electrons is one of the challenging

tasks for many materials to date. However, Van Dorp et al. [27] have provided some

measurements for (CH3)3Pt(CpCH3) precursor on amorphous carbon. The electron-

beam induced dissociation cross-section as a function of energy and ion beam cross-

section of helium ions [28] are presented in Fig. 4.6. It is to be noted that the ion beam

dissociation cross-section was obtained by scaling the electron beam cross-section

[29] via the ratio of the electronic stopping power of Pt20C80 substrate as mentioned

in Reference [28]. The EnvizION simulator uses the same electron and ion dissocia-

tion cross-section approach as described by Chen et al. [28] (shown in Fig. 4.6). The

histograms in the figure are the secondary electron energy spectrum generated from

10 × 103 helium ions on a flat Pt20C80 substrate. Recently, a comparison of helium

and neon ion deposition was conducted by Timilsina et al. [12] by using EnvizION

Fig. 4.6 Electron-and ion-induced dissociation cross sections of (CH3)3Pt(CPCH3). The electron

data are a fit to the data in [27]. The ion data are derived from the latter by scaling via the stopping

power at the same velocity. The histogram is the simulated secondary electron energy distribution,

adjusted to a secondary electron coefficient of 2.9 for a flat Pt20C80 substrate of [29]. The figure is

taken from [28] with permission
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simulator on PtC5 target material. In their studies the neon deposited nanopillars are

narrower as compared to the helium nanopillars. However, more studies are expected

in future because the gas-field neon ion sources are available in these days.

4.2.9 Sputtering Algorithms

While developing the sputtering algorithms a number of quantities such as the

nuclear energy transferred to a recoil atom, surface binding energy of a target mate-

rial, sputtering probability and a direction of a recoil path is to be considered.

These quantities are very sensitive for the sputtering process. Furthermore, sput-

tered species have the lower energies as compared to the incident ions and it is to

be addressed while calculating the stopping powers and mean free paths of ions and

recoil atoms at low energy (especially below 40 eV). SRIM/TRIM [2] is one of the

widely used simulators to study the sputtering process in a Monte Carlo fashion.

However, it has limitations to study the sputtered structure evolution which is already

mentioned in this chapter.

The EnvizION simulator [13] consists of recoil atoms generation and sputtering

routines that can capture different sputtering species such as sputtered atoms, re-

deposited atoms and the empty voxels left behind after the re-deposition. When a

via evolves, the ion and recoil atoms re-enter in the via surface. These re-entries

require an adjustment of their paths by subtracting the travelled path in the empty

regions (no material region). The concepts of re-entry of ion and recoil trajectories in

a via and different sputtering species such as sputtered and re-deposited atoms, and

the empty voxels left behind after being re-deposited are presented in Fig. 4.7. When

an ion strikes at the surface of the via as shown in Fig. 4.7a it travels in the target

material and re-enters in the via and causes a sputtering (the voxel 3). In the similar

fashion, a recoil atom re-enters in a via and re-deposited in a side wall (voxel 5) by

leaving an empty voxel (voxel 4). These can be further understood by conducting

an actual simulation (see Fig. 4.7b, c). The figures consist of two simulated vias

and two representative ion trajectories bombarded at different locations. The red and

blue lines represent an ion and a recoil atom trajectories. In addition, the red, blue

and green spheres represent sputtered, re-deposited and empty voxels in those plots.

The following expression is used to calculate the probability of sputtering.

P = Ae(−d∕𝜆) (4.13)

where P is the probability of an atom to be sputtered, A is a constant which is deter-

mined based on 2𝜋 or 4𝜋 space (in this case A =1, because the sputtering is con-

sidered at 4𝜋 space), d is the step length travelled by the ion or recoil in a particular

step length and 𝜆 is the mean free path of an ion or a recoil atom depending on the

species. The mean free path of the ion or recoil is derived from the stopping cross-

section and the density of the materials and it is an energy dependent quantity rather

than a constant value. It is to be noted that to generate a recoil atom trajectory the
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Fig. 4.7 a A schematic diagram of ion and recoil trajectories and their re-entries in the via. b and c
The simulated ion (red) and recoil (blue) trajectories, and sputtered species (sputtered-red spheres,

re-deposited-green spheres and the empty voxel left behind after a re-deposition occurs in the next

location—blue spheres)

Fig. 4.8 Simulated sputtered structures of Cu target by bombarding Neon ions at 20 keV. a Three

dimensional structure of a via b the middle slice of the via and c the top view of the via. The scan

area of the the neon beam was 15 nm× 15 nm. The red, yellow, cyan and blue voxels in the middle

slice figure (b) are sputtered, re-deposited, empty voxels after the re-deposition and unsputtered

target material voxels respectively

nuclear energy loss should be greater than the threshold energy (an energy required

to remove the atom from the surface, it is ∼25 eV (for Cu)). If a recoil atom has

energy greater than the surface binding energy and a random number [0–1] is less

than the sputtering probability then the atom is supposed to be sputtered. However, if

the atom does not satisfy the condition of sputtering probability but it has an energy

greater than the surface binding energy and there is an empty voxel along the step

length in its path then the recoil atom is supposed to be re-deposited by leaving an

empty voxel in its origin.
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In order to study the structure (via) evolution during the sputtering process,

300,000 neon ions are simulated by using EnvizION simulator [13] on copper target

at 20 keV. The Gaussian beam of 1 nm full-width-at-half-maxima is used to raster

scan the material at 15 × 15 nm
2

area with pixel spacing of 1 nm in both x and y-

directions. Figure 4.8 presents (a) a full three dimensional structure of a via, (b) the

middle slice of the via and (c) the top view of the via surface. A detailed of the

sputtering process are discussed in the following sections.

4.3 Monte Carlo Simulations of Physical Sputtering

After conducting several experimental and theoretical studies over the years it is real-

ized that many materials cannot be removed by chemically assisted processes alone.

Therefore, extensive studies of physical sputtering are needed to understand the

structural evolutions during the sputtering process. It is a statistical process caused

by surface erosion on an atomic scale while transferring kinetic energy from inci-

dent ion to target atoms. One of the measures of the physical sputtering process is

a calculation of sputtered yield, which is defined as the number of ejected species

per incident ion. The sputtered yield depends on several factors such as energy and

incident angles of energetic ions as well as densities and surface binding energies

of target materials etc. Furthermore, it is very sensitive with the shape and size of

the via during the sputtered structure evolution process. Another important aspect is

re-deposition of sputtered atoms in the side wall of the via that controls the sputter-

ing especially at high aspect ratio. Sigmund [30] provided the following analytical

equation to calculate the sputtered yield of the materials. Matsunami et al. [31] and

Yamamura et al. [32] also studied the sputtering yields by updating the Sigmund

equation for small Zt materials.

Y = 3.56
U

ZtZp
(Z2∕3

t + Z2∕3
p )1∕2

Mp

Mt +Mp
𝛼(Mt∕Mp)Sn(E∕Etp) (4.14)

where U is a surface binding energy, Zt and Zp are atomic numbers of a target and

a projectile, Mp and Mt are masses of a target and a projectile, 𝛼 is a function of

(Mt∕Mp) and angle of incidence of the ions, and Sn(E∕Etp) is a universal function

of a nuclear stopping cross-section. The constant Etp is given by the following equa-

tion [21].

Etp = 0.0308(1 +Mp∕Mt)ZtZp(Z
2∕3
t + Z2∕3

p )1∕2(KeV) (4.15)

Although the above mentioned expression is one of the best ways to calculate the

sputtered yield of the material in ideal conditions it is rather a complex process to

obtained the correct sputtered yields in a real situation. For example, during the sput-

tered structure evolution the target materials have amorphous structures in the vicin-
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ity of the vias that will decrease the density of target material as a result the sputtered

yield decreases. Similarly at high aspect ratio via (deeper via) the re-deposition con-

trols the sputtered yields significantly. Therefore, more simulation efforts are needed

to address these types of issues.

The EnvizION simulator [12, 13] has attempted to address these issues in some

extend, however, it still requires to adjust a density of a material in the amorphous

regions which are damaged by the ion bombardments. It has both options to calculate

the sputtered yield in a flat surface condition (without etching) and a real surface

condition (with etching). The sputtered yields calculated with out considering the

etching process can be compared with the analytical expression given by Sigmund

[21] as well as with the sputtered yields obtained from SRIM/TRIM simulator [2].

However, the sputtered yields of the materials with a consideration of an etching

process are always less than the sputtered yields at flat surfaces and they are highly

dependent on a width and a depth (or aspect ratio) of vias.

A sputtering process can be understood from a flow chart of EnvizION simulator

[12, 13] as shown in Fig. 4.9. The simulation of the sputtering process proceeds as

follows. First, the target material is divided into voxels, where each voxel contains

one target atom (or molecule) based on the atomic volume (atomic weight/density)

[16]. An incident ion with a prescribed energy impinges on the target material at

a position governed by the given beam shape (in this case a radially symmetric

Gaussian beam). The nuclear and electronic stopping powers and ion trajectories are

Fig. 4.9 A flow chart of a Monte Carlo program for sputtering. The figure is taken from [12] with

permission
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estimated based on algorithms similar to the SRIM/TRIM simulation, but extended

to three dimensions. If the nuclear energy loss (ENu) for a scattering event is greater

than the surface binding energy (here taken as the heat of sublimation, Es, ∼8.68 eV

for tungsten and ∼3.36 eV for aluminum) [33], then the recoil process routine is

executed. In that routine, the nuclear energy loss between two recoil atoms after a

collision is calculated. The recoil trajectory is determined and the projected path

length to the surface is calculated (d). If the path length includes empty voxels (from

previously sputtered atoms) the path length is reduced appropriately.

Then the sputtered probability is calculated by using the expression e−(d−𝛥d)∕𝜆
where 𝜆 is the mean free path of the recoil atom and 𝛥d is the adjusted path length

for empty voxels [12, 13]. Finally, if the recoil atom has a sputtering probability less

than a random number chosen between 0 and 1, then the atom is removed from the

lattice. The recoil process occurs until a atom/molecule is sputtered or it has energy

less than the surface binding energy (Es). To simulate re-deposition in the resultant

nanostructured vias, atoms that fail the sputter test with a path length extended all

the way to the top surface, but passing through the via, are re-tested with the path

length to the via interface. If this test is passed, then the atom is transferred from its

original position and re-deposited on the surface of the via. Thus, as the via evolves

and the aspect ratio increases, we can track both sputtered atoms and re-deposited

atoms and determine how many sputtering events are necessary to remove atoms

from the vias as a function of their origin [12].

Let’s take a simple example as shown in Fig. 4.10 where the black spheres are

target atoms and white spheres are empty spaces after the sputtering occurred. In

Fig. 4.10a, an ion strikes at the topmost layer of the target material and it follows a

random path (red trajectory). Four atoms are ejected during the process as shown in

Fig. 4.10b. The next ion strikes at the second layer of the target material and take

another random path as shown in Fig. 4.10c. At this time, it ejects five more atoms

from the target as shown in Fig. 4.10d. Now the sputtered yields become 4.5 while

bombarding two ions. The sputtering occurs in this fashion and after a few number

of ions strikes the structure looks like Fig. 4.10e.

Fig. 4.10 Schematic diagrams of the first eight layers of a target material. a An ion (red solid line)

strikes at the first layer of the target material and propagates in it. b The ion sputtered four atoms

while travelling in the material. c An another ion strikes at the second layer of the material and it

does propagate. d The ion sputters five more atoms from its scattering steps. e The sputtered (red
spheres) and unsputtered (black spheres) after striking a few number of ions
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Fig. 4.11 Histograms of final z-positions and the corresponding radial positions of ten thousands

terminated neon ions for aluminum (a and b) and for tungsten (c and d) respectively. The etching

process is ignored for the comparison purpose with SRIM/TRIM. The figure was taken from [12]

with permission

4.3.1 Sputtering of Aluminum and Tungsten

Timilsina et al. [12] conducted a study of focused ion beam induced sputtering of

aluminum and tungsten by using neon ion beams. The aim of their study was to inves-

tigate implant ion distribution, sputtered yield calculation, evolution of nanostruc-

tured vias, and temporal behavior of sputtered and re-deposited events with respect

to number of incident ions. Figure 4.11 depicts histograms of final z-positions and

corresponding radial positions for 100,000 neon ions impinging on aluminum and

tungsten at 10 keV beam energy, in this case they ignored the etching process to

compare their results with SRIM/TRIM simulator. The maximum peaks of the his-

tograms ((a) and (c)) lie at ∼17 nm for aluminum and ∼12 nm for tungsten. These

results are consistent with SRIM/TRIM results [2], in which the maximum peaks lie

at ∼21 nm and ∼10 nm for aluminum and tungsten targets respectively. In addition,

the 90% range (90% of terminated ions lie within it) is also estimated for both alu-
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Fig. 4.12 Simulated and

experimental sputtered

yields of aluminum and

tungsten at different beam

energies and a constant beam

diameter of 20 nm Gaussian.

The figure was taken from

[12] with permission

minum (∼60 nm) and tungsten (∼35 nm) materials. Furthermore, the histograms of

radial distances (where the ions terminated) are presented in Fig. 4.11b, d for alu-

minum and tungsten, respectively [12]. The maximum peaks and the distances are

also presented in the plots. These observations show that aluminum has maximum

peaks and 90% ranges at greater depths than tungsten because of the lower density

of aluminum and its smaller nuclear stopping power.

Authors also simulated sputter yields of neon ions for aluminum and tungsten

as a function of beam energy [12] compared with the experimental data (National

Physical Laboratory database [34]). As shown in Fig. 4.12, the simulation accurately

reproduces both the sputter yield magnitudes and the energy dependence. The energy

dependence of both materials can be understood by the energy dependence of the

nuclear versus electronic stopping power. For instance, at high energy, the nuclear

stopping power decreases, thus less nuclear energy loss near the surface occurs,

which is responsible for the sputtering of the target material [33]. Finally, if one

compares the sputter yield of aluminum to tungsten, both show similar energy func-

tionality, with aluminum having a higher sputter yield over all energies. The increase

in the aluminum sputter yield is dominated by the lower heat of sublimation and over-

comes the fact that tungsten has a higher energy loss density because of its higher

density and atomic number.

Figure 4.13 illustrates the resultant sputtered nanostructures of aluminum (top)

and tungsten (bottom) by 100,000 neon ions at various beam energies (0.5, 1, 2,

5, 10, 20 and 30 keV) with a constant beam diameter of 1 nm (full-width-at-half-

maximum (FWHM) Gaussian beam). The different colored voxels represent atoms

that are sputtered (red), re-deposited (yellow), sputtered but re-deposited (cyan) and

original target material (blue). In Fig. 4.13, the horizontal and vertical lines repre-

sent the FWHM and maximum depth, respectively. The simulated nanostructures

reveal that, in both materials, with increasing beam energy the depth and aspect

ratio increases. The absolute full-width-at-half-maxima of the structures increases
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Fig. 4.13 Neon ions simulated nanostructures with different beam energies at a beam diameter

of 1 nm. The nanostructures of aluminum and tungsten are presented in the top and bottom panels

respectively. The horizontal and vertical lines represent the FWHM and the maximum depths of

the structures respectively. The figure was taken from [12] with permission

to a maximum at 2 keV and then decreases up to 30 keV (∼6 nm). The nanostructure

depths are larger for aluminum at all beam energies as compared to tungsten because

aluminum has a comparatively higher sputter yield relative to tungsten [12].

The sputtering mechanism can be further understood by studying the temporal

behavior (demonstrated as a function of the number of ions) of the via depth and

aspect ratio versus the number of incident ions [12], as demonstrated in Fig. 4.14

for aluminum (a) and tungsten (b). The plots consist of depth profiles (left y-axes)

at 1, 5, 10 and 20 keV, with the aspect ratio in the secondary (right) axes. Both

plots of Fig. 4.14 demonstrate that with an increasing number of ions the depth of

nanostructures increases; however, the growth rate (slope of the depth versus number

of ions) decreases and this decrease scales with the aspect ratio. In both materials,

the aspect ratio increases faster initially, then increases gradually with an increasing

number of ions.

While the aspect ratio for aluminum is higher at the end of each 100,000 ion sim-

ulation, it is an artifact that the aluminum sputter yield is higher and thus the sputter

depth is higher [12]. For comparable depths, however, tungsten has a comparable

or slightly higher aspect ratio, which is attributed to the shorter ion range. The tem-

poral behavior of the number of sputtered and re-deposited atoms with respect to

the number of incident ions at the beam energy of 10 keV is shown in Fig. 4.15.

The figure consists of the incremental number of sputtered and re-deposited atoms

sampled every 10,000 ions up to 100,000 ions for aluminum (left) and tungsten

(right). As shown, the number of sputtered atoms per 10000 ions decreases and the

re-deposited atoms increases with the number of ions (increasing depth and aspect
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Fig. 4.14 Temporal behavior of the depth profiles with respect to the number of incident ions for

aluminum (left) and tungsten (right). Aspect ratios (AR) are presented on the secondary axes (red)

in both the plots. The figure was taken from [12] with permission

Fig. 4.15 Temporal behavior of sputtered and re-deposited events versus the number of incident

ions for aluminum (left) and tungsten (right) at a beam energy of 10 keV. Both plots consist of tan
−

(2/aspect ratio) in the secondary axes. The symbol AR represents the aspect ratio in the plots. The

figure was taken from [12] with permission

ratio). Thus, as the via develops, the sputtering process is retarded because the beam

interaction region is pushed farther from the solid; thus decreasing the escape pos-

sibility of the recoiled target atoms [12]. Thus, for sputtering to proceed, directly

sputtered species are limited by the open angle of the via and a multi-event sputter-

ing from re-deposited species. This trend can be understood by the fact that the open

angle for directly sputtered material decreases with increasing aspect ratio. Further-

more, Fig. 4.15 estimates the sputtered angle, tan−1 (2/aspect ratio), on the secondary

(right) axis which is the angle of the allowable directly sputtered path [12]. As shown,

the functionality of the sputtered angle correlates reasonably with the decrease in the

sputtered atoms.
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Fig. 4.16 Radial distribution of sputtered Cu atoms a 20 keV beam energy at different incident

angles and b normal incidence with different beam energies

4.3.2 Sputtering of Copper

Tan et al. [35] performed a preliminary study of nanomachining with a focused neon

beam by using copper and silicon dioxide target. To understand further their experi-

mental results and to provide more information related to neon ion beam interactions

with copper, Timilsina et al. [13] conducted a simulation study by using EnvizION

simulator. First of all, the authors calculated the distribution of sputtered atoms with-

out considering an etching process and using a point source. It enabled them to com-

pare their results with SRIM/TRIM [2] in which a structure evolution during the

sputtering was ignored. Figure 4.16 depicts radial distributions of sputtered Cu atoms

at 20keV neon with different angles of incidence and normal incidence with different

neon beam energies respectively. The radial distances in the figures were calculated

along the target surface. These radial distributions of the sputtered atoms can be also

correlated with the energy dependent and angle dependent sputtered yields as shown

in Fig. 4.17.

The angle dependent sputtered yield gradually increases with increase in angle

of incidence and it starts to decrease at approximately 80 degree as shown in

Fig. 4.17a. Similarly, the energy dependent sputtered yields follow the similar trend

as SRIM/TRIM simulator as shown in Fig. 4.17b.

However, with a consideration of the etching in target materials, the sputtered

yield becomes limited due to the nature of nanostructure evolution such as aspect

ratio of via and re-deposition of atom in the side wall of the via. For this purpose, the

authors [13] simulated the neon beam in three different doses (a) 1.5 × 1018Ne+∕cm2

(b) 3.0 × 1018Ne+∕cm2
and (c) 6.0 × 1018Ne+∕cm2

. Figure 4.18a demonstrates the

temporal evolutions of sputtered (red), re-deposited (blue) and the sum of the sput-

tered and re-deposited species (black) of copper during the process. The number
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Fig. 4.17 a Angle dependent sputtered yields at 20 keV neon beam energy, and b energy dependent

sputtered yields at normal incidents

of sputtered atoms decreases and the re-deposited atoms increases with increasing

aspect ratio of the etching via. This observation is correlated to the effective escape

angle of the sputtered species. The sputtered versus re-deposited fraction depends

on the trajectory of the copper atom. The open-angle varies approximately as 2

× tan
−1[(W∕2)∕d] where W represents the top of the via width and d is the depth

[13]. The sputter yield does scale different than the simple open-angle function due to

the typical cosine distribution of sputtered species in which the angular distribution

of sputtered species is a maximum normal to the substrate. In order to further under-

stand the re-deposited process the via depths are calculated after every one million

ions run and the number of re-deposited atoms versus the corresponding depths are

presented in Fig. 4.18b. These observation clearly show that the re-deposition events

are increasing with increasing depths of the via. Clearly, the rate of re-deposition

starts to increase dramatically at ∼150 nm and begins to saturate at the ∼250 nm

depth where the re-deposited yield approaches the sputter yield with only a small

fraction of the atoms being removed [13].

To understand the nanostructure evolution the sputtered vias are presented in

Fig. 4.19. The figure demonstrates the middle slices at three different doses as men-

tioned above. The simulated via depths at the three doses are ∼152 nm (a), ∼205 nm

(b) and ∼272 nm (c), respectively. The corresponding via widths at FWHM are

∼24 nm (a),∼27 nm (b) and ∼35 nm (c), respectively. The summation of the 15

× 15 1 nm FWHM beam profiles to the sputter cross-sections (white dotted Gaussian

beam) are also included in the figure. These observations are in reasonable agree-

ment with the experimental study conducted by Tan et al. [35].

Energy loss, surface damage and implant concentrations are another set of infor-

mation that play very important role to understand the ion solid interactions. In order

to investigate the cumulative nuclear energy loss and implant concentrations, Tim-

ilsina et al. [13] conducted a study. In their study, 3.0 × 105 neon ions were simulated

using the sputtering algorithm at primary beam energies of 9, 12, 20, 25 and 34 keV
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Fig. 4.18 a Temporal

behavior of sputtered,

re-deposited and the sum or

total of copper atoms that are

displaced as a function of the

cumulative number of Ne

ions (each data point is

sampled every one million

ions). b Number of

re-deposited atoms sampled

at every one million ions

versus the corresponding via

depths. These plots are taken

from [13] with permission

on copper substrate in the 15 nm× 15 nm raster scanned area. In these simulations

the nuclear, and electronic energy loss, and the implanted ion positions (which are

the ion locations when the ion energy drops below the cutoff energy of 250 eV), are

stored for each scattering event.

A collage of simulation results for the 20 keV simulation compared to an experi-

mental image of the 20 keV damage profile [13] are illustrated in Fig. 4.20. A TEM

micrograph Fig. 4.20a of the bottom of a copper film etched by a neon beam at

1.6 × 1018Ne+∕cm2
dose shows a noticeable damage region ∼49 nm beneath the

etched nanostructure. The sub-surface radiation damage is characterized by a high

concentration of nano bubbles that are associated with copper vacancy coalescence

which likely act as a sink for the implanted neon. Figure 4.20b demonstrates the

simulated central sputtered etch slice that illustrates an etch depth of ∼13 nm (and

a FWHM of ∼16 nm). Figure 4.20c is a plot of the radially averaged nuclear energy



112 R. Timilsina and P.D. Rack

Fig. 4.19 Simulated via structures of Cu at the doses of a 1.5 × 1018Ne+∕cm2 b 3.0 ×
1018Ne+∕cm2

and c 6.0 × 1018Ne+∕cm2
and the beam energy of 20 keV. The color code: blue

(substrate), red (sputtered), yellow (re-deposited) and cyan (sputtered but re-deposited) depict dif-

ferent species. The dotted curves inside the vias represent the summation of 15 × 15 Gaussian

beams (of 1 nm FWHM) in each plot. The figure was taken from [13] with permission

Fig. 4.20 a TEM micrograph, b middle slice of the via, c nuclear energy density, d implant neon

concentration for 20 keV beam energy on copper. The dotted black curves represents the sputtered

area of copper in figures (c) and (d) respectively. The affected area in TEM micrograph (a) is also

highlighted. The figure was taken from [13] with permission
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loss density as a function of position for the 20 keV simulation, where the color scale

represents the logarithm of the nuclear energy loss per volume (eV nm
−3

). Finally,

Fig. 4.20d illustrates the logarithm of the radially averaged implant concentration as a

function of position [13]. The etched material in Fig. 4.20c, d are denoted by the black

dotted curves. To correlate the observed damage profile observed in the TEM micro-

graph (∼49 nm), we note the simulated nuclear energy loss and implant concentra-

tion at the experimentally observed damage profile at ∼49 nm below the bottom of

the simulated etched via is ∼1 keV nm
−3

and ∼4×1020 Ne+cm−3
, respectively [13].

Note that the implant concentration scale less than or equal to 1018 Ne
+

cm
−3

is given

by the same color (dark blue).

4.4 EUV Mask Repair

Extreme Ultraviolet (EUV) lithography is a next generation lithographic technique

of miniaturization in the nanoelectronics industries. However, it requires reflective

masks which consist of multilayer dielectric mirror of two different materials with

alternating refractive indices. Molybdenum-silicon multilayer system is one of the

choices due to its ability to act as a mirror in 13.5 nm wavelength region which has

a reflectivity of approximately 70% [36]. Tantalum nitride (TaN) is the most com-

monly used and studied absorber layer. However, it spontaneously etches during the

exposure of XeF2 while performing mask repair. Therefore, nickel can be an alterna-

tive candidate of EUV absorber layer because it has superior EUV absorption over

TaN [36].

Carlos et al. [36, 37] conducted a study by using the new gas field ion micro-

scope as a possible strategy for repairing opaque nickel EUV defects. They inves-

tigated helium and neon ion beam induced etching of nickel at different doses and

energies. The authors used the EnvizION simulator to study sputtering of nickel by

using helium and neon ions and correlated observed damage and bubble formation

to nuclear energy loss and the implanted inert gas concentration in Molybdenum-

silicon stacks. In order to understand the observed damage induced by the helium

irradiation, the authors simulated the energy loss at 16 and 30 keV. The simulation

was performed by bombarding 100,000 helium ions with a raster scan over a 10 nm

by 10 nm area which corresponds to an experimental dose of 1 × 1017 ions/cm
2
.

Figure 4.21a depicts nuclear and helium ion concentration profiles with TEM image

at 16keV simulation. The damage can be seen up to ∼140 nm depth, where the thick-

ness of nickel layer is 50 nm. From Fig. 4.21a, the nuclear energy threshold can be

calculated and it is ∼80 eV/nm
3
. This energy correlates well with the damage thresh-

old for 1 × 1017 helium ions/cm
2

dose. From Fig. 4.21b at 30 keV helium ion sim-

ulation, a clear damage up to ∼180 nm is observed. Their observation shows that

the most significant nuclear energy loss remains close to the top surface and with

in the nickel layer. Furthermore, their study [36] presents the nuclear energy loss
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Fig. 4.21 a Simulated nuclear energy loss (left) and the resultant neon implant concentrations (on

right) are compared to the experimental TEM micrograph (middle) exposed to 16 keV for He ions

at a dose of 2 × 1017Ne+∕cm2
. b the same as (a), but for 30 keV Helium ions. This figure is taken

from [36] with permission

near the top of the MO/Si stack is still sufficient to induced some intermixing of

silicon and molybdenum. A critical energy density in this region is approximated

∼(80–100) eV/nm
3
.

Although the EnvizION simulations [12, 13] do not show a discernible etching

of nickel with helium at 16 and 30 keVs, it can be observed while using neon ions.

Carlos et al. [36] showed the etching of approximately 32 nm depth of nickel by bom-

barding 150,000 neon ions at 10 nm by 10 nm area with an experimental equivalent

dose of ∼2×1017 Ne
+

/cm
2

at 30 keV. In Fig. 4.22, the volumetric nuclear energy

loss and final concentrations for neon at 30 keV are compared side by side with the

actual TEM cross section micrograph at the same dose. In this case, it is notable

that a high nuclear energy loss region extends beyond the nickel layer into the Mo/Si
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Fig. 4.22 Simulated nuclear energy loss (left) and the resultant neon implant concentrations (on

right) are compared to the experimental TEM micrograph (middle) exposed to 30 kV at a dose of

2 × 1017Ne+∕cm2
. This figure is taken from [36] with permission

multilayer. Figure 4.22a depicts the damaged region at ∼2×1017 Ne
+

/cm
2

includes

nanobubbles in the nickel, but concentrated near the interface of the Mo/Si stack

within the stack to a shallow depth of about 50 nm as shown in Fig. 4.22b. Here,

it is clear that the peak energy loss is taking place within the Ni, where it causes

physical sputtering, yet substantial nuclear energy loss also extends into the Mo/Si

region down to ∼100 nm from the original top surface of the nickel (experimentally,

the halo extends to ∼116 nm). For etching in nickel to take place, the simulation [36]

predicts a minimum nuclear energy density of ∼30 keV/nm
3
. Bubbling is observed

and is attributed to the implanted neon at concentrations on the order of 1 × 1021
Ne

+
/cm

3
; while conversely, no damage is again discernable below 80 eV/nm

3
.

4.5 Resolution Limiting and Sputtering Limiting Effects

The resolution limiting and sputtering limiting effects are some of the important

issues to be addressed in focused ion beam technology. The study conducted by

Timilsina et al. [13] has provided some remarkable information that can be achieved

from EnvizION simulations, however, more woks have to be done in this field. For

example, changing various beam profile such as point source, cylindrical with differ-

ent radius, Gaussian beams and addition of beam tails on the original Gaussian beams

etc. can provide valuable information about the sputtering and resolution limiting

effects. The authors have commented on both sputtering rate-limiting and resolution-

limiting effects by performing neon ion beam sputtering simulation on copper [13].

Their studies demonstrated that the damage evolved in copper target effectively

decreases the density of the material as a result the sputter yield of the material

also decreases. Furthermore, the re-deposition of copper at high aspect ratios which
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Fig. 4.23 Nuclear energy loss density at Cu target with 702,000 neon ions (a dose of 3.12 ×
1017Ne+cm−2

) of 20 keV. The inner plot of (a) depicts the sputtering profile and (b) is a zoomed

region of the rectangle shown in (a). The dark blue color of figure (b) represents nuclear energy

loss of 1 keV nm
3

or less. This figure is taken from [13] with permission

lowers the amount of material that is sputtered from the via. The resolution-limiting

effects can be illustrated by comparing a simulation of the sputter profile and the

resultant energy loss density as shown in Fig. 4.23. Figure 4.23a consists of a plot of

nuclear energy loss at 20 keV neon beam at copper target. The sputtered structure of

approximately 35 nm depth is also included in the plot. The solid black and dotted

black lines in the figure represent a resultant two dimensional beam after superim-

posing Gaussian beams of 1 nm full-width-at-half maxima (FWHM) raster at 15× 15

nm
2

area and boundary line of the sputtered via structure respectively. Figure 4.23b

is a zoomed portion of a square region shown in Fig. 4.23a.

Figure 4.23 compares the sputter profile and the energy loss for a 702,000 neon

ions simulation, an equivalent dose of ∼3.12×1017Ne+cm−2
, assuming a 1 nm pixel

spacing and the 15× 15 1 nm FWHM. Although their energy loss algorithm is com-

putationally demanding it would be significant if more ions can be simulated for this

purpose. The authors have also included the resultant incident beams (the summation

of the 15× 15 Gaussian beams) for comparison to demonstrate the ideal resolution

(dotted line indicated as beam in Fig. 4.23a). For clarity, the etched profile is overlaid

in Fig. 4.23a on the energy loss density plot. Basically the resolution is limited first

of all by the lateral straggle and energy loss of the ion beam. Thus the energy loss dis-

tribution is critical to the resolution of the resultant profile and both the vertical and

lateral threshold for sputtering appears to be ∼5.5 keV nm
−3

as shown in Fig. 4.23b.

The dark blue color in Fig. 4.23b represents the energy loss density which is less or

equal to 1 keV nm
−3

. Secondly, as the rate decreases due to re-deposition, the beam

tails of the Gaussian are effectively amplified (or the peaks decreased), which can

further compromise the resolution at high-aspect ratios [13].
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4.6 Summary

Focused ion beam technologies have offered new possibilities for materials modifi-

cation and fabrication with the higher spatial resolution by using helium and neon

ions. Several experimental and simulation efforts are being devoted in this field since

the past decades. The EnvizIOn is one of the simulators for simulating the ion-solid

interactions. It has several capabilities of simulating gas assisted deposition, physical

sputtering and etching. While SRIM/TRIM is very useful for a myriad of applica-

tions, it is not applicable for the understanding of the nanoscale evolution associated

with ion beam nano-machining as the substrate does not evolve with the sputtering

process. As a solution for this problem, a new, adapted simulation code (EnvizION)

is briefly overviewed. From this simulator, experimentally observed Ne
+

beam sput-

ter profiles can be explained from a fundamental point of view. Furthermore, the

EnvizION simulator contains the potential for computer aided optimization towards

predictable sputter processes for different nanotechnology applications. Due to these

benefits, the discussed simulation approach represents an enormous step towards a

computer based master tool for adaptable ion beam applications in the context of

industrial applications.
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Chapter 5
Secondary Electron Generation
in the Helium Ion Microscope: Basics
and Imaging

Yuri V. Petrov and Oleg F. Vyvenko

Abstract The theories, modeling and experiments of the processes of secondary
electron (SE) generation and SE usage in helium ion microscopy (HIM) are
reviewed and discussed. Conventional and recently introduced SE imaging modes
in HIM utilizing SE energy filtering and ion-to-SE conversion, such as scanning
transmission ion microscopy and reflection ion microscopy, are described.

5.1 Introduction

The detection of secondary electrons (SEs) has been the most widely used node of
operation in scanning electron microscopy (SEM) since the middle of the last cen-
tury, when a sensitive SE detector was developed by Everhart and Tornley [1].
The SE detection mode has a number of advantages, including a low lateral spread
of the electron escape volume and a simple analytical shape of the dependence of SE
yield on the angle of incidence, providing high resolution and easily interpretable SE
images. Physical processes related to the electron emission from samples and its
application for image formation in SEM have been extensively investigated and their
detailed description has been published in books [2, 3] and reviews [4, 5].

SEs can be excited not only by electrons but also by any other primary particles
(ions, atoms, electromagnetic quants) that are able to transfer a sufficient amount of
their energy to electrons in solids. In scanning ion microscopy, SEs are excited by
the focused beam of accelerated ions. By convention, an SE is assumed to have a
kinetic energy less than 50 eV. This restriction was introduced to distinguish SEs
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from scattered electrons of the primary beam in SEMs operating with accelerating
voltages above hundreds of volts. In scanning ion microscopes, all electrons excited
by the ion beam are secondary.

SE emission is characterized by the number of SEs per primary particle, known
as SE yield (SEY), and by SE energy distribution (SEED). The angular dependence
of the total SEY provides the main base of topography contrast formation in
scanning electron or ion microscopy. The SEY value and the shape of the SEED
depend on both the kind of excitation and on the material. Exact knowledge of the
particular SEED parameters has been shown to be very useful for correct inter-
pretation of SEM images [5] as well as for electron or ion assisted lithography [6].

In this chapter we present a brief review of available state-of-the-art results of the
main properties of SEs excited in the helium ion microscope (HIM) and their use in
diverse HIM imaging modes.

5.2 The Processes of Secondary Electron Generation
in the Helium Ion Microscope

The process of SE emission can be divided into three consecutive processes: an
instant energy transfer from primary particles to electrons in any point of the
sample, transport of excited electrons to the surface and their escape through the
surface barrier. The mechanisms of the last two processes are independent of the
kind of exciting particle or of radiation and are related only to material properties.
SE escape from the sample into the vacuum is limited by a barrier at the surface that
is determined by the work function of the sample, whereas the transport is usually
described as electron diffusion characterized by the electron mean free path
(MFP) of a solid.

The energy transfer from primary particles to the electrons of the sample is a
multistage process that includes many channels of initial energy dissipation. An
important difference between electron-induced and ion-induced SE generation is
that ion-induced generation can take two distinct forms: potential electron emission
and kinetic electron emission.

Potential emission occurs when the potential energy released on neutralization of
the incident ion can provide the energy required to free electrons from the solid [7].
This process has no lower energy threshold but is significant only when the primary
ion is slow enough [8] that it corresponds to the kinetic energy of helium ions of
few hundred eV [9]. In this case, the potential energy of an ion at the surface can be
transferred to an Auger electron in the solid via a two-step process as illustrated in
Fig. 5.1. The first step is the tunneling of an electron from the solid to the ion
(marked 1 in Fig. 5.1) resulting in its neutralization. The second step is the excess
energy transfer to another electron of the solid via the Auger process (marked 2 in
Fig. 5.1). The maximum kinetic energy of SE in that case is I-2Ф, where I is the
ionization potential of the primary ion and Ф is the work function of the material.
The relatively high ionization potential of helium ions, 24.5 eV, makes the Auger
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mechanism of potential emission possible for the most materials, since in most
cases the work function is less than 10 eV.

An additional mechanism of ion–electron interaction at low primary ion energies
that might contribute to potential electron emission is potential plasmon excitation
[10, 11]. Neutralization of the ion results in the appearance of a hole near the
sample surface because of the loss of an electron. Surrounding electrons of the
sample move to screen the hole, and oscillations of electron gas can be excited.
A detailed review of plasmon excitation in ion–solid interaction can be found
elsewhere (see [11] and references therein). Though the contribution of the potential
electron emission mechanism to the total SEY in HIM working with accelerating
voltages more than 20 kV seems to be insignificant, it should be noted for the
following discussion of SEED shape that experimental observations of that
mechanism serve as evidence for ion neutralization near the surface.

Kinetic energy transfer takes place when the energy of projectile particles is
sufficient for them to penetrate into a solid. There are several mechanisms for the
transfer of kinetic energy from projectile particles to the electrons in solids which
can result in excitation of secondary electrons. Four of them are depicted in
Fig. 5.2. They are direct binary ion–electron collisions, electron cascades genera-
tion, excitation by recoil atoms and plasmon excitation.

The resulting impact of all of the processes can be described by stopping power,
that is, the rate (in eV/nm) of energy transfer from the primary particles to the
sample per unit of the primary path. The instant rate of SE generation is propor-
tional to the stopping power. For electrons the stopping power increases rapidly
with increasing energy E reaching a maximum value of about 60 eV/nm at an
energy on the order of hundreds of eVs and then falls away at about 1/E following
Bethe’s law [3]. As a result, the mean free path (MFP) of the SEs (which are the
electrons with energies below the stopping power maximum) decreases with their
energy, providing behavior similar to SE escape depths in a range from a few to
tens of nanometers. Accordingly, the latter values are defined as the values of the
depth which are relevant to the ion–electron energy transfer for SE generation.

Fig. 5.1 Schematic diagram
illustrating the potential
electron emission process.
The ion is neutralized as the
result of the tunneling of an
electron from the solid (arrow
1). The energy I-2Ф (arrow 2)
is transferred to another
electron in the solid via the
Auger process. I is the
ionization potential of the
primary ion and Ф is the work
function of the material
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For the helium ions, however, the stopping power stays relatively low until the
energy reaches about 5 keV, then increases steadily to reach a maximum value of
about 700 eV/nm at an energy of about 800–1000 keV before starting to fall. These
distinctly different behaviors might appear to suggest that electrons and helium ions
interact with the target in completely different ways, but this conclusion is incorrect
because comparing ions and electrons on the basis of their energy is not appro-
priate. In fact, the interaction of swift particles with a solid depends on their velocity
but not on their energy, since according to momentum and energy conservation
laws the maximum momentum transfer from any particle to an electron cannot
exceed the value 2 mv, where m is the electron rest mass and v is the velocity of the
projectile.

The latter value for a helium ion as a function of energy can be calculated as:

vHe+ ðcm s̸Þ=2.196× 107
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EðkeVÞ

p
ð5:1Þ

which corresponds to approximately 1 % of the velocity of an electron of the same
energy.

Figure 5.3 shows the normalized stopping power dependence of helium ions and
electrons in chromium as a function of incident particle velocity calculated in the
paper by Ramachandra et al. [9]. The helium data were obtained from the SRIM
routines of Ziegler et al. [12] and include both nuclear and electronic contributions;
the corresponding incident electron stopping profile was taken from previous
experimental data [13].

Both particles are seen from the Fig. 5.3 to show rather similar behavior and
each reaches its peak value close to the same velocity of about 6 * 108 cm/s. The
shape of the curve for ions is not identical to the shape of the curve for electrons. It
is important to note that the SEY for helium exceeds that for electrons at velocities
below the maximum. The energies of He ions in HIM (from 10 to 45 keV) cor-
respond to velocities on the left-hand side of the stopping power maximum, while

Fig. 5.2 Schematic presentation of the processes of kinetic energy transfer from a projectile to the
electrons in solids, resulting in kinetic electron emission: 1 direct binary ion–electron collisions, 2
Electron cascades generation, 3 Excitation by recoil atoms and 4 Plasmon excitation. Green, blue
and red arrows show trajectories of the ions, electrons and recoils, respectively
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for electrons in SEM their energies (from 0.5 to 30 keV) represent velocities that
fall on the right-hand side of the stopping power peak. Thus, increasing the energy
of the helium beam in HIM increases the stopping power, leading to an increase in
SE production, while increasing the energy of the electron beam results in a fall in
stopping power, i.e. in a reduction of SE emission.

The stopping power of He ions is an order of magnitude higher than that of
electrons, which corresponds to a higher number of secondary electrons (i.e. to a
higher SEY) in HIM. The available experimental data collected during past decades
[8, 14, 15,] and obtained recently [16] show that SEY values increase with the ion
energy within the energy ranges of interest, and above energies of 5–20 keV (de-
pending on the element) can well exceed unity. SEY values measured in HIM at
20 kV were found to be between 2 and 5 for different metals and reached 7.9 for
platinum [17]. Several methods of SEY calculations have been developed using
analytical approaches [18–20] as well as Monte Carlo simulations [9, 21, 22]. The
results of two SEY calculation routines developed independently by Ramachandra
et al. [9] and Inai et al. [22] are in good agreement.

5.3 SE Energy Distribution in HIM

SEY discussed in the previous section is a value independent of the SE energy
value which counts the total number of SEs produced by an ion. Secondary electron
energy distribution (SEED) describes the number of secondary electrons as a
function of their energy. Generally, this function is non-monotonic and can be
characterized by its shape and maximum value. The integral of SEED over the
energy gives the total SEY. For electron excitation the shape of SEED is known to
be essentially independent of the energy of the primary electron beam [4]. It is
characterized by most probable energy, Emax, and the full width at half maximum

Fig. 5.3 Normalized
stopping power (SE yield)
dependence of helium ions
and electrons as a function of
incident particle velocity in
chromium replotted using the
data calculated in [9]. Arrows
show helium ion and electron
velocities corresponding to
usual accelerating voltage
values of about 20 kV either
in HIM or in SEM
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(HW). Both Emax and HW depend on the surface material of the specimen, so HW
is smaller for insulators than for metals [4]. Among numerous papers devoted to
theoretical explanations or simulations of SEED shape, the most commonly
accepted and used one is the result of Chung and Everhart [23], which suggested a
simple equation for SEED as follows:

dN
dE

=K
E

ðE+ΦÞ4 ð5:2Þ

where K is a constant dependent on SEY value, E is the kinetic energy of emitted
SE and Φ is a material work function. Equation (5.2) predicts that the SEED
maximum corresponds to an SE energy of one-third of the material work function.

SEED in the helium ion microscope was experimentally investigated in [24, 25]
by the retarding potential method with a hemispherical analyzer that was also used
for SEED measurements in conventional SEM. Black open and closed dots in
Fig. 5.4 represent the results of such measurements for molybdenum in SEM and in
HIM, respectively. The dashed line in Fig. 5.4 was calculated theoretically with
(5.2) of Chung and Everhart taking the known work function value for Mo. One can
see that experimental data of SEED shape in SEM can be well-fitted with the theory
whereas the data for HIM cannot, because the maximum of SEED in HIM is
situated at somewhat lower energy than that in SEM and the high energy tail of
SEED for HIM decays more rapidly with the energy than that for SE.

SEED measurements in HIM performed on different metals confirmed the
general trend which was well established for electron excitation, that the SEED
peak position energy follows the changes of the material work function value (see
Fig. 5.5).

To describe the shape of SEED in HIM, a modified Chung-Everhart model was
suggested in [25] that used the same formalism to describe the transport of excited
electrons to the surface and their escape through the surface barrier, but introduced

Fig. 5.4 Energy distribution
of secondary electrons for Mo
excited in SEM (black closed
dots) and in HIM (open dots)
working at acceleration
voltages of 30 kV and of
32 kV, respectively. Dashed
and solid lines represent the
theoretical shapes of SEED
for SEM and for HIM
according to (5.2) and (5.10),
respectively
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another function for the description of the energy transfer from primary ion to
secondary electron. The number of secondary electrons excited per unit energy in
the energy interval between E and E + dE at a depth of z from the surface is
designated as S(E, z).

Following Chung and Everhard, S(E, z) SEED can be obtained by integrating the
product S(E, z) P(E, θ, z) over all possible θ and z, where P(E, θ, z) is the prob-
ability for secondary electrons to reach the surface moving in the direction θ with
the normal:

PðE, θ, zÞ= exp −
z

λðEÞ cos θ
��

ð5:3Þ

Here λ (E) is the electron MFP in the solid. SEs can escape the surface if their
energy exceeds a critical value of Ecr = Ef + Φ, measured from the bottom of the
conduction band. Ef is the Fermi energy, and the relationship θ< arccosðpcr p̸Þ is
used, where p is a momentum of electron and pcr =

ffiffiffiffiffiffiffiffiffiffiffiffi
2mEcr

p
[23].

Using the fact that most SEs have energy at most 5–7 eV above the Fermi level,
one can estimate the electron MFP to be between 1 and 5 nm according to the results
of [26]. According to SRIM calculations [12], helium ion stopping power for most
metals remains constant within the first 50 nm from the surface, being as low as
about 100–300 eV/nm. Accordingly, the helium ion energy losses at the maximum
depth of SE escape are not more than 5% of the initial ion energy and can be
considered to be constant within the electron MFP, making the number of secondary
electrons excited per unit energy independent of the depth, i.e. S(E,z) = S(E). Under
these assumptions, SEED is given by the same expression as that obtained in [23]:

Fig. 5.5 Secondary electron energy distribution measured in HIM for three metals [25]. Inset
shows the dependence of SEED maximum position on the metal work function
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dN
dE

=
SðEÞλðEÞ

4
1+

Ef +Φ
E

� �� �
ð5:4Þ

where E is measured from the bottom of the conduction band.
Since the transport mechanism of excited electrons to the surface is independent

of the kind of excitation, the common expression for MFP obtained in [26] can be
used:

λðEÞ∼ E

ðE−Ef Þ2
ð5:5Þ

Inserting (5.5) in (5.4) and denoting SE energy in a vacuum as Ese = E –

Ef − Φ, one obtains:

dN
dE

∼ SðEseÞ Ese

ðEse +ΦÞ2 ð5:6Þ

Energy distribution for excited electrons inside the solid S(E) depends on
excitation mechanisms.

Chung and Everhart used the equation calculated by Baroody [27] for electrons
to describe S(E):

SðEÞ∼ 1

ðEse +ΦÞ2 ð5:7Þ

which resulted in the dependence (5.2).
Because an explicit form S(E) for excitation of SEs by helium ions in HIM

similar to (5.7) is not known, it was suggested in [25] to retrieve the shape of S(E)
function S(E) from SEED experimental data. Since MFP of SE does not depend on
the excitation mechanism, the function S(E) can be calculated as:

SðEÞ∼ dN
dE

ðEse +ΦÞ2
Ese

ð5:8Þ

The S(E) dependence calculated from experimental data [25] is presented in
Fig. 5.6 on a double logarithmic scale where energy is measured from the Fermi
level.

One can see from Fig. 5.6 that, for all three metals, the dependences show a
linear behavior in double logarithmic scale, reflecting a power dependence of:

SðEÞ∼ 1
ðEse +ΦÞa ð5:9Þ

where a = 3.3 ± 1 irrespective of material [25].

126 Y.V. Petrov and O.F. Vyvenko



Thus, for SEED:

dN
dE

∼
Ese

ðEse +ΦÞ5.3 ð5:10Þ

Solid lines in Fig. 5.5 represent the theoretical shape of SEED for SEM
according to (5.2) and for HIM according to (5.10) with b = 5.3. A good corre-
spondence between the experimental data and the approximated formulas is
evident.

The suggested phenomenological model describing the shape of the SEED for
metals can be useful in different applications due to its explicit and simple analytic
form.

The difference in the shape of the energy distribution for excited electrons inside
a solid and the energy distribution for ions might be explained qualitatively by the
distinguishing mechanism of ion–electron interaction. In fact, Monte Carlo simu-
lation of SEED in the case of HIM performed by Ohya et al. [21] showed that
SEED for HIM was narrower than SEED for SEM, which is in qualitative agree-
ment with experimental results described before. However, direct comparison of
SEED calculated in [21] with experimental data of [25] presented in one plot
(Fig. 5.7) shows two noticeable discrepancies.

Firstly, the experimentally obtained SEED is narrower than the calculated one,
and secondly, calculated SEED decreases to zero at 10 eV, whereas experimentally
obtained SEED has a tail up to 15 eV.

The authors of [21] performed their calculations in the framework of a kinetic
ion–electron emission model that included the processes of binary ion–electron
collisions, of excitation of electrons by recoiled atoms and of electron cascades. But
other ion–electron interaction processes, such as potential emission or Auger

Fig. 5.6 Energy distribution
for electrons excited by
helium ions inside three
metals in HIM at 32 kV [25]
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neutralization discussed above, were not taken into account, since in the ranges of
ion energy in HIM, the kinetic emission is commonly understood to dominate [8].

Meanwhile, for the investigated materials, the work function values are about
5 eV, which gives an energy release in the Auger process of helium neutralization
at the surface of about 15 eV, so the released energy is enough to excite SE. Thus,
the tail of SEED extending up to 15 eV is expected.

In addition, such a processes can result in neutralization of helium ions even
before entering the solid. Recent experiments of the impact of voltage bias on the
spectra of backscattered ions in HIM [28] confirmed the existence of this neutral-
ization process. This serves as an indirect confirmation of the presence of a potential
emission mechanism at the surface of the metals in HIM. In addition, when neutral
atoms penetrate into the solid they can also excite secondary electrons. Neutral
atoms were shown to generate SEs, though with a lower mean energy than that of
ions [29]. Thus, the fact that the experimentally observed SEED shape is narrower
and shifted towards lower energies than that calculated based on a kinetic emission
model [21] can also be explained as a result of ion neutralization.

Though potential emission and excitation of SE by neutrals are minor processes
in ion–electron interaction, their contribution to SEED shape should be taken into
account in future accurate calculations.

5.4 Imaging with SE

5.4.1 Topographic Yield

The most important application of SE imaging—revealing surface topography—is
made possible because of the variation of SEY with the angle of incidence of the
incoming beam to the surface. For electron irradiation, the SEY at some angle of

Fig. 5.7 Comparison of
experimental SEED [25]
(dots) and simulation results
from [21] (solid line)
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incidence can be approximately related to the yield at normal incidence by the
secant law [4]. This is valid for primary particles of sufficiently high energy when
the electronic stopping power along the particle trajectory of SE generation is
constant and there are no angular changes in the particle scattering or in the recoil
atoms.

The topographic yield behavior in HIM was calculated in [9, 21, 22, 30] using
somewhat different algorithms of Monte Carlo simulations. Earlier experimental
data for some elements in the helium ion energy ranges of interest are also available
[31, 32]. It has been shown that the shape of the angular dependence of the
ion-induced SE yield varies with the ion primary energy and with the material
atomic number and exactly follows the secant law only for light elements. Thus,
special attention to the SE topography treatment is required to retrieve reliable data
for metrological measurements of heavy elements in HIM.

5.4.2 SE2/SE1 Ratio

Secondary electrons can be excited by primary ions as well as by backscattered ions
(BSI). The ratio of SE excited by BSI is known as SE2. The presence of SE2 is the
one of the main factors limiting the spatial resolution of SEM and HIM, because
SE2 escapes from the region defined by the width of the interaction volume. In
general, the SE2/SE1 ratio depends on the specimen material and on the ion energy.
When energy of the primary ions increases, BSI energy also increases. As pointed
out in the Sect. 5.2 of this chapter, the stopping power of the ions in HIM increases
with energy, so the number of SE2 excited by BSI increases similarly to the number
of SE1. At the same time, according to SRIM calculations the number of BSI
decreases with the primary ion energy [12]. As a result of the two competitive
processes, the energy dependence of SE2/SE1 ratio exhibits a maximum in the
range from 10 to 100 keV [9]. According to numerical simulations, the value of this
ratio for light elements is far below a unit, but for gold and heavier elements it can
exceed one [9]. The latter fact seems to be in contradiction with the suggested
energy dependence of SEY, because the energy of backscattered ions is less than
the energy of primary ions and backscattering ion yield never exceeds unity. It can
be explained due to particular trajectories of BSI (see Fig. 5.8). The number of SE2
per unit path of BSI is less than number of SE1 per unit path of primary ions, but
the total length of BSI paths in the SE generation layer is longer due to deviation of
those directions from normal. Thus, the number of SE2 which can escape from the
sample (red arrows in Fig. 5.8) increases due to the distortion of the trajectories of
backscattered ions.

In general, SE1 and SE2 might have different energy distributions. An attempt to
investigate this difference experimentally was performed by V. Mikhailovskii et al.
[42]. SEED was measured from thin Pt films of different thicknesses deposited on a
silicon substrate. The thickness of the Pt film was varied from 5 to 160 nm, which
according to SRIM calculations [12] corresponds to the variation of backscattered
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ion yield by an order of magnitude. Experimentally, the measured SEED shape was
found to be identical for films of different thicknesses within the measurement error
indicating that SEED shape for SE2 does not significantly differ from that for SE1.

5.4.3 SE3

In addition to SE1 excited by primary ions and SE2 excited by BSI, the third kind
of SE, SE3, is generated by the ions backscattered from the sample that reach the
chamber walls. Some amount of the BSI can immediately reach the SE detector
window, but their contribution to the SE detector signal cannot be separated from
the signal of SE3, and is formally included in the latter. Thus, the total signal from
the ET detector, S, is proportional to the sum:

S= SSE1 + SSE2 + SSE3 = f1ðγ1 + γ2ηÞ+ f3γ3η ð5:11Þ

where γ1, γ2 and γ3 are the SEY of SE1, SE2 and SE3, respectively; η is the
backscattering ion (BSI) yield of the sample; and f1 and f3 are the collection effi-
ciency of SE1, SE2 and of SE3 with the detector; γ1 and γ2 are dependent on the
material, while γ3 is not defined by the chamber material.

The SE detector collection efficiencies f1, f3 are largely defined, and can be
varied, by the potential difference between the particular point of SE sources and
ET detector, as well as, in part, by the local electric field configuration of the SE
emitted surface.

Fig. 5.8 Schematic of the
trajectories of helium ions
(green lines) and secondary
electrons in solids. Blue and
red arrows correspond to SE1
and SE2, respectively
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Experimental measurements of the SE3 ratio were performed in [33] by means
of the retarding field method, utilizing the fact that at sufficiently high retarding
potential, the collection efficiency f1 can be eliminated, since SEs generated by the
sample (SE1 and SE2) come to be blocked, as schematically depicted in Fig. 5.9.

According to (5.11), the contribution of SE3 to the detected signal depends on
both BSI and SE yields of materials and increases with the atomic number of
elements.

When comparing SE3 generation in SEM and HIM, one should note that vari-
ation in BSE yield with atomic number does not exceed a factor of 5 (it is typically
from 0.1 to 0.5), whereas BSI yield can vary in significantly wider ranges, from
0.01 to 0.2. In addition, BSI yield in crystalline materials is affected more strongly
by the channeling than that for electrons. As a result, the SE3 ratio can vary more
strongly in HIM than in SEM, depending on the element and on the crystalline
orientation.

The dependence of the ET detector signal on the retarding grid potential for two
heavy polycrystalline metals is presented in Fig. 5.10.

One can see from Fig. 5.10 that with the increase of the electron retarding
potential, the SE signal measured by the ET detector tends to a constant value that is
as high as about 10% of the total signal for both metals, despite one being twice the
other in atomic mass and a corresponding difference in BSI yield. The nearly equal
ratios of SE3 signals for Pt and Mo to the total SE signal can be explained by the
similar character of the yield changes for BSI and for SE1 (but not of SE2) with the
element atomic number resulting in a nearly constant value of the yield’s ratio. This
assumption is valid until the product of the BSI yield and of the sum of SE and SE2
yields is less than that for SE1, as follows from:

Fig. 5.9 Schematic diagram of an SE3 detection set-up. Semi-spherical grid electrode 1 is
installed above the positively biased specimen 2. Secondary electrons emitted from the specimen
(blue arrows in Fig. 5.9) are attracted to the sample and do not reach the detector 3. Backscattered
ions (green arrows in Fig. 5.9) can escape through the grid electrode due to their energy, and reach
chamber walls and objective lens polar piece 4. Excited SE3 are detected with an ET detector
whose signal is proportional to the number of backscattered ions
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SSE3
S

=
γ3η

γ1ðZÞ+ γ2ðZÞη+ γ3η
=

γ3
γ1ðZÞ η̸+ γ2ðZÞ+ γ3

≈
γ3

γ1ðZÞ η̸
ð5:12Þ

It seems to be that 10% is a roughly universal ratio value of SE3 signals in HIM
for many materials.

A large ratio of SE3 signal to the total detected SE signal requires a careful
interpretation of SE images. The impact of SE3 on imaging with the ET detector
was demonstrated in [33] on a polycrystalline molybdenum sample. The result is
presented in Fig. 5.11. An examination of the images of the same sample region
obtained in HIM with the detection of all SEs, with the detection of SE3 (SEs with
energies above 50 eV) and direct BSI detection with the standard HIM MCP
detector reveals a striking resemblance.

The SE3 (Fig. 5.11b) and MCP (Fig. 5.11a) images are practically identical,
confirming that the origin of SEs with energies above 50 eV was indeed caused the

Fig. 5.10 Dependence of ET
detector signal on retarding
bias for Pt and Mo from [33]

Fig. 5.11 HIM images of Mo with different detectors [30]: a MCP detector; b, c ET detector with
50 V or 0 V retarding potential on the retarding grid sphere, respectively. Field of view is
10 × 10 µm
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BSI converted to SEs in the HIM stainless steel chamber beyond the retarding grid
sphere. It was pointed out in [33] that the SE3 image exhibited an even better
signal-to-noise ratio than the one obtained with MCP detector. Besides, the fact of
high efficiency BSI-to-SE conversion by metals can be and was already used for the
development of additional operation modes for HIM that will be discussed below.

Dark–bright contrasts on BSI images of the polished metal surface in Fig. 5.11
are believed to be due to the effect of ion channeling on the grain of different crystal
orientations. Similar features can be also recognized on the SE image in Fig. 5.11c,
indicating that the image obtained with the ET detector in the usual way is a
composition of morphological and material contrasts. The contribution of SE3 to
the SE image is expected to decrease with a decrease of atomic number and
becomes negligible for Z < 10.

5.4.4 Material Characterization by SE Contrast
Measurements with Energy Filtering

As shown above, the energy distribution of the SEs produced by the interaction of
helium ions with a material can be described by an analytical function that depends
mainly on two material parameters: its total ion-induced SEY and its work function.
The value of the work function can be retrieved from fitting the experimentally
obtained function shape with only one adjustable parameter. Unfortunately, the
procedure of SEED data acquisition is time consuming and requires a rather big
sample area with uniform properties to avoid carbon contamination during multiple
scans with different retarding potential values. The common approach to charac-
terize material properties microscopically is to evaluate the SE image contrast
between two closely spaced sample regions with different values of surface
potentials, as used in SEM [5, 34, 35] and recently, as well, in HIM [33, 36, 37]. SE
contrast investigations in SEM have shown that SE energy filtration could increase
the sensitivity and the precision of the potential measurements (for a recent review
see [5]).

The explicit form describing the SEED shape (5.10) and the possibility of
measuring SE3 contrast independently allow us to obtain analytical descriptions of
the SE contrast changes between two materials [33] as a function of retarding grid
potential, of material work function and of SEY. The energy-filtered SE signal
under the application of retarding grid potential V can be calculated by the inte-
gration of:

SðΦ, γ,VÞ=
Z∞

eV +ΔΦ

dN
dE

dE ð5:13Þ
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where dN
dE is SEED normalized to the total SEY, ΔΦ=Φr −Φ,Φ,Φr—material and

retarding grid work function. SEED normalization factor can be calculated as the
number of ions Ni multiplied by the total SEY γ:

Niγ = c
Z∞
0

E
ðE+ΦÞa dE ð5:14Þ

where a = 5.3 in HIM for metals [25], but may have another value for insulators or
semiconductors (note that in SEM a = 2 for metals [23] and a = 1 for insulators
[38]).

That gives the final expression for SEED:

dN
dE

=Niγða− 1Þða− 2ÞΦa− 2 E
ðE+ΦÞa ð5:15Þ

and the final expression for SE signal generated by the specimen:

SðΦ, γ,VÞ=Niγ Φa− 2 ða− 1ÞðeV +ΔΦÞ+Φ
ðeV +ΦrÞa− 1 ⋅ΘðeV +ΔΦÞ+Θð− eV −ΔΦÞ

 !

ð5:16Þ

where ΘðeV +ΔΦÞ is the Heaviside function that is used to take into account that
dN
dE =0 for E < 0.

The detected SE signal also contains the contribution of SE3 that is proportional
to the number of backscattered ions that should be added to the SE signal (5.16) for
further calculations:

SðΦ , γ , η ,VÞ= SðΦ, γ,VÞ+Niηk ð5:17Þ

where η is the backscattered ions yield of the sample and k is the SE3 excitation and
collection efficiency that depends on detection geometry and the materials that the
chamber is made of.

The SE contrast between two different materials with work functions Ф1, Ф2, SE
yields γ1 and γ2, and BSI yields η1 and η2 is defined as:

C=
SðΦ1, γ1, η1,VÞ− SðΦ2, γ2, η2,VÞ

SðΦ1, γ1, η1,VÞ
ð5:18Þ

The shape of the SE contrast dependence on the retarding grid potential calcu-
lated according to (5.18) for γ1 > γ2, Ф1 > Ф2 is shown in Fig. 5.12. In the absence
of SE3 electrons generated by BSI from the sample, the SE contrast is due to SE1
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electrons. It monotonically increases with the applied grid voltage and saturates at
the value defined by the ratio of SEY and work function. At low retarding bias
voltages, SE contrast behavior is similar to the SE1 contrast (solid line). In the
presence of SE3, depending on the backscattered ion yield values and the ratio
between the materials, two kind of the behavior might be distinguished. If η2/
η1 > γ2/γ1(Ф2/Ф1)

a−2, then the contrast can reach a higher value than for SE1
(dashed line in Fig. 5.12), otherwise a non-monotonic contrast behavior can be
observed (dotted line in Fig. 5.12).

The comparison of the experimentally determined dependence of the detected
SE contrast between Pt and Mo polycrystalline samples vs. retarding potential with
the theoretically calculated dependence was presented in [33] and is shown in
Fig. 5.13. The ratio of SE3 and SE total yields were obtained from measurements
with the applied bias voltage of 50 V and 0 V, respectively.

Good agreement with experimental data was demonstrated and work function
values ФPt = 4.9 eV and ФMo = 4.5 eV obtained from fitting with (5.17) (solid
line in Fig. 5.14) coincide well with handbook values.

Energy-filtered images of Pt film (bottom part of the figure) on polycrystalline
Mo (top part of the figure) are shown in Fig. 5.14. It is evident that the relative
contrast between Pt and Mo is enhanced when a retarding bias of 10 V is applied.
In addition, under the bias within the area of polycrystalline Mo, the contrast of
different grains becomes more pronounced. This enhancement results from the ion
channeling effect which decreases the number of BSI and consequently decreases

Fig. 5.12 SE contrast between two different materials (γ1 > γ2, Ф1 > Ф2) as a function of
retarding potential calculated with (5.18) for three cases: η1 = η2 = 0, SE1 contrast calculated with
(1.16)—solid line; η2/η1 < γ2/γ1(Ф2/Ф1)

a−2
—dotted line, η2/η1 > γ2/γ1(Ф2/Ф1)

a−2
—dashed line

5 Secondary Electron Generation in the Helium Ion Microscope … 135



the number of SE3. In the case of Pt film, grain size is much smaller than that of
Mo, so a channeling contrast is not observed. It should be noted that relative
contrast values between Pt and Mo plotted in Fig. 5.13 were obtained by averaging
the signal over the large area of the sample.

Fig. 5.13 Relative contrast between Pt and Mo from [33], dots—experiment, solid line—fitting
with (1.18)

Fig. 5.14 HIM SE images of
Pt film on Mo taken with 0 V
(left) or with 10 V (right)
retarding potential on the
retarding grid. Field of view
of each is 22.5 × 45 µm
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5.5 Imaging Utilizing a High SE Yield in HIM: Ion-to-SE
Conversion

A high helium ion-induced SEY from a heavy metal surface provides the possibility
to effectively convert BSI to SE, and that in combination with conventional SE
detectors can be used for developing new operating modes in HIM. The idea of
utilizing such a conversion was described for the first time for backscattered
electrons in SEM by Reimer [39]. Obviously, not only backscattered ions can be
detected by means of conversion to secondary electrons but so can any ions scat-
tered by the sample or transmitted through it. Recently, two new HIM imaging
techniques were realized by using ion-to-electron conversion.

5.5.1 Scanning Transmission Ion Microscopy (STIM)
with SE Detector

The sketch of the scanning transmission ion microscope that was recently proposed
and realized by A. Hall [40] is depicted in Fig. 15.

Thin sample 1 is installed inside the shield 2 with an aperture 5 under the
sample. The surface under the aperture 3 is covered with a material having a high
secondary electron yield (for instance, platinum) and tilted towards the ET detector
4 to increase the number of SE and detection efficiency. Transmitted ions (green ray
in Fig. 5.15) come through the aperture and excite SEs from the surface (right
arrows in Fig. 5.15). The number of this SE is proportional to the number of
transmitted ions. Secondary electrons excited from the sample are stopped with the
shield around the sample. A retarding field can be applied between the sample and
the shield to improve the efficiency of the shield.

Fig. 5.15 Schematic diagram
of scanning transmission ion
microscope. See text for
detailed description of the
comprising elements

5 Secondary Electron Generation in the Helium Ion Microscope … 137

http://dx.doi.org/10.1007/978-3-319-41990-9_15


The working principle of STIM is similar to STEM. The incident
well-collimated ion beam goes through the thin sample without noticeable energy
losses but changes the initial ion directions due to elastic scattering in the foil. The
output aperture 5 limits spatial angle of the detected transmitted ions and, together
with I-to-SE convertor 3, works as a bright field detector. This method of STIM
detection was used for the imaging and for the in situ thickness definition of silicon
nitride membranes [40]. It was shown that STIM was extremely sensitive for the
thin film thickness measurements. The minimum thickness for silicon nitride that
could be detected with STIM was about 5 nm, which corresponds to a surface
density of 1.5 × 10−6 gcm−2.

5.5.2 Reflection Ion Microscopy

Another method utilizing conversion of scattered ions to secondary electrons that
was introduced recently is scanning reflection ion microscopy (RIM) [41].
Reflection microscopy is a method that uses low angle scattered particles to form an
image of a surface. The best results from reflection microscopy can be obtained in
an ideal case of a strictly parallel incident beam. One of the main features of the
HIM is a narrow beam convergence angle of about 0.5 mrad that is ten times less
than the optimal beam convergence angle in SEM. That makes HIM very suitable
for scanning reflection microscopy.

The RIM scheme suggested in [41] is depicted in Fig. 5.16.

Fig. 5.16 Scheme of
detection of reflected ions in
the helium ion microscope
[41]: 1—sample,
2—Pt-coated surface,
3—secondary electron
detector, 4—SE grounded
shield, 5—SE3 shield,
6—slit diaphragm
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Similarly to the case of STIM, reflected ions come through the aperture 6 and
excite secondary electrons which, in turn, are detected with the ET detector 3.
Platinum-coated surface 2 is used for RI-to-SE conversion. SE excited from the
sample 1 and SE3 are stopped with the shields 4 and 5.

Numerous examples of STIM applications were presented in [41]. It was shown
that imaging using an incident ion beam at low grazing angles is insensitive to the
atomic number or to the density as well as to the resistivity of materials, and RIM
contrast is determined by surface morphology only. In particular, it was shown [41]
that RIM can be used for imaging of an insulating surface without charge com-
pensation, as demonstrated by the RIM image of a mica surface (Fig. 5.17).

The reason for the insensitivity of RIM to surface charging is not exactly known.
One can speculate that some amount of reflected ions neutralize during interaction
with the sample surface, so reflected neutrals are not affected by the electric field of
the charged surface. At the same time, the probability of neutralization at a charged
insulating surface is less than that of a conductive surface because of the low
concentration of electrons.

A simple theory of RIM image formation was developed that, in particular,
enables us to quantify surface step heights from experimental data. Below is a short
version of this theory. The incident beam is considered as an infinitely narrow one.

Fig. 5.17 RIM image of a cleaved mica surface
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Figure 5.18 represents the paths of incident and reflected ion beams in RIM and the
designations in the figure caption are used in the following calculations.

In RIM, the reflection coefficient, or reflected ion yield (RIY), is defined as the
number of reflected ions per incident ion, which depends on the incident and
reflected angles, and will be notated as ηðΘ1,Θ2Þ. Note that BSI yield is just RIY at
the fixed angles of 90°. It was shown [41] that the RI signal, which is the number of
SE per second measured by the ET detector, is determined by RIY, and its angular
dependence, the angular distribution of the reflected ions and the angular aperture of
the diaphragm can be expressed as follows:

SðαÞ= NIγ0
2

ZΘ0 + ΔΘ
2

Θ0 − ΔΘ
2

ηðΘ0 + α, Θ2Þ sin Θ2dΘ2 ð5:19Þ

where NI is the number of primary ions per second, γ0ðΘ2Þ—secondary electron
yield for a Pt-coated surface.

The dependence ηðΘ1Þ for different materials as obtained [41] by Monte Carlo
simulation with SRIM software [12] is presented in Fig. 5.19.

As can be seen from Fig. 5.19, the RIY is a monotonic decreasing function of
the grazing angle that tends to constant values and depends on the material atomic
number when the grazing angle approaches 90°. In contrast, when Θ1 approaches
zero the RIY tends to unity independent of the material. This is because nearly all of
the incident ions pass over the specimen surface.

Fig. 5.18 Schematic diagram of incident and reflected ion paths from [41]. α is the angle between
the specimen holder plane and a local detail of the specimen surface, Θ0 is the grazing angle
between the incident beam and the specimen plane, Θ1 is the angle between the incident beam and
a local detail of the specimen surface (Θ1 =Θ0 + α), Θ2 is the angle between the reflected beam
and the specimen plane, ΔΘ is the angular aperture of RI detection, δΘ is the half width of the
angular divergence of RI
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When the sample surface is sufficiently smooth, i.e. the angular deviations of the
reflected ions are so small that all of the reflected ions pass through the output
diaphragm aperture and are collected with the ET detector, RI contrast is deter-
mined by the angular dependence of the reflection coefficient only. Under these
conditions, the expression for the RI signal can be simplified as:

SðΘ1Þ=NIγ0η0ðΘ1Þ ð5:20Þ

where η0ðΘ1Þ is the RI reflection coefficient as a function of the grazing angle.
In the case of a rough surface, where the angle between the incident beam and

local points on the surface varies across a wide range, some part of the RI are
stopped by the diaphragm or by the elements of the specimen surface (shadowing
effect). An example of such a situation is presented in Fig. 5.20, where the SE and
RI signal profiles taken across the eminence of a square bar shape of a height of
20 nm are shown.

The edges of the bar are marked with arrows: the upward step and the edge of
the downward step are marked with “u” and “d” correspondingly. The comparison
of the SE profile (dashed line in Fig. 5.20a) and RI profile (solid line in Fig. 5.20a)
reveal that the dark area in the RI image of the upward step was broader than the
dark area in the SE image of the same step. The width of the bright area in the RI
image of the downward step was found to be equal to the width of this area in the
SE image.

A detailed calculation of the RI contrast at the upward and downward surface
steps was presented in [41]. The shadowing effect and a finite aperture size result in
dark areas on the image. These dark areas appear in the regions of a sample where
α> δΘ

2 + ΔΘ
4 . It was shown that the height of the surface step could be calculated

from the width of dark contrast in the RI image and the half width of the slit
aperture as follows:

Fig. 5.19 Dependence of
reflection coefficient of
35 keV He+ on the grazing
angle for different materials
calculated in [41] by Monte
Carlo simulation with SRIM
software [12]
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h=
d

cosΘ0 + sinΘ0
tgðΘ0 +ΔΘÞ

ð5:21Þ

where d—is the width of the dark contrast.
The shadowing contrast formation mechanism describes the RI signal from

particular parts of the sample which faced towards the incident ion beam. In the
opposite case the primary beam does not hit the surface immediately and,
accordingly, no RI signal can be obtained from the scattered ions, except in the
vicinity of knobs with sharp edges where the ion transmission may contribute to the
image contrast formation. The idea of transmission contrast formation is described
in [41]. The reflection coefficient of the primary beam from the upper surface is
denoted as η*ðΘ1,Θ2Þ. The asterisk is used to emphasize that the reflection coef-
ficient near the step edge differs from the reflection coefficient of the thick sample
surface. Near the step edge, some part of the incident beam penetrates through it
with the probability ρðΘ1,Θ3Þ and hits the substrate at an angle Θ3 that is assumed
to be close to the angle of incidence, i.e. Θ3≈Θ1. The transmitted ions are reflected
from the substrate with reflection coefficient ηðΘ3,Θ2Þ. Using these designations,
the total reflection coefficient can be written as:

ηedgeðΘ1,Θ2Þ= η*ðΘ1,Θ2Þ+ ρðΘ1,Θ3ÞηðΘ3,Θ2Þ ð5:22Þ

Figure 5.21 shows dependence of reflection and transmission coefficients as
functions of the distance from the rectangular step edge along the top surface from
[41]. The ion transmission probability (dotted line in Fig. 5.21) decreases from
unity when the ion beam is just at the step edge. On the other side, the ratio of the
ions reflected from the upper surface (dashed line in Fig. 5.21) increases with the
distance from step edge. The total reflection coefficient calculated with (5.22) (solid

Fig. 5.20 a—signal profiles of secondary electrons (dashed line) and of reflected ions (solid line)
across the silicon dioxide bar on silicon substrate measured as schematically shown in (b); red
arrows mark the positions of upward (u) and downward (d) steps
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line in Fig. 5.21) exhibits a maximum at a distance of about 50 nm from the edge of
the step, giving the bright contrast in the RI-image. The step height must be higher
than h> xmin tanΘ1 to observe edge contrast.

The RI image formation mechanisms described above originate from ion scat-
tering by the specimen relief and do not consider a possible impact of the surface
potential produced by the interaction of the ions with the sample. Positive charging
makes it impossible to use SE detection for imaging at both normal and at glancing
ion incidence, but RI detection can be successfully used in this case. Generally, the
angle of incidence changes due to the surface charging, so it should be taken into
account for the metrology of the surface relief. As for accurate calculation of the
step height from shadowing contrasts, it should be noted that the dependence of the
width of a shadow on the angle of incidence according to (5.21) is rather weak for
the experimental parameters used in RIM. In fact, a variation of the angle of
incidence from 0° to 10° results in relative variation of the width of a shadow within
few percentage points and does not affect the accuracy of the measurements.

5.6 Summary

Secondary electron generation is a very important process under both electron and
helium ion bombardment, as their detection is the main imaging operation mode in
SEM and HIM. In this chapter it was shown that there are several distinguishing
features of that process in HIM caused by particular properties of ion–electron
interaction in solids, such as a high total SE generation yield that might significantly
exceed unity, a narrow SEED, and a low ratio of SE generated by backscattered
ions, at least for the elements with atomic number less than that of gold. The

Fig. 5.21 Dependence of
coefficients on the distance
from the edge of the step:
reflection coefficient from
upper surface (dashed line),
ion transmission probability
(dotted line) and total
reflection coefficient
calculated with (5.10) (solid
line) (angle of incidence is
10°) [41]
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properties give rise to enhanced potential contrast sensitivity, enabling easy con-
version of incident helium ion fluxes into electron current that has been used to
characterize samples in transmission and reflection ion microscopy.

The number of examples of the application of these properties is not very large,
to date. In addition, there is a lack of experimental data about SEED in many
materials, including semiconductors and insulators. There are also many issues that
are due to be solved in the future, such as a theory of SE generation which could
satisfactorily explain the shape of the SEED in HIM, quantitative understanding of
neutralization processes of the ions of the energy ranges of interest and many
others. Obviously it will take time…
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Part II
Microscopy



Chapter 6
Introduction to Imaging Techniques
in the HIM

Stuart A. Boden

Abstract The helium ion microscope (HIM), as the name implies, is primarily an

imaging tool. This chapter serves as an introduction to imaging with the HIM and

explores the various ways this is implemented by first describing the numerous imag-

ing signals and contrast mechanisms available and then giving an overview of some

practical HIM imaging techniques. Several examples from the literature are used to

illustrate the important imaging modes including high resolution secondary electron

imaging, backscattered ion imaging, ionoluminescence imaging and imaging with

transmitted or reflected ions. Key concepts such as ion channeling, charge neutral-

ization and utilizing the large depth of field are introduced, setting the scene for the

subsequent chapters in this section that focus on particular aspects of HIM imaging.

6.1 Introduction

The primary use of the helium ion microscope is as a high resolution surface imaging

tool with similar applications to the more established scanning electron microscope

(SEM). Over recent years, the application space for the HIM has expanded into the

territory of focused ion beam (FIB) tools and some remarkable nanoengineering

capabilities have been demonstrated. These will be covered later in the book (see

Part IV). The focus for this chapter will be on the imaging capabilities of the HIM.

In the HIM, helium atoms are ionized in the high electric field concentrated

around three tungsten atoms (the ‘trimer’) at the tip of source. This creates three

‘beamlets’, one of which is directed, by tilting the gun housing, down the column,

through an aperture and various beam steering and focusing optics to be brought to

focus on the surface of a sample in the main chamber. The atomic size and high

brightness of the helium ion source together with the large momentum (and so

smaller de Broglie wavelength) of helium ions compared to electrons, means that

the resultant probe size on the sample is smaller than what can be achieved with a

focused electron beam in a scanning electron microscope. This, coupled with the
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reduced lateral and back-scattering of the beam as it enters a sample leads to a small

interaction volume and hence high resolution images. Furthermore, the beam diver-

gence angle is 5–10 times smaller than in an SEM, leading to a larger depth of field

and so the ability to capture in sharp focus highly structured three dimensional (3D)

surfaces. Charge neutralization can be achieved through the use of an integrated elec-

tron flood gun so that the benefits of high resolution and large depth of field can be

realized in images of insulating samples.

This chapter begins with a survey of the different signals generated by the helium

beam when it interacts with a sample, with a overview of the contrast mechanisms

involved when images are formed from these signals and some examples illustrat-

ing practical applications of the concepts discussed. Various imaging techniques that

have been developed for the HIM are then described, where more detail is given on

using the system for high resolution imaging, achieving effective charge neutraliza-

tion and taking full advantage of the large depth of field to extract 3D information

from highly structured samples. The aim is to give an overview of imaging with

the HIM, setting the scene for more in-depth analysis of particular techniques in the

other chapters of this section.

6.2 Imaging Signals and Contrast Mechanisms

The process of image formation in the HIM follows the same principle as for an

SEM: The primary beam is directed onto a point on the sample surface, a signal is

measured whilst the beam dwells on this point and then this is converted to a grey

scale value to display as a pixel on the viewing screen. The beam is then shifted

to an adjacent point on the sample and the process is repeated. Thus, the image is

constructed, pixel-by-pixel, as a two dimensional map of the intensity of a signal

generated by the interaction of the beam with the sample. There are a number of

different signals emitted as a result of the interaction of the focused helium beam

with a sample and these can be used to form images that reveal or highlight different

aspects of the sample structure and composition. These signals include secondary

electrons, backscattered ions, transmitted ions, reflected ions and photons.

6.2.1 Secondary Electrons

By far the most commonly used signal for imaging in scanning beam microscopes

is that of secondary electrons (SEs) and the helium ion microscope is no exception.

Secondary electrons are sample electrons that are excited through energy transfer

from the primary beam. They generally have energies less than 50 eV and those that

are generated close to the surface and with sufficient energy will escape from the

sample and can be detected. Detection of secondary electrons is achieved with an

Everhart Thornley (ET) detector mounted in the HIM chamber in a similar configu-

ration to an SEM. Some of the advantages of HIM over SEM lie in the differences in

the nature of the detected secondary electron signal. Differences between HIM and
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SEM arise in the overall SE yield, the contribution of SEs generated by backscat-

tered particles and the interaction volume from which the SE signal originates. An

overview of these concepts is given below. For a more detailed discussion of these

concepts, see Chap. 5.

SE Yield

The rate of secondary electron generation is proportional to the instantaneous stop-

ping power of the sample material on the beam, i.e. the rate that energy is lost from

the beam as it travels through the material. The stopping power for helium ions (and

ions in general) is greater than for electrons and so more SEs are generated per unit

path length. This results in an increase in the SE yield for HIM compared to SEM. In

practice this leads to a higher signal-to-noise ratio for a given beam current or lower

beam currents being required to achieve a reasonable signal-to-noise ratio. The SE

yield is also known to vary considerably depending on the target material, much more

so than for SEM. For example, Morgan et al. showed experimental HIM SE yield

variations of between 2 and 8 for a range of different target materials, highlighting

the enhanced compositional contrast this provides [1].

Backscattered Contribution

In SEM, SEs generated by backscattered electrons, termed the ‘SE2 component’,

comprise a significant proportion of the total SE signal, increasingly so as the beam

energy is increased. These SE2s can be generated some distance away from the pri-

mary beam impact zone, resulting in a delocalization of the signal and consequently

a reduction in resolution. In HIM, the backscattered contribution is small and so the

total SE signal is dominated by SEs that are generated by the primary beam. This

ensures that the high resolution afforded by the small probe size transfers into the

detected SE signal and therefore into the image.

Interaction Volume

Upon entering the sample, the helium beam initially loses energy through interac-

tions with the sample electrons. Due to the higher mass of a helium ion, large angle

scattering events are rare in this region and there is little divergence of the beam

within the first few tens of nanometers from the surface. There are various freely-

available Monte Carlo simulation programs which reveal the differences in interac-

tion volumes for electron and helium ion beams. As an example, Fig. 6.1 presents

Monte Carlo results of a 1 keV electron beam and a 30 keV helium beam interacting

with an infinitely-thick silicon target. (The reason that a 30 keV helium ion beam is

often compared with a 1 keV electron beam is discussed in the Sect. 6.2.1.1). The

electron beam data is calculated from CASINO v2.48 [2] and the helium ion beam

data from SRIM 2008 [3]. The plots show that the helium beam scatters far less and

so remains more tightly focused as it travels through the first few tens of nanometers

of material. For more information on Monte Carlo simulations applied to helium ion

microscopy, see Chap. 4.

Secondary electrons are generated along the path of the beam but the probabil-

ity, Pesc (z), that an SE will be generated with sufficient energy to escape the sample

http://dx.doi.org/10.1007/978-3-319-41990-9_5
http://dx.doi.org/10.1007/978-3-319-41990-9_4
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Fig. 6.1 Monte Carlo simulations illustrating scattering events of 1000 particles entering a silicon

substrate for a a 1 keV electron beam (CASINO v2.48 [2]), where red indicates backscattering

collisions and blue indicates forward scattering collisions and b a 30 keV helium ion beam (SRIM

2008)

decreases exponentially with the distance, z, from the point of generation to the sur-

face [4], i.e.

Pesc (z) = C exp (−z∕𝜆) (6.1)
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Fig. 6.2 Effect on image resolution of helium ion beam spread due to scattering of beam as it enters

a sample versus beam energy for various target materials, indicated by atomic number shown in the

legend. (Reprinted with permission from [5]. Copyright 2010, American Vacuum Society.)

where C is a constant and 𝜆, the effective diffusion length for SEs, is around 1 nm

for most solids [5]. The result is a cylindrical interaction volume from which the

SE signal originates, restricted in radius by the small probe size and in depth by the

SE escape depth. Sijbrandij et al. demonstrated through SRIM calculations that the

effect of beam spread on image resolution in the HIM is dependent on beam energy

and target atomic number (see Fig. 6.2) but is approximately one order of magnitude

smaller than the resolution limit for the tool [5]. The effect decreases further as beam

energy is increased. In contrast, for SEM, there is considerable scattering of the pri-

mary beam as it interacts with sample electrons near to the surface. This results in a

larger interaction volume and therefore a lower resolution compared to HIM.

6.2.1.1 Contrast Mechanisms for SE Images

We have established that a SE signal is emitted from a sample due to interaction

with a helium ion beam and that the characteristics of this process results in higher

resolution images. In this section, we will examine how variations in the sample can

lead to differences in the SE signal and hence contrast in the image.

Topographic Contrast

Topographic contrast arises in an image as the beam scans over areas of a surface

with varying local degrees of tilt with respect to the incident beam and the ET detec-

tor. It produces images that are easily interpretable by the untrained eye as a three

dimensional representation of the surface of a sample, despite the rather abstract

way in which the image is formed. It is therefore the contrast mechanism exploited

in most HIM images, as it is with SEM.

In SEM, the secant law is used to describe the variation of SE yield, 𝛿, with surface

tilt angle and hence the origin of topographic contrast, 𝜃, i.e.
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Fig. 6.3 Plot of normalized SE yield versus tilt angle for various sample materials with data taken

from two sources: Ref A. is experimental data from Bell [6] (beam energy unspecified) and Ref B

is simulation data taken from Ramachandra et al. [7]. The secant relationship is also plotted

𝛿 = 𝛿0 sec (𝜃) (6.2)

where 𝛿0 is the SE yield at zero tilt. It has been shown experimentally that for HIM,

the trend differs somewhat from the secant law [6] (see Fig. 6.3). There are variations

with material but the general trend is more linear than that described by (6.2), with

higher SE yields at low angles and lower yields at high angles. In another study,

simulations predict that the trend also varies with beam energy and can exhibit a

steeper yield versus angle curve than described by the secant law [7]. In general, the

variation of SE yield with angle, although often less dramatic than with SEM, is still

sufficient to generate clear topographic contrast.

The appearance of an SE image depends on from how deep in the sample the

detected SEs originate. Due to the higher stopping power and negligible SE2 contri-

bution associated with HIM, a greater proportion of the detected SEs are generated

near to the surface, resulting in an enhancement in surface detail compared to SEM.

Surface sensitivity in SEM is increased by reducing beam energy and therefore HIM

images resemble low voltage SEM images, with the advantage of a higher resolution.

This is clearly seen in Fig. 6.4 where 15 and 1 keV SEM images of a highly textured

‘black’ silicon surface are shown alongside a 30 keV HIM image. The 30 keV HIM

image shows a superior level of surface detail compared to the 15 keV SEM image

and is similar in appearance to the 1 keV SEM image, but with noticeably sharper

features due to the smaller probe size and smaller number of high angle scattering

events as the beam interacts with the sample.
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(a) (b) (c)

Fig. 6.4 Two SEM images (captured using a Carl Zeiss NVision40 with Gemini FEGSEM col-

umn) and one HIM image (captured using a Carl Zeiss Orion Plus HIM) of a highly textured silicon

surface, taken with a specimen tilt angle of 42◦: a SEM at 15 keV, b SEM at 1 keV and c HIM at

30 keV. All three scale bars are 1µm

Compositional/Elemental Contrast

Secondary electron yield varies more strongly with target material for an incident ion

beam compared to an incident electron beam. Consequently, compared to those from

SEM, HIM images tend to exhibit greater contrast range when several different mate-

rials are present [8]. Modelling work carried out by Ramachadra et al. supports this

with Monte Carlo simulations (IONiSE) predicting an SE yield for HIM that varies

with sample composition to a greater extent than in SEM [4]. This is also seen in

the experimental data in Fig. 6.3 where the degree of deviation from the secant rule

of SE yield versus tilt angle differs depending on the target material. In combination

with the high surface sensitivity of the technique, this can be exploited to reveal dif-

ferences in composition at the monolayer level. Examples include observing contrast

between areas of patterned self-assembled monolayer films where the only compo-

sitional difference is a reduction of the NO2 to NH3 in the top surface terminal group

[8] and visualizing different surface terminations (Si or Ti) on epitaxial Ti3SiC2 films

(Fig. 6.5) [9].

Ion Channeling Contrast

Although mostly a topic for backscattered ion imaging, crystallographic orientation

can also provide contrast in HIM secondary electron images. Polycrystalline metal

surfaces appear as a patchwork of grains with different greyscale levels in a HIM SE

image due to their different crystallographic orientations with respect to the incident

beam [10]. The mechanism behind the observed contrast involves the reduction in

hard collisions with the lattice atoms necessary to excite SE when the ions are inci-

dent along low index planes of the crystalline lattice. Ions traveling through grains

oriented in channeling directions will undergo fewer collisions per unit path length

and therefore the SE yield from these grains will be low. Conversely, grains oriented

away from channeling directions will present a more densely-packed projection of

lattice atoms to the incident beam, resulting in more SE generating collisions within

the escape depth and so a higher SE yield. Veligura et al. demonstrated that contrast
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Fig. 6.5 Steps on an epitaxial Ti3SiC2 film grown on SiC: a AFM image showing step heights

as multiples of unit cells or half unit cells, b HIM SE image demonstrating strong compositional

contrast and surface sensitivity, with the arrows showing changes in contrast due to changes in

surface termination from Si to Ti, as expected for half or full unit cells of Ti3SiC2 (Reprinted from

[9], Copyright 2011, with permission from Elsevier)

variations with grain orientation can be accurately predicted using a simple geo-

metric projection model and that this can lead to mapping of grain orientation from

an azimuthal series of SE images (see Fig. 6.6). For more details on ion channeling

contrast in SE mode, see Sect. 9.2.

Dopant Contrast

Contrast due to variations in doping concentration across a sample surface has been

studied in low voltage SEM instruments for many years, however the resolution

limits of the SEM mean that dopant distributions in modern nanoscale devices are

beyond its capabilities. The contrast mechanism here relies on differences in built-in

potential at a p-n junction due to differences in dopant concentration either side of

1 µm

(a) (b)

Fig. 6.6 a HIM SE image of annealed polycrystalline gold film taken with a 14 keV primary beam

energy and an ion dose of 4.9×1014 cm
−2

, with a 35
◦

sample tilt angle at which the ⟨110⟩ direction

is aligned with the incoming beam; b colour-coded map of grain orientation determined from an

azimuthal series of SE images, an example from which is shown in (a) (adapted from [10] under

the Creative Commons Attribution License 2.0)

http://dx.doi.org/10.1007/978-3-319-41990-9_9
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the junction. This affects the probability of SEs escaping from the surface and so

the number reaching the detector. Dopant contrast has also been studied in the HIM,

driven by the promise of higher resolution images of dopant variations [11–13]. It

was found that whilst less sensitive to low concentrations of dopant, HIM provided

improved sensitivity to changes in high concentrations of dopant compared with the

low voltage SEM technique [12]. Some degree of quantification was also demon-

strated with a linear relationship observed at high doping levels between the loga-

rithm of the dopant concentration difference and the observed contrast. Differences

in dopant contrast between HIM and SEM were assigned to differences in sensi-

tivity to the influence of surface states and associated band bending. Later studies

revealed however that resolution in images exploiting dopant contrast is often lim-

ited by the depletion region width of the p-n junction rather than the probe size of

the instrument and so the smaller probe size of the HIM would provide higher res-

olution images of dopant contrast only where the depletion region is very thin. An

alternative approach that utilizes the difference in oxidation rates of p and n type

silicon to convert differences in dopant concentration to differences in oxide thick-

ness has also been developed [13]. This process uses the integrated plasma cleaner

present in many HIM instruments to perform in-situ oxidation of the surface and

effectively convert dopant contrast to materials contrast. The resolution is then lim-

ited by the sharpness of the interface between different thicknesses of oxide and not

by the depletion region width.

Static Capacitive Contrast

Another contrast mechanism involving changes to the surface fields and their sub-

sequent effect on SE emission is that of static capacitive contrast (SCC) [14, 15].

Again, this effect has been observed in SEM and, along with the closely related tech-

nique of capacitive coupling voltage contrast, is used for characterizing conducting

lines buried beneath an insulating layer in integrated circuits [16]. The surface field

present on an insulating surface is reduced by the presence of a buried conducting

line below it, allowing more SEs to escape from this region and therefore this region

to appear brighter in the image. Furthermore, the effect is dependent on the capac-

itance and so on the depth of the buried line from the surface. Preliminary studies

suggest that SCC is more prominent in HIM compared to SEM due to the fact that

the SE energy distribution has a peak at lower energies for HIM and therefore the

generated SEs are more sensitive to subtle local variations in surface fields [14].

More information on this is available in Chap. 19. This ‘through dielectric imaging’

has been demonstrated on conductive lines buried as deep as 200 nm below the sur-

face [17], although the exact mechanism for the observed contrast is not yet fully

understood.

6.2.2 Backscattered Ions

Using light ions such as helium in a scanning beam microscope enables images to

be formed from the ions that are scattered back out of the sample after collision

http://dx.doi.org/10.1007/978-3-319-41990-9_19
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with a heavier sample atom (Rutherford scattering). Such backscattered ion imaging

is not useful with gallium FIB instruments because the heavy gallium ions rarely

encounter a heavier atom in the sample off which to backscatter. This imaging mode

is analogous to backscattered electron imaging in SEM and likewise can be used in

the helium ion microscope to give greater compositional contrast and to probe to

greater depths in a sample. However, this is at the expense of topographic contrast,

surface sensitivity and resolution.

The yield of backscattered helium ions (BSHe) is typically several orders of mag-

nitude less than the yield of SEs. As mentioned previously, this is advantageous for

SE imaging because it means that the SE2 contribution that often limits resolution

in SEM is much smaller in HIM. However, this also means that when attempting to

use the BSHe signal for imaging, the detector efficiency is key to maximizing the

useful information available from this relatively weak signal [18, 19]. An annular

microchannel plate (MCP) is employed on most HIM systems to detect backscat-

tered ions. This is attached to a retractable arm so that it can be inserted between

the sample and the pole piece, with the beam passing through the centre. The wide

collection angle of the MCP and the gain mechanism achieved by secondary elec-

tron avalanches through the chevron configuration of the microchannels ensures effi-

cient detection of the backscattered ions. Nevertheless, due to the low yield from

the sample, BSHe images tend to be noisier than their corresponding SE images.

An overview of the various contrast mechanisms available for backscattered ions is

given below. For a more detailed discussion of these mechanisms, see Sect. 9.3.

6.2.2.1 Elemental/Compositional Contrast

The BSHe imaging mode provides greater compositional contrast than the SE mode

due to the strong dependance of the backscattered coefficient on the size of the target

nuclei. Topographic contrast is not so strong in BSHe mode because the nature of

ion-nucleus interaction is less dependent on surface slope. Studies have shown that

BSHe yield does not monotonically increase with target material atomic number, as

may be expected from a simple treatment of scattering from increasingly large nuclei

[14, 20]. Rather, the BHSe yield versus atomic number trend exhibits oscillations

that map well to rows of the periodic table but mean that unambiguous identification

of target material through BSHe contrast alone is not possible.

Channeling Contrast

Channeling contrast is often exploited in ion and electron microscopy to reveal infor-

mation on the relative crystallographic orientation of grains within a polycrystalline

sample. In Sect. 6.2.1.1, this was described for SE imaging in the HIM but it is also

used in backscatter mode. The mechanism arises from the variation in how far an ion

can travel through a sample when it is moving in different directions with respect to

the columns of atoms in the target lattice. When the beam is aligned to a crystallo-

graphic axis, the cross-section for nuclear scattering is reduced and so fewer ions are

scattered back out of the sample. Conversely, in other orientations, the projection of

sample atoms to the incoming beam is such that it increases scattering probability

http://dx.doi.org/10.1007/978-3-319-41990-9_9
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and the BSHe yield increases as a result. This effect has been demonstrated on pol-

ished metallographic samples [6], where it is comparable to channeling contrast in

SEM and FIB, and in nanoparticle imaging where, in one example, areas thought to

be separated by a twin grain boundary on a single nanoparticle were distinguished

[18].

The possibility of exploiting this channeling effect for quantitative crystallo-

graphic orientation mapping using the BSHe signal has also been discussed [21].

In an approach analogous to Electron Backscatter Diffraction (EBSD) in SEM, it

has been suggested that ion blocking patterns formed by imaging exiting BSHe ions

from a tilted sample could be used in the same way as Kikuchi Patterns are used in

EBSD to map out grain orientation. However, to the author’s knowledge, this has not

yet been practically implemented.

Bulk Versus Surface Imaging

The BSHe signal includes information from deeper in the sample when compared

with the SE signal which originates from only the top few nanometers. The maxi-

mum depth at which helium ions can be backscattered and still reach the detector

varies considerably with sample material and beam energy but is typically 10–100 s

of nanometers below the surface. BSHe yield increases as beam energy is decreased,

as does the depth to which He ions penetrate and therefore the depth from which the

BSHe signal originates. Therefore, lower beam energies tend to be used for BSHe

imaging compared to imaging in SE mode where higher energies increase SE yield.

The larger bulk signal in BSHe can be used to reveal the presence of heavier struc-

tures buried under material of a lower atomic weight [6]. Furthermore, this can be

used to complement SE images captured of the same area to distinguish between sur-

face and sub-surface features. In one example, Hlawacek et al. used this method to

distinguish between the gold core and a lighter ∼1.5 nm cetryltrimethylammonium-

bromide coating in agglomerations of nanorods [18].

Although, as discussed, BSHe imaging is usually associated with signals from

deeper within a sample, there are certain circumstances in which imaging in backscat-

tered mode can be used to characterize very thin surface layers. Hlawacek et al.

demonstrated that sub-monolayer coverage can be detected in a BSHe image through

a dechanneling mechanism whereby the thin layer decreases the channeling proba-

bility and therefore increases the BSHe yield [22]. This particular study was made

possible because the chamber was modified in order to reduce the base pressure to

UHV levels (10−9 mbar) and so significantly reduce surface hydrocarbon contami-

nation compared to standard HIM systems.

A more detailed exploration of BSHe imaging and channeling effects can be found

in Chap. 9.

6.2.3 Transmitted and Reflected Ions

If an appropriately-designed sample holder is used and a sufficiently thin specimen

is examined then the HIM can be operated in scanning transmission ion microscopy

http://dx.doi.org/10.1007/978-3-319-41990-9_9
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(STIM) mode. The simplest realization of this is to mount a thin sample on a TEM

grid and then position a metallic plate, coated with a high SE yielding material,

underneath the sample, with the plate’s surface normal tilted towards the ET detector.

Helium ions that penetrate through the sample will generate SEs in the plate causing

the resulting area of the image to appear brighter. This approach has been used to

monitor the milling of nano-sized pores through thin gold films and to image the

resulting nanopores in order to confirm complete penetration (Fig. 6.7a) [23]. It has

also been demonstrated on arrays of 5 nm diameter pores milled in silicon nitride

membranes for biomolecule detection applications (see Chap. 18) [24].

With a more sophisticated STIM detector design, it is possible to distinguish

between bright field and dark field transmitted ion signals and secondary electron

signals from the top side or rear side of the sample [14]. This was used to image

MgO crystals in transmission mode, revealing thickness fringes analogous to those

observed in transmission electron microscopy (TEM) and the presence of disloca-

tions within the crystal lattice (Fig. 6.7b, c) [25]. These features in STIM are how-

ever more difficult to interpret and analyze than in TEM due to the greater number

of Bragg diffraction events and smaller Bragg angles resulting from the ion beam

interaction with the sample.

Fig. 6.7 Examples of helium ion microscopy images taken in transmission mode: a Image of vias

milled through a thin gold film. The insets show ×10 magnified views, captured separately, of the

10 and 20 nm vias [23]; b Bright-field image of MgO crystal (FOV = 200 nm) [25]; c Dark-field

image of MgO crystal shown in (b) [25]. (Image a is reprinted with permission from [23]. Copyright

2010, American Vacuum Society. Images b and c are reproduced with permission from [25].)

http://dx.doi.org/10.1007/978-3-319-41990-9_18
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Another change in sample mount configuration can facilitate the operation of the

helium ion microscope in reflection ion microscope (RIM) mode. Here, the sample

is tilted so that the primary ion beam is incident at grazing incidence and an aperture

is positioned to allow only the reflected ions to hit a platinum coated surface and

produce an SE signal. This approach is partly motivated by the ability of the elec-

tron equivalent technique (reflection electron microscopy) to resolve atomic steps

on surfaces [26]. An investigation by Petrov et al. revealed that RIM imaging is not

sensitive to composition but rather topographic contrast dominates [27]. The tech-

nique can be used to produce sharp images of an insulating surface without charge

compensation and whilst atomic resolution of surface steps was not demonstrated,

further developments in the sample mount and detector design, together with a higher

vacuum in the chamber, could make this possible in the future. More information on

using the HIM in reflection and transmission modes can be found in Chap. 5.

6.2.4 Photons

Ionoluminescence (IL) in HIM is the emission of light as a result of electron energy

transitions caused by the helium ion beam interacting with certain types of sample.

The emission can be extrinsic, i.e. resulting from energy transitions in impurities

within a sample such as rare-earth ions, or intrinsic, i.e. from the bulk of the sample

itself in the form of interband transitions or emission from defects. This phenom-

enon was first observed in crystals of NaCl [28] and further studies revealed the

mechanism involved the ion induced formation and then subsequent relaxation of

defects known as colour centres within the crystals [29]. Ionoluminescence in the

HIM has been demonstrated with a wide range of samples including thin film direct

band gap semiconductors [19], agglomerations of semiconductor quantum dots, rare

earth doped bulk and nanocrystal samples [30], SiO2 [31] and even mouse teeth

impregnated with organic fluorophores [32].

Ionoluminescence can be studied with the same type of detectors used for cathodo-

luminescence detection and analysis in SEM. To illustrate the various modes avail-

able for IL, the example of cerium/terbium doped lanthanum phosphate nanocrystals

is presented in Fig. 6.8 [30]. In panchromatic imaging mode, light from the sample

is coupled into a photomultiplier tube and an image generated pixel-by-pixel of the

variation in luminescent intensity with position on the sample (Fig. 6.8b). Filters can

be inserted to image over restricted spectral regions and these can be combined with

a simultaneously-collected SE image to produce a composite colour image of lumi-

nescence from a sample (Fig. 6.8 c). Alternatively, the emitted light can be directed

through a spectrometer for spectral analysis (Fig. 6.8d).

In addition to fundamental studies of beam-sample interactions and modifica-

tions, the technique has potential for use in immunofluorescence imaging with higher

resolution compared to photon or electron based methods. More detail on the gener-

ation and analysis of ionoluminescence in HIM is given in Chap. 14.

http://dx.doi.org/10.1007/978-3-319-41990-9_5
http://dx.doi.org/10.1007/978-3-319-41990-9_14
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Fig. 6.8 HIM images and IL spectrum from agglomerated Ce/Tb doped LaPO4 nanocrystals: a SE

image, b panchromatic IL image, c composite image constructed from filtered IL images and SE

image, d IL spectrum showing peaks due to f electron transitions in the Tb
3+

dopant ions (adapted

with permission from [30])

6.3 HIM Imaging Techniques

This section explores examples of imaging techniques that exploit one or more of the

contrast mechanisms described previously, giving details on their practical imple-

mentation.

6.3.1 High Resolution Imaging

When discussing HIM, often the first benefit mentioned is its high resolution imaging

capability. The sub-nm probe size and limited number of high angle scattering events

experienced as the beam travels through the first few 10 s of nanometers of the sample
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restricts the interaction volume in the lateral direction and the low energy spread of

the generated SEs restricts it in the vertical direction. The result is that detected SEs

originate from only a small volume near the surface of a sample and therefore the

technique is capable of high resolution imaging. Note that the same argument does

not apply in backscattered imaging mode because unlike SEs, BSHe that reach the

detector can originate from collisions 10 to 100 s of nanometers below the surface,

resulting in a larger interaction volume and therefore a lower resolution. For this

reason, the highest resolution images in HIM are obtained in SE mode.

For the highest resolution images, the primary beam energy should be maximized

and the beam current minimized, whilst ensuring that the signal to noise ratio is still

sufficiently high. For best results in the Zeiss Orion HIM, a beam current of <0.2 pA

is used. This is generally done by using a small mid-column aperture (typically 10

µm) and a high spot control, which has the effect of positioning the beam cross-

over point further up the column, away from the aperture, so that less of the beam

passes through the aperture. There are two reasons to minimize beam current when

attempting high resolution imaging. Firstly, sample sputtering rates and damage due

to implanted helium scale with the areal dose. High resolution imaging requires high

magnifications (small fields of view); a low beam current minimizes areal dose and

therefore damage to the sample during image capture. Secondly, the level of hydro-

carbon contamination build-up in the area being imaged also scales with dose. This

problem is well know in SEM, particularly for low primary beam energies, and is

thought to result from field-enhanced mobility of hydrocarbons towards the area

being imaged and subsequent ‘cracking’ of the hydrocarbons, forming a thin layer

[33]. Using a He ion beam exasperates this problem because contamination layer

growth is faster and, with the high surface sensitivity of the technique, the unwanted

material has a more pronounced effect on the image and can quickly obscure features

of interest.

Hydrocarbon contamination is the main enemy when attempting sub-nm reso-

lution imaging in the HIM. Therefore, in addition to using a small beam current,

sample cleanliness is of paramount importance to achieving good results. If possi-

ble, solvent cleans and vacuum bakes should be performed prior to loading sam-

ples into the HIM. Often, an in-situ remote plasma cleaner is used on the sample

in the load lock during the loading procedure. This attachment regulates the load

lock pressure at ∼0.5 Torr and generates a low power (∼10 W) plasma from an air

feed. The oxygen radicals generated in the plasma diffuse around the load lock, react-

ing with hydrocarbon contamination and creating volatile organic molecules that are

pumped away by the vacuum system. The technique can also be used periodically on

the chamber itself, where an overnight series of plasma cleans and nitrogen purges

can ensure hydrocarbon contamination in the chamber is minimized [34]. For some

samples it is necessary to perform multiple remote plasma cleans but care should

be taken with delicate samples to ensure that the plasma does not significantly dam-

age/modify features of interest. On the other hand, for some samples, it is possible

to use the plasma cleaner to controllably modify surfaces, revealing more detail in

the nanostructure. An example of this is the visualization of the nanoscale compo-

sitional variation in organic photovoltaic polymer thin films reported by Pearson et
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al.. Here, in-situ plasma cleans were used to remove material from the surface and

gain access to the bulk nanostructure [35].

Quantification of image resolution in HIM can be performed using an edge res-

olution technique. The edge of an atomically-sharp graphene flake protruding from

a HOPG (Highly Ordered Pyrolytic Graphite) sample is imaged at a high magnifi-

cation and line profiles showing the contrast change with distance cutting across the

edge are extracted. The distance over which the contrast changes from 25 to 75% of

its final value is measured and given as the edge resolution. If the flake edge is suffi-

ciently sharp then this gives a measure of the probe size of the beam. An example of

this is shown in Fig. 6.9a, where an edge resolution of 0.3 nm is measured as an aver-

age using 132 locations along the edge. As a comparison, high performance SEMs

are typically capable of achieving an edge resolution of ∼1 nm whereas TEM can

achieve sub-angstrom edge resolution. HIM therefore sits in between these two tech-

niques in terms of probe size. More detail on imaging 2D materials such as graphene

can be found in Chaps. 11 and 12.

Quantification and comparisons of resolution in surface images of thick speci-

mens is more tricky because it is often dependent on the sample. Resolution stan-

dards such as gold particles on a carbon substrate are often presented to show high

surface resolution [8, 37, 38]. An example of high resolution HIM imaging on a non-

standard sample is shown in Fig. 6.9b, where a mesoporous silica film fabricated by

electrochemically assisted surfactant assembly (EASA) is imaged in SE mode [36].

The image shows clearly resolved pores which run perpendicular to the sample sur-

face with diameters of only 2–3 nm.
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Fig. 6.9 High resolution HIM images of a a graphene flake protruding from HOPG with an inset

showing an edge resolution measurement; b porous silica sample, with pore pitch of 2–3 nm. Details

of the sample can be found in [36]

http://dx.doi.org/10.1007/978-3-319-41990-9_11
http://dx.doi.org/10.1007/978-3-319-41990-9_12
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6.3.2 Charge Neutralization

In SEM, imaging of electrically insulating materials is complicated by the accumu-

lation of surface charge. This is caused by an imbalance in the negative charge arriv-

ing at the surface in the form of the incident beam and that which leaves through

the emission of SEs. This changes the local potential of the area under the beam,

which can affect the emission of SEs and the trajectories of the electrons in the pri-

mary beam. This gives rise to various charging artifacts in an image, obscuring the

true surface structure of the sample. Methods to mitigate charging in SEM include

coating the sample with a thin conductive layer, using low voltages and currents to

balance the charges entering and exiting the sample and the introduction of an inert

gas into the chamber in a so-called ‘environmental’ or ‘variable/extended pressure’

mode.

Insulating samples also charge up under the beam in HIM but as the incident beam

is positively charged and the exiting species is negative secondary electrons, then the

surface charge is always positive. This has the effect of creating a larger potential bar-

rier for the SEs to overcome in order to be emitted from the sample and so results in

a low signal and dark images. Fortunately, the fact that only positive charge develops

means that an electron flood gun can be used to neutralize the charge accumulated on

insulating samples in HIM. An electron flood gun is a standard attachment in most

HIM systems. It directs a diffuse beam of low energy electrons onto the sample area

being imaged in pulses that can be interlaced with the ion beam scan by line or by

frame. By carefully adjusting the energy, pulse duration and positioning of the flood

gun beam, charge build up on a sample can be prevented and high signal-to-noise

images of uncoated insulating samples can be captured.

An example of charge neutralization with the electron flood gun is shown in

Fig. 6.10 where the silicon core of an optical fibre is imaged with and without the

flood gun operating. The core is clad in an insulating silica material and so is elec-

trical isolated from the ground. Under the helium beam, the surface develops a pos-

itive charge and the resultant image appears dark due to suppression of SE emission

(Fig. 6.10a). With the flood gun operating, the positive charge is neutralized and a

clear image is acquired (Fig. 6.10b). The inset to Fig. 6.10b illustrates that high res-

olution imaging is possible in this mode, with sub 10 nm features clearly resolvable.

Charge neutralization with the electron flood gun in the HIM is particularly use-

ful for imaging biological samples where structures tend to be made from non-

conductive materials such as the polymer chitin. These specimens can be coating

with thin layers of metal but this may obscure fine features on the surface. Like-

wise, low voltage and environmental modes used for charge neutralization in SEM

often sacrifice resolution for mitigation of charging effects. The electron flood gun

approach in the HIM enables high resolution imaging of the native sample surface

and has been used to study various specimens from the biological world ranging

from butterfly wing scales [39] (see Fig. 6.11) and blood clot microstructures [40] to
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1 µm 1 µm

50 nm

(a) (b)

Fig. 6.10 Images illustrating that charge neutralization during HIM imaging of insulating materi-

als can be achieved using the electron flood gun: a an image of the end of an optical fibre comprising

a silicon core clad in silica; b the same area with the flood gun operating and optimized. The inset

is a zoom on an area of the silicon core, revealing sub-10 nm features (indicated by white arrows)
and so demonstrating that high resolution imaging is possible when using the electron flood gun

human cancer cells [41], predator nematodes (roundworms) [42] and parasites invad-

ing kidney cells [43]. A more detailed exploration of HIM on biological samples is

presented in Chap. 7.

6.3.3 Imaging with a Large Depth of Field

One striking feature of HIM SE images is the large depth of field—a result of the

small convergence angle of the helium beam afforded by the atomic scale source.

This allows features over a wide range of working distances to be captured in sharp

focus within a single image. SEM is considered to be an imaging technique with a

large depth of field compared to optical microscopy but blurring of features in the

background compared to those in the foreground is still observed, increasingly so

http://dx.doi.org/10.1007/978-3-319-41990-9_7
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400 nm

(a)

400 nm

(b)

Fig. 6.11 HIM SE images of uncoated wing scale structures of two species of butterfly where

the electron flood gun was used to neutralize surface charge during imaging: a Papilio ulysses
(reproduced with permission from [39]); bMorpho rhetenor

when imaging at high tilt angles and with low accelerating voltages. With a depth of

field of 5–10 times that of SEM, HIM images are less prone to this. This has proven

to be particularly useful in imaging of biological specimens which tend to be highly

structured in three dimensions [42].

The HIM’s large depth of field has also proven to been advantageous in the extrac-

tion of three dimensional information using a stereo imaging approach [39]. This

method, which has been used in photography and SEM for many years, involves

collecting two images of the same area at different tilt angles. These form a ‘stereo

pair’, i.e. two images that when placed side-by-side and viewed using a stereoscope

(or relaxing the eyes and focusing ‘beyond’ the plane), allow the viewer to perceive a

three dimensional effect [44]. Alternatively, by applying different coloured filters to

each image in the pair, an anaglyph can be generated and viewed using filtered spec-

tacles. The large depth of field of the HIM results in a stronger 3D effect because

the features remain in focus as the viewer observes different parts of the image. Fur-

thermore, heights or depths of features can be quantified by analyzing lateral sepa-

rations in each image of the stereo pair. This technique was demonstrated on image

pairs taken of an area of a butterfly wing and the calculated heights were shown to

compare well with direct measurements using cross-sectional TEM [39]. Examples

of HIM stereo pairs and anaglyphs for two different biological samples, a blood clot

microstructure and a cancer cell trapped in a micro-cavity, are presented in Figs. 6.12

and 6.13. Another example of where the large depth and high resolution of the HIM

is put to good use is presented in Chap. 8, where a study of nascent soot particles is

described.

http://dx.doi.org/10.1007/978-3-319-41990-9_8
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Fig. 6.12 HIM SE images of blood clot microstructure (details of the sample can be found in [40]).

The top two images form a stereo pair and were captured with a tilt angle difference of 6
◦

and a field

of view of 14 µm. The bottom image is a red-cyan anaglyph formed as a composite of the stereo

pair. The 3D effect can be observed using red/cyan filtered spectacles (left eye cyan, right eye red)
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Fig. 6.13 HIM SE images of a Ramos B cell trapped within a polymer micro-cavity (details of

the sample can be found in [45]). The top two images form a stereo pair and were captured with a

tilt angle difference of 6
◦

and a field of view of 20 µm. The bottom image is a red-cyan anaglyph

formed as a composite of the stereo pair. The 3D effect can be observed using red/cyan filtered

spectacles (left eye cyan, right eye red)
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6.4 Conclusions

The emergence of helium ion microscopy as a surface imaging technique has seen it

applied in a wide range of fields over a relatively short period of time. Researchers

have explored ways of exploiting the variety of different signals and contrast mech-

anisms available with the technique to produce information-rich images, reaching

beyond what is possible with more-established electron beam methods. Secondary

electron imaging in HIM takes advantage of the sub-nm probe size and subsequent

minimal interaction volume to resolve ultra-fine surface features. Backscattered ion

imaging can reveal further information on differences in composition and grain ori-

entation. Imaging with and analysis of ions transmitted through thin samples, or of

photons emitted during helium ion bombardment of luminescent samples, can pro-

vide further insights into sample characteristics. Moreover, the ability to neutralize

surface charge and the large depth of field capabilities make HIM highly suitable

for imaging samples from the natural world. Subsequent chapters in this section will

delve into more detail concerning particular imaging modes and applications devel-

oped over recent years. However, the technique is still in its infancy and it is expected

that with further developments in instrumentation and with the increasing availabil-

ity of systems, HIM imaging will find applications in many more research fields in

the years to come.
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Chapter 7
HIM of Biological Samples

Armin Gölzhäuser and Gregor Hlawacek

Abstract Due to its charge compensation capabilities the imaging of insulating

sample is a natural application of Helium Ion Microscopy. The imaging of biolog-

ical samples often requires complicated sample preparation methods who’s influ-

ence on the sample structure is not always fully understood. In this chapter we will

present a number of recent studies from the aforementioned field that make use and

demonstrate the benefits of Helium Ion Microscopy for these research topics. These

examples also demonstrate the large depth of focus that distinguishes the method.

7.1 Introduction

Since the early days of medicine and life science, the analysis of organs, tissue, and

cells was aided by microscopic investigations to determine their structure and to

discriminate between functional and dysfunctional biological matter. For this, the

structure of membranes, the morphology of tissue and the distribution of proteins

therein play important roles. Since the invention of the light microscope, biological

samples have been analysed with the help of magnified images. The development

of electron microscopy since the 1930s was consequently accompanied by the uti-

lization of electron micrographs in biology. Nowadays, fluorescence microscopy is

the most frequently used tool for the imaging of tissue and cells, followed by elec-

tron microscopy. Both fluorescence an electron microscopy have their drawbacks:

fluoresce microscopy requires a labelling of the biomaterial, which allows the iden-

tification of specific binding sites and provides superb resolution. However, labelling
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also requires additional preparation steps and fluorescence micrographs only show

the position of the labels and not the overall morphology of a cell. Transmission

electron microscopy that routinely used in medicine also needs special preparation

(thin cuts) and only provides a view through two-dimensional slices of tissue. Con-

versely, the scanning electron microscope offers a view on the complete cell mor-

phology. However, SEM images of insulating biomaterials often show blur, as the

trajectories of secondary electrons are affected by electrostatic charging. This can be

avoided by coating the entire cell surface by a conductive (metal or carbon) coating.

However, at high magnification a conductive coating changes the cell’s appearance

and morphology and is thus not adequate for an imaging of cell surfaces.

7.2 Large Depth of Field Bioimaging

A Helium Ion Microscope can provide sharp images from electrically insulating bio-

logical samples without a conductive coating. This is achieved by a special charge

compensation, in which the positive charge that is deposited by the He
+

beam is

neutralized by a simultaneous deposition of electrons that is balancing the charge of

the incoming helium ions and the outgoing secondary electrons.

This has been visualized by Schürmann et al. [1], who compared HIM images

of coated and uncoated biological samples at different magnifications. In Fig. 7.1

an example of neural crest-derived stem cells (NCSCs) from the human respiratory

mucosa [2] is shown. Figure 7.1a–c shows images of NCSC-derived human neurons

with and Fig. 7.1d–f without an initial gold coating.

In specimens sputter–coated with gold (Au) with a typical thickness of approx.

10 nm, the cell membrane is covered with clustered Au, masking the cell surface.

Conversely, HIM images of uncoated, native–state cell membranes revealed numer-

ous pit–like membrane inhomogeneities or domains with varying diameters that

are not visible in coated cells. This is best seen by comparing the high magnifica-

tion HIM images in Fig. 7.1c, f. The conductive coating is completely covering the

nanoscale morphology of the cell surface; hence, in SEM images of coated samples,

details seen at high resolution (beyond 100 nm) can simply not be trusted.

Armed with the capability of charge compensation, the HIM is well suited to

successfully image complex biological specimen with sub–nanometer resolution.

Figure 7.1f shows that the outer surface of the cell is not homogeneous but contains

circular (or almost circular) nanodomains with diameters between 10 and 100 nm.

To understand the origin of these nanodomains, Schürmann et al. further looked at

the membranes of the same cell type with Atomic Force Microscopy and Fluores-

cence Microscopy. In a comparative study, they could demonstrate that the pit–like

structures revealed in helium ion microscopy images of mammalian cell membranes

represent both lipid raft–like membrane nanodomains and caveolae [1]. This study

shows that the HIM is a well–suited microscopic tool for the exploration of nanoscale

details of biological membranes and other biomaterial surfaces.

After the introduction of commercial helium ion microscopes, there have been a

number of exploratory studies of all types of biological samples [3, 4], most of them
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Fig. 7.1 Helium ion microscopic images of critical point dried stem cells with and without gold

coating. a, d Human neural crest–derived stem cells differentiated to neurons with a round and

defined cell body and numerous thin, slender, branching and long projections with small diameter

representing neurites. b, e Cell membrane of soma. c In specimens sputter coated with gold (Au)

with standard thickness of approx. 10 nm the cell membrane is covered with clustered Au, masking

the true cell surface. f Helium ion microscopy allows high resolution inspection of uncoated cell

surface in the native state. Numerous nano-domains with a roundish circumference and of varying

diameter become discernible. Reproduces with permission from [1]

are utilizing the charge compensation to visualize fine surface details that remain

unresolved in SEM images. Rice et al. [3] used a HIM to image parts of the epithe-

lium of the rat kidney. They evaluated different preparation methods, such as in–situ

fixation of kidney tissue with glutaraldehyde or modified paraformaldehyde lysine

periodate, critical point drying and sectioning into 500 μm thick slices for easier

handling. They imaged the glomerulus, a network of capillaries at the beginning of

a nephron, which is a basic structural unit in the kidney that serves as a stage in

the filtering process of the blood. Figure 7.2 displays high-magnification images of

glomerular structures; the length of the scale bars is 120 nm (Fig. 7.2a) and 100 nm

(Fig. 7.2b–f). Figure 7.2a shows a part of a filamentous nano–protrusion with bul-

bous ends (white arrows); the surrounding podocyte cells tissue (foot process) that

wraps around the capillaries of the glomerulus, shows an irregular structure of the

membrane surface (black arrows), comparable to those observed by Schürmann

et al. [1]. It is thus likely that such nanodomains are common to mammalian cells,

and originate from lipid rafts and caveolae. Figure 7.2b shows a higher magnifica-

tion image of the actual “filtration” regions (slit diaphragms) between five adjacent

podocyte foot processes [3]. One can clearly recognize a ladder–like structure of

cross–bridging filaments with pore widths of 22 nm ±8 nm. For comparison, in con-
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Fig. 7.2 Comparison of SEM versus uncoated HIM images. a Detail of a glomerular podocyte

(HIM, no–coating). Bar 120 nm (b) Detail of four filtration regions (slit diaphragms) between five

adjacent podocyte foot processes. Bar 100 nm (HIM, no–coating) (c) Sample imaged by SEM with-

out sputter coating, using an in-lens detector. c, d Coated samples imaged by SEM using either the

standard SE2 detector (d) or an in-lens detector (e). Bar 100 nm. Reproduced from [3]

ventional SEM images of an uncoated (Fig. 7.2c) and Pt sputter coated (Fig. 7.2d, e)

slit diaphragms, these fine filaments are much harder to see and their diameter is

not so simply measured. The HIM images show much more contrast and a higher

magnification, which is further confirmed by looking at the SEM images of an ear-

lier low voltage field emission scanning electron microscope (LVFESEM) study of

the slit diaphragm [5]. Bioimaging with HIM and SEM have not only been compared

in studies of mammalian tissue, Joens et al. [4] used LVFESEM and HIM to compare

the images of Arabidopsis thaliana plants. Figure 7.3 shows 10 HIM and correspond-

ing LVFESEM images of Arabidopsis thaliana sepal cuticle structures; the field of

view (FOV) is increasing from 274 μm to 478 nm. The samples have been critical
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Fig. 7.3 Comparison of HIM and LVFESEM using Arabidopsis thaliana. a Low and c high mag-

nification of uncoated samples. b Low and d high magnification using HIM. No artefacts are visible

and even at the highest magnification cuticle structures are visible. Bars a, b 10 μm c, d 200 nm.

Reproduced from [4]

point dried and were uncoated. At low magnification, Fig. 7.3a, b HIM and LVFE-

SEM images are comparable with respect to resolution, contrast and depth of field.

At higher magnification (Fig. 7.3c, d) this changes. At a FOV of 3.4 μm, charging

artefacts (streaks, see arrow) become visible in the LVFESEM images. At a FOV

of 2.1 μm, the sample surface appears textured and, compared to the corresponding

HIM image, the LVFESEM image appears more blurred. At a FOV 478 nm, details

can no longer be resolved in the LVFESEM, while the HIM image still clearly dis-

plays edges and surface structures of Arabidopsis thaliana sepal cuticle. At this mag-

nification, the HIM image has no charging artefacts; hence there charge compensa-

tion by a simultaneous operation of the helium ion beam and an electron flood gun

clearly reveals fine details in the images of plant cells. The article by Joens et al. [4]

contains a number of plastically images of biological objects. An example is shown

in Fig. 7.4, where a predator nematode (roundworm) pristionchus pacificus, has been

investigated with the HIM. Figure 7.4a shows a low magnification image of the pris-

tine nematode that shows a little cavity behind which the mouth and teeth structure

is hidden. In Fig. 7.4b, this cavity has been enlarged and the primary teeth structures

become visible. This “capping” of the nematode has been performed by neon milling
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Fig. 7.4 HIM images of predator worms demonstrating the high depth of focus and the nano–

machining capabilities of the Orion NanoFab. a Native sample, b neon milling reveals the primary

tooth, c removed outer sheath and d patterned line using a low fluence. Bars a–c 5 μm d 1 μm.

Reproduced from [4]

with the HIM, i.e. by operating the HIM with neon ions and focussing their beam to

remove the outer sheath. A snapshot of this process is seen in Fig. 7.4c, where the

outer sheath is almost removed, and in Fig. 7.4d where a small line was written in

the outer cuticle of the nematode with a neon ion dose of 0.3 nC/μm
3
.

Fascinating examples of bioimaging with the HIM have been accomplished by

Boden et al. [6] who investigated the structures of differently coloured butterfly

wings. Like in the other studies discussed so far, a comparison with electron

microscopy has been made. Figure 7.5 shows Variable Pressure (VP) SEM and

HIM image of a wing structure of uncoated Papilio Ulysses. The HIM image is

much sharper and shows finer details. Looking into closer detail, an analysis of the

edge sharpness, a common measure of resolution, yields in this case a surprisingly
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Fig. 7.5 Comparison of VP SEM (a, c) and HIM (b, d) using uncoated Papilio ulysses black

dorsal scales. Scale bars a, b 500 nm, c, d 300 nm. Reproduced with permission from [6]

large (16x) difference between the resolution of the VP–SEM (55 nm) and the HIM

(3.4 nm). This discrepancy is much larger than for the previously discussed exam-

ples. In this case, the better performance of the HIM is most likely caused by a spe-

cial combination of depth–of–focus and charging. The fact that a VP–SEM instead

of a LVFESEM was employed may also explain the low resolution in the electron

micrographs of the insulating and spatially extended wing structures. This example

also shows that under certain circumstances only helium ion microscopy is capa-

ble to provide reasonable images of insulating nanostructures. The study by Boden

et al. [6] also contains stereo anaglyphs (or 3D) images of biological samples, an

uncoated wing of Papilio Ulysses is here used an example. Stereo Imaging can be

achieved because of the combination of a high depth of field and a high resolution

that allows the imaging of a stereo–pair under different angles. This is practically

done by recording two pictures of the same object with incoming helium ion beams at

different angles. Experimentally this is simply performed by imaging at two slightly

different stage tilts. When the images are then viewed with filtered spectacles, three-

dimensional images can be seen and trigonometry can be used to reconstruct the

distance in the depth of field. In Fig. 7.6 a sequences of HIM images of a Papilio

Ulysses wing imaged under tilt angles that vary between 0 and 26° is presented.

Figure 7.7 shows a stereo pair of Papilio Ulysses wing images taken at tilts of 10 and

15°. The height of the structures can be calculated from measuring the distances A

and B. To validate the HIM values have also been compared with values for A and

B obtained from TEM images [7]. In general this shows that 3D–HIM can obtain
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Fig. 7.6 Tilt series obtained from black Papilio ulysses ground scales used to reconstruct

anaglyphs and for 3D reconstruction. Stage tilt angles: a 0°, b 5°, c 10°, d 15°, e 21°, and f 26°.

All scale bars are 400 nm. Reproduced with permission from [6]

Fig. 7.7 Height calculations based on Fig. 7.6. The distance between (0, 0) and a and b is 1.5 and

1.9 μm respectively. Scale bar 200 nm. Reproduced with permission from [6]
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Fig. 7.8 High depth of field imaging of mouse incisor enamel. Reproduced from [8]

a quantitative precision in length measurements, comparable to TEM, but without

the very time consuming TEM sample preparation. More examples of butterfly wing

structures are also shown in Chap. 6 of this book.

Teeth contain both mineral and organic phases in a well–defined three–

dimensional organisation. Bidlack et al. [8] investigated mouse incisor enamel crys-

tallites and the extracellular tooth matrix with HIM and FE–SEM for comparison.

Figure 7.8 shows a HIM micrograph of uncoated mouse incisor enamel that exhibits

high resolution at low magnifications and a large depth of field.

An other example where the high depth of focus is a surplus to the ability to use

uncoated specimens and achieve very high lateral resolution is presented in Fig. 7.9.

Paunescu et al. investigated the interaction of mouse epithelial cells with sperma-

zota [9]. The head of a mouse spermatozon which is well anchored in the principal

cell stereocilia presented in Fig. 7.9a. More details can be observed in Fig. 7.9b

which shows ring—and vesicle–like structures on the surface of a cytosolic droplet

found close to the mid–principal junction. This vesicle–like features can be seen

in more detail in Fig. 7.9c–d. While confirming older results on the presence of

microplicae or small membrane ruffles on the surface of clear cells, it also could

shed new light on the interaction of the spermazotoa during the epididymal transit.

The fact that the sperm cytoplasmic droplet is covered with spherical features with a

size of approximately 90 nm indicates an indirect interaction. The authors conclude

that this images can be interpreted as showing epididymosomes while fusing with

the sprematozoon membrane. This allows to deliver proteins originating from the

epithelium during epididymal maturation.

In the previous study sophisticated preparation protocols have been used to ensure

that the selected tissue is preserved. However, for the magnification series presented

in Fig. 7.10 no special preparation has been used with the exception of a 5 h dry-

ing at room temperature in a high vacuum vessel. The sample has than been directly

http://dx.doi.org/10.1007/978-3-319-41990-9_6
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Fig. 7.9 HIM images of mouse cauda spermatozoon. a Low magnification image showing the

head embedded in the epididymal epithelium. b Intermediate and c, d High magnification of the

same sperm cell. Scale bars a 5 mm; b 1 mm; c 200 nm; d 100 nm. Reproduced from [9]

inserted into the sample chamber of the HIM. The series shows details of a leave sur-

face with increasing resolution. The epicuticular wax platelets shown at high mag-

nification in Fig. 7.10d are approximately 50 nm thick. Attempts to use critical point

drying to prepare the leave surface failed as the sensitive wax layer has been removed

or at least severely damaged.

A similar preparation approach [11] has been chosen to image [12] the leaves of

Pinus densiflora and Pinus rigida (see Fig. 7.11). The complex network formed by

the epicuticular waxes found in the stoma of Pinus rigida is presented in Fig. 7.11d.

The ability to image the structure of biological specimens also comes in handy

for a variety of correlative imaging approaches. Schürmann et al. used a combination

of direct stochastic optical reconstruction microscopy (dSTORM) and helium ion

microscopy to identify the nature of pit like structures revealed by HIM on the surface

of mammalian cell membranes [1]. From their correlative study it becomes clear that
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Fig. 7.10 HIM images of uncoated Euphorbia myrsinites leaves. Samples courtesy of N.

Hornsveld [10]

at least the densely spaced (<50 nm) domains represent lipid rafts. Lipid rafts are

subject of ongoing discussion as they are difficult to visualize in cells. The above

mentioned study based on HIM and dSTORM allowed to identify and image these

structures in uncoated and unstained samples.

Given the fact that HIM provides a large number of different signal path’s cor-

relative imaging can also be performed in–situ. Although some of these path’s are

still under development (see for example the chapters on SIMS 13, backscatter spec-

trometry 12 and IL 14) first results are obtained. A biological relevant example is

presented in Fig. 14.1 of Chap. 14 where SE and IL images of Alexa Fluor
Ⓡ

488 are

compared. While the IL images allows to identify the region of interest the charge

compensation capabilities of the HIM could be used to obtain high resolution data

from the target sites.

http://dx.doi.org/10.1007/978-3-319-41990-9_13
http://dx.doi.org/10.1007/978-3-319-41990-9_12
http://dx.doi.org/10.1007/978-3-319-41990-9_14
http://dx.doi.org/10.1007/978-3-319-41990-9_14
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Fig. 7.11 HIM magnification series showing the surface of Pinus rigida. The complex network of

formed by the epicuticular wax inside the Stoma is shown. (scale bar 20 μm (a), 10 μm (b), 2 μm

(c), and 500 nm (d)). Reproduced from [12]

7.3 Summary

In conclusion, we have seen that the biological studies in the first 10 years are

mainly focused on a comparison of ion and electron microscopy. From the numerous

examples presented above it becomes obvious that the charge compensated results

obtained by HIM provide a higher resolution, contrast and more details in com-

parison with standard electron microscopy methods used in biology and medicine.

Besides this clear advantages the large depth of focus is a big surplus for the inves-

tigation of the morphology of unstained and unlabelled cells.

HIM has evolved into a tool that can be used for the investigation of biological and

medical samples, but is still far away from being accepted as a main stream method

in these fields. In the next years it needs microscopists skilled in ion microscopy
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as well as the established optical methods to perform more in depth studies which

will reveal new insights into the underlying biological mechanisms. In particular the

investigation of the influence of labeling will provide a holistic view on the possible

influence of standard sample preparation methods onto biological systems.
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Chapter 8
HIM Applications in Combustion Science:
Imaging of Catalyst Surfaces and Nascent
Soot

Henning Vieker and André Beyer

Abstract In this chapter, selected applications of helium ion microscopy are pre-
sented which demonstrate the strength of this method in characterizing systems
relevant for the field of combustion science: nascent soot and transition metal oxide
catalysts. Soot consists of carbon-based nanoparticles which were generated in
flames. The knowledge about soot growth at very early stages is of high interest in
combustion science, where HIM yields a new lower size limit for imaging such
particles with high contrast. In fact, the contrast on samples composed of light
elements, in combination with the high lateral resolution, are key advantages of
HIM which are relevant for studying soot. HIM allowed time efficient probing of a
high number of particles with sizes and shapes down to 2 nm. In the first part of this
chapter, this is demonstrated for soot from different flames. Their sizes and
shapes were simultaneously analyzed for typically 1000 particles per sample. Due
to the high resolution and high depth of focus, HIM is also well suited to investigate
the surface morphology of highly corrugated catalysts, which is shown here for
transition metal oxide films grown by pulse spray evaporation CVD. In the second
part of this chapter, examples of such catalyst surfaces are presented. In particular,
the morphologie of oxides of iron, iron-cobalt and iron-copper films are charac-
terized by HIM with high resolution.

H. Vieker ⋅ A. Beyer (✉)
Physics of Supramolecular Systems and Surfaces, Bielefeld University,
Bielefeld, Germany
e-mail: andre.beyer@uni-bielefeld.de

H. Vieker
e-mail: h.vieker@physik.uni-bielefeld.de

H. Vieker
CNM Technologies GmbH, Herforder Straße 155a, 33609 Bielefeld, Germany

© Springer International Publishing Switzerland 2016
G. Hlawacek and A. Gölzhäuser (eds.), Helium Ion Microscopy,
NanoScience and Technology, DOI 10.1007/978-3-319-41990-9_8

187



8.1 Introduction

In this chapter, selected applications of helium ion microscopy are presented which
demonstrate the strength of this method in characterizing systems relevant for the
field of combustion science: nascent soot and transition metal oxide catalysts.

Soot consists of carbon-based nanoparticles which were generated in flames. The
knowledge about soot growth at very early stages is of high interest in combustion
science, where HIM yields a new lower size limit for imaging such particles with
high contrast. In fact, the contrast on samples composed of light elements, in
combination with the high lateral resolution, are key advantages of HIM which are
relevant for studying soot. HIM allowed time efficient probing of a high number of
particles with sizes and shapes down to 2 nm. In the first part of this chapter, this is
demonstrated for soot from different flames. Their sizes and shapes were simulta-
neously analyzed for typically 1000 particles per sample.

Due to the high resolution and depth of focus, HIM is also well suited to
investigate the surface morphology of highly corrugated catalysts which is shown
here for transition metal oxide films grown by pulse spray evaporation CVD. In the
second part of this chapter, examples of such catalyst surfaces are presented. In
particular, the morphologies of oxides of iron, iron-cobalt and iron-copper films are
characterized by HIM with high resolution.

8.2 Organic Nanoparticles: Nascent Soot Analysis

This section reports a study about nascent soot particles. The high resolution of
HIM is used to gain a better understanding of combustion, leading to more accurate
models which eventually aid the development of more efficient combustion pro-
cesses. This section starts with one model ethylene flame [1], followed by studies
where the flame conditions [2], and the model fuels [3] were varied.

8.2.1 Introduction: Soot

Soot is a particulate matter resulting from incomplete combustion processes of
hydrocarbons. It is a known human carcinogen [4] and has considerable negative
effect on global climate change [5]. Thus, the understanding of the fundamental
growth processes is of high scientific interest. Mature soot is known to consist of
aggregates of nearly spherical particles, 20–50 nm in diameter, composed of large
polycyclic aromatic hydrocarbons (PAHs) [6]. The formation of soot in flames
starts from the reaction of PAHs into small particles (see Fig. 8.1). Young nascent
soot is mostly aromatic in nature. Mass and size of the particles are growing quickly
in flames. Experimentally, this nascent soot is difficult to characterize. However, it
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is this soot that undergoes the most rapid growth in a flame and is eventually
responsible for the emission of particulates into the atmosphere from fossil-fuel
combustion. A better understanding of these early growth stages is necessary to
identify and fill in the gaps of current kinetic descriptions of soot formation.
Detailed reviews about the current knowledge of soot growth processes were
published by Wang in 2011 [7] and more recently by Kohse-Höinghaus [8].

A standard method to analyze soot is transmission electron microscopy (TEM),
in which the beam penetrates the particle of interest as well as an underlying
support film. This support can reduce the image signal-to-noise ratio substantially.
In fact, the smallest soot particles detectable trough TEM are usually around 10 nm
in diameter [9, 10]. Note that an improvement in the signal-to-noise ratio by simply
increasing the beam dose is limited by sample damage. This TEM image contrast
limitation may be lifted in future by new developments like dynamic TEM [11] or
by depositing soot on thinner substrates, e.g. the carbon nanomembranes discussed
in a Chap. 10. After the detection of a particle, TEM is able to reveal the inner
structure down to atomic resolution, whereas HIM provides detailed information
about the outer shape.

In HIM, SEM, and AFM, imaging is possible on almost all sufficiently flat, bulk
surfaces. In comparison, low-voltage SEM provides similar contrast as HIM, but
the achievable resolution is substantially lower. AFM can detect particles smaller
than 10 nm, but the probe tip is usually larger than the particle size; therefore, the
particle image must be geometrically reconstructed with assumptions that are often
difficult to verify. Also, fine features on a particle surface cannot be revealed easily
in AFM, again owing to the finite tip size [12]. An additional advantage of HIM is
the substantially faster imaging process, which allows the investigation of a suffi-
ciently large number of particles for statistical analysis.

nucleation

coagulation,
surface growth

aggregation
Fig. 8.1 Schematic
illustration of soot growth in a
flat flame. Stacks of lines
represent stacked aromatic
structures, and the wiggly
lines represents aliphatic
components. (Illustration
reprinted with permission [7],
text on the right side is added
to understand the chosen soot
sampling heights that
correspond to different stages
of soot formation

8 HIM Applications in Combustion Science: Imaging … 189

http://dx.doi.org/10.1007/978-3-319-41990-9_10


8.2.2 Soot Sampling

Soot sampling was carried out as shown in Fig. 8.2. A premixed, burner-stabilized
stagnation-flow flame was used for the production of nascent soot. Samples were
probed by thermophoretic sampling, where a cold, flat surface is quickly swiped
through the flame. The substrate was affixed on a sample holder mounted on a
stepper motor. The exposure time to the flame is typically ∼16 ms. We used
standard p-doped silicon wafer pieces without further cleaning as substrate for the
HIM measurements. Breaking and handling the silicon pieces was done in a clean
room. To ensure clean substrates, reference samples were measured for each batch.
Note that all additionally tested “cleaning” methods yielded more particle con-
taminated surfaces than pristine silicon wafer pieces.

Samples were collected at specific distances from the burner surface, which
coincided with the three important stages of soot formation: nucleation, early mass
growth, and aggregation (see Fig. 8.1).

8.2.3 Imaging of Soot

For HIM imaging of sensitive samples such as nascent soot, the level of damage
caused by the probing beam is a crucial parameter. Herein, we discuss the proce-
dures for identifying reliable HIM operating parameters to achieve optimal results.
Figure 8.3 shows consecutive HIM images of two soot samples. The top panels
represent images collected with a very high ion dose density of 2182 ions/nm2 per
image. The bottom panel shows consecutive images collected with a lower ion dose
density of 262 ions/nm2.

Exposing the samples to the ion beam causes no discernible degradation of the
particles. Changes in the contrast were only observed at the higher dosage, but no
change in particle size or shape occurred. The observed changes are attributed to
condensation of evaporated organics onto the sample as discussed by Stuart Boden
in Sect. 6.3.1. Please note that for the highest doses also substrate swelling is
occurring. All these sample modifications occur at higher ion doses than used for

Fig. 8.2 Sampling
procedure. Stagnation flow
ethylene flame, stabilized on
porous plug burner. To
deposit soot particles on
Si-wafers, the sample holder
is quickly moved through the
flame. Reprinted from
Supporting Information of [1]
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evaluated images. All other images shown or used for analysis are taken from
sample positions which have not been scanned before.

As shown in Fig. 8.4, HIM is able to identify nascent soot particles as small as
2 nm. For larger particles (>5 nm), HIM detects particles with high contrast,
allowing the accurate characterization of both size and morphology.

8.2.4 Analysis of Soot from Ethylene Flames

Figure 8.5 shows typical HIM images of nascent soot which were collected at the
three different heights in the flame. The particle size is growing with the distance
from the burner as the soot has a longer residence time in the flame.

Fig. 8.3 Beam damage evaluation: Series of consecutive HIM images of soot collected from an
ethylene C3 flame. Top panels sample collected at 1.0 cm from the burner surface with an ion dose
density of 2182 ions/nm2. Bottom panels sample collected at 0.8 cm from the burner surface and
probed by exposing it to an ion dose density of 262 ions/nm2. Reprinted with permission [1]

8 HIM Applications in Combustion Science: Imaging … 191



Fig. 8.4 HIM image of soot particles collected at 0.5 cm distance from the burner, showing the
capability of the technique for imaging nascent particles of 2–3 nm in size. Reprinted from
supporting information of [1]

Fig. 8.5 HIM images of nascent soot from an ethylene C3 flame. Particle size and morphology
change as a function of the distance from the burner surface. Reprinted with permission [1]
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From these images primary particle size distributions can be determined from the
projected areas of the particles. Distribution functions of the particle size are plotted
in Fig. 8.5. They are superimposed by mobility diameter (scanning mobility particle
size, SMPS) distributions of the same flame conditions which were determined in
the gas phase in a previous study by Hai Wang and coworkers [13]. The measured
physical value is different in both techniques as SMPS measures the surface area
whereas HIM measures the 2D projection (the outline) of a particle. In a following
publication this study was extended to a variety of ethylene flame conditions [2].

An additional unique strength of HIM is its ability to probe size and morphology
of particles at the same time and at sizes that have previously been impossible.
Figure 8.6 shows morphological variations of soot sampled in different heights.
Particles sampled at 0.5 cm from the burner surface are spheroidals with a char-
acteristic size of less than 10 nm. At 0.8 cm from the burner surface a notable
number of aggregated particles are observed although the number of apparent
spheroids exceeds that of aggregates, and the apparent primary particle diameter is
around 10 nm. Images obtained at 1.2 cm from the burner show that the primary
particles have grown to around 20 nm, and the number of aggregates greatly
exceeds the number of primary particles.

Fig. 8.6 Morphological variations of nascent soot collected from the ethylene C3 flame at heights
of 0.5, 0.8 and 1.2 cm and imaged by HIM showing representative primary and aggregate
structures. Particles shown in the hexagons are in the apparent size range of 4–8 nm; those in the
squares are 14–18 nm. Particles shown in the circles are apparent aggregates. Reprinted with
permission [1]
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The morphology of soot from ethylene flames is discussed and analyzed in terms
of sphericity, circularity, and fractal dimension. These parameters do not vary much
over the collected samples, but a comparison to representative real particle shapes
indicates that the nascent soot particles have no simple or general shape.

8.2.5 Imaging of Soot from Different C4 Fuels

To analyze the influence of the fuel chemistry on the soot morphology the fol-
lowing C4 fuels were analyzed: n-butane, i-butane, i-butene, and i-butanol.

HIM micrographs of soot from n-butane, i-butane, i-butene are very similar,
therefore, Fig. 8.7 compares HIM micrographs of only n-butane and i-butanol. In
both flames, relatively small particles with sizes smaller than 10 nm are detected.
However, the structure of the aggregates differs notably. The soot from i-butanol is

Fig. 8.7 HIM micrographs for soot probed from atmospheric-pressure flames of n-butane (upper
row) and i-butanol (bottom). For near-spherical particles (circles and pentagons), the diameter is
given. Reprinted with permission [3]
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at the lower height of 0.8 cm close to the detection limit, whereas the n-butane
flame is already producing branched structures. Soot from i-butanol is almost
spherical whereas n-butane soot is agglomerating to bigger structures.

This difference might indicate an influence of the fuel structure on the mor-
phology of nascent soot particles. This could be caused by the different C/O ratios
or the chemical structure of the fuel itself.

8.2.6 Summary: Imaging of Nascent Soot

For imaging of soot, HIM yields images with exceptional contrast even for smallest
nanoparticles. This allows the unambiguous recognition of smaller nascent soot
particles than those observed in previous electron microscopy studies. The results
indicate that HIM is ideal for rapid and reliable probing of the morphology of
nascent soot. Particles as small as 2 nm are detectable. The results also show that
nascent soot is structurally inhomogeneous, and even the smallest particles can have
shapes that deviate notably from a perfect sphere.

8.3 CVD-Grown Films of Transition Metal Oxides

In the field of combustion, catalytically active films are of high interest for e.g.
cleaner exhaust gases. One type of such films is characterized by HIM in an
exemplary study which is presented in this section. The investigated transition
metal oxide (TMO) films were produced by pulsed spray evaporation chemical
vapor deposition (PSE-CVD). With its high depth of focus at full resolution, HIM is
well suited to investigate the morphology of these highly corrugated films. At the
end, a variety of analytical techniques were combined to obtain thorough infor-
mation about the samples. Special focus of this study were transition metals and
their oxides, especially iron, [14, 15] cobalt, [16] copper, [17, 18] and mixtures
there of [19–21].

8.3.1 Introduction

The scientific goal of this study was the development of functional catalytic surfaces
which are suitable for better and cleaner combustion processes. Burning organic
material produces not only soot as discussed in the previous chapter, but also
volatile organic compounds (VOCs). These are linked to a variety of environmental
issues and negative effects on human health [22]. Many currently employed cata-
lysts are, on one hand, quiet effective, but, on the other hand, made from noble
metals, so they are generally expensive. A potential alternative candidate are
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transition metal oxides (TMOs), as they are quite inexpensive and show a
promising functionality as catalyst [23].

Chemical vapor deposition (CVD) is a deposition technique to produce thin
films. The substrate is exposed to a precursor in the vapor phase. The film is then
formed by decomposition or chemical reaction of this precursor on or near the
vicinity of the heated substrate surface. This method can provide pure materials,
and it allows a high control of film structure and composition.

In this study pulse spray evaporation chemical vapor deposition (PSE-CVD) is
used. In PSE-CVD, the precursor is dissolved in a solvent, and this mixture is
directly injected in the process chamber (evaporation zone, see Fig. 8.8). Only
small amounts (∼µL) are sprayed with every pulse, so the solution immediately
evaporates. A gas flow then transports this vapor to the heated substrate. PSE-CVD
has advantages over conventional techniques due to its simple (thus inexpensive)
setup, high flexibility, good growth rate control, and high number of parameters for
tuning the properties of the final surface [24, 25].

The catalytic functionality of the prepared films were tested in a flow reactor as
depicted in Fig. 8.9. The oxidation of several model pollutants like carbon
monoxide (CO), propene (C3H6) and others were studied and compared to known
catalysts. In detail, a catalyst-coated steel mesh was placed inside a flow chamber
and the exhaust pollutant concentration was measured. Good catalysts reduce the
necessary temperature and are long-term stable. A typical “light-off curve” of such a
measurement on α-Fe2O3 grown at 300 °C is presented in Fig. 8.9b.

Fe(acac)3

Co(acac)2

(a)
(b)

Fig. 8.8 a Schematic of the PSE-CVD reactor used to prepare the functional films. b Structure of
typical acetylacetonate (acac) precursors. (Reprinted from supporting information of [14])
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Layers with promising catalytic activity were then comprehensively character-
ized by X-ray diffraction (XRD), emission Fourier transform infrared (FTIR) and
Raman spectroscopy, scanning electron microscopy (SEM), energy-dispersive
X-ray spectroscopy (EDX), ultraviolet–visible (UV–Vis) spectroscopy, and X-ray
photoelectron spectroscopy (XPS).

Helium ion microscopy (HIM) was used to obtain the morphology of the catalyst
surfaces in more detail. One advantage of this instrument is the depth of focus
which is demonstrated in Fig. 8.10. Therein typical HIM micrographs are shown

Fig. 8.9 Testing of the catalytic functionality. a Schematic representation of the flow-reactor used
for catalytic tests. b A typical test curve where the mesh temperature is plotted against the
conversion rate. This example is α-Fe2O3 grown at 300 °C substrate temperature. Reprinted with
permission [15]

(a)

200 nm 100 nm

(b)

Fig. 8.10 Surface micrographs of α-Fe2O3 grown at 300 °C substrate temperature
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which allow the identification of small surface features on very steep surfaces.
These images clearly reveal that the film is composed of a large quantity of
nanoplate-like structures with random orientations. In literature, such a morphology
is linked to a higher mechanical strength and a lower pressure drop in catalytic
processes which allows higher reactant gas flow rates in comparison to fine powder
catalysts. The observed morphology may therefore be related with the catalytic
performance of the deposited α-Fe2O3 [26]. These images are good examples for
the extraordinary depth of focus in the HIM having all features in focus despite
height differences of some micrometers.

8.3.2 Binary Mixtures of TMOs

To further enhance the catalytic properties of the iron oxide films, cobalt containing
precursor molecules were mixed to the CVD process. Figures 8.11 and 8.12 show
significant differences in film morphology as the composition changes. The pre-
cursor was varied from 100% Fe(acac)3 to 100% Co(acac)2 providing mixed
cobalt-iron oxide films. For both figures only samples grown at 400 °C substrate
temperature were selected.

The pure cobalt oxide (Fig. 8.12h) forms closed layer of cubic crystals growing
into each other in numerous orientations. On the other hand, pure iron oxide
(Fig. 8.11a) presents a uniform densely packed microstructure in hexagon shape. It
consists of pallet-shaped crystals which are stacked on each other with equal ori-
entation. Increasing the amount of cobalt in the precursor to 5% (Fig. 8.11b) leads
to comparable, but somehow “disturbed” structures. At 10% Co, the morphology is
totally different. Small grain sizes with a particular open, porous structure dominate
the sample. Already at 30% Co there is a better defined crystal structure with a
pyramidal shape embedded in a matrix consisting of small cubic grains. The step to
50:50 precursor mixing ratio gives films composed of large grains which exhibit a
cauliflower structure. These films show apparent open porosity, where the amount
of rectangular angles like in the pure cobalt film is increasing.

In most cases the surface morphology was characterized by imaging the top side
which is the catalytically active area. To obtain more information about the whole
growth process some samples were also grown on silicon wafers. These wafers are
broken apart and the edges were imaged. This view allows more information on the
growth process and a deep view inside the layer. An example is given in Fig. 8.13
which shows an iron-copper oxide layer. This film consists of pallet shaped crystals
that grew from the Si substrate to the top of the layer.
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8.3.3 Summary: Imaging PSE-CVD Grown Films

Here we presented the use of helium ion microscopy for imaging CVD films. The
influences of changes in deposition parameters like temperature and composition

Fig. 8.11 PSE-CVD grown films of iron and cobalt mixed oxides, Part 1. The precursor mixing
ratio (Co(acac)2:Fe(acac)3) is given on top of the figure. The field of view of the images increases
from 10 µm (first row) to 2 µm, 1 µm, 500 nm until 300 nm (last row). (Continued in next figure)
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are investigated. These changes affect all aspects of the films—not only the surface
structure. There is no simple connection of catalytic activity to surface structure.
However, in the light of all analytical tools it was possible to gain answers on
growth process and details of the catalytic activity itself.

Fig. 8.12 PSE-CVD grown films of iron and cobalt mixed oxides, Part 2. All films are grown at
400 °C substrate temperature (some of the micrographs are already published [14, 19, 20])
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Due to the high resolution of the HIM it was possible to image very fine surface
details. At the same time, the whole sample is in focus due to the high depth of field.
These two aspects of the helium ion microscope were especially useful for the
analysis of CVD grown films.

400 nm 100 nm

200 nm 100 nm

(a) (b)

(c) (d)

Fig. 8.13 HIM micrographs of iron-copper oxide films on a silicon wafer. a, b Images of the top
surface. c, d Cross-section images. The silicon wafer was freshly cleaved and the sample was
mounted at an angle of 90° in the HIM chamber. A part of the Si wafer is located in the upper part
in (c) (dark area). The Fe-Cu film grow direction in both cross-section images points downwards.
The precursor ratio was 50:50 (Fe(acac)3:Cu(acac)2) at a substrate temperature of 400 °C
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8.4 Summary and Conclusions

In this chapter, two examples of the use of helium ion microscopy (HIM) in
combustion science are presented. We showed advantages of HIM compared to the
established techniques. For both cases, the extraordinary small spot size and thus
the achieved high lateral resolution were crucial.

For nascent soot particles, the high contrast on samples composed of light
elements, in combination with the high lateral resolution, are key advantages of
using HIM. This microscopy method allows time efficient probing of a high number
of particles for sizes and shapes down to 2 nm. Therewith, a reasonable effort was
sufficient to obtain a thoroughly statistical analysis. Furthermore, the hypothesis
that nascent soot is often not spherically could be supported.

A variety of transition metal oxide (TMO) films were imaged, where the high
depth of field provided well resolved images on these highly corrugated films. The
understanding of the growth and the catalytic activity of such films was enhanced
by the use of HIM. These films were found to be potential candidates for better and
cheaper catalysts in combustion processes.
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Chapter 9
Channeling and Backscatter Imaging

Gregor Hlawacek, Vasilisa Veligura, Raoul van Gastel and Bene Poelsema

Abstract While the default imaging mode in HIM uses secondary electrons,

backscattered helium or neon contains valuable information about the sample com-

position and structure. In this chapter, we will discuss how backscattered helium

can be used to obtain information about buried structures and provide qualitative

elemental contrast. The discussion is extended to the use of channeling to increase

image quality and obtain crystallographic information. As an example, we demon-

strate that the period of a dislocation network in a film only two monolayers thick

can be obtained with atomic precision.

9.1 Introduction

Typically, secondary electrons are used for image creation in the HIM. However, as

will be explained in more detail in Chap. 12, backscattered helium or neon atoms

contain valuable information on the sample composition. We will show examples

that make use of backscattered helium to obtain qualitative elemental contrast, which

is often sufficient to understand processes in a specimen. This is especially true for

well-defined samples with a known composition and where the user is only interested

in knowing the location of the heavy or light elements present.

Although this works well, there is an important simplification that is rarely men-

tioned or discussed. For nearly all imaging applications—and, in fact, practically all
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theoretical work—the sample is considered to be an amorphous solid without a crys-

tal structure. In reality, for both the secondary electrons and the backscattered ions,

directional effects rooted in the crystal structure of the sample play an important

role. In this chapter we will begin by summarizing the theoretical foundations of ion

channeling and how it affects the secondary electron generation. We will show how

this can be used to obtain crystallographic information in a way similar to electron

backscatter diffraction. After a brief discussion of imaging with backscattered ions

and how it can be used to obtain information on buried structures, we demonstrate

how channeling can be exploited to obtain contrast from thin surface layers. The

last example presented is a powerful demonstration of the high-resolution imaging

capabilities of HIM. By exploiting the dechanneling from lattice defects present in

an ultrathin silver layer deposited onto a platinum crystal, we reveal a dislocation net-

work formed at the interface between the substrate and the adlayer. While the ability

to image this network is an achievement in itself, the periodicity of this network

can be measured with atomic precision. This demonstrates that the combination of

high-resolution HIM imaging with channeling can provide new insight into sample

structure.

9.2 Directional Effects in Ion Solid Interaction

9.2.1 Ion Channeling

Channeling of ion beams into crystalline solids is a well-understood effect that is

often exploited in ion beam analysis [1]. The phenomenon was extensively described

by Lindhard [2] in the 1960s and has been used for ion beam analysis ever since [3].

Although it is often used at high energies typical for Rutherford backscattering spec-

trometry, it is also effective at lower energies. In fact, the probability for channeling

is even higher at low energies E. This becomes evident by considering the equation

for the critical angle

Ψc = Ψ1 =
√

Ua(rmin)
E

. (9.1)

Here, Ua(rmin) is the average potential at a distance r from the string of atoms,

with rmin being the distance of closest approach of the ion with atomic number Z1 to

the string. Assuming a Thomas–Fermi type potential, we can calculate the potential

of a string of atoms with atomic number Z2 [4]

Ua(rmin) =
Z1Z2e2

4𝜋𝜖0d
ln

[(
CaTF
r

)2

+ 1

]
. (9.2)

Here, d is the spacing between the atoms in the string, Z1 and Z2 are the atomic

number of the projectile and the impinging particle, 𝜖0 is the vacuum permittivity, e
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is the unit charge, and C2
is usually taken to be 3 [2]. However, particularly for the

low energies relevant for ion microscopy, other screening functions can be used. We

stick with the Thomas–Fermi screening length, which is given by

a = aTF =
0.885a0

(Z1∕2
1 + Z1∕2

2 )2∕3
(9.3)

where a0 = 0.053 nm is the Bohr radius. As a result of the relation (9.1), the accep-

tance angle for channeling increases with decreasing energy. However, in the low-

energy regime Ψc is proportional to E1∕4
instead of E1∕2

. This low-energy regime is

entered when [2]

E < E′ =
2Z1Z2e2

4𝜋𝜖0
d
a2

. (9.4)

For the energies used in the HIM, this condition is always fulfilled
1

and the critical

angle has to be modified to [2]

Ψ2 =

(
Ca

d
√
2
Ψ1

)1∕2

. (9.5)

For even lower energies, this approximation breaks down, and the critical angle

begins to decrease rapidly. For the example of He into tungsten, this occurs at roughly

1 keV [5].

From this short discussion it becomes clear that channeling occurs easily in the

HIM.

9.2.2 Directional Effects in Secondary Electron Emission

However, in the HIM, one seldom records data based on the collection of either

transmitted or backscattered helium atoms. In the HIM, the standard imaging mode

is based on the collection of secondary electrons. These electrons are excited by the

impinging energetic atom and emitted from the sample. Two possible processes for

the generation of secondary electrons are typically discussed. The first—potential

emission via Auger neutralization—is effective only at energies smaller than those

used in the HIM [6, 7]. The other process—kinetic electron emission—is based on

the direct knock-on collision of the moving atom with electrons of the sample atoms.

In a first-order approximation, the rate of secondary electron generation 𝛿iSE is pro-

portional to the electronic stopping power
dE
ds

in eV/Å [8, 9] .

1
For 30 keV He into Au E′ = 1.3MeV, and for Si E′ = 0.12MeV.
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𝛿iSE = −1
𝜖

dE
ds

(9.6)

𝜖 is a scaling constant. Once secondary electrons have been generated, they still

need to escape from the solid. This can be described as a diffusion process. The

characteristic length scale of this diffusion process—the effective diffusion length

of secondary electrons 𝜆d is on the order of 1 nm for nearly all materials [6]. This

leads to the fact that only the first few nanometers of the material add to the emitted

SEs. As a consequence, HIM is very surface-sensitive [10]. Measurements of the

effective SE yield in HIM show variations from 1 for carbon to values as high as 8

for platinum [11].

A number of theories have been proposed for predicting SE yields. Although this

has been the topic of numerous investigations over several decades, no simple theo-

retical model is capable of predicting the SE yield for all possible ion/sample com-

binations with satisfactory precision. Baragiola et al. have analyzed several models

for predicting iSE yields and have compared them to experimental results [12]. They

conclude that the iSE yield can be calculated with sufficient accuracy for the energy

range important in HIM using

𝛿iSE =
PLSi(vi)

2J
. (9.7)

Here, vi is the velocity of the impinging particle, P is the surface escape proba-

bility, L is the electron mean free path, Si(vi) is the velocity-dependent total inelas-

tic stopping power, and J is the average energy required to form an electron–hole

pair with an energy above the vacuum level. This already includes the simplification

wherein Si does not change much over the distance of L. By comparing experimental

results to (9.7), they found that for velocities above 7 × 105 m/s,

𝛿iSE = 0.1Si(v) (9.8)

within 40% if Si(v) is given in Å/eV. This condition is easily fulfilled in the HIM for

energies above 10 keV.

An attempt to find an empirical formula by fitting existing yield data was made by

Ramachandra et al. [6] (see also Chap. 4 and in particular Sect. 4.2.6 and references

therein). However, this approach requires prior knowledge of experimental yields.

On the other hand, it could be used for elemental targets as well as complex mixtures.

Furthermore, the Monte Carlo code used is also able to predict 𝛿iSE changes with

morphology.

Similar to the approach discussed above, most of the theoretical descriptions of

𝛿iSE deal with amorphous materials and do not take into account the crystal struc-

ture of the solids. Several attempts have been made to do so [13]. Initial results—

relevant for the energies and ion masses used in GFIS-based ion microscopy—used

the shadow cone of the surface atoms and considered the change in stopping power

across the channel, which is determined by the impact parameter [14]. More recent

http://dx.doi.org/10.1007/978-3-319-41990-9_4
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work has explicitly attempted to calculate the electron density within the channel,

and has achieved good agreement with experiments [15]. For the practitioner, these

approaches have in common that they require detailed knowledge of the analyti-

cal models and are computationally expensive. As a consequence, this model can-

not be quickly checked against experimental data. However, a transparency model
was introduced much earlier—first for sputtering—that has led to useful qualitative

agreement with measured data [16–18].

This transparency model [16] is based on the following assumptions

1. Secondary electrons are ejected due to kinetic electron emission

2. A collision happens close to the surface or does not play a role for the electron

emission

3. The escape probability is independent of orientation

4. The ion–electron ejection coefficient is proportional to the probability for a col-

lision.

While (1) and (2) are easy to understand, considering the energy range of interest

and the mean free path of electrons within the material, the remaining assumptions

require more attention. If one assumes that the work function of the surface plays no

role in the SE emission (3), special care must be taken. In particular, HIM has been

shown to be a very surface-sensitive imaging technique that allows the detection of

small changes in work function [19, 20]. However, some results are obtained with

less sensitive techniques, and simulations indicate that the variation in work func-

tion between different crystallographic surface terminations might be too small to

be detected [21]. In addition, the possibility that electron emission channeling [22]

influences the observed (directional) iSE yield must be considered. However, the

effect of channeling seems to be stronger than the changes in work function. One

also should keep in mind that iSE yield and work function for a specific surface do

not correlate directly. From (4) we can derive that for large enough energies where

the cross sections of the atoms for iSE production do not overlap, the ratio of the

blocked area to the total area is the same as the ratio of the iSE yields. A simi-

lar approach based on the transparency of the crystal has been used to understand

the channeling-related change in X-ray emission from metals and organic crystals

[23, 24].

More recent descriptions are based on molecular dynamics simulations [21].

Using the Oen–Robinson [25] inelastic loss function, they attempt to mimic the elec-

tron density around the target nuclei. Good agreement is reached for both random

orientation and the directional dependency of the iSE emission coefficient.

In the following section we will describe the effect of crystal orientation on the

backscatter yield and the secondary electron yield as it is observed specifically in the

HIM. The examples presented will highlight how channeling can be used to obtain

crystallographic information and how dechanneling can reveal information on thin

organic and inorganic surface layers. As will become clear, a qualitative transparency

model is sufficiently accurate for understanding the observed changes in SE yield.

We will further show that backscattered helium can be used to obtain information

on buried interfaces perpendicular to the surface.
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9.3 Mapping of Crystal Orientation in the Ion Microscope

As discussed above, channeling of He ions leads to a change in the backscatter yield.

Using a micro-channel plate (MCP), backscattered helium (BSHe) images can be

recorded. The contrast in such an image depends on the amount of backscattered

particles that hit the annular MCP mounted above the sample. Although yields are

usually small, the large solid angle of the detector and the high sensitivity of the MCP

results in good signal-to-noise ratios. Such a BSHe image of a polycrystalline gold

sample is presented in Fig. 9.1. The individual gold grains can be distinguished, as

their random orientation results in different channeling conditions [26, 27]. The sur-

face normal of the dark grain at the top of the image is a low index or close to a low

index direction. This allows the ions to penetrate deep into the sample, and when they

are finally backscattered, only a small number of them have sufficient energy to reach

the surface and be detected. For bright grains the situation is reversed. Their orienta-

tion is not close to a low index direction, and channeling does not occur. The amount

of BSHe is high, as the ions will very likely undergo at least one small impact para-

meter collision close to the surface. The resulting lower average penetration depth

will allow more backscattered helium to reach the surface. While the sample has an

overall ⟨1 1 1⟩ texture, the orientation of the grains has a 3.5° wide angular distribu-

tion. Keeping in mind that the axial half angle Ψ2 (9.5) for He into Au at 20 keV is

around 3°, one can understand the rich contrast in the image.

The standard imaging mode in HIM is the secondary electron (SE) mode. Here,

the emitted electrons and not the backscattered primary particles are used for image

generation. In Fig. 9.2 three images obtained in SE mode from the same polycrys-

Fig. 9.1 BSHe image of a

polycrystalline gold sample.

The image was recorded

using 1.11 × 1015 cm
−2

20 keV He ions under

normal incidence. The FOV

is 15 μm. Reproduced

from [26]
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Fig. 9.2 Surface of a polycrystalline Au sample. The image was recorded in SE mode using

4.9 × 1014 cm
−2

He ions at a primary energy of 15 keV. The FOV is 10 μm. Reproduced from [26]

talline gold sample are presented. Around a central defect, the different gold grains

can be identified by their difference in brightness. This particular image series was

obtained under a polar angle of 35°. The grains in the film all have a ⟨1 1 1⟩ tex-

ture, but their in-plane orientation is random. As a result, some of them will be in a

channeling condition while others will not. This results in a strong channeling con-

trast [28, 29].

Rotating the sample around its surface normal, intensity curves similar to the ones

shown in Fig. 9.3a can be obtained. Azimuthal rotation around the [1 1 1] surface

normal of the sample will eventually align the beam along the [1 4 1] and the [1 1 0]
direction. Alignment of the beam with these low index directions leads to the dips

in the SE intensity curves. Views of the crystal along these directions are shown

as inserts in Fig. 9.3a. A strong energy dependence of the depth of the channeling

dip is observed here. However, this is not directly related to the minimum yield for

dechanneling of the primary projectile (𝜒min), which should be independent of energy

and should depend solely on the properties of the target crystal [4].

A model similar to the earlier mentioned transparency model [16–18] was used

in [26] to obtain the simulated curve presented in Fig. 9.3b. A model of an fcc crystal

was created using a lattice parameter of 4.078 Å and an atom diameter of 0.68 Å. The

slab thickness was restricted to 14 layers. This corresponds to roughly three times the

effective diffusion length for the secondary electrons [6] . As a result, deeper lying

collisions will not contribute significantly to the SE yield. This model crystal was

than rotated and tilted, and the blocked area fraction (opacity) calculated. The results

show excellent agreement with respect to the position of the minima, and can to a

certain extent also reproduce the relative depth of the minima. The latter in particular

is very sensitive to choice of atom diameter. As others have shown, a sensible choice

of this diameter can be made.

Using the above method, opacity/transparency values can be obtained for the

entire hemisphere. The result of such calculations for both fcc and bcc are presented

in Fig. 9.4. The results obtained agree well in terms of dip position with calculations

based on code from B. Doyle. In contrast to the approach presented here, he eval-

uates the well-known equations based on the original paper by Lindhard [2], with
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Fig. 9.3 SE yield plotted against the rotation around the surface normal for a {111} textured

polycrystalline gold film. a Experimental data: Results for two different energies (15 keV: red, solid
line; 33.6 keV: blue, dashed line) are shown. The insets show the view along the indicated directions.

Color coding of atoms is as follows: gold 1st layer, silver 2nd layer, and red 3rd layer. b Simulated

intensity variation obtained using the transparency model

some modifications that account for low and high energy deviations [30]. Using this

approach, the calculated width of the channeling dip for 15 keV He along Au[1 1 0]
corresponds to 2Ψ2 = 12.44°. This is slightly smaller than the value of 15° obtained

in the simulation (see Fig. 9.3b) and also smaller than the measured (Fig. 9.3a) value

of 17°. However, one must keep in mind that the calculation is for the channeling-

induced reduction of the backscatter yield. What was measured by Veligura et al. [26]

was the change in secondary electron yield. As discussed above, these two phenom-

ena are related to one another, but not the same. Furthermore, a somewhat higher

angular resolution in the measurement would result in a deeper minimum and con-

sequently a smaller Ψ2.

The above-mentioned calculations are easily performed with a recently developed

program that allows for the calculation of channeling parameters for arbitrary direc-

tion [31]. Unlike the earlier-presented transparency models, this code is based on
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Fig. 9.4 Channeling maps for fcc (left, reproduced from [26]) and bcc (right). Both maps are

centered around ⟨1 1 1⟩. While red corresponds to a blocking direction, blue indicates maximum

transparency

Fig. 9.5 Stereographic projections of channeling maps for 10 keV He into a Si diamond lattice,

b Cu fcc lattice and c Fe bcc lattice. In all three plots, the ⟨0 0 1⟩ direction is located at the center.

Calculation and image courtesy of B.L. Doyle, Sandia National Lab [31–33]

analytically derived formulas. However, the agreement is very good, and the result-

ing channeling maps are presented in Fig. 9.5 [32, 33].

For determination of the orientation of the underlying crystal, the absolute depth

and width of the channeling dips is of minor importance. As long as the positions can

be predicted with sufficient accuracy, maps like the ones presented in Fig. 9.4 can be

used to obtain orientation information. This was done for the polycrystalline gold

film presented in Fig. 9.2. For each pixel, the intensity versus angle graph is com-

pared to the calculated map. Provided that the measured data covers a sufficiently

large angular range, a single solution exists that will map the measured minima posi-

tions to the expected ones in the map. The result is presented in Fig. 9.6.

A related effect can be seen during the in situ observation of He-induced blister

formation in metals [34]. In Fig. 9.7a, b, He-induced blistering in gold and tungsten

can be seen. The blisters show characteristic patterns of dark lines, which reflect
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Fig. 9.6 Color-coded orientation map of the polycrystalline gold film presented in Fig. 9.2. The

color code corresponds to the in-plane rotation of the grains. All grains have the ⟨1 1 1⟩ direction

perpendicular to the surface. Reproduced from [26]

Fig. 9.7 Channeling effects. a Helium-filled blister in gold. Reproduced from [34]. b Blister in

tungsten created by high-fluence He implantation. The triangular (Au) or diagonal (W) arrange-

ment of dark lines is the result of the channeling-related reduction in SE yield. c Twins in a GaAs

nanowire. The alternating dark and bright stripes are the result of twinning and the related change

in channeling conditions

their crystalline structure. In the case of gold, parts of the bent crystalline surface of

the blister fulfill the channeling condition for the {1 1 1} planes. The angle between

these planes when they intersect the (1 1 1) surface is 120°, which results in the char-

acteristic arrangement of the dark lines (compare the fcc map in Fig. 9.4). For the

bcc metal tungsten, the dark lines most likely correspond to the intersection of the

{1 1 0} planes with the surface.

A further example demonstrating the usefulness of channeling is presented in

Fig. 9.7c. The alternating pattern of dark and bright stripes on the surface of the

hexagonal-shaped nanorod is the result of twins present in the GaAs nanowire. A

twin leads to a flip of the crystal structure. Consequently, if one part of the crystal

fulfills the channeling condition, the other part of the twin typically will not.
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9.4 Imaging with Ions

9.4.1 Backscattered Helium Versus Electrons for Image
Generation

Although SE are mostly used for image generation in the HIM, the use of backscat-

tered helium (BSHe) offers several interesting options not available with electrons.

On the other hand, there are clearly some drawbacks to using BSHe for image for-

mation:

1. Low yield. Only a small fraction of the impinging helium will be backscattered,

not all of which will hit the detector. For secondary electrons multiplication of

the incoming beam by a factor of 2–8 occurs, and nearly all emitted electrons will

eventually be sucked into the Everhart–Thornley detector.

2. Lower lateral resolution. While the secondary electrons are generated in only

a very small volume close to the surface, backscattered helium originates from

various depths and a large lateral area proportional to the radial range of the ions.

The first of these in particular requires longer integration times and higher total

fluence, which will lead to greater sample damage.

However, the backscatter yield has a square root dependence on the atomic num-

ber of the target atom. This can be exploited to distinguish heavy (high backscat-

ter yield) from light elements (low backscatter yield). An example is presented in

Fig. 9.8

Fig. 9.8 BSHe image of

carbon-black toner particles

with embedded metal

nanoparticles. Thanks to the

difference in atomic number,

the metal particles are clearly

discernible. Reproduced

with permission from [27]
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A BSHe image of metallic nanoparticles on a carbon support is shown [27].

Because of their higher atomic number, the backscatter yield from the nanoparticles

is higher than for the carbon support, which appears dark. In general, higher atomic

numbers will lead to increased backscattering. However, a more detailed analysis

reveals an oscillatory behavior of the backscatter yield [35–37], which further com-

plicates a quantitative analysis of this signal.

9.4.2 Subsurface Imaging

Subsurface imaging is a useful imaging mode that can be substantially enhanced

if channeling is considered. It provides the potential for revealing buried structures

formed by heavy elements. Van Gastel et al. present an approach for visualizing the

buried diffusion front of an electric contact made of a Pd2Si alloy [38]. This con-

tact is formed in an annealing step below a silicon oxide with a thickness exceeding

100 nm [39]. The advantage of this imaging method over classical cross section-

ing [40] is clear from the data presented in Fig. 9.9.

The bright areas at the top and bottom of the figure are the deposited Pd reservoirs

on the sample surface. Particularly in the right BSHe image, these deposits appear

bright, due to their high content of heavy Pd. While in the left SE-mode image, the

two Pd reservoirs are separated by a rough polycrystalline oxide film, a faint contrast

can be observed in the right BSHe image. These areas are separated by a dark, Pd-

free area. Although the contrast for the buried Pd2Si is weak, the rough nature of the

diffusion front is clearly visible. Accessing the roughness of the diffusion front is not

easy in classical cross section-based methods.

Fig. 9.9 Imaging a buried diffusion front. The buried Pd2Si electrical contact is visible only in

the right BSHe image, and not in the left SE mode image. Reproduced with permission from [38]
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Another possibility for subsurface imaging is through the use of static capacitative

contrast [41] to reveal hidden features. This approach is similar to the often used

dopant contrast, which yields excellent quantitative results in the HIM [42].

9.5 Dechanneling Contrast

One practical application of the channeling contrast mechanism described in Sect. 9.3

is to exploit the dechanneling that is caused by either defects or adlayers on the

surface. This is often performed using medium- or high-energy beams to resolve

the structure of surface reconstructions and epitaxial layers [43–45]. However, in

an imaging device like the HIM, simple changes in backscattering probability due

to blocking can already reveal information on the outermost surface layer. In this

section, we will first (Sect. 9.5.1) present examples where a simple amorphous layer

results in an enhanced backscattering probability for BSHe. In Sect. 9.5.2, we will

then use changes in the SE yield to resolve the surface reconstruction of a thin metal-

lic adlayer.

9.5.1 Dechanneling by Thin Films

An SE mode image of a silicon(001) wafer patterned with two different self-

assembled monolayers is presented in Fig. 9.10a [46]. Two different molecules have

been used to create the stripe pattern [20]. Because of their different work functions,

Fig. 9.10 Self-assembly monolayers on silicon. Two different SAMs have been patterned in ver-

tical and horizontal stripes onto a Si (001) wafer. a SE-mode image. b BSHe image. Reproduced

from [46]
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one can conclude that the vertical stripes are formed by triethoxy(1H,1H,2H,2H-

tridecafluoro-n-octyl)silane (short perflourosilane, PFS, Φ = 6.6 eV [46, 47]). They

appear darker than the horizontal stripes formed by (3-mercaptopropyl)

trimethoxysilane (short mercaptosilane, MS, Φ = 5.3 eV [48]). However, our main

point of interest here is the corresponding BSHe image presented in Fig. 9.10b. Inter-

estingly, the SAM stripes are also visible here and can be distinguished. While the

empty Si patches backscatter a minimal amount of He atoms, significantly more He

is backscattered from the areas covered by PFS and MS.

The increased backscattering is a result of the enhanced dechanneling due to the

additional carbon atoms, reducing the channeling probability into the underlying

Si(001) crystal. From the channeling map presented in Fig. 9.5b, it is clear that the⟨0 0 1⟩ direction is one of the strongest available in the diamond lattice. Therefore,

in the uncovered areas, dechanneling is minimal, and occurs only due to the thin

native oxide on the Si. The addition of several tens of Ångströms of carbon very

effectively blocks the channels and increases the backscatter probability. Calcula-

tions for Si⟨0 0 1⟩ with and without overlayer show a threefold increase of 𝜒min after

the addition of a 3 nm carbon overlayer. The observed increase in backscatter prob-

ability between the Si patches and the carbon covered patches is somewhat smaller,

as an additional thin SiOx layer is present everywhere on the substrate.

A clear thickness dependence can be observed in this experiment. The edges of

the SAM stripes are slightly thicker due to the preparation process, which leads to an

enhanced dechanneling and higher signal from these areas. This is most visible for

the edges of the vertical PFS stripes, and is also confirmed by the 𝜒min calculations.

Increasing the carbon adlayer from 3 to 6 nm further decreases the channeled fraction

by a factor of 2. Similar effects have been observed for monolayer-thick islands of

organic semiconductor molecules [46] and cobalt germanide nanocrystals on germa-

nium (001) [49]. The former result is presented in Fig. 9.11. The left column presents

a para-sexiphenyl (6P) island observed under normal incident, which corresponds to

the ⟨0 0 1⟩ channeling direction into the silicon substrate. The island is clearly vis-

ible in both the SE-mode image 9.11a and the BSHe-mode image 9.11b. A small

nucleus of the second layer is visible in the center of the island and is marked by an

arrow. Similar to Fig. 9.10b, the second layer becomes visible due to the increased

dechanneling as a result of the greater thickness. The right part of the panel shows

a similar island observed using a 10° tilt angle. While the island is clearly visible in

the SE image, only noise is observed in the BSHe data. Now the beam experiences a

high backscattering probability over the entire field of view, as the underlying bulk

sample is in a blocking orientation.

9.5.2 Dechanneling by Lattice Distortions

As shown above, dechanneling can be used in the HIM to investigate thin adlay-

ers. On the other hand, channeling has traditionally been used to investigate lattice

defects such as dislocations and point defects including both interstitial and substi-
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Fig. 9.11 Para-sexiphenyl islands deposited onto a silicon wafer. The SE-mode image (a) and the

corresponding BSHe image (b) obtained in a channeling condition clearly show the 6P island. If

the substrate is oriented in a blocking condition, the island stays visible in the unaffected SE image

(c), but disappears in the BSHe image (d). Reproduced from [46]

tute atoms in bulk crystals. In this section we will show how channeling in the HIM

can be exploited to reveal changes in the atomic lattice that are confined to the first

atomic layers. While this is another demonstration of the high surface sensitivity that

can be achieved in the HIM [10, 46, 50], it also makes use of channeling to reveal

information about the crystal structure.

In Fig. 9.12a, a high-resolution HIM image of a two-layer-thick silver film on

Pt⟨1 1 1⟩ is shown. Using characteristics of the surface morphology, the sample

has been aligned with its [1 1 0] direction parallel to the beam. As is evident from

Fig. 9.4a, b, this is the strongest channeling direction for fcc crystals. Consequently,

the interaction of the incoming He with the sample Pt atoms is minimized, resulting

in reduced iSE yield, provided that the channeling is not disturbed. A careful analy-

sis based on the fast Fourier transform (FFT) of Fig. 9.12a presented in Fig. 9.12b

reveals the presence of a regular sixfold symmetric line pattern. From the FFT one

can deduce a spacing of 6.65 nm along the ⟨1 1 2⟩ direction. A mask based on the
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Fig. 9.12 High-resolution HIM-based analysis of two layers of silver on Pt(1 1 1). a High-

resolution HIM image of the surface. The white arrow points in the [1 1 0] direction. b FFT of

(a). c The data from (a) filtered in the frequency domain using a filter based on (b). Reproduced

with permission from [19]

FFT presented in Fig. 9.12b has been used as a bandpass filter in the Fourier space,

removing all unwanted high-frequency noise. The remaining FFT has then been con-

verted back into real space to obtain Fig. 9.12c, which clearly shows the sixfold sym-

metric line pattern. The dark areas in the center and upper right part of the image are

pure Pt precipitates in the otherwise Ag-rich surface, which, thanks to the reduced

dechanneling and the higher work function, appear dark.

A closer inspection of the silver on the Pt(1 1 1) system reveals that a compli-

cated network of dislocations is formed at the interface between the Pt(1 1 1) and

the deposited silver layers once a coverage of more than two layers is reached [51].

This is related to a local change in stacking. The normal ABC stacking of the fcc

lattice is locally replaced by a CAC stacking. As seen from Fig. 9.13a, this locally

closes the channels. The helium atoms (green) entering the crystal along the [1 1 0]
direction in the fcc area in the center of Fig. 9.13a can easily channel from the silver

(yellow) into the supporting Pt (magenta) crystal. However, in the hcp areas at the

left and right sides of the figure, the Pt atom column sits right in the center of the

channel formed by the surface Ag layer. A significant localized increase in the elec-

tronic stopping can be expected due to the very likely small-impact-factor collisions,

which will occur in the hcp areas.

The local differences across the surface become clear from Fig. 9.13b. Observing

the crystal surface along the [1 1 0] direction reveals that the fcc areas are much more

open than the hcp areas. The latter areas allow for a more intense interaction of the

incoming He atoms with the electronic system of the substrate crystal, and hence

one expects a higher iSE yield. The expected distribution of the iSE yield is shown

in Fig. 9.13c. Please note that Fig. 9.13c is obtained only by blurring of Fig. 9.13b.

The image is thought of as an illustration and not as a correct physical representation

of the iSE yield. However, it does show the projected atom density in the first few

layers, which in a rough approximation is proportional to the stopping power. As we

can see from (9.6) and (9.8), a simple relation exists between the stopping power and

the expected iSE yield.
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Fig. 9.13 Model explaining

the dechanneling induced by

a surface reconstruction.

a Side view along [1 1 0] of

2 ML Ag (yellow) on

Pt(1 1 1) (magenta). Helium

atoms entering the crystal

along [1 1 0] at different

lateral locations are depicted

in green. b Top view of the

crystal surface along [1 1 0].
c Expected qualitative

electron density and SE

yield. Adapted with

permission from [19]

Here, it is important to understand that the obtained result is caused by a shift

of the atoms in the two outermost layers by 1∕
√
3 of the nearest-neighbor distance.

This corresponds to a movement from the default lattice site to the center of the

threefold hollow position (without moving out of the plane). The unique combi-

nation of high lateral resolution and the resolving power of channeling-based ion

beam analysis make this result possible. The precision and accuracy that is reached

is outstanding. Spot profile analysis low-energy electron diffraction (SPA-LEED)

measurements obtained a periodicity of 6.55 nm for the same system [52]. The cali-

bration of the HIM is better than 1%, and the obtained distance agrees with a config-

uration where 23 silver atoms sit on top of 24 Pt atoms with an accuracy of 0.03%.
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9.6 Summary

In this chapter we have shown that not only does channeling occur in the HIM,

but that it can also be exploited to enhance or create new imaging modalities. We

demonstrated in Sect. 9.3 that it is possible to identify the orientation of crystals with

high-accuracy by recording channeling maps and comparing them to existing maps

for known crystal structures. Imaging with backscattered ions (Sect. 9.4.1) and sub-

surface imaging with backscattered helium were also introduced (Sect. 9.4.2). We

further showed in Sect. 9.5.1 how channeling can and should be used to enhance

the contrast when imaging thin adlayers. Finally, in Sect. 9.5.2 we presented results

demonstrating that in the HIM, changes in the crystal structure such as defects or, in

the presented case, surface reconstructions can be resolved with atomic precision.

These results are also promising in the sense that automated routines for ori-

entation mapping will become standard in the HIM, and are competitive in terms

of time and resolution with SEM-based techniques, providing similar results [53].

Another interesting area where channeling plays an important role is STIM. In prin-

ciple, transmission channeling should allow the simultaneous characterization of

mass density and crystallographic properties of a sample [54, 55], providing in-depth

information on the sample structure.
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Chapter 10
Helium Ion Microscopy of Carbon
Nanomembranes

Armin Gölzhäuser

Abstract Carbon Nanomembranes (CNMs) are extremely thin (0.5–3.0 nm),
synthetic two-dimensional (2D) layers or sheets with tailored physical, chemical or
biological function. With two opposing surfaces they interface and link different
environments by their distinct physical and chemical properties, which depend on
their thickness, molecular composition, structure and the environment on either
side. Due to their nanometer thickness and 2D architecture, they can be regarded as
“surfaces without bulk” separating regions with different gaseous, liquid or solid
components and controlling any materials exchange between them. Helium Ion
Microscopy is very well suited to investigate CNMs. Its main advantage is its high
surface sensitivity that generates high contrast images, even in samples where there
is very little material available. It is shown that HIM imaging is an effective tool for
the characterization of “free-standing” as well as “supported” CNMs. Effects of
sample charging, the imaging of multilayer-CNMs and the identification of image
artefacts are discussed. It will be shown that at even low magnification, single
sheets of CNM can be clearly detected and HIM images show a lot of detail. Folds,
wrinkles and pores in the membrane are clearly seen and can be used to characterize
the quality of CNMs. In addition, the high depth of focus eases the HIM operation.
CNMs can also be milled with the HIM, and nanopores of very small diameter
(down to 1.3 nm) have been fabricated.

10.1 Introduction

Two-dimensional (2D) materials are atomically or molecularly thin sheets or
membranes with tailored physical, chemical and biological function [1–3]. They
interface and link different gaseous, liquid or solid surroundings. Their physical,
chemical and biological properties depend on their thickness, molecular composi-
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tion, and internal structure. They can be utilized as membranes or layers that separate
regions with different components and control the materials exchange between them.

In the 2000s, the field of 2D materials was shaped by new discoveries, novel
technical breakthroughs and industrial demands. A prominent example for this
development is “The rise of graphene”, which had major impacts on science and
technology. Physicists, chemists and engineers have intensively explored graphene, a
2D material with the thickness of only one carbon atom [4]. Its unique electronic,
mechanical and optical properties gave fascinating insights into graphene and lead to
innovative technology in the investigation and handling of two-dimensional systems.

This turned out to be beneficial for a number of other materials; layers, sheets
and membranes did not only receive much more attention, but also benefited from
new preparative and analytical procedures and the awareness of applications. In the
efforts to understand and apply 2D materials, the Helium Ion Microscope plays an
important role as a tool for imaging and structuring. This chapter will demonstrate
the capabilities of the HIM for characterizing 2D materials using images of gra-
phene and carbon nanomembranes as representative examples.

Perfect graphene is a homogeneous and chemically inert material, and it is dif-
ficult to functionalize its surface for specific applications. Carbon nanomembranes
(CNMs) are 2D materials with a thickness of one molecule (0.5–2 nm) [5]. CNMs
were invented at about the same time than graphene [6], they are as thin as graphene,
allow a chemical functionalization and can easy to be produced in large areas. CNMs
are made from self-assembled monolayers (SAMs), monomolecular films formed by
the self-assembly of amphiphilic molecules on solid surfaces. SAMs were first
prepared in the late 1970s and were, since then used to coat and modify the surfaces
of a diversity of materials: metals, semiconductors and ceramics.

CNMs are fabricated by exposing a SAM of aromatic molecules to low energy
electrons [7] or to soft X-rays [8]. The radiation results in the cross-linking of
neighbouring molecules into a CNM with molecular thickness. CNMs can also be
fabricated by crosslinking with a helium ion beam [9]. The CNM is then released as a
free-standing foil by dissolving the substrate and then transferring the CNM onto a
support [10]. Figure 10.1 shows a scheme of CNM fabrication.

CNMs are composed of molecules that assemble on a solid surface, where they
are then cross-linked into a two-dimensional film that is released as a free-standing
sheet. Its thickness, homogeneity, porosity and surface chemistry are determined by
the nature of the initial molecular layer. Hence, the choice of the initial molecular
layer sallows flexibility in the properties and applicability of the resulting CNMs,
which makes CNMs a platform technology for building 2D materials. Scientists
from physics, chemistry, and biology create and investigate new CNMs with the
goal to understand their formation, to study their properties and to utilize them for
applications.

In these efforts, Helium Ion Microscopy does not only provide superb resolution
but also offers high materials contrast and surface sensitivity. There are a number of
publications on HIM imaging of ultrathin membranes. Many of them place a focus
on the lithographic modification and production of small structures and circuits
[11]. Graphene and boron nitride (h-BN), an insulating 2D material whose
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hexagonal structure is similar to graphene, were imaged in a comparative study
[12]. Therein, it is shown that HIM is more sensitive and consistent than SEM for
characterizing the number of layers and the morphology of 2D materials. It was also
shown that HIM is very sensitive in characterizing supported, thin organic layers
due to its high surface sensitivity [13, 14]. In a recent study Beyer et al. studied
HIM imaging of CNMs in detail [15].

10.2 A Comparison Between HIM and SEM

At the beginning of our chapter on HIM imaging of 2D materials stands a com-
parison of a HIM image of a CNM with the corresponding SEM image. Figure 10.2
shows HIM (left) and SEM (right) images of the same CNM. The 1 nm thick
CNM is placed on a 15 nm thick perforated carbon foil with a regular pattern of
2 µm holes (Quantifoil, Jena) that covers a TEM grid with 40 µm square openings.
One clearly recognizes that the HIM image resolves many more details than the
SEM image and provides a much higher contrast between the different materials. In
both images, the squared opening of the supporting metal frame and the regular
holey pattern in the 15 nm thick carbon foil are clearly visible. In addition, the HIM
image also shows the 1 nm thick carbon nanomembrane that is present in the right
half of the image; we clearly see that the CNM is folded, its appearance resembles a
piece of cloth or silk. Contrariwise, in the SEM image, it needs skill to correctly
guess where the CNM is located. Without the HIM image as a guide to the eye, it is
difficult to exactly locate the CNM. Hence, in a first and intuitive comparison of
both images, the HIM clearly generates a “better” image. It is noteworthy that the
HIM is somewhat easier to operate, i.e. for the extremely thin CNMs, it took longer
to focus and to find the best imaging parameters for the SEM than for the HIM.

Figure 10.3 displays a series of HIM images of CNMs. Figure 10.3a is a large
area overview image of a CNM transferred onto a TEM grid with hexagonal

Fig. 10.1 a Fabrication scheme of CNMs made from aromatic self-assembled monolayers
(biphenylthiol in this case)

10 Helium Ion Microscopy of Carbon Nanomembranes 227



Fig. 10.2 HIM image (left) and SEM image (right) of a Carbon Nanomembrane placed on a
perforated carbon foil with 2 µm holes (quantifoil) that is spanned over a TEM grid with 40 µm
squared openings. The HIM images shows many more details of the CNM

Fig. 10.3 HIM images of CNMs supported by TEM grids. a Large area of intact membranes.
Only one ruptured membrane is found in this area. Scale bar is 100 µm. b Intact membrane.
c Intact membrane with foldings. d Ruptured membrane. e Improved contrast with charge
compensation. f Nanopores in large free-standing CNMs imaged with charge compensation. The
nanopores appear as dark spots in the CNM
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openings. It is easily seen that almost the entire grid is covered by the CNM, only a
single hexagonal opening in the lower part of the image is not covered because
there the CNM is ruptured. Hence, whether or not a CNM covers an opening and
the state of its structural integrity is easily comprehended from its HIM image. The
characterization of CNMs concerning cleanliness, the presence of ruptures and the
amount of folding of the CNMs is also straightforwardly elucidated from HIM
images; Fig. 10.3b–d shows examples. In the imaging of 2D materials is a general
observation that, the secondary electron signal in HIM imaging has a higher
intensity than in comparable SEM images.

Imaging the electrically insulating CNMs at higher helium ion beam current
leads to sample charging which prevents secondary electrons from reaching the
detector. However, the charge compensation system allows a further increase of the
CNM signal intensity in the HIM image. Figure 10.3e displays an image in which
the free-standing CNMs is simultaneously exposed with low energy electrons
(charge compensation), which leads to a higher secondary electron intensity and a
brighter appearance of the CNM. This clearly demonstrates that charge compen-
sation is a quite useful tool in the HIM imaging of insulating thin 2D objects.
Figure 10.3f shows a charge compensated high magnification secondary electron
HIM image of a CNM. Within a grey background, generated by SE’s from the
CNM, a number of small black spots are seen. These spots originate from small
holes within the membrane and show that a CNM is not always a homogeneous
monomolecular film; it can contain “nanopores”. By HIM imaging of CNMs from
different precursor molecules, Angelova et al. [16] could show that the size and the
number of nanopores are determined by the size of the parenting molecules as well
as by the film properties of the parenting SAM.

10.3 CNMs on Solid Supports

CNMs are made by cross-linking molecular monolayers on solid substrates.
A CNM can then be transferred from the surface, where the initial monolayer was
formed, onto other solid substrates. An commonly occurring example is a transfer
from gold onto a silicon surfaces [17], for which transfer procedures with polymeric
media are well-established [18]. The CNM can be imaged with HIM on its original
and on its new substrate. HIM images of CNMs on flat surfaces often provide high
contrast and good visibility of features of the membrane. Figure 10.4 shows six
different substrates with transferred CNMs at magnifications ranging from overview
images with fields of views (FOV) of 4–1 mm down to higher magnification
images (1 µm FOV). The areas covered by the CNM are labelled with yellow
letters, stating “CNM”. One would expect that a CNM on a flat substrate would not
show a good contrast. However, the first visual inspection allows a clear identifi-
cation of the nanomembranes. This is mainly due to defect features that serve as
guide to the eye. Most of the contrast in the HIM images of Fig. 10.4 originates
from ruptures, folds or edges of the membranes or the supports. In Fig. 10.4a
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(1.6 mm FOV), the edge of a CNM is imaged on oxidized silicon, together with a
scratch in the substrate that was made as a marker when the sample is imaged with
different techniques. Defects and folds are frequently observed at edges of trans-
ferred CNMs, together with contaminations, also very well visible in a CNM that
was transferred onto mica (2 mm FOV, Fig. 10.4b). Imaging the CNM at higher
magnification (90 µm FOV, Fig. 10.4e) shows a small scratch in the middle, and
some double-layers of CNMs in the upper part. These are very typical for
non-perfect transfer, and HIM image can clearly identify these defects. Figure 10.4c
(3.75 mm FOV) shows a CNM double-layer that has been transferred on a silicon
nitride surface. At higher magnification (10 µm FOV, Fig. 10.4f) defects, folds and
contaminations are clearly seen and can be assessed in great detail. The number of
folded sheets can be calculated from the number of grey values in the CNM’s image
and the thickness of a supported multilayer CNM can thus be quantitatively anal-
ysed. A similar behaviour is found for a CNM on silicon carbide (Fig. 10.4g,
2.5 mm FOV; Fig. 10.4j 1 µm FOV).

CNMs have also been transferred on soft supports; polymers for example. Here
CNMs are tested as ultrathin filter membranes in gas and liquid permeation mea-
surements. For the use of a nanomembrane as a filter, the amount of defective area is
a very important factor in the performance [19]. Figure 10.4h (2.5 mm FOV) and
Fig. 10.4k (400 µm FOV) show HIM images of CNMs that were transferred on
polydimethylsiloxane (PDMS). The images were made for a study on gas permeation
through such “hybrid”membranes. For permeation experiments it is of importance to
exactly know the “active area” of the CNM. This can be achieved by quantitatively
analysing HIM images. An example is shown in Fig. 10.4k, where a defect is clearly
seen in the center; the area where the CNM is “missing” can be directly calculated
from the HIM image and enters the calculations of the permeability [19].

Figure 10.4i (1.8 mm FOV) and Fig. 10.4l (80 µm FOV) show CNM on a
Teflon substrate with a pore. Teflon is much rougher than PDMS, however, a
successful transfer has been achieved. In all examples shown in Fig. 10.4, the CNM
lowers the SE-intensity compared to the bare substrates. This can be understood by
the fact that the insulating CNMs lead to slightly higher surface charging, as
compared to the conducting surface.

10.4 HIM Imaging of Free-Standing CNMs
(Porous Supports and TEM Grids)

Another goal of CNM fabrication is to produce membranes that are homogeneous
and mechanically stable and that can span large areas as 2D free-standing sheets. To
achieve this, CNMs are transferred onto holey supports. The size of the holes then
determines the free-standing area. Transmission electron microscopy grids (TEM
grids) are commercially available microstructures with standardized openings of
well-defined size and shape ranging from 1 µm to 1 mm, they are also perfect holey
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supports for CNMs. The stability and quality of a specific CNM can simply be
evaluated after a transfer onto a TEM grid and the subsequent observation of the
number and the size of defects in the transferred CNM. For this task, the HIM has
proven to be a very useful instrument. Beyer et al. [15] investigated the imaging of

Fig. 10.4 HIM images of CNMs supported by different materials. a, d SiO2. b, eMica. c, f Si3N4.

g, j SiC. h, k PDMS. i, l Teflon
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different CNMs with HIM, and in the following section here we review parts of
their work. For imaging with the HIM, the most important characteristics of CNMs
are that they are ultrathin (≈1 nm) and electrically insulating. Because of its high
surface sensitivity, the helium ion microscope is well suited to image CNM with a
high signal-to-noise-ratio. The helium beam easily penetrates the CNM and can also
interact with other objects below the freestanding film. Figure 10.5 displays an
example of this effect. The HIM images in Fig. 10.5a, b show the same object: a
hexagonal TEM grid that is mounted in a sample stage with a mm-sized, circular
opening (visible in the four corners of the images). The CNM that has been
transferred on the grid is partly ruptured; only 20 % of the hexagonal meshes of the
TEM grid are covered by CNM, most of the grid is not. White arrows indicate
CNM-covered regions. Both HIM images were taken with the same ion acceleration
voltage and ion current; however, their contrast appears almost inverted. This
difference relates to the background: In Fig. 10.5a, the grid is placed closely over
the metal surface of the sample stage. An edge of the sample holder surface is
visible as a bright strip running from the top to the lower right of the image.
Background features are visible as helium ions impinge upon the sample stage and
eject secondary electrons that reach the SE detector without being blocked. In
Fig. 10.5b, the sample stage is removed from the grid, so the secondary electrons
from the stage are blocked and cannot reach the detector. Thus, in Fig. 10.5b,
uncovered meshes of the grid appear dark in all parts of this image. The arrows in
Fig. 10.5a, b depict the same locations in both images. Note that regardless of the
mounting and stage position, the large field of view (2.25 mm) together with the
high depth of view and contrast between bare and CNM-covered grid meshes allow
a fast quantitative evaluation of the area of intact CNMs. The recording time of
these images is less than 1 min.

CNM images are further affected by electrostatic charging. In Fig. 10.5c, d HIM
images of CNMs with and without electrostatic charging are compared.
A cross-section of the sample together with a line profile of the grey values in
Fig. 10.5c (dotted line) is given in Fig. 10.5e. Along the dotted line are three
meshes: an empty one followed by a partially and a fully CNM covered mesh. The
helium ion impact and the secondary electrons emission can only result in a positive
charging, regardless of the secondary electron yield of the CNMs. A positively
charged CNM will hinder the emission of secondary electrons and, thus, appear
darker in HIM images. This is observed in Fig. 10.5c where the freestanding
regions of the CNM are dark, while the regions in contact with the copper grid
appear much brighter. In the latter, secondary electrons are also emitted from the
underlying copper grid and charges in the CNM are neutralised by the metallic
support. This yields the high contrast between the CNM-covered and non-covered
regions. However, structural details of the CNMs can hardly be investigated under
these imaging conditions. In the partially covered mesh the edges of freestanding
CNMs appear brighter than the intact CNMs. As schematically depicted in
Fig. 10.5e, this can be explained by secondary electrons from the sample support
whose path to the detector is blocked by intact CNMs, while partially ruptured
CNMs do not. A reduction of the beam current (dwell time per pixel), frame
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averaging as well as charge compensation can reduce or avoid electrostatic
charging. In Fig. 10.5d the sample was mounted in a way that no secondary
electrons from the sample stage could reach the detector. The image does not show

Fig. 10.5 a, b HIM images of freestanding CNMs on TEM grids, illustrating the importance of
the background. Both images show the same sample mounted differently. The arrows point to the
same positions as a guide to the eye. c CNMs on a TEM grid with a bright background and
substantial membrane charging. d CNMs are imaged on a dark background with negligible
membrane charging. e Schematic cross-section and superimposed line profile of the image
greyscale values along the dotted line in (c) with the primary He+ beam and secondary electrons
emitted from the CNM and the sample holder depicted at three exemplary locations. The values of
the line profile (grey curve) are a measure of the amount of detected secondary electrons. (from
[15])
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notable charging, small ruptures in the CNM show the high contrast between the
bright CNM and its surrounding. Under these conditions, small details (pores, folds,
contaminants) of the freestanding CNM and the support grid are clearly visible.

Different CNMs on copper TEM grids with hexagonal meshes are shown in
Fig. 10.6. From these, one can identify different features that are clearly visible in
HIM images. In Fig. 10.6a larger folds on the upper side of the image and one
rupture in the centre are visible. The grey features the copper mesh most likely
result from adsorbed hydrocarbons, indicating that the surface of commercial TEM
grids is not contamination free. Figure 10.6b is an example of a membrane that rolls
up after a rupture, showing the high flexibility of CNMs. Small folds like those in
Fig. 10.6c are frequently observed, while wrinkling of the free-standing membrane

Fig. 10.6 Low magnification HIM images of CNM transferred onto TEM grids with hexagonal
mesh. a, b show partly ruptured CNMs, c, d intact ones. Despite the low magnification minute
details, such as wrinkles and folds within the CNM are clearly visible, which allows a quick
inspection of the CNM’s quality. Reproduced from [15]
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(Fig. 10.6d) is less often observed. These HIM images of free-standing, folded and
ruptured CNMs on copper grids are very helpful to intuitively understand 2D
materials, they serve as an inspiration for potential application as they transmit the
—true—picture that nanomembranes almost look like plastic foils.

Figure 10.7 shows an instructive HIM image of a CNM that was transferred onto
a copper grid with square meshes that covered with a holey carbon film. Within this
hybrid structure of three different objects, the copper grid provides the supporting
frame on which the holey carbon film is mounted. A CNM was then transferred
onto the holey carbon film. In the upper right corner some small wrinkles within the
CNM are visible; in most of the squares the CNM does not fold and one can see that
the holey carbon film touches the CNM forming a double layer, for example in the
square A and side view A. However, in the center of the HIM image defects are
visible within squares B, C and D that show distinct contrast features. In square B
the CNM is removed, the holey carbon is on the other side of the TEM grid.
Secondary electrons emitted from holey carbon film and the walls of the grid reach
the detector without being attenuated by the CNM. Holey carbon film and the walls
of the copper square thus appear brighter than in surrounding squares. In square C,
the holey carbon is also on the other side of the grid and the CNM is free-standing
above the holey carbon foil without touching. Secondary electrons from beneath the
CNM are blocked, leading to a darker appearance. Finally, the CNM at square D is
also not touching the holey carbon film, but it has a large diagonal crack. Secondary
electrons from beneath the CNM escape through this crack providing a brighter
appearance of features the closer these are to the crack. The defects evaluated in

Fig. 10.7 Low magnification HIM image of a lacey carbon TEM grid covered with a CNM. The
schematic side view on the right shows 4 different configurations (A–D) of lacey carbon and CNM
visible in the image: A CNM and carbon foil are in close contact. B CNM ruptured. C CNM and
lacey carbon are at a distance from each other. D CNM with a small rupture at a distance from
lacey carbon
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squares B, C, D are basically caused by the transfer of the CNM, and Fig. 10.7 is a
good example how Helium Ion Microscopy helps to identify the nature and the
origin of defects in 2D materials.

10.5 Visualization of Large Area CNMs

Another specialty of imaging 2D materials with the Helium Ion Microscopy is that
the HIM can visualize ultrathin objects over large areas. Figure 10.8 shows
examples of freestanding CNMs on a TEM grid with a hexagonal mesh. Note that
the 1 nm thick membranes are self-supporting over distances of up to 0.5 mm. An
overview image (Fig. 10.8a, 1 mm FOV) shows three intact freestanding CNMs,
their neighbouring hexagons contain remnants of ruptured membranes. The top of

Fig. 10.8 HIM images of CNMs spanned over a TEM grid with a large area (diameter 500 µm)
hexagonal openings. The slight intensity variations in (a–d) result from background illumination
from SE of the grid (a, b) and the sample stage (c, d). The CNMs in (c) and (d) show no folds,
indicating a high homogeneity of production as well as a high precision of the transfer.
Reproduced from [15]
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the sample stage is visible at the upper rim of the image and its bottom can be seen
through the empty hexagons. Hence, this overall view that is due to the high focal
depth of the HIM, allows a good overall inspection of extended objects as a starting
point for more detailed investigations.

Figure 10.8b shows the left CNM of Fig. 10.8a at higher magnification. Two
membrane fragments from a neighbouring ruptured membrane are flipped over and
cover part of the intact CNM. The edges of the fragments appear very bright, which
is due to a topographical contrast and which allows a clear identification of even the
small defects and contaminants on the CNM. A further large CNM is presented in
Fig. 10.8c, d. The HIM images were taken at different scanning orientations and
sample tilt angles; the intensity variations of the CNM’s surfaces originate mostly
from secondary electrons emitted by the sample stage.

10.6 Imaging of Hybrid and Composite Systems

The ability of the HIM to visualize complex 2D systems can be well studied in
Fig. 10.9 that shows an “unusual” composite structure consisting of a copper mesh,
a holey carbon film and single layer graphene. A schematic view of the structure is
shown in Fig. 10.9: the holey carbon film is connected to the TEM grid at the

Fig. 10.9 HIM images of an “unusual” composite structure schematically shown at the top.
A graphene sheet is placed on the back side of a copper grid covered with a lacey carbon film. The
graphene freely suspends over the copper bar until it touches the carbon film. The image plastically
shows folds and wrinkles within the graphene and lacey carbon sheets
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bottom of the rectangular shaped cooper rod; a layer of graphene has been trans-
ferred to its opposite side. Both, the holey carbon film and the graphene are isolated
in the proximity of the copper rod, however after about 4 µm away from the rod,
they touch each other and form a sandwich layer. Figure 10.9 shows this with great
detail. In upper third of the left HIM image the rectangular copper rod is seen
covered by a layer of graphene. In the middle of the image, the graphene suspends
over the edge of the bar as a freestanding foil that exhibits some folds resembling a
piece of drape or a film of saran wrap. One also sees the line along which the
graphene film touches the holey carbon. Finally, in the bottom part of the image, as
well as in the right HIM image, a bilayer of graphene and holey carbon is seen. One
can detect folds and wrinkles in the openings of the holey carbon, as well as bright
patches within the graphene sheets. The bright patches originate from regions of
double layer graphene that contain more carbon atoms and, consequently, generate
more secondary electrons. Figure 10.9 contains a many details in a single image
with also has a very large field of view, which is unmatched by other charge particle
microscopies. Images from TEM, SEM, or STM/AFM would either show fine
details or a less resolved overview. The HIM is unique in the sense that it combines
a large field of view, material contrast and high resolution.

The imaging of nanomaterials with high resolution in a field of view below 1 µm
allows to study the position and morphology of their defects in high detail. Fig-
ure 10.10 shows a sequence of HIM images in which different amounts of gold
were deposited on silicon nanospheres. The spheres are gold coated only on top
providing so-called “janus nanoparticles” that are used as substrate in surface
enhanced Raman spectroscopy (SERS). The morphology of these spheres was
studied in detail with HIM; in Fig. 10.10, the growth of a continuous gold film on
the silicon spheres is seen [20].

In Fig. 10.11, a CNM was transferred onto these “gold-capped” nanoparticles.
An immediate question is whether the CNM stays intact after the transfer process
and how is the morphology of the nanomembrane on this heterogeneous and rough
substrate. Figure 10.11a shows that the CNM lays over large areas intact on the
nanospheres. Due to its high flexibility it follows the shape of the particles very
well. However, Fig. 10.11b shows a group of nanoparticles that are only partly
covered; arrows indicate the edge of the CNM.

10.7 Imaging of Perforated CNMs

Perforated CNMs posses a high potential to be utilized as filters for the separation
of liquids or gases. This can be simply understood by the fact that the mass flow
through a thin 2D sheet is much more faster than the diffusion through a filter with
macroscopic thickness. To understand and model the mass transport through
specific 2D materials performance, one firstly needs to quantitatively determine the
number and the size of pores in a given 2D membrane. Here Helium Ion
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Microscopy can provide qualitative and quantitative information on the shape and
size of pores in 2D materials.

Figure 10.12 shows a series of images of pores in CNMs that were created by
the impact of slow highly charged ions (HCI) [21], i.e. ions where a large number of
electrons have been removed. Upon irradiation with Xe40+ and Xe35+, i.e. Xenon
atoms with 40 or 35 electrons removed, every HCI hitting the CNM produces a
single hole. The perforated membranes were them investigated by four different
imaging techniques: HIM (10.12a, b), TEM (10.12c, d), SEM (10.12e, f),

Fig. 10.10 Janus nanoparticles: Silicon nanospheres covered (capped) with different amounts of
gold (thickness shown in the upper right corner), to be used in surface enhanced Raman
spectroscopy (from [20])
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AFM (10.12g, h). The comparison of these images shows that HIM provides the
highest contrast of the pores, even at low magnification. This eases an automatic
and quantitative analysis the images when large areas of a CNM have to be
characterized.

Many properties of CNMs (thickness, chemical composition, density, etc.) are
determined by the precursormolecules, the substrate and preparation conditions. In an
extended study [16], aromatic molecules were studied for their ability to form CNMs.

50 nm200 nm

(a) (b)

Fig. 10.11 Gold capped silicon nanoparticles covered with a CNM

Fig. 10.12 Pores in CNMs imaged with different microscopy techniques after irradiation with
slow highly charged ions: a HIM image of pores induced by Xe40+ (kinetic energy: 180 keV).
b HIM image, Xe40+ (4 keV). c TEM image, Xe40+ (180 keV). d TEM image, Xe40+ (40 keV). e,
f SEM images, Xe40+ (12 keV). g AFM amplitude image, Xe35+ (12 keV). h AFM height image
(zoomed in from (g)). While the TEM images pores as bright spots, with all other techniques
(HIM, SEM, and AFM), they appear as dark spots. (from [21])
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It could be shown that a perforation of the CNMs can also be achieved by creating
pores from defects in the molecular layers that after cross-linking became pores.

HIM was used to quantitatively analyse the porosity of the different CNMs.
Figure 10.13 shows medium magnification images (500 nm FOV) of CNMs made
from Terphenylthiol (TPT, 13a), hexa-peri-benzocoronene derivatives (HBC, 13b)
and hexaphenylbenzene derivatives (HPB,13c). While the TPT CNM did not show
any visible pores, the CNMs made from HBC and HPB showed pores that could be
quantitatively analysed. The histograms at the bottom of Fig. 10.13b, c show the
distributions of pore sizes. We can see that the HPB CNM has a very sharp (full
width at half maximum 2 nm) pore distribution with a peak at pore diameters of
2.5 nm. Conversely, the HBC CNM has a much broader distribution centred at ca.
5 nm with a full width at half maximum of about 5 nm. Both histograms average
data from many images; between 550 and 1300 pores were counted for every graph.
Hence, the HIM images clearly show the differences between the CNMs and also
show the capability of the HIM for a quantitative analysis of 2D materials. During
this type of analysis, aspects to be considered are charging, deposition of con-
taminations and sputtering. The CNMs in Figs. 10.12 and 10.13 were transferred
onto conductive supports, so charging is low and imaging is well possible without
any charge compensation. Contamination deposit and sputtering effects are some-
how compensating each other. On contaminated samples pores are sometimes
closed by scanning, however, a skilled operator easily observes this. High scanning
doses can increase pore sizes, so optimized scanning strategies have to used to
avoid systematic errors in the pore size determinations. It is important to note that in
the presented work, all positions are only scanned once.

Fig. 10.13 HIM micrographs of free-standing CNMs. After cross-linking the nanomembranes
were transferred onto TEM grids. CNMs were prepared from: a TPT b HBC c HPB; the upper left
insets show the precursor molecules. The number in the lower left corner in (a) is the TPT CNM
thickness. HIM images (b and c) show CNMs with nanopores, the lower insets show the respective
distributions (in %) of pore diameters (in nm) [16]
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10.8 Lithography with Nanomembranes

This chapter ends with an example of the controlled modification of nanomem-
branes with the help of the HIM. As will be further elaborated in Part IV of this
book, Helium Ion Lithography (HIL) is a very powerful tool for micro fabrication
and 2D materials have been particularly explored. An recent example is the work of
Emmrich et al. [22], who explored the drilling of nanopores with helium ions in
three different 2D materials: SiN, Graphene and CNMs. Figure 10.14a shows a
HIM image of an array of 100 nanopores written with the focused helium ion beam
in graphene. In the writing process, the ion beam was kept focused at a specific
location until the 2D material was sputtered away. In each 2D material, a variation
in nanoporesize was achieved by adjusting the current between 0.6 and 6 pA and

(a)

(c)

(b)

Fig. 10.14 a HIM image of a nanopore array milled in a graphene sheet by HIL. Different pore
sizes were obtained by varying the dwell times while keeping the beam position fixed. b scanning
transmission electron micrograph of a 1.3 nm diameter nanopore milled in a CNM by HIL. c Plot
of measured pore diameters as a function of ion dose for different 2D materials. (from [22])
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the dwell times to values between 5 and 500 ms. Table 10.1 shows the resulting
minimal pore sizes and corresponding ion doses. The smallest nanopore was written
in a CNM with a dose of 4.5 × 105 ions/point. It had a diameter of 1.3 nm, which
could not be resolved by HIM. Figure 10.14c shows a scanning transmission
micrograph of a 1.3 nm pore, demonstrating the power of the HIM as an ultrafine
drilling tool that creates molecular sized nanopores in 2D materials.

10.9 Summary

In summary, the helium ion microscope is an imaging tool that is very well suited to
investigate 2D materials. A main advantage is the high surface sensitivity that
generates high contrast images, even in samples where there is very little 2D
material available. This is particularly useful at low or medium magnification, when
single sheets of graphene or CNM are to be clearly detected within other structures.
In this magnification range, HIM images already show a lot of detail: folds,
wrinkles and pores in the 2D material are seen and can be used to characterize its
quality and its performance. This all can be done without too many efforts in sample
preparation; the high depth of focus further eases the operation of the HIM, so the
microscope may become a routine tool in the observation of technological devices
containing 2D materials.
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Chapter 11
Helium Ion Microscopy
for Two-Dimensional Materials

Yangbo Zhou, Daniel S. Fox and Hongzhou Zhang

Abstract The ability to modify materials at the atomic scale is crucial for the
fabrication of functional nanoscale building blocks for novel nanodevices. Con-
sistency and reproducibility of modifications represent the greatest technical chal-
lenges, which demand finer structuring capability than the currently available
methods. In this chapter, we will present our recent results of sub-nanometer
characterization and modification of two-dimensional (2D) materials enabled by an
ultrafine helium ion beam. Characterization will be presented not only in terms of
lateral dimension measurement, but also with quantitative thickness and work
function extraction. This information is obtained from secondary electron imaging.
The effect of contamination and charging on our ability to extract such quantitative
information will also be assessed. We will demonstrate that structural defects and
stoichiometry modification can be controllably introduced in a few-layer molyb-
denum disulfide (MoS2) sample at a few-nanometer scale. Consequently, localized
tuning of the physical properties of MoS2 can be realized. Fabrication of MoS2
nanostructures with 7-nm dimensions and pristine crystal structure has also been
achieved, and the effects of beam dose and profile on the modification will be
clarified. This nanoscale modification technique is a generalized approach which
can be applied to various 2D materials to produce a new range of 2D metamaterials.

HIM images can reveal surface morphology of a sample. This will be of great
importance for the imaging of 2D layered materials (e.g. graphene). The lateral
dimensions of these layered structures can vary from nanometer to micrometer
scale. The layer thickness of 2D materials may also change, resulting in variation in
electronic properties (e.g. work function variations in few-layer graphene). The
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remarkable resolution and surface sensitivity of HIM can provide detailed infor-
mation regarding surface contamination, local defects, smoothness, uniformity and
thickness, which may be invisible in other microscopy methods. In addition, there is
a charge compensator system in HIM that reduces the beam-induced charging on an
insulating substrate. In conventional fabrication processes (i.e. mechanical exfoli-
ation) 2D materials are transferred to an insulating substrate. HIM will therefore be
an ideal tool to image their structure with minimal substrate charging influence.

The ability to modify materials at the atomic scale is crucial to fabrication of
functional nanoscale building blocks for novel nanodevices. Consistency and
reproducibility of modification represent the greatest technical challenges which
demand finer structuring capability than the currently available methods. The
delivery of a precise quantity of ions to a sub-nanometer area on the surface of a
sample provides the most convincing way of achieving this capability.

In this chapter, we will first discuss the application of high-resolution HIM
imaging in 2Dmaterial characterization, especially graphene.We start with the lateral
dimension measurement and then introduce the thickness contrast of 2D materials
observed in HIM. This will be followed by a brief introduction to quantitative
extraction of the work function of graphene using secondary electron imaging in the
helium ion microscope. The discussion of HIM imaging will be concluded by
introducing its unique charge compensation mechanism and the influence of
beam-induced contamination on the imaging of graphene. In the second section, we
will present our recent results of sub-nanometer modification enabled by an ultrafine
helium ion beam and discuss the effects of beam dose and profile on the modification.
We will demonstrate that structural defects and stoichiometry modification can be
controllably introduced in a few-layer MoS2 sample at a few-nanometer scale.
Consequently, localized tuning of the electrical properties of MoS2 can be realized.
This nanoscale modification technique is a generalized approach which can be
applied to various 2D materials to produce a new range of 2D metamaterials.

11.1 Graphene Characterization

The morphology of graphene determines its physical properties. For example, the
electronic structure of few-layer graphene is different from that of single-layer
graphene [1, 2]. Unique physics appear as the lateral dimensions of graphene are
reduced, i.e. the opening of a band gap in graphene ribbons [3] and tuning of
plasmon resonance in graphene quantum dots [4]. Understanding the properties of
graphene normally requires knowledge of its dimensions at the sub-nanometer
scale. This poses an extreme challenge for the task of surface characterization. HIM
imaging is a promising technique to address this challenge.
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11.1.1 Lateral Dimension

The imaging resolution of lateral dimensions is crucial for the characterization of
2D materials. HIM can produce a sub-nanometer sized ultrafine probe, which is an
ideal tool for high-resolution lateral dimension characterization. The dimension of
the focused He+ probe can be evaluated from the measurement of probe size.
A freestanding flake of a 2D material with a perfectly sharp edge is usually selected,
and a series of SE images that go across the in-focus state are obtained. The SE
intensity drop-off over the edge of the flake in the image can be attributed to the
Gaussian distribution of the ions in the probe. Therefore, an in-focus SE image
represents the finest probe size. For example, see Fig. 6.10, in which a 0.3-nm edge
resolution in a HIM image is presented. We can also compare this 30-keV He+

probe size with the optimized probe size of the e-beam for different beam energies,
which were obtained from a Zeiss Ultra SEM. As shown in Fig. 11.1, the electron
probe size monotonically decreases from 2.7 ± 0.2 nm to 1.6 ± 0.1 nm as the
e-beam energy increases from 0.5 to 20 keV. The smallest e-beam probe is more
than five times the size of the He+ probe (0.3 nm).

HIM, with its sub-nanometer He+ probe, can provide a well-defined edge con-
trast, which is useful for accurate dimensional analysis when compared to electron
microscopes [5]. Figure 11.2 shows images from three different microscopes,
obtained by SEM in-lens mode, STEM-HAADF mode and HIM, respectively.
The HIM image exhibits a much more clearly defined edge profile than the SEM or
STEM images. In the SEM and STEM profiles, the edges are somewhat rounded,
making it difficult to identify the exact edge of the flake. However, in the HIM
profile, the edge has an increase in intensity with a sharp peak, which is due to the
enhanced sensitivity of secondary electron (SE) yield on incidence angle in HIM.
Therefore, HIM imaging can provide more accurate measurement of the dimensions
of nanostructures.

HIM can also show the extension of a graphene domain boundary with a high
spatial resolution. Figure 11.3a shows an image of the domain boundary between the
substrate-supportedmonolayer and bilayer graphene acquired in aHIM. The intensity
profile across this atomically sharp boundary is presented in Fig. 11.3b. The boundary
revealed in the HIM image extends ca. 10 nm. Although the value is larger than the

Fig. 11.1 The relationship
between beam probe size and
beam energy. The data points
are all from SEM images,
except the smallest probe size,
which is from a HIM image

11 Helium Ion Microscopy for Two-Dimensional Materials 247

http://dx.doi.org/10.1007/978-3-319-41990-9_6


Fig. 11.2 a SEM in-lens image of a graphene flake. An intensity profile across the flake is shown
adjacent. b STEM-HAADF image of the same graphene. The intensity profile from the same
region of the flake is shown adjacent to the image. c HIM image of the same flake, with the
intensity profile from the same region also plotted. The well-defined flake edges in the HIM
intensity profile are indicated by two arrows

Fig. 11.3 a High-resolution HIM-SE image of 1–2-layer graphene boundary. b Intensity profile
across in boundary in a
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physical dimension, it is much smaller than the diffraction-limited value of ∼680 nm
in an optical image. Therefore, HIM imaging provides a much higher lateral spatial
resolution than the optical imaging typically used in high-throughput measurement of
graphene flake dimensions. This enables us to investigate the properties of graphene
that correlate with HIM imaging at the nanometer scale.

HIM is a relatively new surface imaging technique, complementary to the
well-established SEM. Many HIM publications have shown the values of the
ultrafine probe (∼0.2 nm) of the tool. However, no lattice resolution has been
demonstrated. This might be due to beam damage, sample orientation, contami-
nation, etc. (see Chap. 3, Sect. 3.4). Similar to electron microscopes, the chromatic
and spherical aberrations in HIM are important issues that can limit its resolution.
By applying correcting octopoles to the quadrupole doublet objective lens in the
HIM, the resolution is expected to be improved from 3 to 0.3 Å [6]. Thus, atomic-
level resolution of HIM becomes possible. A recent report predicts that the reso-
lution of HIM could be competitive to HRTEM [7]. The first principles simulations
show that when a highly focused He+ beam is irradiated on freestanding graphene,
the amount of emitted SEs strongly depends on the impact point of the He+ ions.
Within the graphene lattice, the higher the valence charge density becomes, the
more SEs will be emitted during the He+–graphene interaction process. The charge
density distribution in graphene can be revealed in the corresponding HIM image
(see [7], Fig. 11.3a). Therefore, measuring a lattice image of suspended graphene
by HIM is feasible. This may provide a high-throughput and non-destructive
method for imaging nanostructures at atomic-level resolution.

11.1.2 Thickness and Work Function

HIM is well-suited to high-lateral-resolution SE imaging. The SE imaging in HIM
also provides a thickness-dependent contrast for 2D layered materials, which
reveals their layer thickness information as well as other quantitative information.
The SE imaging in SEM has been used to investigate the layer thickness infor-
mation of graphene [8]. Mechanically exfoliated few-layer graphene flakes on thick
insulating substrates (e.g. SiO2, sapphire, mica) were observed by using the SEM
with various beam energies. The researchers found a linear relationship between the
SE intensity and graphene thickness. A practical method for determining the
number of graphene layers was proposed in the paper. Compared with conventional
optical observation, the benefits of this method are the characterization of
sub-micrometer graphene samples on various insulating substrates. The mechanism
of graphene thickness contrast has also been discussed but remains controversial.
Various mechanisms including work function effect [9] and attenuation effect have
been proposed [8]. HIM can provide a different excitation source for us to inves-
tigate the graphene layer thickness and contrast mechanism. Furthermore, graphene
has been reported to have a layer-dependent work function, which increases from
4.3 eV to a saturated value of 4.6 eV as its layer numbers increase from one to
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more than four [10, 11]. The SE contrast of graphene may therefore also be able to
reveal its work function variations.

We recently investigated the thickness contrast in HIM SE imaging.
Figure 11.4a, b shows optical and HIM images of a few-layer graphene flake on a
Si substrate covered by a 285-nm SiO2 layer. The HIM image clearly shows the
existence of a graphene flake, which appears “brighter” than the substrate, indi-
cating a larger SE emission from the graphene surface. A non-uniform SE contrast
can also be observed on the graphene flake, which corresponds to the different
graphene layer thicknesses observed in the optical image. As the graphene layer
number increases, the SE intensities from grapheme are reduced. Figure 11.4c
shows the relationship between the SE intensity and graphene layer thickness. It
was found that the SE intensity decreases rapidly for a few (1–4) graphene layers,
then follows an almost linear decrease to at least ten layers. Therefore, up to ten
layers can be identified from the HIM image. In addition to the layer thickness
information, the HIM image reveals the work function effect. The linear relation-
ship we observed in Fig. 11.4c can be attributed to the SE attenuation effect, while
the large deviation for one to four layers shows the change of graphene work
function for few graphene layers.

The thickness contrast in HIM is not limited to few-layer graphene flakes, but
can be extended to a wider variety of 2D materials. Recently, the thickness contrast
of a few-layer hexagonal boron nitride (h-BN) nanosheet in HIM was also reported
by Guo et al. [12]. Figure 11.5 shows a HIM SE image of an h-BN flake on an
Fe–Cr-Ni substrate. SE images similar to those of graphene in HIM are observed,
and the HIM imaging of h-BN also shows a larger SE emission from the BN
surface. However, the SE intensity increases with increased h-BN layer thickness,
which is quite different from HIM imaging of graphene. Up to seven layers of h-BN
can be identified from the obtained SE image. The relationship between SE
intensity and h-BN layer thickness shows a non-linear increase, and can be
well-fitted by an exponential curve based on an attenuation model. This indicates
that the attenuation effect dominates the SE contrast, while the work function
variation between h-BN layers can be ignored.

Fig. 11.4 aOptical image of a few-layer graphene flake. The graphene flake has different thickness
from 1 to 8 layers and 10 layers; the scale bar is 10 μm. bA 30-keV HIM image of the corresponding
graphene flake. c The relationship between SE intensities and graphene layer thickness
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In conclusion, we show that HIM can be used to detect the layer thickness
information of 2D materials. Combined with its high spatial resolution, it may also
be able to distinguish variations in layer thickness at the nanometer scale.

11.1.3 Surface Contamination

The fabrication of graphene nanodevices normally involves transferring graphene
onto a suitable substrate (e.g. SiO2/Si wafers) and defining electrodes. Wet
chemistry with organic species is often unavoidable, for example the use of resists
exemplified by polymethyl methacrylate (PMMA) in electron beam lithography.
Therefore, surface residues will arise during the process, and degrade the electronic
properties of graphene devices. A fundamental understanding of the residue mor-
phology is still absent due to a lack of high-throughput and high-resolution surface
characterization methods. We recently demonstrated that SE imaging in the SEM
and HIM could provide sub-nanometer information of a graphene surface and
reveal the morphology of surface contaminants[13].

Figure 11.6a is a HIM image of freestanding graphene, with 35-keV He+ beam
irradiation and 400-nm field of view (FOV). The freestanding graphene was fab-
ricated by a transfer process with the assistance of a PMMA film. The PMMA
residues on the graphene surface are visible in the HIM image, which exhibits a
non-uniform contrast. The typical features include bright spots (∼10 nm in diam-
eter), less bright clusters (several hundred nanometers) and relatively dark areas
surrounding these clusters. The darkest regions appear as dot-like features with an
average size of 2.7 ± 0.4 nm (inset of Fig. 11.6a). These featured structures can
also be identified in the SEM images (Fig. 11.6b–d). However, their visibility

Fig. 11.5 SE Intensities of
h-BN nanosheets observed
using HIM (scattered points)
with a theoretical fitting based
on an attenuation model. The
inset shows the morphology
of typical h-BN nanosheets
observed by HIM [12]
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varies with e-beam energies. The lower the e-beam energy becomes, the higher the
contrast exhibited in the corresponding image. Another significant difference
among these images is the dimension of the dark dots. Under the 0.5-keV e-beam
imaging, these dots have the largest apparent size of 7.2 ± 0.9 nm, while their
average size is reduced to 4.9 ± 0.7 nm under the 20-keV e-beam imaging, which
is twice as large as that in the HIM images.

The morphology difference observed in Fig. 11.6a–d can be attributed to the
image resolution, which is revealed in the variation in beam probe size. We found
that the size of the dark dots measured from a SEM image was linearly dependent
on the size of the electron beam probe that was used to acquire the image
(Fig. 11.6e). The linear relationship is valid for the e-beam energies that we tested
(from 0.5 to 20 keV, which corresponds to a monotonous decrease in electron
probe size from 2.7 ± 0.2 nm to 1.6 ± 0.1 nm). A striking feature is that the
measured He+ probe fits the linear relationship as well (0.9 ± 0.1 nm). The He+

probe size was tuned using defocus to values comparable to the e-beam probe size
(e.g. ∼2.6 nm). The featured structures were still visible in the defocused image,
and their size distributions matched well with those obtained from 0.5-keV SEM
images with a similar probe size. This correlation indicates that the measured size of
the dark dots depends on the probe size and is independent of the beam type. When
the probe size decreases to zero (i.e. the y-intercept), the real physical size of these
dots is revealed to be 0.7 ± 0.3 nm, which is beyond the resolution limits of SEM
and HIM. Nevertheless, compared with SEM, HIM imaging reveals the surface
morphology with higher fidelity and surface sensitivity due to its finer
sub-nanometer probe.

Fig. 11.6 High magnification SE images of freestanding graphene under a 35-keV He+

irradiation. b 0.5-keV e-beam irradiation c 10-keV e-beam irradiation d 20-keV e-beam
irradiation. e The relationship between the beam probe size and the dark dot size
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11.1.4 Charge Compensation Effect on Graphene Imaging

Graphene and other 2D materials are usually mechanically exfoliated on a dielectric
substrate (i.e. a Si substrate with 285 nm thickness of the SiO2 layer), which are
suitable for further device fabrication. However, this kind of substrate is not suitable
for imaging in charged particle microscopes. This is because during the scanning
process in SEM or HIM, energetic charged particles (electrons or He+) will be
injected into the substrate. The SiO2 layer is an insulator, which means that this
charged particle will stay within the layer and cannot be conducted to the ground.
Meanwhile, the beam irradiation will also cause the SE emission process, resulting
in a charged region near the surface. The SiO2 layer will therefore be charged
during the irradiation process which will influence the SE imaging. In SEM, sub-
strate charging can only be controlled by varying the e-beam energy, which changes
the SE emission yield from the surface. Charge neutralization can only be achieved
at a certain e-beam energy where the SE emission yield is around 1. Figure 11.7
shows the SEM images of few-layer graphene flakes irradiated by e-beams with
different energies. It can be seen that at a low e-beam energy of 0.5 keV, the SE
image appears similar to HIM images, i.e. graphene becomes “brighter” than the
substrate. However, due to the substrate charging the contrast is not uniform on the
substrate or on the graphene flake, even with the same layer thickness. The
charging-induced non-uniform SE contrast is greatly reduced at higher e-beam
energies, e.g. 5 keV (Fig. 11.7b). Although the 20-keV SEM image (Fig. 11.7c)
still shows an almost charge-neutralized substrate, the contrast of graphene becomes
worse, which means the high energy is not ideal for graphene imaging. Therefore, it
becomes difficult to obtain a balance between high resolution and less substrate
charging for imaging graphene on an insulating substrate.

In HIM, both the He+ irradiation and SE emission cause positive charging to the
SiO2 layer. Therefore, we can use a charge compensator in HIM to reduce positive
substrate charging. The charge compensator, which is called an electron flood gun,

Fig. 11.7 SEM images of graphene with the irradiation of different e-beam energies of a 0.5 keV,
b 5 keV and c 20 keV. The scale bar is 10 μm
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provides a broad low-energy electron beam that can effectively neutralize the
positive charge near the surface. The electron flood gun provides various controls to
tune the charge compensation process, for example, flood time (compensation time)
and flood energy (compensation depth). Figure 11.8 shows the influence of varying
the flood energy on the He+ imaging of graphene. When the graphene flake is
imaged by a constant 35-keV He+ beam and neutralized by a low flood energy
(Fig. 11.8a, 300 eV, constant flood time of 10 μs), a non-uniform contrast can be
observed in the scanned area, which indicates the existence of strong positive
charging. This can be explained by the penetration depth of a 300-eV electron not
fully penetrating the positively charged region near the surface. Strong positive
charging still exists and affects the SE imaging. A higher flood energy (Fig. 11.8b
and c, 400 and 500 eV, respectively) significantly reduces the positive charging, but
the contrast difference between graphene layers is much improved at 500-eV flood
energy compared to 400 eV. However, at a much higher flood energy of 700 eV
(Fig. 11.8d), the contrast of the image again becomes non-uniform, indicating
charging of the substrate by the flooding electron beam. Therefore, by tuning the

Fig. 11.8 HIM images of a graphene flake acquired with a He+ beam energy of 35 keV but with
different flood energies of 300, 400, 500 and 700 eV in a–d, respectively
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charge neutralization parameters, the charging of graphene on a non-conductive
substrate can be minimized at any given beam energy. High-resolution images can
then be obtained.

11.1.5 Influence of Beam-Induced Contamination

The contamination issue is also very important to SE imaging. Hydrocarbon con-
tamination is known to be generated on graphene surfaces in both the e-beam and
He+ beam irradiation processes. The formed contamination layer will reduce the SE
emission of the underlying surface, therefore the real surface information of gra-
phene might not be obtained. The contamination issue can be more serious in HIM,
because He+ imaging results in a lower SE energy distribution. The SE emission
will be more sensitive to the cleanliness of the surface.

In the previous section we showed that HIM can be used to detect the layer
thickness information of graphene. However, during the scanning process hydro-
carbon contamination will be accumulated on the surface and thus influence the
thickness information of graphene. Figure 11.9a is a HIM image of a freshly
exfoliated few-layer graphene flake. Different thicknesses of graphene layers can be
clearly identified from the different SE contrast on the graphene surface. The sample
was then scanned repeatedly (∼20 images, total irradiation dose ∼1016 He+/cm2)
and stored in air for approximately one week. Repeat measurements showed a
reduced contrast difference between graphene layers. It became difficult to distin-
guish even the few graphene layers (Fig. 11.9b). On the contrary, the SEM imaging
of this He+ irradiated graphene flake still reveals the contrast difference between
graphene layers (Fig. 11.9c). The results show that HIM imaging is very sensitive
to the beam-induced surface contaminants, while the existence of these contami-
nants does not obviously affect the SEM imaging. A clean graphene surface is
therefore very important for HIM imaging.

Fig. 11.9 30-keV HIM image of a graphene flake after a being freshly exfoliated, and b after
being kept in air for one week. c A 3-keV SEM image of this graphene flake after He+ imaging
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11.2 HIM Modification of Two-Dimensional Materials

The nature of the ion source in HIM indicates that it is not only an imaging tool, but
can also act as a fabrication tool for modifying nanostructures[14]. Similar to tra-
ditional and well-developed fabrication tools such as the gallium ion focused ion
beam (FIB), the focused He+ beam can fabricate and modify nanostructures by
sputtering away materials [15]. HIM can produce structures an order of magnitude
smaller than the Ga+ FIB while also avoiding contamination caused by the injection
of metallic gallium ions [16]. The highly localized and precise modification capa-
bilities of HIM do have the disadvantage of a low sputtering yield. Therefore, it will
be most suitable for the modification and fabrication of 2D layered materials [17].

In this section, we will first briefly discuss defect generation in 2D materials by
He+ irradiation and the influence on the properties of these materials. We will then
introduce the nanometer-scale structure fabrication on 2D materials by He+ milling.

11.2.1 Controllable Defect Creation in 2D Materials

Defects in 2D materials can influence their properties. The focused He+ beam in
HIM has been used to generate defects in graphene. The relationship between the
helium ion dose and the defect density in graphene was recently experimentally
established [5, 18]. The Raman spectra in Fig. 11.10 show the change in the
structure of a material by HIM irradiation. Doses of less than 1013 He+/cm2 had a
negligible effect on the structure of the material. This was confirmed by the pres-
ence of the sharp and well-defined G peak (∼1580 cm−1) and 2D peak
(∼2700 cm−1) associated with pristine graphene. At doses between 1013 and 1018

He+/cm2, the defect-related D peak (∼1350 cm−1) intensity increased with dose. At
doses above 1016 He+/cm2, the structure was completely destroyed, as evidenced by
the splitting and broadening of the G peak and the complete loss of the 2D peak.

Fig. 11.10 Raman spectra of
freestanding graphene
samples irradiated with the
range of doses shown. In both
cases the dose increases from
the bottom spectrum up to the
top spectrum. The D peak is
at ∼ 1350 nm−1, the G peak
is at ∼ 1580 nm−1 and the 2D
peak is at ∼ 2700 nm−1
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He+ irradiation of a 2D material supported on a substrate causes an enhanced
rate of damage and a damage extension of hundreds of nanometers from the irra-
diated area. The damage can be directed to one side by tilting the sample, thus
allowing the fabrication of high quality structures. The generation of defects in
graphene also tunes the electronic properties of graphene. A low density of defects,
which is two orders of magnitude less than the density of carbon atoms, can be used
for conduction tuning of graphene [19]. Due to the strong localization of carriers at
the defect sites, a high current on-off ratio of two orders of magnitude was observed
by back gate modulation at room temperature. When the graphene was cut with a
high irradiation dose over 1018 He+/cm2, which completely removed the materials,
the conductance of graphene was dramatically reduced, with just some residual
current attributed to hydrocarbon contamination [20]. The observed beam
irradiation-induced damage can be reduced by encapsulating graphene between BN
layers [21]. An n-type doping was observed, as well as a reduction in damage to the
graphene, which can be explained by the exchange between nitrogen and carbon
atoms.

Another type of 2D material, MoS2, also shows defect-dependent properties.
Structural defects in MoS2 can modify its crystal structure [22, 23] and stoi-
chiometry[24–26], thus tuning the electronic transport properties of MoS2. We
recently used a focused He+ beam to generate defects in few-layer MoS2 flakes. The
sub-nanometer He+ probe allows us to modify MoS2 at the atomic scale [27].
Irradiation with highly controllable doses of He+ allows tuning of both the crystal
structure and stoichiometry of MoS2, with unprecedented spatial resolution. Fig-
ure 11.11 shows HRTEM images of few-layer freestanding MoS2 flakes before and
after He+ irradiation. With no He+ irradiation, the hexagonal lattice symmetry of
pristine MoS2 can be observed in Fig. 11.11a. With a relatively low irradiation dose
of 1013 He+/cm2, MoS2 still maintains its high crystal quality, with no significant
difference from pristine MoS2. However, at a higher irradiation dose of 1018 He+/
cm2, the crystal structure of MoS2 can be seen to have been completely removed in
Fig. 11.11c; the sample becomes amorphous.

Fig. 11.11 a HRTEM image of pristine MoS2. bMoS2 irradiated with a 10
13 He+/cm2 and b 1018

He+/cm2. Only the highest irradiation dose results in observable damage
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The structural modification is also revealed in the Raman spectra for a
4-nm-thick MoS2 flake under He+ irradiation, as shown in Fig. 11.12a. The evo-
lution of two characteristic peaks, E1

2g (the in-plane Mo-S vibration) and A1g (the
out-of-plane Mo-S vibration) demonstrates the ability of He+ irradiation to alter the
crystal structure by defect introduction and material removal. The Raman mapping
of irradiated areas is shown in Fig. 11.12b; a uniform Raman signal decrease is
observed in the irradiated region, indicating that the transition to an amorphous
structure happens uniformly. These results show that the crystal structure of MoS2
can be controllably amorphized by the He+ irradiation process.

The sputtering rates of the molybdenum and sulfur atoms in MoS2 are different
during He+ irradiation. The sulfur atom can more easily be knocked out during the
He+ specimen interaction process because of its lighter mass. The preferential
sputtering of sulfur from MoS2 not only changes the stoichiometry, but also tunes
the electronic properties of MoS2. Figure 11.13 shows the electrical characteriza-
tion of a He+ modified MoS2 transistor device. Semiconducting, metallic or insu-
lating MoS2 can be obtained by irradiation with different doses of He+. The inset
shows the lack of gate response, and therefore metallic behavior, of the 1017 He+/
cm2 dose device.

11.2.2 Nano-Patterning of 2D Materials Using HIM

The irradiation of nanostructures with a He+ beam not only changes their crystal
structure and composition, but can also be used to modify their geometry. The
sub-nanometer He+ beam provides a high-efficiency way to tailor the morphology
at nanometer scale. For 2D layered materials, such as graphene and MoS2, geo-
metric modification becomes more important because the materials’ properties can
also be tuned. For example, by tailoring the 2D graphene sheet to a

Fig. 11.12 a The Raman active modes from our sample in the range from 360 to 480 cm−1.
b Raman mapping of two areas irradiated with 1016 and 5× 1016 He+/cm2 (left and right,
respectively)
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one-dimensional nanoribbon with a width less than 10 nm, a direct band gap can be
opened. Similarly, the MoS2 nanoribbons with specified edge orientations and
widths of ∼3 nm can also have extraordinary physical properties, such as ferro-
magnetic behavior [28, 29].

We have successfully fabricated sub-10-nm nanostructures of 2D materials by
using He+ beams. For example, graphene nanoribbons milled by HIM are shown in
Fig. 11.14. This image shows that with a sufficient dose the graphene can be
completely removed where required. A large dose of 1018 He+/cm2 was used to
remove two nearby rectangular areas leaving a ribbon in between. The geometry
fabricated here is just one example of how such a material can be altered.

Fig. 11.13 Double log plot
of electrical resistivity versus
He+ dose for a substrate
supported, mechanically
exfoliated bilayer MoS2 flake.
Inset Resistivity measurement
as a function of gate bias

Fig. 11.14 Four graphene
nanoribbons milled at various
orientations by a HIM
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Nanopores or more complex geometries are also possible, with the appropriate
beam scan control.

Fabrication of graphene nanoribbons (GNR) is not always achieved without
issue. The most common problems are shown in the HIM images in Fig. 11.15.
During the GNR fabrication process, when the sample or chamber is not sufficiently
clean, hydrocarbon contaminants will be deposited on graphene surface with a
faster rate than the milling of graphene. This result in a series of parallel carbon
deposits, and no ribbons can be produced (Fig. 11.15a). The milled structure should
avoid any unnecessary acquisition of high quality images in HIM, because the
sample can be greatly altered by this single image acquisition (Fig. 11.15b, c).
When these ribbons are milled in series, the milling of features near one another, the
previous area will be affected by the fabrication of a new feature (Fig. 11.15d). The
ribbons bend towards the area being patterned by the beam. This can be avoided by
milling nearby areas in parallel. The possible damage due to the pre-imaging of

Fig. 11.15 Several issues
encountered during the
milling process. a Deposition
of contamination. b
+c Damage caused by
imaging after milling. d The
influence of milling order to
the final structure. e The
pre-imaging might degrade
the structure of the milled
intact GNR
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samples should also be considered. The 15-nm-wide GNR in Fig. 11.15e remained
intact during the fabrication process. However, it was exposed to a substantial dose
of helium ions as images were acquired to position the patterns. Its structure has
most likely been severely degraded. This could have been avoided by placing the
patterns without having looked at the sample, or at least by imaging with a sub-
stantially lower dose.

This nanofabrication technique is not limited to graphene. As an example of the
robustness of this method, nanoribbons of MoS2 were also fabricated in HIM.
Figure 11.16 is a TEM image of an MoS2 nanoribbon with a width of approxi-
mately 8 nm. The crystallinity of the material was observed to remain well intact
and was not damaged by the fabrication process. This shows how localized and
well-controlled He+ milling is.
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Chapter 12
Backscattering Spectrometry in the Helium
Ion Microscope: Imaging Elemental
Compositions on the nm Scale

Rene Heller, Nico Klingner and Gregor Hlawacek

Abstract The idea of using backscattered helium particles to access chemical infor-

mation on the surface in a helium ion microscope came up right from the early days

of this relatively young imaging technique. From the basic principles of backscatter-

ing spectrometry, ion solid interaction and particle detection it became clear rapidly

that this attempt will suffer many difficulties in terms of technical realization and

physical limitations. This chapter is about describing those difficulties and working

out different scenarios of how to apply backscattering spectrometry to the HIM any-

ways. It will be shown that an actual technical realization exist enabling laterally

resolved chemical analysis in a HIM with a resolution down to 55 nm.

12.1 Introduction

As shown in the previous chapters helium ion microscopy offers excellent imaging

properties as well as unique capabilities in materials modifications on the nm scale.

However, the secondary electrons can generate great image contrast in a topological

sense but they rarely deliver information on the surface chemistry. Since the total SE

yield depends on the work function of an element one would expect to gain some ele-

mental contrast in an image as well. In deed this is true under certain circumstances.

Figure 12.1 shows an HIM image of a carbon sample covered with rectangular

patches of Si, Ni and Au (This particular sample is described in detail in Sect. 12.5.3).

The brightness (the number of SEs) significantly differs within the particular element

patches and thus delivers an elemental contrast. Nevertheless, it is not possible to

make use of this contrast in terms of element identification because of two reasons.
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Fig. 12.1 HIM image of a

carbon sample covered with

rectangular patches of Si, Ni

and Au. The variance of

brightness between the

substrate and the particular

patches reveals differences in

the SE yield for different

elements

On the one hand the number of secondary electrons cannot be expressed as an ana-

lytical function of the atomic number Z. The SE yield depends on the electronic stop-

ping which itself shows an oscillating behavior with increasing Z. It thus happens

that the SE yield of two different elements may become equal making them indis-

tinguishable in an HIM image [1]. On the other hand the SE yield of compounds (of

two or more elements) is not necessarily a linear superposition of the SE yields from

the particular constituents. Even if this was true, it would be impossible to recover

the elemental composition from measuring the total SE yield of a compound with

two or more elements.

Since the early days of Helium ion microscopy the idea came up to make use of

the backscattered He ions in order to gain elemental information in a similar way as

in Rutherford Backscattering Spectrometry (RBS). Since the primary ion energies

in a HIM (E ≤ 40 keV) are by far lower then those applied in classical RBS (typical

1−3MeV) several technical difficulties arise. Those are mainly attributed to the fact

that most particle detection concepts of classical RBS are not suitable to be applied

for keV ion in a HIM. Further, the small beam focus and field of view (nm
2

to µm2
)

used in a HIM lead to physical limitation in terms of achievable lateral resolution

and sensitivity in RBS mode. Integration of RBS into a HIM presents thus a very

challenging task in a technical and in a physical sense.

The present chapter is dedicated to the attempt of applying backscattering spec-

trometry in a HIM. In the beginning (Sect. 12.2) a brief summary on the basic

principles of RBS is given followed by the particular challenges and limitations

in bringing RBS into a HIM (Sect. 12.3). In Sect. 12.4 possible concepts for the

practical realization are presented and compared to each other. The most promis-

ing approach—Time-of-Flight backscattering spectrometry—is described in detail

in Sect. 12.5 including the presentation of an actual implementation and results from

a current development by the authors [2].
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12.2 Principles of Rutherford Backscattering Spectrometry

Rutherford backscattering spectrometry represents one of the most commonly used

ion beam analysis techniques for chemical and structural investigations of surfaces

and sub-surface regions. RBS is based on the elastic (back)scattering of light ions

(H, He, Be) in the Coulomb potential of a target nuclei. Typical primary ion ener-

gies vary between 500 keV to some few MeV. The measurement of the backscattered

ions energy distribution reveals the classical RBS spectrum containing information

on the involved collision partner’s masses as well as their distribution in depth (depth

profiling). Despite this definition, backscattering with non-Rutherford cross sections

and/or forward scattering spectrometry are often also referred as RBS, although they

just have in common that the scattered incident particles are analyzed. The observa-

tion of the backscattered particles is most suitable for the analysis of heavy elements

(see RBS cross sections below). The corresponding ion beam analysis technique of

investigating the recoil atoms energy spectra is called elastic recoil detection (ERD)

which is commonly used for the analysis of light elements.

Using standard solid state particle detectors, RBS typical delivers depth resolu-

tions in the order of ≈10 nm in the surface proximity. However, modern high reso-

lution magnetic spectrometers allow for sub-nm surface depth resolution [3, 4]. The

sensitivity in RBS measurements depends on the particular mass of the element of

interest (see RBS cross sections below) and evaluates down to some ppm for heavy

elements. The typical analysis depths in RBS is in the order of some µm depending

on the primary ion energy.

Although first scattering experiments with alpha particles scattering on a Au foil

go back to E. Rutherford in 1909, the idea of applying backscattering spectrometry

as an elemental analysis technique was firstly described in literature 1957 by Rubin

et al. [5].

Figure 12.2 illustrates the elastic scattering of a charged particle (mass M1 and

energy E1) in the Coulomb potential of an atomic core initially at rest (M2,E2 = 0).

The scattering process is characterized by a momentum transfer from the projectile

to the target which leads to a change in the direction of movement and in the energy

of both collision partners. By applying conservation of energy and momentum clas-

sical mechanics reveals the relation between the scattering angle 𝛩 and the energy

transfer to

Fig. 12.2 Scattering

kinematics of a charged

particle of mass M1 and

energy E1 in the Coulomb

potential of a second charged

particle of mass M2 being at

rest (E2 = 0)
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E′

1 =
M2

1

(M1 +M2)2

⎧⎪⎨⎪⎩
cos𝛩 ±

√(
M2
M1

)2

− sin2 𝛩
⎫⎪⎬⎪⎭

2

E1 ≡ KE1. (12.1)

K is referred as the kinematic factor. The plus sign in (12.1) is valid for M1 < M2
whereas in the case of M1 ≥ M2 both solutions of (12.1) become allowed. In the

latter case the scattering angle can not exceed a maximum value of

𝛩max = arcsin
(
M2
M1

)
. (12.2)

From (12.1) the finite energy resolution of a particle detector 𝛥E can be directly

converted into a maximum mass resolution 𝛥M2 according to

𝛥E = E1
dK
dM2

𝛥M2. (12.3)

Equation (12.3) reveals that the achievable mass resolution in an RBS measurement

is determined not only by the detectors energy resolution but also by the slope of the

kinematic factor
dK
dM2

.

The K-factor for different projectiles as a function of the target mass M2 accord-

ing to (12.1) is plotted in Fig. 12.3. For protons K shows a pronounced slope (
dK
dM2

)

at low target masses but rapidly saturates for heavy target masses yielding in a poor

mass resolution. Contrary, carbon projectiles reveal a moderate
dK
dM2

over the whole

range of target masses. However, the energy resolution of a solid state detector (and

according to (12.3) thus also the mass resolution) drops rapidly with increasing pro-

jectile mass. Helium ions reveal a good trade-off and are thus most commonly used

in RBS.

The cross section for Rutherford backscattering in cgs units is given by

𝜎R =
(
Z1Z2e2

4E

)2 4
[√

M2
2 −M2

1 sin
2
𝛩 +M2 cos𝛩

]2

M2 sin4 𝛩
√

M2
2 −M2

1 sin
2
𝛩

(12.4)

Fig. 12.3 Kinematic factor

for protons, helium and

carbon ions as a function of

the collision partners mass

M2 and for a given scattering

angle 𝛩 = 170◦

1p
4He
12C

K
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or more handy for practical purposes by

𝜎R
[
mb∕sr

]
= 5.18374 × 106

(
Z1Z2
E[keV]

)2

[√
M2

2 −M2
1 sin

2
𝛩 +M2 cos𝛩

]2

M2 sin4 𝛩
√

M2
2 −M2

1 sin
2
𝛩

(12.5)

were E is the primary ion energy and Z1, Z2 are representing the ions and targets

atomic number, respectively. A detailed derivation of (12.4) can be found elsewhere

[6]. Noticeable are the
1
E2 dependency on the ions energy and the scaling with the

square of the atomic numbers of both projectile and target.

By developing (12.4) into a Taylor series of
M1
M2

and neglecting terms of second

and higher orders one obtains a simplified expression being only valid for M1 ≪ M2
which is fulfilled in most RBS experiments

𝜎R =
(
Z1Z2e2

4E

)2
1

sin4
(

𝛩

2

) . (12.6)

In this form it becomes evident that small angle scattering is much more likely to

occur (𝜎 ∝ sin−4
(

𝛩

2

)
) than large angle (back) scattering. However, even if (12.6)

points out that RBS at lager scattering angles may not be preferable in terms of

efficiency, from a kinematic point of view (see (12.1) and (12.3)) large scattering

angles reveal a way better mass resolution.

When ions penetrate into a solid they are losing energy due to electronic and

nuclear interactions with target atoms. Thus the primary particle becomes deceler-

ated and the cross section for being backscattered in higher depths increases. The

energy of a particle with primary energy E0 after a certain penetration depth d in a

solid is given by

E(d) = E0 − ∫
d

0

dE
dx

(E(x)) dx. (12.7)

dE
dx (E(x)) ≡ S(E) is the stopping power and represents the energy loss per path length

for a given ion energy. There have been many investigations on the evaluation of

S(E) for a given target material, ion species and ion velocity, within the last century.

Describing them here would go beyond the scope of this book. Further information

on this topic can be found elsewhere [7]. For the particular interest in backscatter-

ing spectrometry within this section it is sufficient to know that S(E) can be gained

from tabulated values, determined analytically from semi-empirical formulas [7] or

obtained by using the program package SRIM [8].

The accuracy of calculated values for S(E) is usually better than 5% for light

incident particles (H, He) and ≤10% for heavier projectiles (for MeV ion energies).

In [10–12] more detailed discussions on the accuracy of tabulated and calculated

stopping power values are given.
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Fig. 12.4 RBS spectrum of He ions backscattered from WSi2 on SiO2 on Si. Scattering angle

𝛩 = 165◦,E = 1700 keV. Colored lines and dotted black line represent simulation results using

SIMNRA code [9]

With (12.7) and formula (12.4) it is possible to evaluate the total number of parti-

cles being backscattered towards a detector from a certain element of concentration

c in a particular depth d. By dividing the sample virtually into thin slaps, one thus

can predict the content of each channel in an RBS spectrum.

Figure 12.4 shows a typical RBS spectrum of a WSi2 layer on top of a SiO2 layer

on Si. The spectrum was acquired using 1.7MeV He ions backscattering into a detec-

tor at 𝛩 = 165◦. The contributions of the single atom species are marked in the

figure. The width of the elemental signals reveals the thickness of the layer they

belong to and the signal height corresponds to the particular elements concentra-

tion. The fit in the figure and the particular contributions from each element were

obtained using the SIMNRA code [9].

Further information on the interpretation of RBS spectra and a more detailed

description of the basic principles of RBS and related experimental setups can be

found in text books e.g. [6, 13].

12.3 Challenges in Performing Rutherford Backscattering
Spectrometry in the Helium Ion Microscope

When RBS is applied to low energy projectiles with energies of some 10 keV, as

typically used in a HIM, the principles of the backscattering process as described

in Sect. 12.2 hold promise in general. However in this energies regime several addi-

tional effects have to be taken into consideration being discussed in this section.
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12.3.1 Screening Effects and Cross Sections

The cross section for Rutherford scattering as given in (12.4) is deviated by assum-

ing a pure Coulomb interaction potential between the projectile and the target nuclei.

To justify this assumption the incident particles velocity has to be high enough to

penetrate well inside the target atoms electron orbitals. In this case the scattering

is exclusively caused by the interaction of two positively charged nuclei of atomic

number Z1 and Z2. However, at low projectile velocities the primary ion is not com-

pletely penetrating through the electron shells of the target atom and the innermost

electrons partially screen the charge of the target nucleus.

For a pure Coulomb interaction potential the distance of closest possible

approach d during scattering can be deviated by equating the primary ions kinetic

energy to the potential energy at d yielding in

d =
Z1Z2e2

E
. (12.8)

Using this relation one can estimate the energy where screening effects have to be

taken into consideration. Therefor one has to assume that for a pure Coulomb inter-

action the distance of closest approach has to be smaller than the K shell radius which

is given by a0∕Z2 (a0 = 0.053 nm [Bohr radius]). With (12.8) the lower limit for the

primary particles energy evaluates to

E =
Z1Z2

2e
2

a0
. (12.9)

For primary He ions scattering from silicon (Z2 = 14) this value corresponds

to ≈10 keV and for scattering from tungsten (Z2 = 74) to ≈ 298 keV, respectively.

However, (12.10) reveals just the limit for scattering in a completely unscreened

Coulomb potential. Actual deviations from Rutherford cross sections will already

occur at higher energies since some fraction of the ions trajectory is always located

in a partially screened region. Nevertheless at higher energies this fraction becomes

rapidly negligible since the major momentum transfer takes place close to the target

nucleus.

In RBS analysis screening can be taken into consideration in a first order by

applying a screening correction to the unscreened cross sections [14] leading to the

screened Rutherford cross section

𝜎sc = F(Z1,Z2,ECM)𝜎R(𝛩). (12.10)

ECM represents the energy of the ion in the center of mass (CM) system. For 𝜃 > 90◦
the correction factor proposed by L’Ecuyer et al. [14] is commonly used:
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Fig. 12.5 Screening

function for He impinging on

Si and Au (red and blue)

according to models by

Anderson (solid lines) and

L’Ecuyer (dashed lines) for a

scattering angle of 𝛩 = 170◦

Si (Anderson)
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Equation (12.11) represents a first order correction and neglects the influence of the

scattering angle 𝛩. A more precise modeling of the screening factor, taking into

account the dependence on 𝛩, was proposed by Andersen et al. [15]:

FAndersen =

(
1 + 1

2
V1
ECM

)2

{
1 + V1

ECM
+
[

V1
2ECM sin𝛩CM∕2

]2}2 (12.12)

where 𝛩CM represents the scattering angle in the CM system and expression V1 is

given by

V1[keV] = 0.04873Z1Z2
√

Z2∕3
1 + Z2∕3

2 . (12.13)

It reveals more accurate results especially in the low scattering angle regime. The

screening function according to both models is plotted exemplarily in Fig. 12.5 for

He projectiles backscattering from Si and Au, respectively. It immediately becomes

evident that for MeV ions screening can be neglected whereas for energies typically

used in the HIM (10−30 keV) screening seriously has to be taken into consideration

when RBS spectra are analyzed quantitatively.

12.3.2 Dual, Plural and Multiple Scattering

The evaluation of measured RBS spectra is typically done via comparison to simu-

lation results. In an iterative way the spectrum of a virtual sample of a certain layer

structure and a certain elemental composition of each layer in the stack
1

is simulated

and the result is subsequently compared to the measured spectrum. The target model

is refined until simulation and measured spectra fit each other.

1
The sum of information on number of layers, layer thicknesses and the particular elemental com-

position of each layer is referred as target model.
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Such an approach requires a fast simulation algorithm. Modern analytical simu-

lation codes as RUMP [16], SIMNRA [9], WINDF [17] deliver quiet accurate simu-

lation results for a given target model in very short simulation times (typically some

ms). However, they all have in common that for the analytical calculation of the spec-

trum one single collision per ion is assumed, i.e. a primary particle penetrates the

target and travels along a straight trajectory until it is backscattered in a certain depth

and leaves the sample towards the detector again on a straight trajectory.

Although this assumption may be justified for MeV projectiles (since the cross

section for backscattering are rather low (𝜎 ∝ 1∕E2
)), the low energy end of an RBS

spectrum may have a measurable contribution of backscattered particles that result

from dual or plural scattering. The term Plural Scattering (PS) is commonly used

when more then one large angle scattering events are involved.

In contrast, a quiet similar mechanism is always contributing to an RBS spec-

trum: Multiple Scattering (MS). It accounts for the fact that the path of the incoming

and the outgoing ion is not exactly a straight line but a zigzag trajectory caused by

numerous small angle scattering events taking place. From (12.6) it is evident that

low angle scattering cross sections are rather high in comparison to large angle scat-

tering. Although the contribution to a change of the ions momentum in a small angle

scattering event is supposed to be small, it may lead to an angular spread, which

finally transfers into an energy spread in the recorded spectra. Figure 12.6 schemat-

ically illustrates the trajectories of the ion in dual, plural and multiple scattering. A

review and extended information on multiple scattering can be found in [18, 19] and

in a more theoretical approach also in [20, 21]. Dual and plural scatting are well

summarized and discussed in more detail in [22–26].

Multiple scattering is taken into consideration by almost all of the above men-

tioned simulation codes. Dual scattering is partially taken into account in SIMNRA

and WINDF. However, plural scattering can not be simulated so far. This represents

no major drawback in classical MeV RBS (since the cross sections for large angle

scattering are rather small, making dual or plural scattering unlikely to occur) but it

becomes an issue when ion energies are getting low as in the HIM. Evaluating the

Fig. 12.6 Ion trajectories in

single scattering (a), dual

scattering (b), plural

scattering (c), and multiple

scattering (d). Incident angle

as well as scattering angle

are equal in all cases while

the ions energy when leaving

the sample varies (see

description in text)

(a) (b)

(c) (d)
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cross sections for backscattering (𝛩 = 170◦) according to (12.5) and (12.12) yields

to 𝜎R = 2.5 × 102 mb/sr for 2MeV and 𝜎R = 2 × 106 mb/sr for 20 keV He ions

impinging on Si.

Since its contribution is small in the MeV range, multiple scattering as well as

dual scattering are determined in analytical approximations and applied as correction

to the basic fit evaluated for pure single scattering. However, if energies become low

MS/PS causes significant contribution to the spectrum and this approach fails to

deliver proper simulation results.

The number of scattering events for the scattering of 30 keV and 2MeV He ions

on Fe derived from a binary collisions simulation using the SRIM code [8] is shown

in Fig. 12.7. It illustrates the contribution of single, dual and plural scattering to the

total backscattering yield in which a scattering event is defined as a collision with

an energy transfer of 𝛥E > 1% (a) and 𝛥E > 0.1% (b), respectively. Independent

on the choice of the energy transfer threshold both figures show clearly, that almost

all ions in the MeV case are undergoing single scattering exclusively whereas in the

low energy regime plural scattering is even more likely to occur.

30 keV
2 MeV

He+ in Fe 1%  0.1%

P
or

tio
n
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Number of collisions                              
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Fig. 12.7 Statistics of the number of scattering events contributing to backscattering of 30 keV

(blue) and 2MeV (red) He ions from Fe. A collision is registered as scattering event if the energy

transfer during the collision exceeds 1% (a) and 0.1% (b) of the ions initial energy

Fig. 12.8 Trajectories (dotted lines) and collision events (squares and circles) of He ions scatter-

ing in Fe as simulated by SRIM for primary ion energies of 30 keV and 2MeV, respectively. As

described in the text for MeV ions backscattering is based on a single large angle collision event.

For keV ions plural scattering is dominating the backscattering process. Only collision events with

an energy transfer of 𝛥E ≥ 1% are indicated as squares/circles in the figure
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In Fig. 12.8 some selected trajectories
2

of the simulations from Fig. 12.7 are plot-

ted together with the locations of the scattering events. Again it becomes evident that

the assumption of a straight in- and out-path and a single scattering event is well jus-

tified at MeV energies whereas low energy scattering is dominated by heavy plural

scattering.

It thus seems clear that for the quantification of backscattering spectra at keV ener-

gies analytical simulation code is not suitable. In contrast binary collision Monte-

Carlo simulations (BCMC) allow the precise simulation of each individual ion tra-

jectory. From those one can reconstruct the expected RBS spectrum without the need

for any analytical approximations. However simulating the full trajectory of each ion

requires a rather high amount of calculation time. Although the cross sections for BS

become large at low energies it still requires the simulation of 106−108 ions to col-

lect a reasonable statistics in the simulated BS spectrum. Some BCMC codes like

CORTEO [27] or TRBS [28] have been optimized for the simulation of backscat-

tering spectra and are able to perform a complete spectrum simulation on a time

scale of minutes. However, the iterative comparison between simulated and mea-

sured spectra is much less convenient and way more time consuming than in MeV

Rutherford backscattering spectrometry. The high amount of plural scattering in low

energy backscattering additionally leads to a very pronounced low energy tailing in

the spectra making it partially very difficult to identify light elements embedded in

a heavy matrix.

12.3.3 Charge Fraction

Independent on the scattering process, keV ions rapidly become neutralized when

penetrating into a solid surface [29]. Thus only ions scattered at the topmost surface

atoms remain charged. In MeV RBS this effect must not be taken into considera-

tion since solid state detectors, as being commonly used, are sensitive to both: ions

and neutrals as well. However, in Low Energy Ion Scattering Spectrometry (LEIS)

where charged particle detectors are used (most commonly electrostatic analyzers)

this effect drastically enhances the surface sensitivity. A typical LEIS spectrum just

comprises single distinct peaks arising from the backscattering on the different atom

species at the first atomic surface layer.
3

LEIS is thus supposed to be one of the most

surface sensitive analysis techniques using ion beams. However, due to a lack of a

completely quantitative understanding of the particular charge exchange processes

a precise prediction of the ion yields in LEIS is barely available, making the com-

parison to elemental standards necessary (despite different groups are continuously

investigating these processes in ongoing research [31–36]).

2
For the actual simulation shown in Fig. 12.7 in total 1 × 106 ion trajectories were evaluated. Plotting

all of them into Fig. 12.8 would not allow to identify single trajectories.

3
Despite the surface peaks, LEIS spectra also contain a background that is caused by backscattered

neutrals being re-ionized during scattering or on their way back towards the surface (see also [30]).
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Since the typical ion energies used in LEIS (1−10 keV) are close to the ones avail-

able in a Helium ion microscope (15−35 keV) one could assume making the same

benefits in terms of surface sensitivity. However, in LEIS typically a board primary

ion beam (on the mm scale) is utilized, while applying backscattering spectrome-

try to the HIM aims to make use of the high lateral resolution the device offers—

meaning probing on the nm scale. As Sect. 12.3.4 will reveal, sample damage in

terms of sputtering is representing a major issue in that case, making it unafford-

able to observe backscattered charged particles exclusively. This becomes more evi-

dent when having a look to some particular values of ion-to-neutral ratios (charge

fractions). For energies below 10 keV the charge fraction rapidly drops below 1%
for scattering from depths as shallow as 1 nm [30, 37–39]. Even at energies above

30 keV the charge fraction sticks at values well below 10% [40].

The fact that the charge fraction varies with the primary ions energy and depends

on the actual elemental composition of the surface, further emphasis the need for a

particle detection sensitive to ions and neutrals when it comes to an implementation

of backscattering spectrometry in a HIM.

12.3.4 Sputtering

As it was described in Sect. 12.3.2 an impinging ion may undergo numerous small

angle scattering events when it penetrates into a solid. Although the energy transfer to

the target atoms is rather small in such collisions, in some cases it may be sufficient

to allow the atom to be to displaced from its original site and to generate a recoil

cascade by itself. When such a cascade terminates at the surface, atoms may leave

the sample as neutrals or as positive or negative ions. This effect is commonly known

as sputtering. The average number of target atoms sputtered during the impact of one

single ion is referred as the sputter yield.

Sputtering is a rather complex process and its full description would go beyond

the scope of this book. There is no analytical formula predicting the sputter yield for a

given sample model. It is a complex function of the masses of the target atom and the

incident ion, the kinetic energy of the latter one, the angle of incidence, as well as the

chemical composition of the sample and its crystallographic orientation. However,

binary collision Monte-Carlo simulations as SRIM [8] or TRYDYN [41] deliver

quite accurate sputter yields compared to values determined in measurements.

Sputtering leads to a continuous removal of atoms from the topmost surface

layer during ion bombardment which has to be seriously taken into consideration in

backscattering spectrometry. This applies for BS in general, but especially becomes

an issue when BS is going to be applied in a HIM.

The total number of particles backscattered from a layer with an areal density AD,

which are contributing to an RBS spectrum is given by

Ndet = 𝜎R𝛺QAD (12.14)
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where 𝛺 represents the solid angle of the detector, Q the number of incident particles

and 𝜎R the Rutherford cross section. The number of particles being removed from

the layer due to sputtering during the same RBS measurement can be written as.

Nsp = YQ
F

(12.15)

with Y being the sputter yield (sputtered particles per incident ion) and F the area

covered by the analyzing beam. To make sure the RBS spectrum is acquired before

the layer is completely removed by sputtering, the condition

Nsp < AD (12.16)

must be fulfilled, which can be converted into a lower limit for Q by using (12.14)

leading to

Q <

√
NdetF
2Y𝜎R𝛺

. (12.17)

Substitution of Q according to (12.15) finally results in an upper limit for AD accord-

ing to

AD >

√
NdetY
2F𝜎R𝛺

. (12.18)

Note that by claiming for (12.16) the layer areal density is continuously shrinking

down to zero during the measurement which has to be taken into consideration by

applying a factor of 2 to the left side of (12.14).
4

Applying (12.18) to 2MeV He ions backscattering under an angle of 𝛩 = 170◦
from a thin layer of Fe, evaluates to AD = 2 × 1014 atoms/cm

2
. Assuming a mass

density of 𝜌 = 7.9 g/cm
3

and the number of Fe atoms per mono layer (ML) as 1.85×
1015 the result converts into 0.1ML or 0.02 nm, respectively. For this evaluation a

sputter yield of YHe(2MeV) = 0.0025
and a beam spot of 1mm×1mm were chosen.

The solid angle was set to 𝛺 = 3 × 10−3 sr and the cross section was evaluated

using (12.5) and (12.12). Thus realistic conditions of a typical MeV RBS setup are

considered. Ndet was arbitrary chosen to be 1000 revealing reasonable statistics.

A value of Ndet = 1000 may appear a way to high assuming that in MeV RBS the

contribution of a thin surface layer corresponds to a very narrow peak in the spec-

trum. However, for keV ion backscattering the peak becomes rapidly broadened and

4
The factor of 2 assumes a constant sputter yield and thus a constant layer removal rate, independent

on the actual areal density of the layer.

5
The sputter yield was extracted from TRIM simulations [8] evaluating a minimum of 1 × 106

incident ions.
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thus Ndet is spread over a many channels yielding in a rather poor channel contend

and thus bad statistics. Thus the relatively high choice of Ndet is justified by just

being comparable with the following results.

Performing the same calculation for 30 keV He ions under the experimental

conditions for backscattering spectrometry in a HIM as they will be described in

Sect. 12.5 (𝛩 = 126◦, 𝛺 = 10.8 × 10−3 sr, YHe(30 keV) = 0.033) (see foot-

note 5) and claiming that the the ion beam is scanned homogeneously over an

area of 100 nm × 100 nm, the resulting minimum layer thickness becomes AD =
6 × 1016 atoms/cm

2
corresponding to 32 ML or 7 nm. When using Ne with a much

higher sputter yield (YNe(30 keV) = 2.1) (see footnote 5) the result is getting even

worse (AD = 2.6 × 1017 atoms/cm
2 =̂ 140ML =̂ 30 nm).

From those numbers it becomes clear that due to the increased sputter yields and

the much smaller probing area, keV backscattering spectrometry on the nm scale

preformed in a HIM can never reach the sensitivity of classical MeV RBS on a broad

scale. To emphasize that point one can adapt the upper equations to determine the

minimum beam spot size that is necessary to detect a certain concentration c of

an element in a compound layer for a given layer thickness AD. Therefore (12.14)

transforms into

Ndet = 𝜎R𝛺QADc. (12.19)

Equations (12.15) and (12.16) remain un-touched. Putting all three together reveals

F >
YNdet

2𝜎R𝛺A2
Dc

. (12.20)

Assuming a circular beam shape with diameter d (12.22) becomes

d >

√
2YNdet

𝜋𝜎R𝛺A2
Dc

. (12.21)

The only assumption that has been made to derive this result is that the sputter yield

of a compound containing element A with concentration c is the same as the one of

the pure element A and independent on the actual value of c. This assumption holds

true only for compounds containing elements of similar mass. However, for getting

a rough estimation it may be justified.

Evaluating (12.21) for 2MeV and 30 keV He and Ne ions impinging on a com-

pound layer FecX1−c with a thickness of 5 and 20 nm, reveals a minimum beam

diameter, as plotted in Fig. 12.9. All other parameters are chosen as in the examples

above.

Instead of regarding a minimum necessary beam diameter it is equivalent to state

that a structure (a particle or a feature) of a certain height must exceed a partic-

ular lateral dimension in order to analyze its elemental composition by means of

backscattering spectrometry. As an example, Fig. (12.9) reveals that a nano particle

of 20 nm height containing 10% Fe has to be bigger than 125 nm if the Fe content



12 Backscattering Spectrometry in the Helium Ion Microscope . . . 279

Fig. 12.9 Minimum beam diameter for 2MeV He (red), 30 keV He (black) and 30 keV Ne (blue)

ions necessary to detect a certain fraction c of Fe in a compound layer FecX1−c of 5 nm (dashed
lines) and 20 nm (solid lines) thickness, respectively. X represents any element with a mass similar

to Fe. Using a beam spot smaller than this threshold would lead to a complete removal of the layer

due to sputtering just before a certain amount of counts is collected in the spectrum, necessary to

identify the Fe concentration

should be determined in a HIM using 30 keV He ions. Remarkably, in classical MeV

RBS the limit on the beam size is even higher (≈5µm) than in the keV case. This

is mainly attributed to the much lower backscattering cross sections (𝜎R ∝ 1∕E2
),

although the sputter yields are way lower.

From the above estimates it becomes evident that sputtering represents the mayor

physical limitation of performing backscattering spectrometry in a HIM. It defines

a lower limit for the size of observable objects (≈ some 10 nm, depending on the

actual element concentration) independent on the focal size (<1 nm) of the primary

beam.

12.4 Experimental Approaches

Apart from the physical constrains in performing backscattering spectrometry in

the keV energy range as presented in the previous section, its actual technical

implementation reveals additional issues and limitations. The most challenging part

thereby may be represented in finding a suitable concept for the determination of the

backscattered particles energy. In this section a brief overview on different possible

detection concepts is given with emphasis on the applicability for BS spectrometry

in a HIM.
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12.4.1 Solid State Detectors

Solid state detectors (SSD) are the most commonly used particle detectors in classi-

cal RBS. It thus may be plausible to consider their use also for keV ion energies. A

SSD in principle represents a reverse biased diode where the depletion area is brought

close to the surface being accessible for the incoming particles to be detected. When

a particle penetrates the depletion layer it produces a certain number N of electron-

hole pairs due to electronic interaction with the solid. N is proportional to the incident

particles energy and since the diode is reverse biased the electron-hole pairs are sep-

arated from each other generating a small current pulse. Amplification of this signal

finally yields in a voltage pulse with a pulse height corresponding to the incoming

particles energy.

Although the depletion layer of an SSD is located close to the surface it will be

always covered by the p-doped part of the diode which is usually referred as the dead
layer. Electron-hole pairs generated in this region are not contributing to the charge

peak which finally leads to an uncertainty in the peak height. A second source of

uncertainty arises from the fact that not the total energy of the incoming particle is

consumed by electron-hole pair formation. Some fraction is going into nuclear colli-

sions between the incoming particle and the atoms in the detector (nuclear stopping).

Both effects lead to a finite detector resolution which depends on the primary par-

ticle energy as well as on the thickness of the dead layer. The latter one is typically

in the order of >50 nm. It should be mentioned that additional to these both effects

contributions from electronic noise in the amplification electronics lead to a further

degradation of the detectors energy resolution.

For 2MeV He particles SSD typically deliver resolutions of 𝛥Edet ≥ 10 keV

corresponding to a relative energy resolution of
𝛥E
E

= 5 × 10−3. However, for keV

particles the fraction of nuclear stopping to the total energy loss raises, yielding in

much higher values. Figure 12.10 shows the achievable energy resolution of a solid

Fig. 12.10 Achievable energy resolution of a solid state detector for He particles (solid line) as a

function of the primary particles energy. Contributions from nuclear stopping and straggling in the

dead layer (15 nm) are shown as dotted and dashed lines. The results are obtained from binary col-

lision approximation Monte Carlo simulations using SRIM code [8]. Contributions from electronic

noise are neglected
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state detector in the keV energy range assuming only contributions from nuclear

stopping and dead layer energy straggling.
6

It reveals slightly better absolute values

as low as 5 keV for 30 keV He particles corresponding to a rather poor relative energy

resolution of
𝛥E
E

= 1.7 × 10−1.

According to (12.3) this value transfers into a mass resolution of 𝛥M2 ≈ 10 amu

that is not acceptable in BS spectrometry for practical purposes. However, although

it turns out that SSD may not be that suitable for performing BS at keV energies in

general, they have been used in the very first experiments carried out by Sijbrandij

et al. that demonstrated the general feasibility of backscattering spectrometry in a

helium ion microscope [42, 43].

12.4.2 Electrostatic Analyzers

Electrostatic analyzers (ESA) are a commonly used tool to determine the energy of

keV ions. Their working principle is rather simple: Particles of an energy Epass enter

the electrical field of two opposite electrodes through an entrance aperture and are

bended along a certain trajectory towards an exit aperture of a fixed size. Particles

with other energies than Epass will follow other trajectories and miss the exit aper-

ture. Thus ESA are also considered as energy filters. There exist many different forms

of ESA which basically differ by the geometrical implementation of the electrodes

ranging from simple plates to cylindrical, spherical and toroidal shaped ones. How-

ever, they work all on the same principle and it would go beyond the scope of this

book to describe them all in detail.

ESA are known to deliver excellent energy resolutions of down to
𝛥E
E

= 1× 10−3
[44, 45] which is a fixed parameter of the device, not depending on the particles

energy as it is in a SSD. Furthermore, in contrast to a solid state detector an ESA

suffers no degradation of energy resolution for higher projectile masses.

Nevertheless, energy spectra can only be recorded sequentially in an ESA by step-

wise changing its electrical field. During the measurement of one particular energy

in a scan all particles arriving with different energies will be discarded. Depending

on the actual resolution of the scan the overall efficiency of an ESA thus may drop

to values far below 1%. Furthermore, the working principle of an ESA allows the

detection of charged particles only. From Sect. 12.3.3 it it is known that only a small

fraction of the backscattered particle leave the surface as ions. Most of them are

neutrals and thus not detectable with an electrostatic analyzer.

Assuming an ion fraction of ≈1% for 30 keV He ions scattering from a Si surface

and an ESA spectrum acquired in 100 steps, reveals an overall efficiency of just

1 × 10−5. With regard to sample damage in terms of sputtering (see Sect. 12.3.4) it

becomes unambiguous that ESA may not represent a suitable detection concept for

6
In the simulation a dead layer of 15 nm thickness was assumed.
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Fig. 12.11 Backscattering spectra of a carbon sample covered with patches of Si, Ni and Au as

measured by an electrostatic analyzer in two subsequent cycles. 15 keV Ne ions were used and the

applied fluence was 3 × 1017 ions in each cycle. Since the Au patches have a thickness of just

85 nm they are almost completely removed due to sputtering during the first measurement cycle

applying BS spectrometry in a HIM. Since its energy resolution increases for smaller

entrance and exit apertures the available solid angle is rather small leading to an even

worse overall performance.

Figure 12.11 shows exemplarily spectra of 15 keV Ne ions backscattering from

the carbon test sample shown in Fig. 12.1 as recorded with a cylindrical ESA. A

broad beam of ≈1mm2
was used covering all Si, Ni and Au patches on the C sample

7

equally. The spectra were recorded on one and the same surface site and in each cycle

a total fluence of 3 × 1017 ions was applied. Both spectra reveal the surface peaks of

Au, Ni and Si as well as the corresponding low energy tails from re-ionization in the

bulk (see also Sect. 12.3.3). However, it is clearly visible that the Au contribution to

the spectrum is nearly vanished in the second measurement cycle which is caused by

the massive removal of Au due to sputtering. Since the Au patches have a height of

just 85 nm it can be assumed that they are completely removed during the first scan

and the signal in the second run arises from Au re-deposited during the sputtering.

Of course also the Ni and Si patches are underlaying erosion due to sputtering but

since they are much thicker (110 and 300 nm) this effect is less pronounced in the

spectra.

Although due to the poor efficiency ESA figure out to be not suitable for being

used in BS analysis on the nm-scale in a HIM, they are commonly used in LEIS

investigations using a broad beam. Here the fact that in this energy regime the sensi-

tivity to the topmost surface layers is drastically enhanced outbalances the destruc-

tive character of the measurement.

7
See also Sect. 12.5.3 for details on this sample.
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12.4.3 Time of Flight Spectrometry

A further technique being considered to determine the backscattered particles energy

is the evaluation their time of flight (ToF) from the sample to a detector. Since the

mass of the BS projectiles is fixed, the relation between energy and flight time is

biunique.

Measuring a time requires a start and a stop signal. The latter one can be accessed

rather easily by registering the BS particles hit on a detector. Since the energy is

evaluated by the time of flight there is no need for the detector to be energy dispersive.

It just has to detect the particles arrival. For this purpose micro channel plates (MCP)

are commonly used. They offer two major advantages that are particularly valuable

for an implementation in keV BS in the HIM: they can be manufactured in quite

large dimensions (up to a couple of cm) revealing large achievable solid angles and

they are sensitive to both: neutrals and charged particles as well. This makes them

great performing in terms of efficiency.

The acquisition of a proper start signal for ToF measurement represents a more

delicate task. The start time must not exactly coincidence with the actual BS event

at the sample. Any signal that has a fixed offset time prior or subsequent to the scat-

tering may be suitable. The tree most commonly used techniques are:

∙ using a start foil,

∙ using secondary electrons or

∙ pulsing the primary ion beam.

Figure 12.12 illustrates the first approach. On its way towards the stop detector

(5) the backscattered particle has to pass a thin (typically ≤5 nm) carbon foil (3).

Fig. 12.12 Time-of-Flight

setup using a thin carbon foil

for start signal generation,

comprising the HIM column

(1), the sample (2), a thin

carbon foil (3), a start

detector (4) and a stop

detector (5)
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During the interaction with that foil secondary electrons are emitted which may be

registered in an additional start MCP (4). The flight path equals the distance between

start foil and stop detector.

The over-all efficiency in this approach is limited by three points. (1) As the ener-

gies of backscattered particle become low the probability for scattering inside the

carbon foil increases and a major fraction of the particles may no longer reach the

stop detector. (2) Carbon foils of thicknesses≤5 nm are not available as free-standing

sheets covering a size bigger than a few mm. Thus the usable solid angle of the system

becomes rather low. Although larger foils are available on supporting grids which

could increase the solid angle, the finite transmission of the supporting grid (typi-

cally 50−75%) is partially compensating this gain. (3) The secondary electron yield

in a thin carbon foil becomes relatively low as soon as the projectile energy drops

to the keV range. Hence not more than 2–3 electrons are expected to be emitted per

passing projectile [46]. In combination with a reduced detection efficiency of the

start MCP for low energy electrons it becomes probable that not every passing par-

ticle is generating a start signal. Thus it may appear that a stop signal is generated

without a proper start signal being present, which finally creates background noise

in the ToF spectrum. Weller et al. performed calculations on the overall efficiency

of a ToF setup using carbon foils for start signal generation and came up with values

in the order of ≈1% [46].

Secondary electrons emitted during the impact of the projectile on the target may

be also represent a usable start signal for ToF measurements. Actual attempts of

applying this approach to the HIM have been reported by Kobayashi et al. [47] and

by Xu et al. [48]. A schematic representation of this technique is given in Fig. 12.13.

Beside the stop detector (4) only a suitable electron detector (3) is needed which is

typically realized by a channeltron detector or another MCP. Even the HIMs existing

SE detector (used for imaging in SE mode) could be utilized.

Fig. 12.13 Time-of-Flight

setup using secondary

electrons for start signal

generation, comprising the

HIM column (1), the sample

(2), an electron detector (3)

and a stop detector (4)
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Despite of its simpleness this technique reveals one mayor drawback: The num-

ber of emitted secondary electrons (depending on the target element 1–5 per ion)

is considerably higher than the number of backscattered particles (backscattering

probability ≈0.001 per ion). Thus much more start than stop events are generated

leading to a rather poor signal to noise ratio of up to 2:1 in the resulting ToF spec-

tra. Moreover, since the maximum total count rate of the start detector is physically

limited to 105−106 s−1 the primary ion current has to be drastically reduced leading

to considerably high measurement times (up to several hours per spectrum) which

additionally contribute to a bad signal-to-noise ratio. However, for the identification

of (heavy) elements on the sample surface this approach seems suitable especially

since its implementation requires just a small amount of equipment.

A third method of deriving a proper start signal for ToF measurements is repre-

sented by pulsing the primary ion beam. In this approach no start detector is nec-

essary at all since the start signal is predetermined by an external pulse generator

that causes the primary beam to periodically pass towards the sample only for a very

short time period tpulse. If the period (repetition rate) of pulsing is larger than the

flight time of the backscattered particles towards the stop detector tf light and if

tpulse ≪ tf light (12.22)

this method may deliver a promising way of performing ToF BS spectrometry in

the HIM since there are no mayor drawbacks present as they are in the approaches

shown before. Therefore this method is discussed in a more detailed manner in the

following section separately.

12.5 Pulsed Primary Beam ToF-BS

Based on experimental work carried out by the authors of this chapter [2] the follow-

ing section describes the technical implementation of a time-of-flight setup enabling

laterally resolved backscattering spectrometry in a HIM. The results will reveal the

general feasibility of performing elemental analysis on the nm scale but also point

out its limitations.

12.5.1 Experimental Setup

For pulsing the primary helium/neon beam an existing pair of blanking plates within

the HIM column is used (2 in Fig. 12.14). In standard secondary electron imaging

mode (SE mode) these plates are used to blank the beam into a Faraday cup for

determination of the beam current and for stopping the beam on hitting the sample

after image acquisition. For this purpose the requirements on the blanking speed are

not very high (typical time scale in the order of 50−100 ns).
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Fig. 12.14 Pulsed beam

Time-of-Flight setup

comprising the HIM column

(1), the blanking plates (2),

the sample (3) and the stop

detector (4)

Fig. 12.15 Voltage pulses

on both blanking plates in

pulsed beam operation as

measured by an oscilloscope

For the purpose of generating short beam pulses with ns length, as needed for

ToF measurements, the original pulse generating electronics is replaced by a much

faster one. This electronics is capable of generating voltage pulses of a few ns on

the blanking plates. The pulse generation electronic itself is triggered by a standard

TTL signal which is supplied from a pulse generator with typical repetition rates of

up to 350 kHz. This TTL signal is also used as the start signal for ToF measurement.

Fig. 12.15 shows an oscillograph of the voltage pulses on both blanking plates. Both

of them show an equal rise and fall time of ≈8 ns.

The stop signal for the ToF measurement is generated by the detection of the

backscattered particles on a micro channel plate (MCP) (4 in Fig. 12.14). The MCP

is mounted on one of the HIMs available spare ports under a backscattering angle

of 126◦ at a distance of 358 mm which defines the flight path length for the ToF

measurement. With a MCP diameter of 42mm the effective solid angle for particle

detection evaluates to 10.8msr.

To improve the time resolution in the ToF measurement (and thus the energy reso-

lution in the recorded BS spectra) a longer flight path, related to a longer flight time

would be desirable. However, increasing the flight path simultaneously decreases

the solid angle which leads to a drastically (∝ 1∕r2) reduced solid angle. However,
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Fig. 12.16 Time of flight

spectrum of the primary ion

beam as measured by a

channeltron detector

mounted directly below the

ion column of the HIM. Red
curve presents a box fit with

a FWHM of 17 ns

since the HIM offers plenty of spare ports a second MCP stop detector is mounted

in a distance of 1023mm (with a corresponding solid angle of 1.3msr).

The signal of the stop detector is amplified by a pre-amplifier and discriminated

by a constant fraction discriminator. The resulting square wave pulse represents the

stop signal of the ToF measurement. Start and stop signal are digitalized in a time-

to-digital converter (TDC) which also contains a multi-channel analyzer (MCA) to

generate the final ToF spectrum.

Figure 12.16 shows a ToF spectrum measured with the setup described above but

with using a simple channeltron detector mounted at the position of the sample as

stop detector. Thus the stop signal is generated directly by the primary ions instead

of the backscattered particles and the time structure of the beam on the sample can

be revealed. Ideally the time structure should be a rectangular pulse with a width

as small as possible. For the measurement 30 keV He ions were used and the time

spectrum was recorded over 2×107 beam pulses. A double error function (very close

to a rectangular pulse) with a width of 17 ns and a rise/fall time of ≈1.7 ns reproduces

the measured spectrum fairly well.

12.5.2 Backscattering Spectra and Simulation

The ToF spectrum of a 2 nm HfO layer on top of Si substrate measured by using

30 keV He ions is shown in Fig. 12.17. During the measurement the beam was con-

tinuously scanned over an area of ≈200µm2
. The spectrum reveals a sharp peak

around 320 ns corresponding to the Hf signal. From around 380 ns the signal of the

Si bulk arises. Two smaller peaks at ≈2 and ≈50 ns correspond to the signals from

Photons and Electrons emitted during the primary ion impacts at the surface.

Since the HfO layer is very thin, the width of the Hf peak in the ToF spectrum

can be assumed to represent the time resolution of the setup. The measured value of

𝛥t = 17.3 ns corresponds to a relative time resolution of 𝛥t∕t ≤ 5.4% and thus fairly

reproduces the ratio of blanker length (≈20mm) and flight path length (358mm). For

the second stop detector in a distance of 1023mm (see text above) the ToF spectrum

of the same sample (not shown here) reveals a relative time resolution of 𝛥t∕t ≤
2.7%.
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Fig. 12.17 ToF-BS

spectrum of 30 keV He on

2 nm HfO2 layer on top of Si.

Flight path = 358mm

A conversion of the time resolution into an energy resolution is not trivial in this

energy range since the high amount of multiple scattering and the energy-straggling

(see also Sect. 12.3) lead to a rapid decrease of the energy resolution with increasing

penetration depth. An exact value can there for just derived directly at the surface

and evaluates to 𝛥E ≈ 3.2 keV (𝛥E ≈ 1.6 keV for the second stop detector with

longer flight path).

Taking multiple scattering into consideration (see Sect. 12.3.2) only Monte Carlo

simulation codes based on binary collision models like SRIM [8], CORTEO [27],

TRBS [28] or TRYDYN [41] can be utilized to simulate backscattering spectra in

the keV energy range. However, the comparison of measured ToF-spectra with sim-

ulation results makes it necessary to convert the time of flight into an energy spectra

or vise versa. Therefore is indispensable to know the exact origin of the ToF spectra

time axis.

The time delivered from the TDC refers to the span between start and stop signal.

However the actual flight time of the BS particles starts when the BS particle leaves

the sample surface. The difference (offset) is obviously determined by electronic

delay (actually the generation of the voltage pulses on both blanking plates) as well

as the flight time of the ions from the blanking plates to the sample. For the latter case

the exact amount can be easily calculated since it just depends on the ions mass, its

energy and the distance between blanking plates and the sample. All theses quantities

are known.

Contrary, the contribution of electronic delay can not be determined trivially. To

determine the offset of the time axis anyway one can make use of photons emitted

in the ion-sample interaction. Those are registered by the stop detector as well and

contribute to a small peak in the ToF spectra (see also Fig. 12.17). Although the

production yield for photons is rather low for primary ion energies E ≤ 30 keV it is

sufficient to collect a few of them in typical measurement time of some minutes. The

life time of electronic excitations that radiatively decay is know to be in the order of

less than 10 ns [49, 50] and the flight time of a photon from the sample to the stop

detector calculates to 2 ns. Thus the offset in the time axis of the ToF spectra can be

evaluated fairly accurate.
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Fig. 12.18 ToF-BS

spectrum of 30 keV He on

2 nm HfO2 layer on top of Si

converted into energy space.

Flight path = 358mm.

Histograms show measured

spectra lines indicate results

from TRBS simulations

The ToF spectra of two different HfO layers are shown in Fig. 12.18. The time

axis in the spectra have been converted into energy. The thickness of the HfO layer

is 2 nm and 5 nm, respectively. The substrate is Si in both cases. Dots and squares

represent measured spectra while the full and dashed lines are results from Monte

Carlo simulations using TRBS. The data in Fig. 12.18 clearly show that the energy

resolution of the ToF setup within the HIM is sufficient to distinguish between lay-

ers of different thicknesses on the nm (depth) scale. The simulations are based on

the evaluation of 5 × 107 primary ions. Simulated particles backscattered towards

the detector are recorded and sorted into a pulse height spectrum according to their

energy. The resulting spectrum was scaled to the solid angle and plotted as counts

per nC.

To make the simulated spectra comparable to the measured ones an adoption of

the spectrum hight (scaling) has to be applied. This scaling is necessary since the

charge measurement during the measurements is not exact. The current measure-

ment in the HIM is designed to measure DC ion currents. Since for the ToF-BS

measurements the beam is pulsed the results of the current measurement show sig-

nificant deviation from the actual value. Even worse, this effect is influenced by the

absolute value of the ion current itself as well as by the pulsing repetition rate. Since

the spectra shown in Fig. 12.18 are recorded at different ion currents, the scaling

factors that had to be applied to fit their height to the simulation results are different.

In both spectra the area between the Hf peak and the Si bulk signal is showing

an non-zero offset that is not predicted by the simulations. Such offset has also been

reported in literature for focused ion beam based ToF-BS [51, 52]. However, its

origin stays unclear so far. Since in the simulation backscattering energies are not

convoluted with any finite detector resolution, peak hight and peak width of the Hf

peaks are differing partly significant from the measured data.
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12.5.3 Imaging in ToF-BS Mode

To enable lateral resolved element analysis in the HIM by applying ToF-BS it is

necessary to scan the ion beam and to correlate each backscattering event to the

current beam position. Therefor the HIM scan electronics provides an analog input

for external beam control (for both x- and y-deflection of the beam). In ToF-BS

imaging the beam control is thus applied from an external scan controller that not

only does the beam scanning but also records the flight times (read from the TDC)

for each BS particle detected. All recorded backscattering events are stored in a list

mode file. Thus during post processing flexible regions of interest (ROI) within the

scan field (field of view) can be selected and the corresponding local BS spectra can

be extracted. All scan parameters of the external scan controller (scan positions, field

of view, dwell time, etc.) are adjusted remotely within a control software running on

a PC.

Figure 12.19 shows images of a test sample in standard SE-mode (a) as well as

in ToF-BS mode (b). This test sample basically comprises a piece of glassy car-

bon coated with rectangular patches of Si, Ni and Au. The patches have different

dimensions of 40µm × 40µm × 300 nm (Si), 25µm × 25µm × 110 nm (Ni) and

12µm×12µm×85 nm (Au), respectively. For the contrast generation in Fig. 12.19

for each pixel only the value of the highest registered BS energy was taken into

account. This leads to an enhanced elemental contrast in the image. However, the cor-

responding list mode file contains the whole energy spectrum for each pixel allowing

post analysis with different kind of filtering.

ToF-BS spectra within different surface regions from the ToF-BS image shown

in Fig. 12.19b are plotted in Fig. 12.20. The colors of the spectra correspond to the

the colors of the rectangles in Fig. 12.19b marking the particular region of interest.

The latter ones were placed on the different patches of Si, Ni and Au. One region of

(a) (b)

Fig. 12.19 Images of a carbon sample covered with rectangular patches of Si, Ni and Au acquired

in standard SE mode (a) and in ToF-BS mode (b). For b 30 keV primary He ions have been used

in pulse beam mode with 17 ns pulsed width and a repetition rate of 250 kHz
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Fig. 12.20 ToF-BS spectra

from within different regions

of interest in the image

shown in Fig. 12.19b. The

color of spectra correspond

to the colors of the

rectangles drawn in

Fig. 12.19b indicating the

particular region of interest

interest was also placed on the Carbon substrate. The energy resolution of the ToF-

BS setup is sufficient to distinguish clearly between the different elements. In this

way local elemental analysis is introduce to the HIM that was not possible before in

classical SE imaging mode.

The lateral resolution for imaging in ToF-BS mode is limited by two disturbing

influences: (a) the lateral beam spread due to the pulsing of the primary beam and

(b) statistical distributed exit locations of the backscattered He ions after undergo-

ing multiple scattering events below the surface. A primary He ion with an energy

of 30 keV needs a flight time of approx. 17 ns to pass through the blanking plates

(approx. 20mm). The ion will pass the blanker in a undisturbed manner if both plates

are grounded during this time period. However, for some a part of the incoming

ions the blanker will change its state during the ions transition and the ions will be

deflected from their aligned trajectories. In the end this leads to a reduced lateral res-

olution in the order of some nm to several 10 nm depending on the actual blanking

time. The contribution of distributed exit locations of the BS He can be estimated

from binary collisions to some 10 nm.

An experimental evaluation of the overall lateral resolution in ToF-BS mode is

shown in Fig. 12.21. The edge of a Ni patch on the test sample described above

is imaged in SE mode without pulsing the primary beam (a) and in pulsed beam

ToF-BS mode (b). Figure 12.21c shows averaged line scans across the Ni edge from

images (a) and (b). The areas that were used for averaging are indicated as dashed

rectangles in (a) and (b) as well as the directions of line profiles (arrows). The blank-

ing direction in these measurements was 52◦ with respect to the Ni edge. The edge

resolution (80%−20◦) evaluates to 10.9 nm in SE mode (without pulsing the beam)

and 53.7 nm in ToF-RBS mode using beam pulses of 55 ns length.

It has to be emphasized that a variation of the pulse-length has an influence on the

lateral resolution, the energy resolution and the signal to noise ratio simultaneously.

By adjusting pulse length and the duty cycle one can select between optimum lateral

and highest energy resolution. Both have to be adapted according to the particular

demands of the actual measurement task.
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Fig. 12.21 SE image (a)

and ToF-BS image (b) of a

Ni patch on the test sample

described in the text and

derived line profiles of the

Ni edge (c). Line profiles are

measured and averaged

across the Ni edge according

to the rectangles plotted in

(a) and (b) and error

functions fitted at the edges.

The edge resolutions

(80%–20%) was determined

to 10.9 nm in SE mode and

53.7 nm in ToF-BS mode

using 55 ns beam pulses

(a)

(c)

(b)

12.5.4 Time of Flight Secondary Ion Mass Spectrometry

The concept of beam pulsing to generate the start signal in ToF-BS mode, instanta-

neously allows for another powerful analysis technique to be applied in the HIM:

Time-of-Flight Secondary Ion Mass Spectrometry (ToF-SIMS). However, since

ToF-SIMS is discussed separately in Chap. 13 of this book, we just refer to refer-

ence [2] at this point.

12.6 Summary

Utilizing backscattered projectiles in a helium ion microscope to gain excess to lat-

erally resolved chemical analysis on the nm scale was figured out to be a challenging

task, right at the beginning in the history of helium ion microscopy. Early attempts

using a solid state detector revealed the general ability of performing BS spectrome-

try in the energy regime available in the HIM. However the limited energy resolution

and thus the reduced mass separation capabilities of the SSD indicated that more

sophisticated detection concepts are required to make this technique suitable for a

quantitative elemental analysis on the nm scale.

Different concepts of detecting the BS particles have been discusses in this chapter

and it was evaluated that the approach of measuring the particles time of flight seems

the most promising attempt. In an experimental study done by the authors it was

http://dx.doi.org/10.1007/978-3-319-41990-9_13
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demonstrated that by applying pulsed beam ToF backscattering spectrometry, chem-

ical analysis is feasible with a lateral resolution down to 55 nm, being close to the

physical limits.

In combination with the outstanding imaging capabilities offered by a helium ion

microscope, this technique now allows to gain full information on a sample surface

on both topography as well as chemical composition. This technique can easily be

adapted to existing devices since it requires only a minimum and affordable amount

of additional equipment. Thus a powerful complementary source of information on

the sample is introduced that does not influence the excellent imaging capabilities of

the device.
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Chapter 13
SIMS on the Helium Ion Microscope:
A Powerful Tool for High-Resolution
High-Sensitivity Nano-Analytics

Tom Wirtz, David Dowsett and Patrick Philipp

Abstract Secondary Ion Mass Spectrometry (SIMS) is an extremely powerful
technique for analysing surfaces, owing in particular to its excellent sensitivity, high
dynamic range, very high mass resolution, and ability to differentiate between
isotopes. The combination of He/Ne microscopy and SIMS makes it possible not
only to obtain SIMS information limited only by the size of the probe–sample
interaction (∼10 nm), but also to directly correlate such SIMS images with
high-resolution (0.5 nm) secondary electron images of the same zone taken at the
same time. This chapter will discuss the feasibility of combining SIMS with Helium
Ion Microscopy from a fundamental and instrumental point of view.

13.1 Secondary Ion Mass Spectrometry

13.1.1 Introduction

In Secondary Ion Mass Spectrometry (SIMS), an energetic beam of ions (called
primary ions) is used to sputter the sample. The primary ions penetrate the sample
and lose all or a part of their energy during collision cascades with the target. Some
of these collision cascades will lead to the ejection of one or several target atoms.
Amongst the emitted particles, the ions (called secondary ions) are of interest in
SIMS. These ions are extracted using an electric field and accelerated into a mass
spectrometer, mass filtered, and counted by detectors.

Depending on the primary ion fluence, one distinguishes between static SIMS
and dynamic SIMS. In static SIMS, the primary ion fluence is below 1013 ions/cm2.
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The analysis is therefore limited to the extreme surface, and the fragmentation of
target molecules is limited, allowing molecular information to be obtained. In
dynamic SIMS, the primary ion fluence is typically much higher (1016–1018

ions/cm2). This results in nearly full fragmentation of molecules, so that only
mono-atomic ions or small cluster ions are detected. The high primary ion fluence
results in a progressive erosion of the sample surface, such that depth profiling is
possible in dynamic SIMS.

There are four main types of SIMS operation modes:

(i) Mass spectra, providing information about the composition of the analysed
sample

(ii) Depth profiles, showing the distribution of selected species with respect to
depth

(iii) 2D imaging, revealing the 2D spatial distribution over the analysed area
(iv) 3D imaging, providing the distribution of species within the analysed volume

The main strengths of SIMS are its excellent sensitivity (detection limits down to
the ppb are possible), its high dynamic range (the detectable concentrations range
from matrix elements to trace elements), its good depth resolution (sub-nanometre
depth resolution is possible when using low-energy primary ion beams), and its
ability to differentiate between isotopes. The main weakness of SIMS is its diffi-
culty in quantifying analyses, which is referred to as the SIMS matrix effect.

13.1.2 Underlying Fundamentals

13.1.2.1 Sputtering Processes

SIMS uses primary ion beams with energies higher than 100 eV. While energies
below 1 keV are typically used for depth profiling with high depth resolution,
higher beam energies (15–30 keV) are used to finely focus the primary ion beam for
imaging with high lateral resolution. The incident primary ion penetrates the sample
and loses its energy progressively when colliding with target atoms.

Figure 13.1 illustrates a single impact of Ar on a Si3N4 target as simulated using
the TRIM code. TRIM is a Monte Carlo code for modelling ion bombardment of an
amorphous target using the binary collision approximation (BCA) [1–3]. The
impacting ion loses its energy both during collisions with nuclei and as electronic
excitation. The ratio of electronic versus nuclear energy loss is dependent on the
characteristics of the incident ion (mass and velocity) and of the target (mass of
target atoms). The energy transfer to the target atoms can lead to their displacement
and the formation of defects. If the energy transfer to a target atom is sufficiently
important, it can displace other atoms and hence trigger a collision cascade.
Amongst the three categories of collision cascades that one distinguishes (single
knock-on regime, linear cascade regime, spike regime), the linear cascade regime is
the most relevant for SIMS. Target atoms that are in the vicinity of the sample
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surface can get enough energy to be ejected during a collision cascade. Such
sputtering happens only for atoms that are close to the sample surface: most ejected
atoms are initially in one of the two topmost atomic layers. One can therefore
conclude that the information depth of SIMS is a priori very shallow.

The energy deposited close to the sample surface is a key parameter in deter-
mining sputtering. For very light elements like helium, only a small fraction of the
energy is deposited near the surface, thus the resulting sputter yield (defined as the
ratio between sputtered particles and incident ions) is low. Considerably higher
sputter yields result from the impacts of heavy ions such as Cs or Xe, which are
species routinely used in SIMS, as the fraction of energy that is deposited close to
the surface is significantly higher. Figure 13.2 shows the evolution with beam
energy of the sputter yield obtained at normal incidence for four different primary
ion species (He, Ne, Ga, and Cs) impacting on Si. For all ions except He, the sputter
yield increases with increasing impact energy. Also note that helium is the only
element with a sputter yield well below 1. For Ne, the sputter yield starts to
decrease again for energies above 10 keV, as the peak in the energy deposition
distribution moves away from the surface with increasing beam energy. The same
phenomenon would also occur for the heavier species Ga and Cs, but at higher
impact energies than the ones shown in Fig. 13.2. Helium already shows this

Fig. 13.1 3D view of a
collision cascade developing
under 25 keV Ar impact on
Si3N4 at normal incidence.
The Ar projectile is shown in
yellow; displaced Si and N
atoms are shown in blue and
green, respectively. The
cascade was simulated using
TRIM

13 SIMS on the Helium Ion Microscope: A Powerful Tool … 299



0 10 20 30
0.01

0.1

1

Sp
ut

te
r y

ie
ld

Impact energy (keV)

He
Ne
Ga
Cs

Fig. 13.2 Sputtering yield as
a function of impact energy
for helium, neon, gallium, and
caesium bombardment of
silicon at normal incidence.
The results were obtained by
TRIM. Figure adapted from
[4]

behaviour at very low impact energies, resulting in a continuous decrease of the
produced sputter yield over the considered energy range.

The angle of incidence of the primary ion beam is another important factor
influencing the fraction of energy deposited in the vicinity of the surface, and hence
the sputter yield. At a grazing angle of incidence, more energy is deposited close to
the sample surface, and the resulting sputter yield will be higher. The sputter yield
thus increases with beam angle (defined with respect to the normal to the sample
surface), until the primary ions start to be reflected by the surface, whereupon the
sputter yield decreases again.

When large primary ion fluences (up to or above 1017 ions/cm2) are used,
subsequent collision cascades start to overlap spatially and induce various transport
mechanisms. The higher the beam energy, the more important this atomic mixing
effect will be. Other relevant parameters determining the extent of atomic mixing
are the incidence angle of the primary ion beam, the primary ion species, and the
sample composition. Radiation-induced diffusion further contributes to this atomic
mixing effect. The effects caused by atomic mixing are illustrated in Fig. 13.3,
which shows an example of depth profiling simulated by TRIDYN [5–7]. TRIDYN
is based on TRIM, but also allows for the simulation of the system evolution with
primary ion fluence giving access to sputtering yields and system composition for
transition and steady-state conditions. Due to the BCA approach, only atomic
mixing and no diffusion processes are taken into account. The sample consists of
silicon with three boron delta layers at depths of 110, 330, and 450 Å (Fig. 13.3a).
The depth profiling has been carried out for four different conditions. For 1 keV Cs
bombardment, a broadening of the delta layers can be observed, but the three layers
are well separated (Fig. 13.3b). For the same impact energy but neon as primary
ion, the mixing is increased and the dynamic range of the B signal is reduced
(Fig. 13.3c). However, the three layers are still separated. The situation changes for
higher impact energies. For 20 keV caesium bombardment, the first boron delta
layer is visible but the decay length is significantly increased, reducing the
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separation between the first and the following delta layers (Fig. 13.3d). In addition,
the second and third delta layers are no longer separated. The separation between
the different delta layers is even less pronounced for the 20 keV neon bombard-
ment. The first boron delta layer is visible, but it is followed by a long and slow
decay of the boron intensity (Fig. 13.3e).

13.1.2.2 Ionisation of Sputtered Matter

A study by Lindhard and Scharff [8] regarding the energy transfer from an
impacting atom to electronic degrees of freedom showed that emitted particles
might be in an excited state when leaving the surface. Additionally, valence elec-
trons might be transferred to or from the surface when the sputtered atom is leaving
the surface. While there are a number of models for different classes of materials
and impinging ion species and conditions, we will limit our discussion here to two
main models explaining the ionisation of sputtered material.

A model based on electron tunnelling is usually used to describe the ionisation
processes of atoms sputtered from metallic and semiconductor samples. Electron
transfer occurs via an electron tunnelling effect between the atomic level of the
sputtered atom and the delocalised state of the valence band of the metal substrate
(Fig. 13.4a) [9]. For emission of positive and negative ions, the resulting ionisation
probability is given by, respectively:
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Fig. 13.3 Depth profiling of Si sample containing 3 B delta layers at 110, 330, and 450 Å by
TRIDYN. a Initial configuration before depth profiling, b depth profiling by 1 keV Cs, c depth
profiling by 1 keV Ne, d depth profiling by 20 keV Cs, and e depth profiling by 20 keV Ne
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where I is the ionisation energy of the sputtered atom, A is the electron affinity of
the sputtered atom, ϕ is the electron work function of the sample, and ϵp and ϵn are
parameters depending on local properties of the sample [10].

For an explanation of the ionisation probabilities obtained during sputtering
processes from oxides, the model developed by Slodzian is widely used [11, 12].
This model is based on the assumption that an ion M + leaves the sample during the
sputtering process and leaves behind a vacant cation with an electron affinity A.
This site will then retain the electron for the duration of the sputtering process
(∼ 10− 13 s). A charge transfer between sample and sputtered ion is possible at a
distance RC above the surface where the curves for ionic potential energy and
covalent potential energy are crossing each other (Fig. 13.4b). The probability for
such a charge transfer can be deduced from the Landau–Zener formula, which
predicts that the ionisation probability rapidly decreases with increasing ionisation
energy.

These ionisation models show that the ionisation probability of sputtered atoms
strongly depends on the local sample composition. The secondary ion signal
detected for a given element A can be written as:

IA = Ip ⋅Y ⋅CA ⋅ βA ⋅ τ

where Ip is the primary ion current hitting the analysed area, Y is the sputtering
yield, CA is the concentration of species A, βA is the ionisation probability of that
element, and τ includes the transmission of the mass spectrometer and the detection
efficiency [4].

An important parameter for expressing the sensitivity of an analysis is the useful
yield (UY), which expresses the ratio between the number of detected ions for a
given element A and the number of atoms A that were sputtered from the analysed
volume during the analysis:

(a) (b)

Fig. 13.4 Schematics for ionisation models. a Concept of charge exchange illustrated for atom
leaving metal surface used for electron tunnelling model, b concept of bond breaking model
illustrated by potential energy curves for covalent (i) and ionic (ii) bonding for bond breaking
model. Figure adapted from [4]
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UY =
Nions detected

Natoms sputtered

In order to maximise the ionisation probability, and hence the detected sec-
ondary ion signal and UY, reactive primary ion species are typically used in SIMS.
To enhance the emission of negative secondary ions, electropositive primary ion
species (e.g. caesium) are used. Conversely, the use of electronegative primary ion
species (e.g. oxygen) favours the emission of positive secondary ions. As described
in Sect. 13.1.2.1, the primary ion species are implanted into the sample, and thus
load the sample with a given concentration of reactive species, resulting in an
advantageous modification of the local chemical composition of the sample in view
of enhanced ionisation of emitted atoms and molecules.

Implanting primary ion species is not the only means of changing the local
sample composition in order to enhance secondary ion ionisation probabilities.
Another solution is the flooding of the sample surface with reactive species during
SIMS analysis, i.e. simultaneously with the ion bombardment. The use of reactive
gas flooding is of particular importance when sputtering is performed with a
non-reactive primary ion beam, e.g. Ga+, He+, Ne+, or Ar+.

For the enhancement of positive secondary ion ionisation probabilities, oxygen
flooding is routinely used [13]. Depending on the element of interest, UY can be
increased by several orders of magnitude. Ionisation probabilities of negative
secondary ions can be improved by caesium flooding. This method was first used
by Bernheim et al. in 1977 [14, 15], and was later improved upon by Wirtz et al.
[16, 17]. Studies have shown that Cs flooding can increase UY by up to four orders
of magnitude [18, 19].

13.1.2.3 Matrix Effect and Quantification

The strong dependency of the ionisation probability of secondary ions on the local
sample composition (“matrix effect”) greatly complicates the quantification of the
SIMS signal, i.e. the conversion of the secondary ion signal detected for element A
to the concentration of the element A in the analysed sample. Several protocols,
mostly relying on reference samples, can be used to quantify SIMS data.

One first possibility is calculating the useful yield using a reference sample in
order to convert the secondary ion signal into concentration:

cA =
IA

UYA ⋅ Ip ⋅ Y

where cA is the concentration of species A, IA is the secondary ion current of the
same species, UYA its useful yield as defined in Sect. 13.1.2.2, Ip the primary ion
current, and Y the sputtering yield.
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Instead of calculating the useful yield for the species of interest, it is also
possible to use relative sensitivity factors (RSF) [20]. With this method, one cal-
culates the concentration of a trace element X based on the ratio of the secondary
ion intensity of this element IX and the intensity of the matrix signal IM:

cX =
IX
IM

⋅RSFX

where RSFX needs to be determined by analysing a sample of a composition that is
known and similar to the sample composition. The benefit of the RSF method is
that variations in the primary beam current which change the erosion rate have no
influence on the calculated concentration. This RSF protocol only works in the
dilute limit for trace elements where it is considered that the ionisation probability
does not change with the concentration of the element.

Quantification can also be performed by detecting the so-called MCs+ secondary
ions, where M represents the element of interest. These clusters, which form when
sputtering a sample using a Cs+ primary ion beam or when using caesium flooding,
may be detected with a reduced matrix effect [21, 22]. The useful yields for MCs+

typically lie in the range of 10−6 to 10−4 [23], which is below the optimal SIMS
useful yields that one may achieve by analysing M±, leading to a poorer detection
limit in the MCs+ mode. For electronegative elements, yields can be improved by
detecting MCs2

+ ions rather than MCs+ ions [24].

13.1.3 Instrumentation

As a consequence of the secondary ion yield enhancement induced by reactive
primary ion species (see Sect. 13.1.2.2), traditional SIMS instruments are typically
equipped with a surface ionisation Cs+ ion source and a plasma source (typically a
duoplasmatron or RF plasma source) delivering an O2

+ and/or O− primary ion
beam. Modern instruments also often include sources for generating species such as
Ga+, Au+, and Bi+, as well as various cluster ions like Arn

+, Aun
+, Bin

+, and C60
+.

The latter become relevant when molecular information needs to be obtained from
the sample.

Secondary ions are extracted from the sample by applying a voltage difference
between the sample and an extraction electrode, and they are subsequently focussed
into a mass spectrometer. Depending on the application, three types of mass
spectrometers are used in SIMS. Quadrupole mass spectrometers have the lowest
mass resolution and transmission, and do not allow parallel detection of several
secondary ion signals. Time-of-flight (TOF) mass spectrometers offer an unlimited
mass range and are thus used mostly on instruments dedicated to the detection of
molecular ions. Such instruments dedicated to gaining molecular information are
increasingly equipped with MS/MS capabilities. Mass measurement occurs through
measurement of the flight time of the secondary ions between a given origin and the
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detector. The flight time is initiated by a pulse of the primary or secondary ion
beam. In modern TOF mass spectrometers equipped with electrostatic mirrors for
the correction of flight time differences for ions having the same mass but a different
energy (arising from the energy distribution of sputtered ions), mass resolutions M

ΔM
of 10,000 are easily obtained. Compared to TOF mass spectrometers, magnetic
sector mass spectrometers offer the advantage of continuous analysis, removing the
duty cycle induced by beam pulsing, which leads to better overall sensitivities (if
the primary ion beam is operated in the DC mode and the secondary ion beam
pulsed) or better sensitivities for similar analysis times (if the primary ion beam is
pulsed) [4]. However, magnetic sector mass spectrometers have a limited mass
range, restricting their application to the analysis of monatomic and small cluster
ions. In a double-focussing magnetic sector instrument, achromatic mass filtering
(i.e. independent of the initial energy distribution of the secondary ions) is achieved
by combining an electrostatic analyser with the magnetic filter. Magnetic sector
mass spectrometers can be operated in a scanning mode (in this case, there is
typically only one detector, and the magnetic field must be tuned for a selected mass
to reach this detector) or in a non-scanning mode. In this latter configuration,
parallel mass detection is possible when using the Mattauch–Herzog design, where
all masses are focussed in a focal plane containing several detectors. Common
designs present mass resolution ranging from several hundred up to several tens of
thousands [25].

13.1.4 SIMS Applications

The most basic application of SIMS is the acquisition of mass spectra, which
provide information about the surface composition of the analysed sample. If the
mass spectra are performed in the static SIMS mode or using cluster primary ion
beams, they also reveal molecular information.

Depth profiling is a very common SIMS analysis mode. In this case, selected
secondary ion signals are plotted with respect to time. The time scale is then con-
verted to a depth scale using the erosion rate, which can either be calibrated prior to
analysis using reference samples, or deduced from crater measurements by pro-
filometry performed on the post-analysis crater. In situ Scanning Probe Microscopy
(SPM) analysis has recently become possible, allowing measurement of the crater
during analysis, eliminating errors from differences in sputter rates in
multilayer/complex samples [26]. Depth profiles are typically used to reveal varia-
tions in elemental composition as a function of depth. The interface structure and the
diffusion between layered structures can be studied with sub-nanometre depth res-
olution using low impact energies. SIMS depth profiling has been used extensively
for over 35 years by the semiconductor industry [27, 28], in display technology,
optoelectronic applications, and memory applications [29], and more recently for
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solar cells [30]. In this sector, the quantification of dopants is a key point, which is
only possible when using standard reference samples, as discussed previously.

For SIMS imaging, two different modes can be used, the microscope mode and
the microprobe mode [4]. In the microprobe mode, the sample surface is sputtered
by a finely focussed beam which is raster-scanned over the analysed area. The
counting of the secondary ions is synchronised with the raster-scanning of the
primary beam in order to reconstruct the mass-filtered secondary ion image pixel by
pixel. In this configuration, the lateral resolution does not depend on the capabilities
of the mass spectrometer, but only on the focussing of the primary ion beam. In the
microscope mode, an unfocussed beam with homogeneous beam density is used to
irradiate the sample. The field of view is determined by optical gating. The mass
spectrometer acts as a stigmatic microscope and transfers the image of the sample
surface on the detector surface. Position sensitive detectors such as a micro-channel
plate are used as detector. In the microscope mode, the lateral resolution is deter-
mined by the quality of the optics of the mass spectrometer, the image magnifi-
cation, and the pixel density on the detector. The microscope mode has the
advantage of being much faster than the microprobe mode (e.g. 106 times faster for
a 1 k × 1 k image at the same current density). A typical level of performance of
commercial SIMS instruments in terms of lateral resolution achievable in 2D
imaging is 50 nm for the microprobe mode and a few µm in the microscope mode.

Both imaging modes can be used to record one or several frames. For 2D
imaging, a single frame can be recorded or the data from several frames can be
integrated. For 3D information, several frames are recorded, and the conversion
from frame number to depth is carried out applying protocols similar to the ones
described earlier for depth profiling, so that a 3D volume reconstruction by image
stacking can be obtained. Note that these standard 3D reconstruction protocols do
not take into account the topography of the sample, as they assume that the sample
surface is flat and the analysed volume is cuboid [26].

2D and 3D elemental imaging by SIMS provides important information on
sample composition in many applications [4]. In materials science, SIMS imaging
is extensively used in fields such as metallurgy, or polymers, providing, for
instance, insights regarding diffusion, ageing, oxidation, corrosion, or kinetics. For
biological studies, SIMS became of utmost interest only after the development of
the latest generation of instruments allowing for the analysis at the cellular scale
with optimised sensitivities. Typical applications in biology include metabolism
studies by localising specific elements or isotopes inside cells, investigations in
nano-toxicology by tracking nanoparticles within tissues, pharmacological studies,
studies of bacterial systems using stable isotopes as markers that can then be
mapped at high resolution by SIMS, research in plant and soil sciences, and
investigations in the field of biomineralisation. SIMS 2D and 3D imaging is also of
great interest in geology (e.g. determining the age of rocks) and astronomy (e.g.
insights into the composition and origin of interplanetary dust and meteorites). For
these two domains, the capability of SIMS to determine isotope ratios with preci-
sion of a few percentage points to a few tenths of a percentage point is of utmost
interest.
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13.2 Fundamental Aspects of SIMS Performed Under He+

and Ne+ Bombardment

13.2.1 Dimensions of Collision Cascades

For SIMS imaging with He+ and Ne+ beams, the microprobe mode is clearly the
most attractive. As mentioned in Sect. 13.1.4, the imaging resolution in this mode
depends primarily on the focussing of the spot size of the ion beam raster-scanning
the sample surface. As this spot size can be in the nanometre range in the particular
case of He+ and Ne+ beams generated by a gas field ion source (GFIS) column, the
dimensions of the collision cascade triggered inside the sample upon impact of the
He+ and Ne+ ions become of utmost importance. More specifically, the dimensions
of the collision cascade in the extreme vicinity of the sample surface are relevant, as
this will determine the origin of secondary ions and hence contribute to the
achievable spatial resolution. A second parameter to investigate is the lateral mixing
induced by the primary ion bombardment, but this aspect becomes relevant only if
the sample is sputtered down to a depth where atomic mixing occurs.

It is important to note that atoms are mainly sputtered from the first topmost
monolayers, while the He+ and Ne+ primary ions are implanted much deeper. As
illustrated in Fig. 13.5, the collision cascade is much narrower near the sample
surface than deeper inside the sample. Hence, the diameter where the sputtered
atoms are emitted from (Fig. 13.6) is significantly smaller than the radial range
(Fig. 13.7). The area of origin of the sputtered atoms is characterised by the
diameter of the area which contains 50% of the sputtering events (FW50) [31]. The
FW50 of sputtered particles for helium irradiation is smaller than for neon irradi-
ation. This is the consequence of the He+ beam initially only experiencing an
electronic loss phase, and hence only a weak scattering of the beam when entering
into the sample. The nuclear stopping process with elastic scattering starts to play
an important role only at energies below 3 keV for He irradiation [32]. The
dimensions of the collision cascade triggered by He+ impacts, therefore, remain
very small in the vicinity of the surface, i.e. in the region of interest for sputtering.
By contrast, the Ne+ beam immediately generates collision cascades when entering
the substrate as the nuclear collisions are dominant over the entire energy regime.
The scattering of the primary ions close to the surface is, therefore, larger for Ne+

impacts. This leads to a wider FW50 of sputtered particles under Ne irradiation,
with values ranging from 26 Å at 1 keV Ne+ impacts up to 94 Å at 30 keV Ne+

impacts, compared to values ranging from 22 Å at 1 keV He+ impacts up to 54 Å
at 30 keV He+ impacts. Traditional projectiles used in SIMS such as Ga+ and Cs+

lead to areas of emission that are further reduced in size, as these projectiles are
heavier resulting in less scattering of primary ions close to the sample surface
(Fig. 13.6).

When sputtering the sample down to a depth where the atomic mixing begins to
be important, the radial range of the cascade becomes the relevant parameter. While
He+ and Ne+ probe sizes of 5 nm and smaller are possible with the GFIS column,
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the cascade develops over dimensions larger than that (Fig. 13.5). The lateral
dimension of the cascade can be characterised by the diameter of the area, which
contains 50% of the implanted atoms. This diameter increases with impact energy
and decreases with the mass of the primary ion species (Fig. 13.7). For He+

bombardment at normal incidence, it changes from 236 Å at 1 keV to 2585 Å at
30 keV. For impacts of the much heavier Cs+ ions, the same diameter is typically
one order of magnitude smaller. Ne+ is situated approximately half way in between
these two extremes, hence offering advantages in terms of resolution compared to
He+ when 3D imaging over a significant depth is required.

In addition to this radial atomic mixing, which becomes relevant when sputtering
the sample down to a significant depth, depth resolution must be considered when
performing 3D imaging. Depth resolution is typically limited by atomic mixing,
diffusion, and segregation processes induced by the primary ion bombardment. In
general, better depth resolution is obtained at low impact energies; however,
focussing of the primary ion beam is poor for such experimental conditions. In
practice, imaging is done with beam energies in the range of 15–30 keV, leading to
depth resolution typically worse than 20 nm.

13.2.2 Sensitivity

The secondary ion current and the useful yield will be the important parameters to
consider when discussing the sensitivity of the SIMS analysis performed under He+

and Ne+ primary ion bombardment. The useful yield, which was defined in
Sect. 13.1.2.2, is a global parameter determining the achievable detection limit. In
addition, the secondary ion current needs to be sufficiently high to have both a
reasonable signal-to-noise ratio and a reasonable analysis duration. For monoatomic
secondary ions, the useful yield for a given element A can be written as:
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Fig. 13.5 Dimensions of
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silicon simulated by TRIM
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UY = βA ⋅ τ

where βA is the ionisation probability of that element and τ includes the trans-
mission of the mass spectrometer and the detection efficiency. While transmission
of the mass spectrometer is discussed in Sect. 13.3, this section deals with strategies
to maximise the ionisation probability. A second important factor that will be
discussed in this section is the sputtering yield, as this one will contribute to the
intensity of the secondary ion current (see Sect. 13.1.2.2).
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Fig. 13.6 Origin of sputtered atoms for 10 keV Ne+ impacts on silicon: a distribution of sputtered
particles with respect to the impact point (0, 0) of the Ne+ projectile, the red circle containing 50%
of the sputtered atoms, and b histogram of this distribution. c Diameter of area (FW50) where
secondary particles are sputtered from as a function of impact energy for He+ , Ne+ , Ga+ and
Cs+ bombardment on silicon at normal incidence (adapted from [4]). All results were obtained
with TRIM
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Experimental studies and simulations performed by Pillatsch et al. show that the
sputter yields obtained for Ne are on average one order of magnitude higher than
those obtained for He [33]. For He and Ne bombardment on Si, for instance, sputter
yields of 0.04 and 1.3 were experimentally determined, respectively [33]. While
there is thus a huge difference in sputter yield between He and Ne impacts, the
difference between sputter yields obtained with Ne+ primary ions and primary ions
typically used in standard SIMS is far less significant. Taking again the example of
Si, the sputter yields under O and Cs bombardment are 1.5 and 3.3, respectively,
compared to 1.3 obtained with a Ne+ beam. Considering also that typical currents
used in the HIM (e.g. 5–10 pA of He and Ne in a spot size of 10 nm) are signif-
icantly higher than in traditional SIMS (e.g. 0.3 pA of Cs in a spot size of 50 nm on
the Cameca NanoSIMS 50), the lower sputter yields under He and Ne are more than
compensated by the current so that the duration of an analysis on HIM-SIMS is not
any longer than the one on traditional SIMS [4].

Regarding ionisation probabilities, experimental studies performed by Wirtz
et al. [34] and Pillatsch et al. [33] show that, as expected, the useful yields remain
low under pure He and Ne bombardment due to the inertness of these elements. In
addition, the useful yields determined for positive and negative secondary ions are
very similar for both projectiles (Fig. 13.8). As the useful yield of monoatomic
secondary ions is dependent only on the ionisation probability (and the instrumental
factor τ), and not on the sputter yield, this proves that identical ionisation mech-
anisms are relevant under He+ and Ne+ ion bombardment. The data in Fig. 13.8
also show the expected trend for electropositive and electronegative elements: the
positive ionisation probability, and hence the useful yield, is higher for elec-
tropositive elements such as Al, Ni, Ge, Ga, and W, whereas the negative ion
formation is more favourable for electronegative ions like P and As. For Si, no
significant difference is observed in Fig. 13.8. To increase the ionisation
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probabilities, and thus to reach better detection limits, Wirtz et al. [34] and Pillatsch
et al. [33] applied reactive gas flooding during the analysis, as outlined in
Sect. 13.1.2.2. This led to an enhancement in the useful yields by several orders of
magnitude, as shown in Fig. 13.8. For Al, Si, Ni, and W, an increase in positive
ionisation probability between two and four orders of magnitude was measured
when using O2 flooding. For Si, a useful yield of 5 × 10−2 was reached, which
leads to an ionisation probability of 35%, taking into account a transmission factor
of about 14% on the instrument used for these experiments [33]. Applying Cs
flooding in secondary negative mode resulted in a significant enhancement of the
useful yields for all detected elements, i.e. more than four orders of magnitude for
Si and three orders of magnitude for P.

13.2.3 Detection Limit Versus Pixel/Voxel Size

While the lateral resolution is fundamentally limited by the characteristics of the
collision cascade, the minimum feature size one can detect is also dependent on the
sensitivity of the analysis, and thus in particular on the useful yield [35, 36].
According to Orloff et al. [35], the smallest feature that can be detected before being
sputtered away is given by:

Fig. 13.8 Useful yields for different elements sputtered from the same matrix for He+ and Ne+

bombardment: a for positive secondary ions with and without oxygen flooding, b for negative
secondary ions with and without caesium flooding
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where Dmin is the minimum feature size, Y the sputtering yield, A the atomic weight,
Ni the number of primary ions per pixel, ω the beam overlap, ρ the target density,
and NA the Avogadro number.

Figure 13.9 shows the evolution of the detection limit of Si+ under Ne+ irra-
diation as a function of feature size Dmin without and with caesium flooding for
cubic voxels. As discussed in Sect. 13.2.1, the dimension of the collision cascade
corresponds to roughly 10 nm under these bombardment conditions. For a cubic
volume of 10 nm side length, which would hence correspond to the physical limit in
spatial resolution, Fig. 13.9 indicates a detection limit of approximately 10−3 when
using reactive gas flooding. With such reactive gas flooding, a detection limit at the
ppm level can be obtained for features of about 100 nm. Without O2 flooding,
detection limits are worsened by three orders of magnitude, as already indicated by
Fig. 13.8. Values for other secondary ion species can be deduced by rescaling
Fig. 13.9 using data from Fig. 13.8. The data were obtained for a magnetic mass
spectrometer with an overall transmission of about 30%. For lower or higher
transmissions, the detection limit would change accordingly.

For the same primary ion dose, the detection limit under He+ bombardment is
typically one order of magnitude poorer than under Ne+ bombardment, due to the
lower sputtering yield caused by He compared to Ne, resulting in lower secondary
ion yields and thus poorer signal-to-noise ratios, ultimately restricting the detec-
tion limit. Similarly, to reach the same detection limit, the He+ ion fluence needs to
be one order of magnitude higher than with Ne+ bombardment. In general, SIMS
measurements with high sensitivity require high ion fluence per pixel, and thus
subsequent damage formation and an increase in the minimum detectable feature
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size will begin to become important. Consequently, the ion fluence per pixel must
be chosen carefully in order to find the right trade-off between sensitivity, lateral
resolution, and damage formation [31].

The trade-off between detection limits and minimum detectable feature size in
SIMS imaging shown in Fig. 13.9 can be overcome using the correlative micro-
scopy approach [4]. With this correlative approach, the SIMS will be run in a mode
leading to the required detection limit, the spatial resolution corresponding to this
detection limit (as determined by Fig. 13.9) being secondary. The required excel-
lent spatial resolution is obtained in a second step by overlaying the SIMS image
with a high-resolution secondary electron image obtained with the He+ (or Ne+) ion
beam. Different possibilities arise from these in situ instrument combinations [4].
One approach involves imaging the sample in the SIMS mode to localize hot spots
(e.g. a high concentration of a given element or a given isotope of interest), and then
identifying the feature corresponding to this hot spot in the secondary electron
mode. A second approach consists in beginning with a secondary electron image to
identify zones or features of interest, and then determining the chemical compo-
sition (or the isotopic ratios) of these features or zones by SIMS. Given the
destructive nature of SIMS, the second approach is often preferred, especially for
small feature sizes.

13.3 Instrumentation for SIMS Performed on the HIM

13.3.1 Instrumental Constraints

The fundamental aspects listed in Sect. 13.2 indicate that performing SIMS on the
HIM is not only possible, but it would afford a number of advantages over con-
ventional SIMS in terms of achievable lateral resolution. To realise these advan-
tages practically, special consideration must be given to the type of instrumentation
used to perform SIMS on the HIM. The mass spectrometer should have an
appropriate mass range and mass resolution. Given that the primary beam will
consist of atomic He+/Ne+ ions at a significant dose, the analysis will always be in
the dynamic regime (see Sect. 13.1.1), and thus molecular information will not be
obtained, so a moderate limit for mass range would be sufficient. Additionally, the
spectrometer must be designed to work with an existing instrument, placing a
number of constraints on its design. The design considerations for performing
SIMS on the HIM are listed below in order of priority.

• The size and weight of the spectrometer should be compatible with mounting on
the HIM.

• The extraction system should not significantly degrade the probe size of the
HIM in SIMS mode.

• The extraction system either should be removable, or should not affect standard
imaging/milling operations.
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• Detection of positive and negative secondary ions should be possible.
• As the secondary ion current will be low, the extraction efficiency and overall

transmission of the spectrometer should be high.
• Parallel detection of secondary ions is important for avoiding a poor sample

consumption duty cycle.
• The acquisition time for SIMS images should be similar to that for SE images.
• Reactive gas flooding should be integrated into the SIMS system.

13.3.2 Prototype Instrument for SIMS Performed
on the HIM

Addressing all the listed constraints simultaneously is no easy task. The first con-
sideration is choosing which of the types of mass spectrometers described in
Sect. 13.1.3 would be the most appropriate given the design considerations above.
The condition of parallel detection eliminates the possibility of using a quadrupole,
and would suggest the use of either a TOF or a magnetic sector with a long straight
focal plane. To perform TOF, it is necessary to pulse either the primary or the
secondary beam. Pulsing the He/Ne beam is not possible without degrading the
probe size and so can be eliminated. Pulsing of the secondary beam is possible.
The most common type of spectrometer that operates in this fashion is the
orthogonal TOF (oTOF). oTOFs have the advantages of being compact and rela-
tively simple. They have high mass resolution and an unlimited mass range.
However, when coupled to a constant kinetic energy beam such as in this case, the
duty cycle of an oTOF is mass-dependent, resulting in a square root variation in the
sensitivity [37]. Also, as analysis would be performed in the dynamic regime, the
principal components of the secondary beam will be atomic ions or small clusters.
Thus, one of the main advantages of a TOF—its unlimited mass range—cannot be
exploited in this case. The grids present in a TOF also reduce transmission and can
introduce a background when analysing negative ions. Magnetic sector instruments
with long focal planes can be used to analyse a wide mass range in parallel, given
their high transmission and, if double-focussing designs are used, high mass res-
olution. They typically have better abundance sensitivity than TOFs. Typical
magnetic sector spectrometer designs are large and heavy. However, recent
developments in compact design show potential for reducing the size of such
spectrometers while maintaining suitable SIMS performance. For these reasons, a
compact double-focussing magnetic sector was chosen for use on the HIM.

Typically, magnetic sector instruments require high acceleration voltages to
achieve high mass resolution. This is normally accomplished by biasing the sample
to high voltage and using a grounded extraction electrode. Were this approach to be
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used on the HIM, the probe size would be severely degraded due to the high
extraction field. To avoid this, Dowsett et al. [38] developed a low-field
high-efficiency extraction system, with the specific intent of maintaining a
sub-10 nm probe size while optimising extraction efficiency. This value of 10 nm
was derived from considerations of the dimensions of collision cascades, and hence
physical limitations in spatial resolution, as described in Sect. 13.2.1. The sec-
ondary ion extraction system designed for the HIM is shown schematically in
Fig. 13.10. It is fully retractable, so that the HIM can be used in SE mode without
being affected by the extraction system.

Figure 13.11a shows a simulation of the probe size obtained on the sample with
this type of system using an extraction voltage of 250 V. Figure 13.11b shows a
corresponding total ion image taken by mounting a detector at the exit of such an
extraction system. The image was recorded in negative mode; as the image is not
mass filtered, the signal comes primarily from secondary electrons (SE). The edge
resolution obtained was around 4 nm, demonstrating that probe sizes with
dimensions below that of the collision cascade can be obtained with this type of
extraction system.

A post-acceleration stage is then used to accelerate the secondary ions to the
required voltage for the spectrometer, and a system of transfer lenses transports the
beam and focusses it onto the entrance plane of the spectrometer. The spectrometer,
shown schematically in Fig. 13.12, is based on a modified Mattauch–Herzog
configuration with a 450-mm-long focal plane. In this case the length of the focal
plane was optimised to collect ions with m/q up to 250 amu/e with a mass reso-
lution of greater than 400. At lower accelerating voltages ions with m/q up to ∼500
can be collected, but at lower mass resolution. A multi-collection system with four

Fig. 13.10 Schematic of the extraction region of the HIM. Some electrodes are simplified or
removed for clarity. The entire extraction system is removable so SE imaging and milling
operations are unaffected
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detectors (one fixed and three movable) allows parallel detection of up to four
masses. Continuous channel electron multipliers are used, as they have high
dynamic range (six orders of magnitude) and very low noise (dark noise ≪ 1 cps).
This type of spectrometer is also fully compatible with so-called focal plane
detectors. These record the entire mass spectrum in a single shot. However, the
demands of high mass resolution, dynamic range, and low noise are not compatible
with the pixel resolution and sensitivity of existing detectors.

Fig. 13.11 a Simulation of probe size at 250 V extraction. The astigmatism is caused by
non-rotationally symmetric fields in the extraction system. It may be easily corrected using the
HIM’s existing stigmator. b Negative mode total secondary ion image of a tin on carbon test
specimen (Agar AGS1937) with an edge resolution (75–25%) of 4 nm

Fig. 13.12 Schematic of the double-focussing magnetic sector spectrometer. The spectrometer
has a long straight focal plane, allowing parallel detection of a wide range of masses
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13.4 SIMS Applications on the HIM

As, at the time of writing, the only existing SIMS spectrometer for the HIM is a
prototype still in the development stage, the results presented in this section are
somewhat preliminary and do not necessarily represent the limits of performance
achievable with the instrument. Nevertheless, they are extremely promising and
show that the analytical possibilities offered by performing SIMS on the HIM have
great potential.

13.4.1 Mass Spectra

Mass spectra may be acquired either by distributing the detectors over the focal
plane and scanning the magnetic field, or by scanning the detectors along the focal
plane at fixed magnetic field. In both cases the mass resolution is affected by the
speed and step size of the scanning. The rate of scanning is linked to the detector
integration time. Short integration times lead to noisier spectra, and trace elements
will not be detected if the integration time is not sufficient to generate a count rate
above the noise. Typically, integration times of a few hundred milliseconds are
used. For high-resolution spectra, step sizes of 0.05 A (which corresponds to
approximately 0.18 mT) are used when scanning the magnetic field and 50 μm
when scanning the detectors. This leads to acquisition times for a high-resolution
spectrum of around 25 min when scanning the field and 8 min when scanning the
detectors. Scanning the detectors is faster, because each detector records one third
of the mass spectrum. When scanning the magnetic field, each detector records a
mass spectrum from mass 1 to mass M, where M is dependent on the detector
position, so in this case the spectra overlap, and only the fixed detector records the
entire mass spectrum.

Figure 13.13 shows a partial mass spectrum of a lithium titanate and boron
nitride nanoparticle mixture on a silicon substrate. The mixture was prepared from
an aqueous suspension of the two powders by dropping a few drops onto a silicon
wafer and drying. The mass spectrum shows very well separated mass peaks,
indicating good mass resolution, with the isotope ratios for both lithium and boron
accurate to within 5 and 25% of their respective natural abundance. It should be
noted that accuracy limits arising from Poisson statistics for the lithium and boron
ratios are 5.2% and 22%, respectively.

The standard mass range is from 1 to 250 amu. However, by operating the
spectrometer at reduced accelerating voltage, a wider mass range is accessible, at
the cost of mass resolution. Figure 13.14 shows a mass spectrum from an indium
phosphide semiconductor wafer. Despite bombardment by a high-energy atomic
primary ion, inorganic clusters of several atoms can still be seen in the mass
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spectrum. The mass resolution for each peak was determined by fitting a Gaussian
to each peak or, in the case of overlapping peaks, multiple Gaussians. The standard
deviation of the Gaussian was then used to determine the full width at half maxi-
mum (FWHM) of the peak. Across the complete mass spectrum shown in
Fig. 13.14, the average mass resolution was 300.

13.4.2 Depth Profiling

As described in Sect. 13.2.1, the high primary beam energies typically used in the
HIM are not ideal for achieving high depth resolution. Nevertheless, the HIM has
the unique advantage that depth profiles may be performed on extremely small
zones of a few hundred nanometres or less. This can be a particular advantage for

Fig. 13.13 Mass spectrum of a lithium titanate and boron nitride nanoparticle mixture on a silicon
substrate (primary beam Ne+ 25 keV at 6 pA)

Fig. 13.14 Mass spectrum of an indium phosphide semiconductor wafer under 25 keV Ne+

bombardment at reduced secondary acceleration voltage. Inorganic clusters up to In3O5 (mass 425)
have been observed
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semiconductor end-pointing applications or process control during nano-machining,
where the aim is to sputter through the sample and to stop the sputtering imme-
diately upon reaching a certain layer. As an example, Fig. 13.15b shows the depth
profile obtained from a test structure described in Fig. 13.15a. The structure con-
sists of a low-k dielectric layer on top of a buried copper layer on a silicon substrate.
This depth profile was obtained with a 27 keV Ne+ beam raster-scanned over
500 × 500 nm2. While the depth profile shows a sharp rising edge for the Cu+

signal, allowing for a precise definition of the blanking of the primary ion beam in
an end-pointing application, the falling edge is much less precisely defined due to
mixing taking place during the sputtering of the sample when using high-energy ion
beams.

13.4.3 Imaging

Imaging is certainly one of the most interesting applications of SIMS performed on
the HIM. As described above, the probe size on the HIM is smaller than the
dimensions of the collision cascade, so under the right circumstances (e.g. yield,
signal-to-noise ratio, surface concentration), the SIMS images should be the highest
resolution possible. Figure 13.16 shows an image of the boron and lithium distri-
butions obtained on a nanoparticle mixture containing 50% lithium titanate
(Li4Ti5O12) and 50% boron nitride. The mixture was prepared by making an
aqueous suspension of the two nanoparticle powders, mixing in an ultrasonic bath,
and then dropping the solution onto a silicon wafer and drying at ambient

Fig. 13.15 a End pointing test structure consisting of a 300 nm thick cap of low-k dielectric
(SiCOH) on top of a 150 nm thick copper layer on a silicon substrate. b Depth profile through the
test structure (63Cu+ signal) for a 500 × 500 nm2 crater
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conditions. The wafer was then imaged at 500 V extraction. The total acquisition
time for each mass image was just 53 s (dwell time 50 μs, frame average 4). The
edge resolution (75–25%) of the lithium image is around 13 nm.

Figure 13.17 shows an overlay of the 48Ti and 39K distributions of the surface of
a TiO2/Au/TiO2 photocatalytic multilayer structure produced by plasma-enhanced
chemical vapour deposition (PECVD). These multilayer structures allow the
wavelength of absorbed UV light to be shifted into the visible spectrum for better
performance. High purity of the individual layers is required, and SIMS can be used
to track impurities. The 48Ti signal gives an overview of the microstructure of the
surface, while the 39K signal shows trace levels of contamination.

13.4.4 Correlative Microscopy

One of the unique features of HIM-SIMS is the capacity to work in an in situ
correlative mode, as described in Sect. 13.2.3. Switching between SIMS and SE
acquisition can be done in one of two ways. The first consists in simply switching off
the sample and extraction voltages, which has the advantage of being nearly
instantaneous, but does reduce the SE signal level on the ET detector, as line of sight
is partially blocked by the SIMS extraction system. The second involves switching
off the sample voltage and retracting the extraction system; this method is only
slightly slower (insertion/retraction of the extraction system takes a few seconds),
and does require fine alignment of the extraction system upon reinsertion. This

Fig. 13.16 a 7Li and b 11B distributions for a lithium titanate boron nitride nanoparticle mixture.
The field of view is 1.9 μm. Primary beam 27 keV Ne+ at 6 pA. The 11B image has been binned
by a factor of 2 to aid clarity in the printed reproduction
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approach allows SE images of exactly the same zone analysed with SIMS to be
acquired easily and rapidly. Figure 13.18 shows a combined SE-SIMS image of the
lithium titanate and boron nitride nanoparticle mixture. The SE image has a reso-
lution of a few nanometres, clearly showing the structure of individual nanoparticles,
while the SIMS image has a resolution of a few tens of nanometres, and allows
unambiguous identification of individual nanoparticles.

Fig. 13.17 Overlay of 48Ti
(green) and 39K (magenta)
distributions of the surface of
a TiO2/Au/TiO2

photocatalytic multilayer
structure

Fig. 13.18 Correlative SE
(grey scale) and SIMS (7Li)
(magenta) image. Both the
SE and the SIMS images were
acquired under 25 keV He+

bombardment using primary
currents of 0.4 pA and 9 pA
respectively. Sample: lithium
titanate boron nitride
nanoparticle mixture on
silicon substrate
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The speed with which it is possible to switch between SIMS and SE modes gives
rise to a number of novel ways of working. Samples can be imaged in the SE
mode both before and after SIMS acquisition to assess the amount of
sputtering/sample damage, or multiple images can be acquired, interlacing between
SIMS and SE mode to build up 3D volumes with both high-resolution structural
information from SEs and high-sensitivity chemical information from SIMS.

13.5 Conclusions

SIMS constitutes an extremely sensitive technique for elemental and chemical
analysis. Apart from its excellent sensitivity, advantages of SIMS include high
dynamic range and the ability to differentiate between isotopes. Fields of applica-
tion for SIMS can be found in materials science, life sciences, geology, and
cosmo-chemistry. Isotopic labelling plays a major role in many of these applica-
tions, as it allows tracing of molecules without the need to minimise fragmentation,
enabling one to take advantage of the unique sensitivity and lateral resolution of
elemental SIMS imaging.

In general, the lateral resolution in SIMS imaging when using the microprobe
mode is limited by (i) the ion probe size, which is dependent on the brightness of
the primary ion source, the quality of the optics of the primary ion column, and the
electric fields in the near sample region used to extract secondary ions; (ii) the
sensitivity of the analysis, as a reasonable secondary ion signal needs to be detected
from very tiny voxel sizes and thus from a very limited number of sputtered atoms;
and (iii) the physical dimensions of the collision cascade determining the origin of
the sputtered ions with respect to the impact site of the incident primary ion probe.

The combination of He/Ne microscopy and SIMS makes it possible not only to
obtain SIMS information limited only by the size of the probe–sample interaction
(∼10 nm), but also to directly correlate such SIMS images with high-resolution
(0.5 nm) secondary electron images of the same zone taken at the same time.
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Chapter 14
Ionoluminescence

Vasilisa Veligura and Gregor Hlawacek

Abstract After a sample has been excited by ion irradiation it has several ways to

release the excess energy. One of them is photon emission. This process is called

ionoluminescence (IL). The IL signal contains information on the electronic struc-

ture of the sample. Furthermore, it can help to reveal the processes occurring in the

sample under the influence of an ion beam. Analysis of IL is significantly compli-

cated by the fact that ion beam not only induces light emission, but also modifies

the luminescence properties of the material. Several types of materials were inves-

tigated in HIM in terms of ionoluminescence: semiconductors, minerals, organic

compounds. Analysis of the IL signal and its behavior allowed not only to identify

the origin of the signal, but also to study the formation of ion-induced defects, their

migration and interaction with each other. The effect of crystal coloration in case

of the alkali halides led to a possibility for the creation of nano–scaled luminescent

patterns using the He
+

ion beam. Such ionoluminescent patterns allowed the visual-

ization and direct experimental measurements of the ion beam interaction volume.

14.1 Introduction

Ion beam irradiation of a target may lead to photon emission that is beyond thermal

radiation. This phenomenon is known as ionoluminescence (IL). Three main stages

can be distinguished in any luminescence process [1]:

1. energy absorption and excitation of the electronic system;

2. system relaxation and energy transfer to the emission centers;

3. transition of the system into the ground state by photon emission.
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While the last two stages mainly depend on the target properties, the first stage is

also determined by the type of excitation. Ionoluminescence is rather a general term

since there can be several sources of light emission during ion beam interaction

with the target. The light can originate from the excited backscattered neutral He

atoms [2], from excited sputtered target atoms and molecular complexes, or can be

emitted by the sample itself [3]. The emission from the species which leave the tar-

get in excited states consists of discrete Doppler - broadened lines and corresponds

to the optical transitions within atomic (or molecular) orbitals. This light emission

is usually observed in a distance up to a few millimeters from the sample surface [3].

However, one would not expect to observe these types of emission in a HIM. The

sputtering rates and He
+

currents in HIM are too low to generate an IL signal suffi-

cient for detection. This has been experimentally verified in the work of Franklin [4].

Both organic and inorganic materials may exhibit luminescence. In the case of

organic samples IL reveals the electronic structure of the organic compounds and

typically is a result of electronic transitions of 𝜋 electrons [5].

The physics of light emission from solids is usually described using the sam-

ple’s electronic band structure or configuration coordinate diagrams [1]. Two general

types of luminescence can be distinguished based on its origin: extrinsic and intrin-
sic [6]. Extrinsic luminescence is due to the presence of impurity atoms or ions (so

called activators) in the sample material. Activators are classified by their electronic

structure:

1. transition metal ions with d
n

electronic configuration (e.g. Ti
3+

, Cr
3+

, Mn
2+

);

2. ions with s
2
–configuration (e.g. Tl

+
, Pb

2+
, Sb

3+
);

3. rare-earth elements (REE
2+∕3+

);

4. actinides (e.g. UO
2+
2 , Cm

3+
).

In some cases the presence of a certain impurity (sensitizer) is required for the lumi-

nescence of an activator (for example Pb
2+

ions for activation of Mn
2+

luminescence

in calcite). A sensitizer is needed to allow the energy transfer to the activator [1]. In

contrast to sensitizers quenchers suppress light emission from an activator. As an

example, Fe
2+

ions quench emission from Mn
2+

in apatite. Furthermore, a high con-

centration of activators can lead to self–quenching as a result of resonant absorption

processes between the active sites.

Emission from the sample material itself is referred to as intrinsic luminescence.

First, these are optical transitions from delocalized excited states. In other words,

the recombination of excited free electrons in the conduction band with holes in

the valence band, including direct and indirect transitions. The radiative recombina-

tion of free excitons also falls into this category. Second, optical transitions which

involve localized states are also attributed to intrinsic luminescence. This includes

the following processes: recombination of excitons trapped at defect sites (so–called,

self–trapped excitons (STEs) [7]); emission from excited defects—vacancies, crys-

tal imperfections and distortions, etc. (e.g. nitrogen–vacancy centers in diamond);

transitions of charge carriers between delocalized and localized states.

Any light generated in the sample still has to reach a detector. Unfortunately,

some loss of signal intensity is unavoidable during this process. First of all, there
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are internal losses A(𝜆) within the sample [4]. That includes: light absorption by the

sample material, reflection by the sample surface, and total internal reflection. The

signal detection is also limited by the detection system efficiency D(𝜆). Therefore,

the total detection rate can be expressed as:

N(𝜆) = Q(𝜆) (1 − A(𝜆))D(𝜆) (14.1)

where Q(𝜆) is photon yield per incident ion which is proportional to the electronic

stopping power.

IL is in many aspects similar to the cathodoluminescence (CL) [8, 9] which is

light emission under an electron beam irradiation. Hence, numerous exiting CL stud-

ies can be useful for comparison and interpretation of IL results. IL studies are signif-

icantly complicated by the fact, that an ion beam not only induces light emission, but

also directly influences luminescence properties of the target due to defect creation

leading to either coloration or rapid quenching of the IL. Although the IL technique

has been used for material characterization for a few decades and several reviews [3,

10] can be found, the field is still not fully established and has plenty of room for

research. The ion beam energies typically used for IL generation are in the range of

hundreds of keVs or even a few MeVs, whereas a typical He
+

beam energy in HIM

is in the 15–35 keV range. Therefore, we will discuss and give an overview of the IL

generation and application at this low energy regime available in HIM.

14.2 Ionoluminescence in HIM

The first demonstration of IL in the HIM was done by Boden et al. [11]. The authors

investigated a wide variety of samples most of which were found to exhibit IL

under He
+

irradiation. However, the IL signal was reported to decay fast under pro-

longed beam exposures due to defect accumulation. At about the same time Ogawa

et al. [12] reported an observation of IL in a HIM from SiO2 [12]. The IL intensity

was found to increase with increasing ion fluence. This could be related to the beam

induced formation of defects responsible for the observed luminescence [13]. We

have performed extensive studies of IL in the HIM from semiconductors and alkali

halides [14–16]. We also applied IL technique to investigate the damage formation

caused by the He
+

beam. These and several other up–to–date IL findings obtained

by helium ion microscopy are discussed below in detail.

14.2.1 Semiconductors

The CL technique is a common tool for the investigation of semiconductors and semi-

conductor based devices [8]. It provides a strong light signal due to radiative recom-

binations of electron–hole pairs that are produced by the primary electron beam.
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Since the light emission originates not only from recombinations across the band–

gap, but also from recombinations via impurity and defect states, CL provides infor-

mation on surface and lattice defects. It is also widely applied for imaging crystal

lattice distortions [17].

The availability of a sub–nm He
+

ion beam for IL generation resulted in the expec-

tation that it would provide higher resolution capabilities for detailed studies of the

properties and defects of semiconductor samples [4, 11, 16, 18]. Although some

semiconductors were found to exhibit IL, generally the IL signal is a few magnitudes

lower than CL signal. Furthermore, the IL signal degrades fast under ion irradiation.

The relative strength and stability of the IL emission depends on the material com-

position. In addition, it was be shown that the stability of the IL signal depends also

on the sample dimensions.

14.2.1.1 Bulk Semiconductors

The first attempts to investigate IL from bulk semiconductors using HIM were not

very successful [4, 11]. The authors could not obtain any detectable signal from

a series of direct band–gap semiconductor devices, including: GaP, GaN on SiC,

InGaN, GaN on sapphire and InGaAlP on GaAs commercial LED dies [4]. The

absence of the IL signal was attributed to a combination of the beam induced damage

and the presence of a dead layer that the beam could not penetrate through. Addi-

tionally, there may simply not be sufficient IL signal generated to obtain images or

spectra. However, the authors could image GaN hillock microstructures on sapphire

using IL [4]. Moreover, IL and CL images as well as spectra were obtained from

GaN on a sapphire wafer (see Fig. 14.1).

The characteristic band–gap emission at around 360 nm (3.4 eV) and the yellow

emission around 560 nm (2.2 eV), which is typical for GaN, were observed. The

yellow emission has been extensively studied for several decades, but there is still

no clear agreement on its exact nature (see Review [19]). It is usually attributed to

either Ga vacancies, or to impurities such as C or O.

Fig. 14.1 IL (blue line) and

CL (green line) spectra of

GaN on a sapphire wafer [4]



14 Ionoluminescence 329

Fig. 14.2 IL spectra of

n–type doped GaN film on

sapphire obtained at a He
+

beam energy of 10 keV (red
line) and 35 keV (blue line).

The spectra are recorded at

identical settings [16]
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Si–doped GaN films on sapphire were investigated by Veligura et al. [16]. The

luminescence from the sample was completely quenched after fluencies of several

10
13

ions/cm
2

similar to what was reported in [4]. IL spectra were acquired at dif-

ferent He
+

beam energies: 10 keV (red line in Fig. 14.2) and 35 keV (blue line in

Fig. 14.2) while leaving the remaining acquisition parameters constant.

The ultraviolet band–gap emission expected from GaN was absent. The inten-

sity of the yellow emission at around 560 nm did not depend on the excitation

beam energy (see inset in Fig. 14.2) and was relatively weak compared to the other

observed emission at 3 eV. Both spectra show a strong peak at 415 nm (or ∼3 eV),

which is nine times stronger at a beam energy of 35 keV compared to the 10 keV

irradiation. This blue emission is unlikely to be related to the band–gap transition

(typically at 3.4 eV), since a shift of nearly half an electron volt would require a sig-

nificant modification of the material composition. Blue emission from undoped and

Si–doped GaN layers was previously observed in several photoluminescence [19, 20]

and CL [20, 21] studies, but its origin is not completely clear [19]. Authors in [20,

21] relate it to structural defects with a deep level.

The SE image in Fig. 14.3 (left image) demonstrates the surface details of the

GaN film. The holes in the surface are, so–called V–pits with diameters of 50–

90 nm. These defects are formed during film growth and have the shape of hexagonal

inverted pyramids with {1011} faceted side walls [22]. A simultaneously recorded

panchromatic IL image (right in Fig. 14.3) reveals the inhomogeneous distribution

of the IL emission. The signal is lower from the defect free areas, whereas the IL

emission is enhanced in the vicinity of defect agglomerations. An enhancement of

the CL signal at the V–pits was observed in GaN, AlInGaN and Si–doped AlGaN

films [22–24] and was attributed to the enhancement of the free carrier recombina-

tion at the associated defect sites.

Two other bulk semiconductors were examined in [16] namely InP and S–doped

GaP. Their typical IL spectra and signal degradation plots are shown in Fig. 14.4.

Although the signal to noise ratio is low, the peak of the IL emission from InP

is clearly discernible and is centered at 1.34 eV (see Fig. 14.4a). That corresponds
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Fig. 14.3 SE (left) and panchromatic IL (right) images of a Si–doped GaN film [16]. He
+

beam

energy is 35 keV. FOV is 12 μm. The inset in the middle shows a magnified region of interest (ROI).

The size of the ROI is 3 μm× 3 μm. The arrows mark prominent features

0

50

100

150

IL
 in

te
ns

ity
, c

ou
nt

s

0.2

0.4

0.6

0.8

1.0

N
or

m
al

ize
d 

IL
 in

te
ns

ity

He+ fluence, 1012 ions/cm2

0 8 10

N
or

m
al

ize
d 

IL
 in

te
ns

ity

0.2

0.4

0.6

0.8

1.0

0 1 2 3 4 51.2 1.3 1.4 1.5 1.6

2 4 61.5 2.0 2.5 3.0
0

5

10

15

20

25

IL
 in

te
ns

ity
, c

ou
nt

s

Energy, eV

Energy, eV

He+ fluence, 1015 ions/cm2

(a) (b)

(c) (d)

Fig. 14.4 a IL spectrum of InP wafer. The peak is fitted by a Gaussian with a center at 1.34 eV.

b Degradation of the IL signal from InP wafer with increasing He
+

fluence. c IL spectrum of S-

doped GaP. d Degradation of the IL signal from GaP bulk sample (blue circles) and NWs (dark
cyan diamonds) with increasing He

+
fluence. The ion beam energy is 35 keV [16]

to the material’s band–gap at RT. As can be seen from Fig. 14.4b, the signal from

InP rapidly drops to zero with increasing ion fluence. S–doped GaP showed a broad-

band emission with a maximum at 1.9 eV (see Fig. 14.4c). The band–gap emission

(2.26 eV) and the near–band–edge emission (2.15–2.33 eV), associated with dopants
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and impurities, are suppressed and a new dominant peak at 1.9 eV develops. Simi-

lar results were obtained in CL studies of the defects in GaP crystals generated by

proton, neutron and gamma ray irradiation [25]. The degradation of the IL signal is

shown in Fig. 14.4d by blue circles (lower data set). In contrast to the previously dis-

cussed examples, the IL signal from bulk GaP does not vanish completely. However,

it has dropped by 70% once a fluence of ∼10
16

ions/cm
2

was reached.

Irradiation of semiconductors by light ions leads to the creation of mainly iso-

lated point defects [26–29]. The defects can provide radiationless pathways for elec-

tron de–excitation. Moreover, point defects introduce shallow levels in the band–

gap, influencing the charge carrier lifetime and mobility [28, 29]. The damage

may accumulate and transform into complex defect clusters with increasing ion

fluence [26, 27]. Swift heavy ion irradiation studies at RT showed that in the case of

GaP the relative defect concentration does not exceed a certain level even at high ion

fluences, whereas a continuous amorphous layer develops in InP [30]. This difference

in response of materials to the ion irradiation may explain the observed difference

in the IL signal degradation (compare Fig. 14.4b and d).

14.2.1.2 Semiconductor Nanowires

As opposed to bulk semiconductors, the IL emission from nanowires (NWs) was

found to be remarkably stable under ion beam irradiation [16]. Overgrown GaP–

GaAs NWs [31] could be imaged at high resolution using not only SEs, but also the

IL signal (see Fig. 14.5). An arrow in the images points at a NW with a thickness of

17 nm, which is clearly resolved—both in the SE and in the IL images.

For the example of GaP NWs with a silicon shell [32] it has been demonstrated

that the NWs continue to luminesce even after they were substantially modified [16].

The NWs deformed and bent as a result of an extensive exposure to the He
+

ion

beam (fluence of ∼10
17

ions/cm
2

at 35 keV), but remained visible in the IL images.

SE IL

300 nm 300 nm

Fig. 14.5 HIM SE and panchromatic IL image of overgrown GaP–GaAs nanowires [16]. The

arrow points at a nanowire with a thickness of 17 nm, detectable by IL imaging. FOV is 1.42 μm
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The IL signal degradation from the GaP NWs is compared to the one from the bulk

GaP in Fig. 14.4b (dark cyan diamonds). The curves were obtained under identical

conditions. The overall trend is the same. However, after an applied He
+

fluence of

∼10
16

ions/cm
2

the IL signal obtained from the NWs decreased by 30% versus a

70% drop of the signal from the bulk sample (Sect. 14.2.1.1).

As proposed in [16], the observed modification of the NWs are mainly caused

by sample heating, while no considerable amount of helium was implanted nor sub-

stantial amount of crystal defects was created. In the first few tens of nanometers

after entering the target—which correspond to the thickness of NWs—electronic

stopping is predominant. The hard nuclear collisions—leading to a large number of

atomic displacements—occur deeper in the bulk after the ions have been substan-

tially decelerated. For the case of supported NWs this results in helium implanta-

tion and damage accumulation in the substrate and not in the structure of interest.

Moreover, in the case of He
+

irradiation the sample damage is mostly caused by

recoiling target atoms [33]. This damage mechanism is not of importance for the

discussed NWs due to their limited size. Additionally, some of the IL signal from

GaP originates from the defect states (see spectrum in Fig. 14.4c and discussion in

Sect. 14.2.1.1) leading to the presence of IL emission after prolonged ion irradia-

tion. Unfortunately, no IL spectrum could be recorded from GaP NWs to support

this statement.

14.2.2 Alkali Halides

In case of certain crystalline materials an ion beam not only induces light emis-

sion, but causes coloration of otherwise not luminescent crystal. This happens due

to the formation of specific types of defects, so–called color–centers [10]. Color–

centers can be produced through electrolysis, heating or by introducing impurities.

However, more often they are created under natural or man–made ionizing radiation,

which leads to appearance of various electronic and atomic defects, as well as their

agglomerates. The group of alkali halides includes some of the best–known exam-

ples for crystal coloration [34, 35]. Extensive studies of IL of alkali halides in HIM

were performed using the example of NaCl [14, 15].

14.2.2.1 Ionoluminescence of NaCl

NaCl crystals provide a relatively strong IL signal in the HIM [14]. The measure-

ments of NaCl crystals with sizes from several tens to a few hundreds of nanometers

allowed us to estimate a minimum crystal volume required for the detection of an

optical signal (see Fig. 14.6).

Clearly, the minimum detectable crystal size depends on the ion fluence that

is applied during imaging. Unfortunately, there is an upper limit for the allowed

ion dose in each particular experiment. At high ion fluencies imaging in HIM can
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SE IL

500 nm500 nm

Fig. 14.6 SE (left) and IL (right) images of NaCl crystals on an HOPG substrate [14]. The strength

of the IL signal depends on the crystal volume. The smallest detectable crystal has a size of

50 nm× 50 nm

become destructive and severely modify small crystals even before they can be

detected with IL. The smallest NaCl crystal that could be detected by IL had a size

of 50 nm× 50 nm× 50 nm [14].

A characteristic spectrum of the emission from NaCl crystals consists of two main

emission bands at 2.46 eV and 3.05 eV, and is shown in Fig. 14.7a. As mentioned

above, luminescence of alkali halides typically originates from color–centers which

are created during ion irradiation. The simplest defects created there are a Frenkel

pair of F– and H–centers. An F–center consists of an halide ion vacancy filled with

an electron [35, 36]. If an F–center loses an electron, an 𝛼–center is formed, which is

basically a negative ion vacancy [37]. An H–center is a negative halogen molecular

ion ((halogen)
−
2 ) which occupies one anion site [38, 39]. Another kind of primary

defect is a self–trapped hole (Vk–center). In this case a (halogen)
−
2 ion occupies two

adjacent anion sites along the ⟨1 1 0⟩ direction [39–41]. At high defect concentra-

tions clustering and the formation of more complex defects occurs. Also self–trapped
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Fig. 14.7 a Ionoluminescence spectrum of a NaCl crystal, fitted with two Gaussians. The peaks are

centered at 2.46 eV and 3.05 eV. b Model of the simplest defects in alkali halides: F–, H–, 𝛼–centers

and a self–trapped exciton in an on-center configuration [14]
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excitons (STEs) are created under ionizing irradiation [34, 36, 41]. An STE can be

referred to as a Vk–center with a bound electron [39, 41]. The above discussed crystal

defects are schematically shown in Fig. 14.7b.

In the IL studies of NaCl the luminescence peak position was found to vary

between samples. Luminescence around 2.4–2.45 eV was consistently observed, and

several mechanisms for its origin were proposed [42–45]. However, the most plausi-

ble mechanism seems to be a recombination of an electron with a VF–center (which

is a self trapped hole next to a cation vacancy) [14, 46]. The band around 3.05 eV is

usually referred to as 𝛼–emission [47–50]. This emission originates from the recom-

bination of an F–center electron with a hole (a Vk–center) [37, 46, 50, 51]. This

process is equivalent to the recombination luminescence of an STE perturbed by a

neighboring 𝛼–center [49–51].

14.2.2.2 Tracking Defect Formation Using IL

IL can also be applied to study the dynamics of the defect creation. In order to do

so we tracked the IL intensity as a function of ion fluence [14]. The IL signal depen-

dences were recorded at various combinations of beam currents and pixel separa-

tions. This can be interpreted as different ion current densities through the sample

surface. Typical curves at various beam parameters are presented in Fig. 14.8.

The obtained curves could be divided in two parts. The first one is an initial

fast increase. In the second part, the signal either stagnated or slowly increased.

Therefore, two regimes were discriminated based on these different behaviours at

higher fluencies: stagnation and creep. The experimental curves were fitted using

the Weibull growth model [52]. A growth rate equal to 1 was chosen as a criterion

for discrimination between the two regimes. Stagnation at a growth rate large than 1,

and creep for values smaller than 1. The shape of the curves depends on how the ion

(a) (b)

30

60

90

120

IL
 In

te
ns

ity
, 1

03  c
ou

nt
s

IL
 In

te
ns

ity
, 1

03  c
ou

nt
s

0 1 2 3 4 5 6 0 1 2 3 4 5 6

30

60

90

120

He+fluence, 1014ions/cm2 He+fluence, 1014ions/cm2

Fig. 14.8 a IL signal intensity versus He
+

ion fluence at various currents, but at a fixed 36.7 nm

pixel spacing. The He
+

beam currents are 1.9 pA (dashed black line), 2.5 pA (solid blue line), and

2.8 pA (dot–dashed red line). b IL intensity versus ion fluence at various pixel spacings, but at a

fixed 2.5 pA beam current. The pixel spacings are 64.6 nm (dashed black line), 36.7 nm (solid blue
line), and 18.5 nm (dot–dashed red line). In all cases the He

+
beam energy is 35 keV [14]
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fluence is delivered to the sample (at which scanning parameters). It was found, that

the IL signal stagnated in the case of a low current density, and it demonstrated a

creeping behavior for high current densities.

As could be expected, the ultimate IL intensity level was higher for higher ion

beam current when all other parameters were fixed. A more careful analysis of the

change in the ultimate IL intensity value with increasing beam current revealed that

its growth rate was not monotonous. Two linear stages of growth could be easily

distinguished. Slower IL intensity growth changed to a more rapid one with increas-

ing beam current. The change of the growth rate occurred at the same experimental

conditions at which the above discussed IL intensity vs. fluence curves change their

behavior between stagnation and creep.

Recording the fluence dependencies using different color filters placed in the opti-

cal beam path helped to verify which emission process is influenced by the variation

of the scanning parameters. The intensity of the 2.46 eV band was tracked using a

red filter (600–700 nm), while the changes in intensity of the 3.05 eV band were

observed using a blue filter (400–500 nm). The general shape of the IL intensity

curve of the 2.46 eV band was not affected by the variation of scanning parameters.

However, a clear change in the behavior of the IL signal was observed for the blue

3.05 eV band, which corresponds to 𝛼–emission. The fluence dependence switches

from stagnation to creep with increasing beam current. Therefore, 𝛼–emission was

identified to be responsible for the changes in the behavior of the IL signal.

The intensity of the 3.05 eV band is proportional to the concentration of F–centers

[14]. Ion bombardment leads to the creation of F–H Frenkel pairs via both atomic and

electronic excitations, and these processes cannot be easily discriminated. In the case

of the atomic excitation, a halide ion is displaced in a collision and then an electron

is trapped in the formed vacancy. Nevertheless, the color–center production through

electronic excitations is more effective [53, 54]. First the exciton relaxation models

of the radiation damage in alkali halides were independently suggested by Hersh [34]

and Pooley [36] in 1966, and was extensively studied and developed later [41, 55,

56]. During irradiation a Cl
−

ion can lose an electron forming a free exciton. A

free exciton rapidly transforms into a STE as a result of the bonding of the Cl atom

with a neighboring Cl
−

ion. An STE in an off–center configuration, where Cl
−
2 is

displaced along the ⟨1 1 0⟩ direction, subsequently acts as precursor for the F–H pair

formation [41, 56]. The radiationless transition of an off–center from an excited state

can provide sufficient energy for the displacement of a Cl
−
2 ion and the formation of

a nearest–neighbor F–H pair. This process of STE conversion into an F–H pair is

effective at room temperature [56, 57]. While H–centers are mobile in NaCl already

above 80 K [58], F–centers are mobile only above 500 K [59]. Thus, the dynamics of

H–centers is key in interpreting the observed results.

Each collision cascade can be considered individually as long as the ion current

density is low and the period between two arriving ions is relatively long. With

increasing current density the events start to temporally overlap, and the occurring

processes are not independent any longer. When the cascade events start to overlap,

the high concentration of the H–center, combined with their high mobility, increases

the probability for the formation of a Cl2 molecule [38, 60–62]. This process leads
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to a reduction of the number of H–centers. The recombination rate between an F–

centers and Cl2 molecules is much smaller than that between F–H centers. Since the

concentration of H–centers that can recombine with F–centers is reduced, the con-

centration of F–centers is efficiently increased and a subsequent enhancement of the

IL signal is observed. A similar effect of enhanced F–center production was observed

in the experiments where LiF crystals were irradiated with heavy swift ions [60, 61].

Dislocations are also effective traps for H–centers [47, 62] and can further enhance

the F–center formation.

Some discrepancies in the first parts of the curves are apparent in Fig. 14.8b where

the pixel separation is varied while the ion beam current is fixed. A shorter distance

between neighboring pixels results in the interference of the processes occurring in

these areas and complicates the situation. Defects created at the current ion impact

position interact with those from the previous one. The balance between F– and H–

centers is changed by the H–centers stemming from the previous pixel. They can dif-

fuse into the interaction volume of the current pixel and thereby increase the recom-

bination rate of the F– and H–centers. This suppresses the initial increase of the IL

signal.

An overview [see [14] Fig. 7] of the different regimes at various beam currents

and pixel separations shows that the transition between the two regimes occurs at

increasing pixel spacing with increasing beam current. At higher current the diameter

of the volume possessing a high enough H–center concentration is bigger and effects

which are a result of the overlap of the interaction volumes start to appear already at

large pixel separations.

Thus, HIM allows in–situ monitoring of the defect creation in ionic crystals at

high resolution. The defect formation depends on irradiation parameters such as pixel

spacing and ion beam current. This is the result of overlap between the interaction

volumes of neighboring ion impacts in combination with differences in mobility of

the various types of crystal defects.

14.2.3 Other Minerals

Since the first applications of CL in petrology in the middle of the 1960s [63–65],

it has been widely used in geosciences [9]. CL is a powerful tool for identification,

quantification and localization of trace materials, as well as for characterization of

defects and heterogeneities. Ionoluminescence of a selected minerals has been tested

in HIM [11, 18].

14.2.3.1 Sapphire

Ionoluminescence of sapphire excited by He
+

ions has been studied previously by

Jardin et al. [66] using a 2 MeV ion beam. The authors observed strong IL emission

with initially rising intensity with increasing ion fluence due to creation of emission
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Fig. 14.9 IL spectra of various minerals: a sapphire [18], b ruby, c yttrium aluminum gar-

net (YAG:Ce) [11], d calcium fluorite

centers. At ion fluencies above 2 × 1016 ions/cm
2

the IL intensity started to decrease

due to annihilation of emission centers by extended defect formation.

An IL spectrum from sapphire obtained in the HIM is shown in Fig. 14.9a [18].

As expected, the sapphire exhibits luminescence around 415 nm corresponding to

the emission from F–centers [67]. An F–center in sapphire (𝛼-Al2O3) consists of two

electrons, which occupy one oxygen vacancy. However, the by far strongest peak is

observed at 330 nm which corresponds to the emission of F
+

–centers [66, 67]. Under

irradiation an F–center can lose an electron and is converted into an F
+

–center [67].

A conversion of F– to F
+

–centers with increasing ion fluence was observed by Jardin

et al. [66] as well. The authors traced the growth of the 330 nm peak at the expense

of the 415 nm peak. A small sharp peak at ∼695 nm in the sapphire spectrum in

Fig. 14.9a originates from the impurity Cr
3+

ions [66, 68]. The band at 660 nm

is a superposition of the Cr
3+

N–lines and sidebands (see Sect. 14.2.3.2) with the

second–order peak of the 330 nm emission.

14.2.3.2 Ruby

Luminescence of ruby is activated by Cr
3+

which substitute Al
3+

ions in 𝛼-Al2O3 [68,

69]. It is those Cr
3+

ions which cause the red color of ruby crystals. An IL spectrum

from a synthetic ruby measured in the HIM is shown in Fig. 14.9b. Ruby samples
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have demonstrated a strong, but degrading IL signal. The obtained spectrum is in

good agreement with the literature [68, 69]. It consists of two dominant sharp peaks,

so–called R–lines at 693.4 and 694.7 nm, and weak bands, so–called N–lines, cen-

tered around 706 and 714 nm. The measured positions of R–lines are 0.6 nm off from

the expected values [69], which can be attributed to the error in the calibration of the

system. R–lines originate from the transition of Cr
3+

ions from the first excited state

(
2
E) into the ground state (

4
A2) [68]. The crystal field and spin–orbit coupling splits

each of these states into two, leading to a doublet. The appearance of the N–lines is

related to the generation of phonons along with the electronic transitions [68].

14.2.3.3 Garnet

Cerium activated yttrium aluminum garnet (YAG:Ce) is known to exhibit intense CL

as a result of 5d–4f transitions in the Ce
3+

ions [70]. A YAG:Ce bulk sample allowed

to obtain a sufficiently large IL signal for a spectrum collection and IL imaging at

low magnification [11]. The obtained IL spectrum agreed well with CL spectra of

similar samples found in the literature [70]. The sample showed a broadband emis-

sion centered on a wavelength of 555 nm (Fig. 14.9c). An exposure test performed

on the sample revealed an initial drop of the signal. The IL intensity leveled out [11]

after reaching a fluence of 10
13

ions/cm
2
. However, a continuous decrease is nor-

mally expected with increasing fluence due to quenching of the luminescent centers.

The authors also observed an anomalous slight rise of the IL signal with a subsequent

decrease. This was attributed to instabilities caused by sample charging.

14.2.3.4 Fluorite

Fluorites (e.g. CaF2) are well known to exhibit luminescence over a wide range of

wavelengths. G. G. Stokes even named the phenomenon of fluorescence after this

crystal in 1852 [71]. Light emission from fluorites originates from impurities and

a variety of color–centers. Calcium fluorite with 99.99% purity has been shown to

exhibit a strong IL signal under the conditions found in the HIM (see SE and IL

images of the crystals in Fig. 14.10).

The SE image (left in Fig. 14.10) has a poor quality due to charging of the crystals

and the fact that the SE signal is mostly blocked by the IL mirror. Although HIM pro-

vides a unique opportunity to image insulating samples using charge compensation

(see Chaps. 1 and 6), utilization of flood gun is not possible during IL imaging since

its glowing filament would dominate the optical signal. Conversely, the IL image

(right in Fig. 14.10) demonstrates a rich contrast.

An IL spectrum obtained from the sample is presented in Fig. 14.9d. It con-

sists of two wide bands, each of which is composed by several peaks. The band

around 300 nm is in very good correlation with results obtained by Calvo del Castillo

et al. [72], where IL from an ultra–pure synthetic fluorite sample was excited by

a 1.8 MeV proton beam. This emission is attributed to the intrinsic crystal defects

http://dx.doi.org/10.1007/978-3-319-41990-9_1
http://dx.doi.org/10.1007/978-3-319-41990-9_6
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SE IL

15 μm15 μm

Fig. 14.10 SE (left) and IL (right) images of CaF2 crystals. The poor quality of the SE image is

caused by the charging of the crystals and the inability to use the charge compensation along with

IL imaging. Also, the SE signal is partly blocked by the IL mirror

including recombination luminescence from STEs [73–75]. A Vk–center (F
−
2 mole-

cular ion aligned along a ⟨1 0 0⟩ axis) upon capturing an electron, becomes a STE.

However, the STE in fluorite cannot be simply regarded as a pair of Vk–center and

an electron with the same symmetry as the Vk–center [76]. Various configurations

of STEs with different optical properties can be formed in CaF2 depending on the

distance between the components (F– and H–centers) [73].

A wide emission band from M–centers—sometimes called F2–centers as they

consist out of two adjacent F–centers—is centered at ∼580 nm and also contributes

to the second band in Fig. 14.9d [77]. The other contributions into the band could be

emission from impurities (see e.g. [46]) and complex crystal defects.

14.2.4 Immunofluorescence

Immunofluorescence (IF) is a technique for the visualization of specific proteins or

antigens in cells or tissue sections (see e.g. [78]). Generally speaking, biomolecules

consist out of four basic elements (H, C, O, N) and are practically impossible to dif-

ferentiate using traditional light or electron microscopies. IF is based on targeting of

specific antigens (molecules of interest) by antibodies that are chemically conjugated

to fluorophores. Subsequently, the fluorophores are excited and emit light at a char-

acteristic wavelength which is detected for imaging. Mainly two light microscopy

techniques are used for IF: epifluorescence [79] and confocal microscopy [80].

The main advantage of IL imaging over conventional fluorescence imaging would

be the absence of diffraction limits that restrict the spatial resolution (about 200 nm).

There are several studies of application of a few MeV proton beams for IL imaging

of biological samples [81–84]. Norarat et al. [84] have demonstrated a resolution of

150 nm.
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SE IL

5 μm 5 μm

Fig. 14.11 SE and IL images of Alexa Fluor
Ⓡ

488 tagged mouse tooth showing rows of prisms

(prisms circled) [4]

14.2.4.1 Organic Fluorophores

Fluorescein derivatives are probably the most widely used fluorophores in biological

research [85]. A fluorophore has to be functionalized to be used for IF. In the case

of fluorescein this is done by adding an isothiocyanate group, forming fluorescein

isothiocyanate (FITC) which has an emission maximum at 521 nm in water. Alexa

Fluor
Ⓡ

488 dye has almost identical spectral characteristics as FITC, but is known to

be more photostable and has a higher quantum efficiency [85]. It is obtained through

sulfonation of fluorescein. IL of both of these dyes was investigated by Franklin [4].

Alexa Fluor
Ⓡ

488 was found to be more susceptible to bleaching than FITC when

considering the luminescence halving ion fluences. However, it has ∼60 times the

quantum efficiency of FITC.

Thereafter, IL imaging of a biological sample—a cross–section of a mouse incisor

was performed using Alexa Fluor
Ⓡ

488 for dying. During the process of tooth enamel

formation ameloblast cells excrete a protein called amelogenin [86]. These proteins

are grouped in structures called prisms, which interweave and eventually mineralize

forming enamel [87]. Amelogenin was tagged by Alexa Fluor
Ⓡ

488 for the IL mea-

surements. SE and IL images presented in Fig. 14.11 show the enamel matrix with

rows of prisms which are 3 μm to 5 μm in diameter and are apparent in both imag-

ing modes. An IL image of a single 4 μm prism could also be obtained. It revealed

approximately 200 nm in diameter luminescent areas which were suggested to be

protruding groups of amelogenin strands [4].

14.2.4.2 Rare–Earth Doped Nanoparticles

Inorganic fluorophores such as rare–earth doped nanoparticles were found to be

more stable and exhibit a higher quantum yield under an electron beam compared to

organic fluorophores [88]. Therefore, their suitability as fluorophores for IL imaging
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was tested [4, 11]. Boden et al. investigated Eu and Ce/Tb doped LaPO4 nanocrys-

tals deposited on an aluminum substrate from aqueous solutions. The luminescence

from rare–earth doped nanoparticles originates from transitions between f electron

states in dopant ions and does not depend on their size.

The SE and IL images of Ce/Tb doped sample are shown in Fig. 6.8a–b and

of the Eu doped sample in Fig. 14.12a–b. Luminescence from agglomerates of the

nanocrystals is clearly visible in these images. The peaks in the IL spectrum from

LaPO4:Eu nanocrystals (Fig. 14.12c) correspond to the transitions of f electrons of

the Eu
3+

dopants from the excited
5
D0 state into the

7
FJ (J = 1 − 4) states [11, 89].

Likewise the observed IL emission from LaPO4:Ce/Tb nanocrystals (Fig. 6.8d) orig-

inates from the transitions in the Tb
3+

dopant ions from the excited state
5
D4 into

the
7
FJ (J = 2 − 6) states [11, 90].

Similar to the previously discussed examples the IL from rare–earth doped

nanoparticles also degrades under the exposure to the He
+

beam [11]. Based on the

results of exposure tests the authors suggest that there are two mechanisms involved

Fig. 14.12 a and b SE and IL images of LaPO4:Eu nanocrystals respectively. c IL spectrum from

LaPO4:Eu nanocrystals with inset illustrating f electron transitions in the Eu
3+

dopant ions

http://dx.doi.org/10.1007/978-3-319-41990-9_6
http://dx.doi.org/10.1007/978-3-319-41990-9_6
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in the quenching of the luminescence. There can be two general mechanisms of IL

excitation in rare–earth doped material: direct and indirect. In the case of direct,

excitation energy is transferred from an He
+

ion to an f electron of a rare–earth ion.

As the result, the electron is excited into one of the D states from where it non–

radiatively decays into the lowest D state. Afterwards, it falls back into an F state

emitting a photon (see the insets in Fig. 14.12e and f). Indirect excitation occurs via

the transfer of energy to f electrons from electron–hole pairs (EHPs) generated in the

host crystal by the incoming ion beam. Quenching of the indirect excitation by defect

formation can be one of the explanations of the observed IL decay [11]. The defects

generated in the crystal by the ion beam act as centers for non–radiative recombina-

tion of EHPs reducing the number available for excitation of the rare–earth dopants.

As the number of defects increases the indirect excitation mechanism becomes less

efficient resulting in the decrease of the IL.

14.2.4.3 Nanodiamonds

Nanodiamonds with nitrogen–vacancy (NV) color–centers appear to be promising

biomarkers due to their photostability and cytocompatibility [91]. NV defects consist

of a nearest–neighbor pair of a nitrogen atom substituting a carbon atom and a lattice

vacancy. IL of nanodiamonds was investigated using nanodiamonds with diameters

of 35 and 100 nm [4]. The study has demonstrated that nanodiamond samples are

not photostable under ion beam exposure. The IL intensity was halved after a He
+

ion fluences of 2 × 1013 and 4 × 1013 ions/cm
2

for 35 and 100 nm nanodiamonds

respectively. Defect generation in nanodiamonds under the ion irradiation eliminates

NV color–centers leading to the bleaching of the IL. Despite the small size of the

nanodiamonds, sputtering of the particles was found to be not an issue [4]. This is

due to the strength of the covalent bonding.

14.3 IL Patterning

The local modification of material properties is an interesting topic since it gives an

opportunity to tune the material parameters for one’s needs and by doing so design

various devices. The sub–nanometer He
+

ion beam available in HIM makes the tech-

nique a very attractive tool for such purposes. HIM has been successfully employed

for surface patterning and nanofabrication (see part IV of this book for examples).

However, HIM can be also applied for precise modification of material properties

without creating a detectable change to the sample surface and morphology [15, 92].

As described above irradiation of alkali halides with the He
+

beam causes defect

formation and subsequent crystal coloration (see Sect. 14.2.2). Such generation of

color–centers with a narrow ion beam gives local control over the defect density and

gives the possibility to create luminescent patterns.
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(b)(a)
SEIL

NaCl

Fig. 14.13 a IL and b SE images of a pattern in a NaCl crystal. The He
+

beam energy was 35 keV.

FOV is 18 μm× 10 μm. The inset in (a) demonstrates the desired pattern [15]

An example of such patterning has been published in [15]. A luminescent pat-

tern on a NaCl crystal was created by implantation of only 16 helium ions per nm
2

and using the beam as a high resolution stylus to write the desired pattern. Later,

the patterned area was imaged using a much smaller ion fluence. The panchromatic

IL and the simultaneously recorded SE images of the patterned area are shown in

Fig. 14.13a and 14.13b, respectively. The created pattern is clearly visible in the IL

image (Fig. 14.13a). However, no surface damage is observed in the SE image pre-

sented in Fig. 14.13b.

Patterned structures created in such way luminesce not only under ion irradiation,

but can be excited by any suitable radiation. An example of a pattern created using

helium ions and imaged with cathodoluminescence is given in [15]. The CL image

shows a better signal–to–noise ratio compare to IL, because higher beam currents

could be used in SEM due to the lower destructiveness of the technique.

Some discrepancy in the designed and actual lateral size of the pattern was

observed. For instance, the width of the letter l in the pattern presented in Fig. 14.13a

is ∼1.16 μm, whereas, the desired width was only 1.0 μm. This is a result of the lat-

eral range of the beam due to scattering. As a result the volume affected by the beam

is much larger than the beam diameter.

An energetic ion beam preserves its shape in the surface vicinity (a couple of

nanometers
1
), however, the beam profile broadens within the material due to nuclear

collisions [93]. Additionally, the actual interaction volume relevant for IL is not iden-

tical with the size of the volume of the ion induced collision cascades. The generation

of electrons by the moving atoms has to be taken into account too. In other words:

the minimal possible lateral pattern size is limited by the beam interaction volume

with a particular material. Moreover, in the present study, the ion beam itself is used

as a probe. For the actual probe size similar considerations as above can be made.

Therefore, the convolution of the probe size and the pattern being measured also

contributes in the discrepancy in the anticipated and measured size of the pattern.

1
This is responsible for the high lateral resolution in SE mode.
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14.4 Interaction Volume Measurements Using IL

In contrast to SE images in HIM which provide a high surface sensitivity (see

Chaps. 6, 9, and 10), the IL signal represents bulk information. Essentially, the IL

images are projections of the concentration of light emitting centers on to the sample

surface. This allows a direct visualization of the beam interaction volume diameter

using IL imaging.

An example of the direct measurement of the lateral size of the interaction vol-

ume of the 35 keV He
+

beam with a NaCl crystal is presented in Fig. 14.14a [15]. An

array of single pixel impacts was created applying different amounts of He
+

ions by

varying the ion beam current and dwell time. Later the patterned areas were imaged

using panchromatic IL imaging at a relatively low ion fluence. Each of the four bright

spots in the IL image in Fig. 14.14a is a single pixel ion beam impact, but after dif-

ferent amounts of helium were implanted. These measurements allowed to extract

the IL spots radial profiles and obtain a correlation between the spot radius and the

ion dose (red squares in Fig. 14.14b).

The actual ion beam profile can be neglected due to its extremely small diameter

(less than 0.5 nm) and the situation can be considered as a single point impact. The

central part of the IL spot—in the vicinity to the ion beam impact point—has a very

high defect concentration and is hard to predict and describe. The interaction of the

defects and the unavoidable clustering in this area can affect the generation of the IL

signal in a complicated way (see Sect. 14.2.2.2). However, the defect concentration

in the outer part of the IL profile is low. For this rim area it is valid to assume that the
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Fig. 14.14 a Panchromatic IL image of a NaCl crystal surface after patterning four pixels with

a 35 keV focused He
+

beam. Beam current was 4.7 pA. Ion doses, moving by rows from top left

corner to the bottom right corner are 7340, 14680, 22020, and 29360 ions per pixel. The imaging

was done at ∼200 He
+

ions per pixel. b Comparison of the SRIM simulation (green circles and
line), the fit obtained using (14.3) (dashed purple line) and the calculated point spread function

(solid blue line) from [94] with the experimentally measured radius of the interaction volume (red
squares). Solid light blue squares correspond to the data points from the measurement presented

in (a) [15]

http://dx.doi.org/10.1007/978-3-319-41990-9_6
http://dx.doi.org/10.1007/978-3-319-41990-9_9
http://dx.doi.org/10.1007/978-3-319-41990-9_10
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displacements can be treated as individual non–interacting defects. Therefore, the IL

signal should have a linear response to the increase of the ion dose, and the edge of

the IL spot profiles can be described by a Gaussian function with the center at the

point of incidence and a common standard deviation. The following expression can

be written:

𝛼I
𝜎

exp
(
− r2

2𝜎2

)
= S (14.2)

where I is the amount of incident ions, r is the spot radius, 𝜎 is the standard deviation,

𝛼 is a scaling constant, and S the threshold value to obtain a measurable IL signal.

From this expression the following dependence of the spot radius on ion dose is

derived:

r = 𝜎

√
2 ln I − B (14.3)

where B = 2ln(𝜎S∕𝛼).
The value of 𝜎 can then be extracted from the fit of the experimental data with

(14.3). It represents the characteristic length scale of the radius of the volume con-

taining the generated defects, or to be more precise, the active emission centers. From

the obtained fit, which is shown in Fig. 14.14b as a purple dashed line, 𝜎 was found

to be 88.3 ± 1.5 nm.

A commonly used tool for the simulation of ion interaction with matter and the

associated defect generation is SRIM [95]. As discussed above (see Sect. 14.2.2.1)

the dominant IL signal from NaCl is 𝛼-emission, which in the end is associated with

cation vacancies. Therefore, to predict the dose dependence of the defect generation

one needs to find the vacancy distribution. However, SRIM output is available only

in the form of a pre–binned 3D vacancy distribution which contains projections of

the vacancies on planes which are perpendicular to the surface, while a cross-section

of the projection on the sample surface is needed in the current situation. In order to

extract this cross-section the full collision data containing details about the gener-

ated recoils has to be processed. The vacancy profile obtained in this way shows an

extremely high defect concentration at the point of incidence which rapidly decreases

with radial distance. It differs from the experimental spot profile which tends to have

a bell–shape. This is related to the above discussed unrealistic high defect density

at the point of impacts. The vacancy distribution profiles derived from SRIM can

be used to predict the spot radius dependence on the ion dose. The minimal defect

concentration required for the generation of a measurable IL signal can be estimated

from the fit of the obtained dependence to the experimental data. To do so, we com-

puted the vacancy profiles for different ion doses, and then extracted from them the

radial distances which correspond to a fixed predefined number of vacancies [15]. In

this way a correlation between ion dose and spot radius was derived and is compared

to the experimental data in Fig. 14.14b (green circles and line). The obtained curve

shows a correct trend. The number of vacancies was optimized for minimal devia-

tions between the fit and data. The best fit was obtained for 3 vac/nm
2
, corresponding

to about 17 vacancies per pixel. These vacancies are distributed in a direction per-

pendicular to the surface over the complete interaction volume. Please note that even
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at low ion fluences for imaging this pattern the IL signal is collected from a volume

which is bigger than the pixel size. Therefore, the experimentally obtained profile

is a convolution of the actual defect distribution profile with the probe profile. The

influence of the non-zero probe size is more significant at low ion doses, where the

spot radii are small (and therefore similar to the probe size). Thus, the IL spot radius

will be overestimated for these fluencies (see Fig. 14.14b).

Winston et al. [94] developed a software which combines SRIM and secondary

electron generation using a Monte Carlo method for the calculation of the point–

spread function (PSF) in the HIM. The PSF provides a spatial distribution of the

energy dissipation for a single point impact [96, 97]. Thus, the calculation provides

the amount of the dissipated energy per volume unit and ion as a function of the radial

distance from the impact point. Since the IL signal has a bulk nature, the dissipation

of the energy has to be calculated over a slab with a thickness equal or bigger than ion

penetration depth to incorporate the complete collision cascade. The simulated PSF

is compared to the experimental results in Fig. 14.14b (blue solid line). It is clear that

the PSF underestimates the spot radius. The reason for this underestimation is that

the PSF calculation does not take into account the generation of recoils. However,

from the above presented SRIM calculations it becomes clear that nearly half of

the generated vacancies are created by the recoiling target atoms. This changes the

spatial distribution of the energy dissipation. Additionally, no significant difference

in shape between the PSF and the curve derived from SRIM was observed at the used

ion doses. This is due to the short electron mean free path which is only 1–2 nm in

NaCl [98].

14.5 Summary

In this chapter we have shown that the IL signal could be detected from a variety of

samples. It could further be used for imaging and spectrum acquisition. However,

the IL signal is usually rapidly quenched due to the ion beam induced defect for-

mation. Therefore, in the case of semiconductors a He
+

ion beam is not suitable for

the characterization of their electronic structure (Sect. 14.2.1). Nevertheless, the IL

technique can be applied for the characterization of the radiation damage. Addition-

ally, it was demonstrated that the stability of the IL signal from the semiconductor

samples depends not only on the sample composition, but on its dimensions as well.

In general, the IL signal was shown to be more stable from nanostructures than from

bulk materials because of the lower defect generation rate.

IL spectra were acquired from several minerals (Sect. 14.2.3). The IL findings are

in good agreement with the information previously obtained by other luminescence

techniques. However, the IL signal also vanishes with increasing ion fluence.

Several luminescent markers were tested for a possibility of IL imaging of biolog-

ical samples: organic fluorophores, rare–earth doped nanoparticles, nanodiamonds

(Sect. 14.2.4). Unfortunately, they all were found to be unstable under the He
+

ion
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beam. Nevertheless, the amelogenin structures in a mouse incisor with diameter of

∼200 nm were tagged with Alexa Fluor
Ⓡ

488 and visualized using IL.

The behavior of alkali halides under the ion irradiation is different compared to

the above discussed materials: the crystal coloration is observed as the result of the

creation of various color–centers (Sect. 14.2.2). The defect formation was studied in

details on the example of NaCl in a fluence and rate dependent manner. The dam-

age accumulation was found to depend on the beam scanning parameters since they

influence the balance between different defects (Sect. 14.2.2.2). The generation of

color–centers was successfully applied for writing luminescent patterns (Sect. 14.3).

The minimal size of such patterns is limited by the size of the ion beam interaction

volume with the material. Furthermore, the IL technique was used for the visual-

ization of the interaction volume and the direct measurement of its lateral size for

the case of NaCl crystal. Finally, the IL signal has a bulk nature which may restrict

resolution capabilities of the IL imaging.
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Chapter 15
Direct–Write Milling and Deposition
with Noble Gases

Ivan Shorubalko, Lex Pillatsch and Ivo Utke

Abstract The performance of He-FIB milling and direct-write He-FIB induced
deposition is compared to the performance achieved by other noble gas ions as well
as the more conventionally used beams of electrons and Ga-ions. Experimental
results, simulations, and in-depth discussions of mechanisms highlight the pecu-
liarities of each ion species with respect to nanostructuring issues like lateral sputter
resolution, sputter rate, damage, amorphization, implantation, high-aspect ratio
nanostructuring, deposition rate, chemical composition of deposits, and nanos-
tructure shape fidelity. He-FIB is peculiar with respect to its small primary inter-
action volume and high secondary electron yield leading to excellent small milling
and deposition features. The other noble gas ions perform better than He with
respect to unwanted ion implantation (leading to swelling), higher sputter yields, or
deposition of purer material from organometallic precursors.

15.1 Nanostructuring with Focused Noble Gas Ion Beams

It was in 2006 when Ward et al. [1] published about the development of a scanning
He-ion microscope as a new tool for nanoscale microscopy and metrology and 2012
when Hrincir et al. [2] published about a novel plasma FIB/SEM (focused ion
beam/scanning electron microscope) for high speed failure analysis and real time
imaging of large volume removal. Being commercially available since then these
noble gas based scanning ion microscopes start to re-shape the landscape of
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nanostructuring and lithography processes after the about half a century lasting
dominance of scanning gallium ion microscopes and scanning electron micro-
scopes. Both noble gas source ion microscopes have been pushing the limits with
respect to lateral resolution in direct-write nanostructuring (He-ions) as well as
throughput for direct-erase nanostructuring by high milling rates (Xe-ions). The
newest generation of gas-field ion microscopes can produce focused neon ion
beams as well, providing new possibilities for high-resolution nano-fabrication.

Until then focused ion beam nanostructuring was dominated by the availability
of bright metal ion sources and focusing ion optics, headed by Ga ion microscopes,
for a review see [3], and followed by (comparatively broad beam) Au, Be, Si, Pd, B,
P, As, Ni, Sb-ions mainly for implantation purposes [4].

In this chapter we will shortly review the state of the art fundamental under-
standing of noble gas FIB milling and gas assisted deposition and etching with
respect to nanopatterning. Comparison of strengths and weaknesses to the analo-
gous wide-spread nanopatterning techniques using Ga-ion and electron beams will
be given. The reader is invited to consult further detailed literature comprising
reviews about He-ion deposition [5], ion irradiation induced defects in nanostruc-
tured materials [6], and gas assisted nanofabrication with focused electron and ion
beams [7] as well as a book with comprehensive details on theory and practice of
focused ion beam and focused electron beam nanofabrication [8].

15.2 FIB Milling with Noble Gas Ions

15.2.1 Bulk Material

When an ion hits a solid surface, it loses kinetic energy through interactions with
the sample atoms. The transfer of energy from the ion to the solid leads to a number
of different processes, see Fig. 15.1:

(i) Sputtering of target atoms, resulting in the direct patterning of the sample.
(ii) Generation of excited surface atoms (ESAs) through the collision cascade

having energy less than the surface binding energy of the bulk and can thus
not be sputtered, see also Fig. 15.16b.

(iii) Emission of so called secondary electrons (SE) from the target, detection of
these results in the main imaging mechanism of He ion microscopy, but also
lead to adsorbate dissociation for deposition.

(iv) Local heating, which can thermally dissociate adsorbates and lead to local
chemical vapor deposition.

(v) Target material damage and implantation of incident ions, resulting typically
in limitations of the patterning technique.

(vi) Backscattering or reflection of incident ions (BSI), these can be detected with
a special BSI detector and serve as additional imaging mode in He ion
microscopy.
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(vii) Electromagnetic radiation which can be used for cathodoluminescence
studies and X-ray elemental analysis.

Other effects, such as re-deposition of sputtered ions and material stress are
important for understanding the full nanopatterning picture.

It is important to realize that incident ions transfer not only kinetic energy to the
target atoms but also momentum obeying both: energy and momentum conserva-
tion laws. In such a way, interactions can be elastic and inelastic. During inelastic
interactions energy is transferred to the electrons in the sample and results in the
emission of secondary electrons and electromagnetic radiation. In elastic interac-
tions, ion energy and momentum are transferred to the target atoms and can result in
displacement of these atoms and sputtering from the surface. Sputtered atoms from
the surface have momentum oriented in opposite direction to the incident ion.
A single binary collision cannot lead to such a result. Thus, sputtering is possible
only after a sequence (cascade) of independent binary collision events between
neighboring target atoms and enough energy (at least displacement energy) trans-
ferred to the next atom during each of these collisions. Finally, if such a dis-
placement collision occurs next to the surface, the recoil atom may be knocked out
of the solid and lead to sputtering. For example, for He-ions impinging on gold the
typical volume of a region with such collision sequences is approximately 4 nm
diameter around the impact point [10]—noted as primary interaction volume in
Fig. 15.1a and quantified in Fig. 15.1b. After the first collision the incident ions
have enough energy to create more collision events and travel further into the
sample (if not backscattered) ending on a certain average depth under the surface
(called implantation depth). Some of them, after a sequence of collision events, may

Fig. 15.1 a Focused He- ion beam sputtering: a primary and secondary interaction volume can be
defined. The first collisions of the primary ion define the primary interaction volume where it
generates secondary electrons (SE1), sputtered atoms, or is backscattered (BSI). Penetrating deeper
it will be implanted or reflected back to the surface where it can generate secondary SEs and SIs
within the surface range of the secondary interaction volume. b The radial sputter distribution of
30 keV noble gas ions impinging on gold (with zero diameter beam size) shows that for noble gas
ions > Ar a distinction between primary and secondary sputter volume cannot be made anymore.
The graph was simulated by SRIM [9] with a radial binning of 0.5 Å
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end-up back at the surface and create a point of secondary events: emitting
secondary electrons (SEII), sputtered target atoms, and original impact ions escape
from the sample (SI), see Fig. 15.1. Excited surface atoms (ESAs) arise from the
collision cascade and have energies smaller than the surface binding energy. They
are thus not sputtered and remain in the solid but can transfer energy to surface
adsorbates for nanofabrication direct-writing purposes. The yield of ESAs and
sputtered atoms per primary ion for a specific target and ion energy can be quan-
tified by SRIM calculations, see Fig. 15.16b.

The distance of these secondary event points from the impact point (secondary’s
distance) is a very important parameter. It makes helium ion beam interaction with
solids special comparing to other ion species.

Figure 15.2 compares SRIM [9] simulated interaction volumes and implantation
depths of the noble gas ions impinging with 30 keV normal on planar silicon. As
can be seen, the mass (size) of the incident ions defines the implantation depth. The
smaller the mass, the deeper and broader ions penetrate. Smaller collision cascade
volumes mean that the implanted energy density by the primary ions becomes very
high which in turn results in increased sputter yields as well as the increased yields
of excited surface atoms for heavier ions, see Table 15.2.

Increasing sputter yields and decreasing interaction volumes are a result of the
increasing nuclear stopping power from He to Xe, compare Fig. 15.3a. There is

Fig. 15.2 Cascade simulations with SRIM [9] of noble gas ions impinging on bulk silicon with
30 keV energy in comparison to Ga ions. Sputter yields YSP are indicated. The simulated
impinging beams had zero diameters. Trajectories of primary ions are black while the green dots
are collisions between recoiling target atoms. The red dots signify target atoms knocked from their
lattice by the incident primary ion. Note that for He-ions the implantation depth is far below the
substrate surface and that the collision cascade of the target atoms for noble gas ions > He is far
more laterally extended at the surface around the impact point of the primary focused ion beam, yet
with comparatively low intensity as quantified in Fig. 15.1b
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about an order of magnitude difference in the cascade dimensions of He ions and
the remaining noble ions (including Ga ions) as can be seen in Fig. 15.3b.
Consequently, the main peculiarity of helium ion interaction with solids is a large
difference between the high interaction intensity within the primary interaction
volume radius (few nm) and the low interaction intensity within the secondary
interaction volume radius (about 100 nm), see Fig. 15.1b. For the heavier mass ion
species Ne and Ar primary and secondary interaction volumes can still be defined
while for Ga, Kr, and Xe the length-scales of primary and secondary interaction
volumes overlap resulting in larger sputtering feature size than for Helium ions.

The majority of the primary ions is implanted at their final trajectory position and
will be only able to change their position by solid state diffusion. For instance, out
diffusion of implanted He from Si at practical rates was observed only above
650 °C [11]. Thus He-ion patterning at high doses can lead to He-blisters due to
sub-surface implanted He [12] especially during initial stages of gas assisted pillar
deposition [13]. The subsurface concentration of implanted ions below the sputter
front depends on the sputter yield. Smaller implantation volumes (ion ranges) for
the heavy ions imply that the implanted ions will be partly sputtered away during
the milling process and may also out diffuse faster as the collision cascade allows
for faster diffusion in the amorphized volume. In contrast to other ions, implanted
noble gas ions do not electronically dope the material. The issue of secondary
electron generation (or electron implantation if electrons were used as primary
charged particles) is less important as they rapidly recombine with the related holes
or into the electronic band structure of the material.

Properties of the target sample may strongly influence the FIB nano-pattern
shape. The most important are listed below, see also [7] and references cited
therein:

Fig. 15.3 Comparison of ion and electron interaction with a silicon substrate. a Stopping powers
at 5 and 30 keV; note that the ratio of electronic to nuclear stopping power is >1 for the He-ions.
b Comparison of the average projected ranges of noble gas ions versus electrons and Ga ions;
5 keV electrons have an interaction volume comparable to 30 keV He-ions, while 1 keV electrons
have an interaction volume roughly comparable to 30 keV Ar, Ga, Kr, and Xe-ions
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(i) The mass of the target atoms and its elemental composition. It can change
substantially the interaction volume, sputtering yield, patterning resolution,
and even sputtering selectivity with respect to the constituent compound
elements. Some elements can be sputtered easier than others leading to
non-stoichiometric compositions.

(ii) Crystallinity and crystal orientation. Different types of crystal lattice planes
may have different sputtering properties. Crystal orientations aligned parallel
to the ion beam result in the so-called channeling effect. Incident ions can
penetrate much deeper into the sample and the sputtering yield decreases
dramatically.

(iii) Surface morphology. Usually, sputtering yield is increasing when the inci-
dent ion beam angle to the sample surface is deviating from the normal
incidence. Thus, original roughness of the target surface may evolve in even
rougher and difficult to predict structured surface.

(iv) Electrical conductivity. Most of the FIB-milling studies in literature are
reported for conductive samples, where no problem of charging is present.
The non-conductive samples may give rise to a number of patterning
problems. The major one is generation of strong local electric fields that
effect ion trajectories and re-deposition mechanisms. Another practical
problem is a strong deterioration of imaging quality. Even if nano-patterns
are written by FIB, the direct SE-imaging has difficulties to reveal it. In such
a way it becomes difficult to adjust patterning parameters.

Apart from material properties, the final shape of the nanopattern strongly
depends on re-deposition of sputtered material on high aspect ratio structure side
walls as present in groove, pit and hole geometries. Illustrative example of shape
fidelity can be found in Rommel et al. [14], where spiral scans (inwards and
outwards) and serpentine scans were compared to nanopattern a micropillar
structure in Si with Ga-FIB. Simulation tools for sputter shapes were discussed for
instance by Kim and Hobler [15] and the role of reflected primary ions with grazing
incidence angle on steep slopes considered for Ar-ion milling in Si [16]. With
respect to the disadvantages of deep He-implantation (sub surface damage) and low
sputter yield during He-ion nanofabrication, Ne-ion sputtering is now more inten-
sively investigated and modeled [17], see also Sect. 15.2.1.1.

15.2.1.1 Sputtering Resolution and Yield: He FIB

As already mentioned above, one of the main advantages of direct nano-structuring
by He-FIB comparing to other ion-species-FIBs is its superior resolution. SRIM
simulations on gold bulk material in Fig. 15.1a show that the main sputtering of
target atoms occurs in a 4–5 nm diameter size area around the incident point (for a
zero diameter beam) where the intensity of sputter atoms drops by about a factor of
100. This is the so called primary interaction volume. Experimental studies support
the SRIM predicted resolution value. Figure 15.4 shows examples of
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high-resolution patterns in gold created by He-FIB. 25 × 25 nm squares were
milled in a chessboard order in a 50-nm-thick gold layer on silicon, see Fig. 15.4a.
The gold is almost fully removed in the milled areas. The darker spots correspond
to the Si substrate. The milling inhomogeneity arises from the polycrystalline
structure of the gold film. Thus, the image shows not only high resolution but also a
potential to create well-defined 2:1 aspect ratio structures (25 × 25 nm wide and
50 nm deep). Figure 15.4b shows 20 trenches created in gold with a period of
10 nm. The most left trench has been written with one loop exposure and each next
one has an addition of one extra loop with the same dose, ending with the most right
trench having 20 loops of exposure. Knowing the exposure dose (beam current 0.8
pA, pixel spacing 0.5 nm, dwell time 200 μs per pixel, results in 4 × 105 ions per
200-nm-long line and loop) and sputtering yield of 30 keV He-ions in gold (=0.07),
the estimated depths of the trenches range from 0.5 to 10 nm (left to right). As can
be seen the trench widths are about 5 nm which agrees very well with the SRIM
simulated value in Fig. 15.1b taking into account the finite (typically 0.5 nm wide)
He-ion beam diameter. The different trench depths illustrate a possibility to create
3D structures with direct FIB sputtering. This is one of the important advantages of
the technique compared to lithographic patterning and parallel etching via a mask.
As a final remark for the patterning resolution we would like to note that, in some
cases, the trench width can be reduced because of the redeposition effect. The hill
between the trenches may become in principle a nanometer sharp, as has been
demonstrated even by conventional Ga-FIB direct milling technique [18].

Another important parameter of any direct FIB writing technique is the sputter
yield. In this respect He-FIB has the lowest sputter yield compared to other FIB
ions. Figure 15.5 shows an experimental determination of the sputter yield of
helium ions on gold. The experiment has been performed in the following way:
Boxes with a side length of 100 × 100 nm were milled into a gold film by a

Fig. 15.4 He-FIB patterning resolution. a, b He-ion microscope images of high resolution
nano-patterns created in gold by He-FIB. The period of the lines in (b) is 10 nm, the width of the
trenches is ∼5 nm. The depth varies between 0.5 and 10 nm with a step of 0.5 nm from the left
trench to the right
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30 kV, 1.2 pA He-ion beam with different doses. The reference dose (dose fac-
tor = 1) was defined by an exposure dwell time of 5 microseconds per pixel, a step
size of 1 nm, and number of loops = 100 corresponding to a dose of 60 mC/cm2 or
3750 He ions per nm2. The entire exposed pattern was an array of 5 × 5 boxes,
Fig. 15.7a. The dose factor was increased for each box by increasing the number of
exposure loops: the top line boxes had dose factors from 1 to 5 from left to right
which were multiplied by 2 on the vertical axes. In such a way doses with factors
between 1 and 80 were covered with some boxes exposed twice with the same dose.
Atomic force microscopy (AFM) was used to determine the depth of each milled
box. Figure 15.5b shows an AFM image of the upper right part of the array with
numbers corresponding to dose factors for each box. The depth of the milled gold
structure versus the helium ion dose is plotted in Fig. 15.5c. The slope of the curve
gives an experimental sputter rate of 0.007 μm3/nC (for comparison, Ga sputters at
about 0.2 μm3/nC and is thus approximately 30 times larger). Taking into account
the gold density we arrive at the sputter yield of ∼0.07 gold atoms per 30 keV He
ion. The low sputter yield and small beam current make He-FIB direct writing a
slow technique. On the other hand this is by far compensated by offering the most
precise FIB direct sputtering. Creating small nanostructures by He-ion FIB still
takes affordable amount of exposure time for academia purposes.

15.2.1.2 Sputter Resolution and Yield: Xe and Ne FIB

The reverse scenario to He-FIB, namely high throughput sputtering (and thus high
sputter yield) and moderate to low lateral resolution was realized by the scanning
Ga-ion microscope and, more recently, the Xe-ion microscope. Ga-ions, delivering
orders of magnitude higher sputter yields compared to He-ions while maintaining a
20 nm resolution in Au as was shown by [10]. If low lateral resolution of mi-
crometer size is not an issue and rather large volumes are required to be milled, then
Xe-FIBs are even more advantageous. At high ion currents the sputter rates of
Xe-FIB sources with respect to Ga-FIB sources can be 30 to 50 times higher which

Fig. 15.5 He-FIB gold sputter yield determination. a HIM image of He-ion exposed array of
100 × 100 nm boxes with different doses. b 4 × 4 μm AFM image of upper right area of (a).
Note the halo effects of substrate swelling for the dose factor of 20. c Experimental gold sputtering
yield by 30 keV He ions. Note that the linear dependence saturates with dose; this is due to the
swelling effect
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makes them an ideal tool for cross sectioning. An example of a through-silicon-via
cross section [19] is shown Fig. 15.6a. The considerable increase of the sputter rate
of gallium versus xenon FIBs cannot be attributed to the increase in nuclear
stopping power, see Fig. 15.3a, as this results only in an increase of about 1.2 in
sputter rate in Si according to Fig. 15.2. The high sputter rate is rather related to the
higher Xe ion current (up to 2 μA into a spot of about 1–2 µm size) compared to the
Ga-ion current that is limited to about 100 nanoamperes at these spot sizes [2].
Besides, the Ga ion current is usually limited to around 60 nA maximum beam
current in standard Ga FIB machines. On the low current side, the Xe-FIB can still
be used to pattern (or polish) with a beam size of about 40 nm using sub-pico
ampere currents [2].

Interestingly, damage during lamella preparation can be reduced when using
30 keV Xe-ions compared to 30 keV Ga-ions. Hrincir et al. [20] showed that TEM
sample preparation by a Xe ion beam causes less amorphous damage and increased
the quality of the lamella while doing the finish even at 30 keV, without the final
cleaning step at the low beam energy, see Fig. 15.6b. A final polishing step by the
Xe beam at beam at 3 keV energy further reduces the amorphous layer, but the
difference against Ga beam is not as significant as at 30 keV.

The high current capability of 2 μA at 30 kV for plasma FIB sources of Xe and
Ar from Orsay Physics also proved to be advantageous for deep depth profiling of
FIB secondary ion mass spectrometry: a 250 μm × 250 μm crater in Si can be
sputtered to 140 μm depth in 1 h while taking trace element profiles of Li, Na, K
and implanted B. According to [21] this capability cannot be overstated as opens
the door for SIMS profiles taken to 100 μm depth.

Fig. 15.6 a Xe Plasma FIB cross sectioning of through-silicon-vias (TSV) filled by copper and
in-situ polished for backscattered electron diffraction (coloured overlay showing polycrystalline
grain orientation). Modified from [19]. b TEM image of the amorphous damage of Si surface after
polishing it tangentially by Xe ion beam at 30 keV beam energy and probe current 100 pA: A—Si
lattice, B—the amorphous layer created by Xe ion beam milling, C—Pt FEBID and FIBID
protection layers. The measured thickness of the damaged layer is 13 nm. Modified from [20]
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Neon focused ion beam nanopatterning is rather a new technique, recently
commercially available by the Zeiss ORION NanoFab machine. The main historical
reason for producing a Ne-FIB was actually the fact that already the He-FIB was
capable of operating with Ne gas. Also the idea of having a sub-1-nm diameter
Ne-ion beam (as for He-ions) capable to mill materials with sputter yields of at least
an order of magnitude higher, see Fig. 15.2, was the main driving force in this
development. The amount of work done by Ne-FIBs by now is still quite limited.
Nevertheless, the main features of the Ne-FIB direct nanostructuring were already
studied [22–24]. As expected, the sputtering yield is smaller than for Ga and larger
than for He-FIBs. Concerning the resolution of direct nanopatterning it turned out
to be substantially lower than He and comparable to Ga-FIB [22]. This can also be
expected from the interaction profile of the Ne-beam with targets calculated in
Figs. 15.1b and Fig. 15.2. As inert gas, Ne is not expected to dope substrates. Thus
applications in circuit editing, failure analysis [24] and in other general non-doping
nano-modification processes (for example in the field of plasmonics) can be fore-
seen for Ne-FIBs.

15.2.1.3 Limitations and Unwanted Artifacts

As explained above, one of the features for He-FIB at 30 keV is a large, about
100 nm radius distant, area of secondary effects around the He-ion impact point
when sputtering gold atoms, see Fig. 15.1b. This is in contrast to Ga ions where
primary and secondary sputtering distributions cannot be separated in intensity.
While for He ions the primary sputter distribution is sharp (note the double loga-
rithmic scale in Fig. 15.1b) it is very shallow for Ga-ions in comparison. This is the
main reason why He-FIB milling has such high lateral resolution. The long range
order sputtering for He-ions can also be observed experimentally when large doses
are involved, see Fig. 15.7. The dark areas around the milled boxes indicate
removed gold and their size is ∼300 nm. Taking into account the size of the box
(100 nm) it agrees well with the calculated values. The AFM profile indicates that
the unwanted material removal around the area of interest can be even a couple of
nm deep. For many nanopatterning applications this effect is probably tolerable but
for some it may be really crucial; for example, when patterning nanoribbons in
supported graphene one has to keep in mind that all graphene in a radius of
∼100 nm around the patterning point will be damaged [25, 26]. This may dra-
matically deteriorate electrical properties of the final nano-devices.

Secondly, an important drawback of the He and Ne-FIB milling technique is the
subsurface damage at sufficiently high irradiation doses [12, 24]. The critical dose
for substrate swelling can be determined from Fig. 15.5b. For doses with the factor
lower than 10 no swelling is observed in gold. At dose 12 no dark region around the
box is observed and at dose 16 a clear swelling effect appears. The swelling then
grows very quickly and at dose 20 basically it overtakes the sputtering effect. At
higher doses, swelling and crack formation (dose 80, Fig. 15.5a right lower box)
starts. The observed swelling behavior (with dose threshold) is easily

364 I. Shorubalko et al.



distinguishable from contamination deposition effect. No dose threshold is observed
as it is for contamination deposition under a charged particle beam. Part of the
implanted helium (or neon) may diffuse out but largely stays at interstitial positions
between the substrate atoms. In such a way, no swelling occurs until a critical dose
of helium is accumulated and enough stress is built to break the substrate. Then, the
so called bubble formation process starts and moves the substrate material up until
it starts to crack and break [12]. Thus, the above mentioned critical dose depends on
the ratio of incident ion beam dose rate to helium outgassing rate from the substrate.
The helium diffusion coefficient in its turn depends on substrate material and
temperature. An increase of the substrate temperature to 650–700 °C resulted in the
avoidance of swelling, bubbling, and damage effects for Si and SrTiO3 [11]. The
critical accumulated stress depends also on substrate material and temperature,
usually related to the ductility of the material. The interdependence of all of these
parameters makes it difficult to precisely determine the critical He implantation dose
for each individual case. For the case presented above, the dose factor 20 corre-
sponds to a total of 7.5 × 108 He-ions implanted per 100 × 100 nm box. The
visible swelling due to implanted helium atoms is broadened by another ∼150 nm

Fig. 15.7 Surface damage by the secondary interaction volume. AFM image of 100 × 100 nm
He-FIB exposed boxes (see also Fig. 15.5) and AFM profile through the left box (dose 3). Dose
factor 3 corresponds to 11250 He ions per nm2 and dose factor 4 to 15000 He ions per nm2.
A 300 nm sized shallow pit of ∼2 nm depth is visible around the 13 nm deep box. The 2 nm deep
pit is an experimental evidence of gold sputtering due to the collision cascade effect. Bars on the
image are 300 nm
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to all sides. The implantation volume is estimated to be ∼400 nm in diameter and
∼300 nm in depth, resulting in ∼4 × 107 nm3. Thus, the estimated implantation
dose is ∼2 × 1022 ions/cm3. This is as much as the density of atoms in liquid
helium and almost as large as a typical density of atoms in a solid. The number
serves as a good estimate of a maximal He-ion dose that can be applied for a useful
nanopatterning.

15.2.1.4 Examples of Applications

Main applications of He-FIB direct nanopatterning are those aiming at high reso-
lution, no electrical doping, and small volume sputtering. Presently, plasmonics is
the field that exploits He-FIB nanopatterning the most. The main goal of plas-
monics is controlling light on the sub-wavelength scale, in reality down to the one
nm-scale. For this purpose very precise control over metallic nanostructures is
needed. Even small changes of plasmonic geometries will change significantly its
optical properties. Figure 15.8 shows an example of gold dipole plasmonic
antennas fabricated with a focused He-ion beam. The main advantages of this
fabrication method are its reliability and reproducibility compared to other fabri-
cation techniques. The designed gap width is precisely created in gold at scales
down to 5 nm [27]. Up to now this is the only technique that is capable of easy
engineering approach for fabricating such nanostructures.

Plasmonic structures in materials different than gold were also successfully
demonstrated by means of He-FIB milling. An example of a silver split-ball res-
onator is presented in [28]; optical properties of such plasmonic structures were
carefully analyzed and a good agreement to the theoretically expected properties
was found. Figure 15.9a shows a comparison of Ga- and He-FIB direct-write
fabricated plasmonic nano-resonators in gold. Below each image an optical spectral
response (a resonance curve) is indicated. Only the He-FIB manufactured res-
onators reached the theoretical quality factor for such structures [29]. One way to
modify optical properties of dipole nano-antennas is loading it by a small resistor,
i.e. creating a small electrically conductive bridge between the two main parts of a
dipole antenna. Changing the geometry of this bridge will change its electrical
conductivity and therefore the total plasmonic resonance. Figure 15.9b shows an
example of progressively loaded (by a bridge) dipole plasmonic nanoantennas.

Fig. 15.8 Gap on demand. Helium ion microscope images of He-FIB fabricated gold plasmonic
dipole-antennas with a gap width down to the 5-nm-scale. The gap distance is noted on top of the
image. Scale bars are 50 nm
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Both, the connecting bridge width and height can be controlled by He-FIB milling.
In such a way He-FIB direct-writing opened a path to study small and complex
plasmonic geometries. The number of reported plasmonic structures created by
He-FIB milling increased over the past years. An example of using such antennas
for applications in nonlinear optics was reported in [30].

Narrow gaps in metals find their applications also in molecular electronics. Two
metal areas separated by a few-nm-trench can serve as electrodes for electrical
characterization of molecules trapped in the gap. Recently, it was demonstrated that
such electrodes can be fabricated from individual carbon nanotubes by He-FIB: a gap
as small as ∼3 nm could be reproducibly milled into metallic carbon nanotubes [32].

Magnetic materials are known to be difficult for precise nanostructuring. Stan-
dard electron beam lithography has problems with such samples because of electron
beam distortion by local magnetic fields. He-FIB suffers much less from these local
magnetic fields because the mass of the He-ion is much higher than the electron
mass. Thus, He-FIB is capable of structuring magnetic materials with a precision
down to sub 10 nm scale as is shown for a FeCo-tip in Fig. 15.10. Interestingly,
these structured magnetic materials still exhibit their magnetic properties indicating
that the damage level is tolerated [33].

Another growing field for FIB applications is small-scale fracture mechanics. In
typical fracture toughness experiments a micrometer-sized cantilever is prepared by
a FIB. Then a sharp notch (a trench) is fabricated on the anchored side of the
cantilever. The mechanical part of the experiment itself takes place in an SEM
where displacement can be visualized. Pushing the unanchored side of the can-
tilever with a diamond probe will eventually result in a fracture of the cantilever at
the notch position. By those experiments, local fracture toughness values can be
extracted. Figure 15.11 shows images of three notches fabricated by Ga, Xe, and

Fig. 15.9 Examples of plasmonic structures fabricated using He-FIB milling. a Coaxial
plasmonic nanoresonators fabricated by Ga- and He-FIB milling in gold. The black curves
represent optical response spectra, which show a sharp resonance peak for the He-FIB milled
structure while broad double peak resonances were obtained from the Ga-FIB structure. Reprinted
with permission from [29] Copyright 2013 American Chemical Society. b Progressively loaded
plasmonic nanoantennae fabricated in gold, scale bars are 100 nm. Reprinted with permission
from [31] Copyright 2013 American Chemical Society
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He FIBs. The typical root radii of the notches are 15–25 nm for a 10 pA Ga-beam,
35–50 nm for a 1 pA Xe-beam, and <5 nm for a 12 pA He-beam. The depth of the
notches can be well controlled for Ga and Xe beams. With the He-FIB, notches of
only ∼200 nm depth could be achieved. Attempts to create deeper notches by
He-FIB resulted in He bubble formation due to high dose implantation. All three
notches showed different values for the measured fracture toughness [34]. This
highlights the influence of ion-material interactions not only with respect to
implantation depth, see Fig. 15.2, but also in creating residual stress or embrittle-
ment in the small volumes around the notch root. Further investigations are needed
in order to understand the cause of the observed variance.

15.2.2 Membranes

An aspect of importance in FIB nano-structuring that rose recently is the thickness
of the target sample. From Fig. 15.2 it becomes clear that two characteristic length

Fig. 15.10 Magnetic FeCo tip modification. a Image before, and b after nanostructuring by
He-FIB. Scale bar is 200 nm

Fig. 15.11 Images of notches fabricated using different FIBs at 30 keV. SEM cross-section views
of a 10 pA Ga-beam and b 1 pA Xe-beam. c He-ion microscope image of a 10 pA Xe notch with a
thin, 12 pA He milled notch at the center to demonstrate the relative sputtering sizes. From [34].
Reprinted with permission from AAAS
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scales are involved in sputtering of bulk material: the ion implantation depth and the
primary interaction radius. In the following we will describe two types of mem-
branes: thin membranes which are thinner than the primary interaction radius
(typically < about 4 nm for 30 keV He ions) and thick membranes which are
thinner than the ion implantation depth (typically < about 300 nm for 30 keV He
ions) but still thicker than the primary interaction radius.

15.2.2.1 Thick Membranes

When the target thickness is smaller than the implantation depth (about 300 nm for
30 keV He ions, see Fig. 15.2; except properly aligned monocrystals where the ion
channeling effect is observed), then sputtering is expected to occur on both surfaces
of the target sample, as illustrated by SRIM simulations, see Fig. 15.12. Interest-
ingly, for He-ion sputtering the peak value of sputtered atoms from the back and
bottom is not in the center but rather about 4 Å distant. Also, the top and bottom
distribution resemble in shape and value having both a full width at half maximum
(FWHM) of about 6 Å. However, the radial ion beam intensity profile needs to be
convoluted to make a conclusive statement about the smallest ultimate pore
diameter achievable. Furthermore, the pore diameter will finally depend on end-
point detection, i.e. on the exposure time, see Fig. 15.12d. The increase of pore
diameter can be attributed to the beam tails, mechanical stability of the sample, or
electronic noise on beam position. Comparing He, Ne, and Ga-ion simulations and
the deduced FWHMs in Fig. 15.12, it is obvious, that He-ion beams have the
highest potential for ultimate resolution in membrane patterning.

However, the actual pore formation mechanism is more complicated than pre-
dicted by the SRIM simulations, mainly because of re-deposition processes in high
aspect ratio geometries [35]. By carefully tuning the process parameters for rede-
position one can fabricate pores of a nanometer diameter. An important issue to
mention is amorphization around the pore. TEM images of Si membranes clearly
reveal amorphous silicon formation within all the He-beam/membrane interaction
volume, see Chap. 19.

Another important issue to mention is that helium bubble formation in mem-
brane samples is practically impossible. First of all a large fraction of He-ions are
transmitted through the membrane. The small implanted fraction is located on a
small distance from either of the surfaces which facilitates out diffusion of
implanted He ions leaving amorphous sample material behind.

15.2.2.2 Thin Membranes

Emerging suspended two-dimensional (2D) materials such as graphene have
thicknesses of only one atomic layer. This means that there is eventually no primary
interaction volume in such cases and that there is no collision cascade created at all.
Atoms of 2D membrane materials will be sputtered only to the direction of incident
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ion momentum, i.e. they leave the bottom surface. The incident ion either transfers
enough energy to a membrane atom (or a number of atoms if the interaction cross
section is large enough) and sputters it or transmits without sputtering. The pat-
terning resolution is then set by the ion-beam intensity profile and not by the
interaction volume [36]. The final pore shape or individual defects depend then very
much on open bond passivation in such cases [37].

Essential understanding of graphene sputtering by FIBs can be done by rather
simple binary collision theory [39, 40]. Experimental sputter yields were deter-
mined from controllable irradiation of free-standing graphene membranes (from 1 to
4 layers) by He+ or Ga+ ions to the state when the membrane was completely
removed, see Fig. 15.13a, b. Graphene turns out to be semi-transparent for
10–30 keV energetic He-ions, 99–97% of He-ions pass graphene without creating
lattice defects. In contrast, 80–50% of the large Ga-ions sputter carbon atoms from

Fig. 15.12 SRIM [9] simulated zero diameter 30 keV He-, Ne-, and Ga-ion beam impinging on a
10 nm membrane of carbon. a Illustration of collision cascade for impinging 30 keV He atoms.
Primary ion collisions are shown in red and the collision cascade is shown in green. Modified from
[8]. b Radial distribution of sputtered atoms at the top surface and bottom of the membrane. Both
the top and bottom surface distributions will determine the lateral resolution of the pore; the inset
shows the full widths at half maximum FWHM. c Radial distribution of the transmitted incident
ions with FWHM inset. d Example of 30 kV He-ion sputtered holes into a 15 nm thick
freestanding amorphous carbon membrane. The ion dose per pore increases from upper left corner
towards right bottom corner of the figure. The minimum observed pore diameter is about 4 nm
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graphene depending on their kinetic energy ranging from 5 to 30 keV. The decrease
of sputter yield for increased ion energy can intuitively be understood invoking the
interaction time of the ions in the graphene membrane. Fast ions have shorter
interaction time with graphene carbon atoms, thus transferring less energy while
passing by. This finding is described well by binary collision theory. Interestingly,
the experiment showed that the sputter yield increases roughly linear (at least up to
4 layers) with the number of graphene layers forming the membrane. This corre-
sponds to simple addition of sputter probabilities of the carbon atoms in each layer;
see Fig. 15.13b. Actually, the amount of transmitted He-ions can be quantitatively
correlated to the thickness of the sample. Determining the geometry of glass
nanocapillaries by scanning transmission He-ion microscopy has been recently
demonstrated [41].

It was shown that Raman spectroscopy is a powerful method to study
milling-caused damage in supported graphene exposed to a non-focused low energy
argon ion source [38, 42, 43]. In these experiments no pores were formed but the
lateral electronic damage extension of the structural defect (due to removal of
individual atoms) into the adjacent periphery was studied by Raman spectroscopy
and modeled from the D to G band ratio. Similar Raman spectroscopic analysis of

Fig. 15.13 a Monolayer graphene sputter yield as function of ion energy for Ga+ and He+ ions.
Solid and dashed line show upper and lower bounds of theoretically calculated sputter yield using
the binary collision model. Dots represent experimentally determined sputter yields. b Sputter
yield and ion dose necessary to completely etch graphene as function of graphene layer number.
Circles show experimentally determined data points. Crosses correspond to binary collision model
sputter yield assuming a layer-number-independent probability of the carbon atom to sputter upon
collision. c, d Raman spectroscopy of He+ ion irradiated graphene. c Measured intensities ratio of
D to G peak I(D)/I(G) versus average defect distance LD, extracted from irradiation dose and
experimental sputter yield. Triangles correspond to experiments with monolayer graphene and
circles to double layer graphene. The line is calculated according to the empirical function from
[38]. d I(D)/I(G) versus I(D′)/I(G) for monolayer graphene irradiated by He+ ions with fitted linear
proportionality. The figure is adopted from [39]—Published by The Royal Society of Chemistry
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FIB damaged free-standing graphene reveals the defect formation mechanisms,
Fig. 15.13c, d. He-ions create individual carbon vacancies at low exposure doses,
see region I in Fig. 15.13c. Lattice disorder increases leading to an increase of the D
to G peak ratio. At less than around 4 nm of average defect distance the D to G
peak ratio starts to decrease (region II) corresponding to vanishing of the hexagonal
periodic lattice. Region III corresponds to a saturation of D to G peaks ratio around
unity. At these irradiation doses the graphene membrane is transferred to a loose
network of sp2-bonded carbon atoms. Further increase of irradiation dose removes
carbon atoms without significant changes in bonding structure until nearly all atoms
are removed. Individual monovacancies creation in the regime I is further supported
by analysis of the I(D)/I(G) versus the I(D’)/I(G) slope, which is about 7, see
Fig. 15.13d. Reference [44] attributes the slope value of around 3.5 to many grain
boundaries in graphene, around 13 in the case of sp3 bond creation, and around 7 in
the case of individual vacancy defects.

Understanding the physics of the sputtering process allows practical direct
nanostructuring of free-standing graphene by FIBs. Pores of only a few nm in
diameter, <3 nm for He-beam and <4 nm for Ga-beam can be fabricated, see
Fig. 15.14. It is eventually limited by the focused ion beam diameter. Even if the
sputtering yield for He ions is very low, it is still much higher than for electrons in a
transmission electron microscope. Millions of nm-pore arrays can be fabricated
showing narrow pore diameter distribution. This finds its application niche in
perforating 2D materials on a large scale [40] for realization of the thinnest
Goretex® like material. The ultimate pore diameters which can be milled in thin
carbon membranes by focused He-ion beams are close to 1 nm [45] and necessitate
an endpoint detection to stop beam exposure when breakthrough of the pore
through the membrane is achieved, see Chap. 7. Another example of
nano-patterned freestanding graphene membranes comprises a matter-wave beam
splitter which gave experimental evidence that quantum coherence prevails even at
the limit of atomically thin gratings [46].

15.3 Gas Assisted Deposition with Noble Gas Ions

Introducing volatile compounds, like organometallics, halides, or halogenides, in
small quantities into the FIB chamber enables direct writing using the focused ion
beam. The molecules physisorb on the surface and are dissociated locally in the
close vicinity of the ion interaction range where the ion beam strikes the substrate.
According to the nature of the injected volatile compound one can deposit three
dimensional nanostructures (non-volatile fragments form the deposit), see
Fig. 15.15, or one can also enhance the physical milling rate by adding compounds
which locally decompose upon ion induced dissociation into etch molecules and
attack the substrate.

The direct write and direct etch process is minimally invasive as the
non-irradiated adsorbates will desorb after the gas flux is stopped at the end of the
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writing procedure. Table 15.1 gives an overview over several gas compounds used
in combination with noble gas ion beams by now. Many more gas compounds were
already reported for the more mature beam technologies of focused Ga-ions and
electrons and can be found in [7, 8].

Although it may appear that direct writing with focused ion beams by intro-
ducing gases is a relatively straightforward technology to implement by adding a
gas injection system to the chamber (for a review on gas injection systems see [59]
we need to advert the reader that optimizing a gas-assisted FIB process (for
deposition or etching) is a complex challenge which necessitates fundamental
studies involving the precursor chemistry, the adsorption-desorption and surface

Fig. 15.14 An example of nanostructuring of free-standing graphene membranes by FIBs.
a ∼5-nm-diameter pores made by Ga-FIB, scale bar is 100 nm. b An array of ∼3 nm pores
fabricated by He-FIB, scale bar is 100 nm. Insets show corresponding diameter distributions.
c STEM image of smallest pores in graphene fabricated by Ga-FIB, scale bar is 50 nm. d, e STEM
images of smallest pores in graphene fabricated by He-FIB. The pores diameter dependence on the
irradiation doses reflects the shapes of the ion beam profile. The figure is adopted from [39]—
Published by The Royal Society of Chemistry
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diffusion behavior of the precursor on the specific substrate material or the deposit
itself, and the non-thermal dissociation of the precursor adsorbates by ions (and
secondary electrons and excited surface atoms). Luckily, research of the past 60
decades already returned first insights and process protocol suggestions for a few
materials which we want to summarize in the following sections.

15.3.1 Deposition Regimes: Reaction Limited Versus
Mass-Transport Limited

Dissociation reactions of the adsorbates induced by the primary ions (PI) as well as
the generated excited surface atoms (ESAs) and the exiting secondary electrons
(SEs) can, at their extremes, proceed reaction limited or mass transport limited.

The reaction limited regime holds when there are more adsorbates than disso-
ciation events, and, vice versa, the mass transport limited regime holds for less
adsorbate available than dissociation events may happen by available ESAs, SEs,

Fig. 15.15 Principle of FIB induced deposition using a gas injection system for local deposition
of 3D nanostructures by dissociating the physisorbed molecules. Gas related processes include
adsorption/desorption and surface diffusion to replenish the FIB dissociated adsorbates. Note that
deposition only occurs when the sputter yield is smaller than the deposition yield

374 I. Shorubalko et al.



and PIs, see Fig. 15.16. For the mass transport limited regime, the reaction zone
becomes depleted from adsorbates and growth extends laterally to the less intense
tails of the SE, ESA, and primary ion beam distributions. The number of available
adsorbates in the irradiated region depends on four contributions which balance
each other, see Fig. 15.15:

Table 15.1 Summary of noble gas ion induced deposition and etching experiments from
literature

Noble ion beam induced deposition
Precursor Ion Deposit

composition
at.%

Total deposition yield
deposited atoms/ion

References

Al(CH3)3 3.5–10 keV Ar Al 53, C 8, O
37

3–8 [47]

Ta(OC3H5)5 50 keV He, Ar,
Ne, Xe

Ta 56, C 17,
O 25

10–50 [48]

WF6 50 keV He, Ar,
Ne, Xe

W 75, O 25 10–50 [48]

WF6 0.5 and 2 keV
He, Ar

W 93, F 5, O
2

10–50 [49]

Me2Au(hfa) 2–10 keV He,
Ne, Ar, Kr, Xe

Au 55, C 45 4–17 [50]

Co2(CO)8 He Pure Co [51]
MeCpPtMe3 30 keV He, Ne Pt 16–17 [52]
MeCpPtMe3 30 keV He Pt 9–20 5 [53]
MeCpPtMe3 Xe [54]
(hfa)
CuVTMS &
atomic H

0.5 keV Ar Cu 99 [55]

W(CO)6 30 keV He WC1-x &
W2(C,O)
grains

[56]

Noble ion beam induced etching
Precursor Ion Material Etch enhancement to

physical sputtering
References

XeF2 50 keV Ar, Xe SiO2 100 [49]
XeF2 50 keV Ar, Kr, Xe SiNx 40, 80, 160 [57]
XeF2 50 keV He, Ar, Ne,

Kr, Xe
PMMA 1–5 [58]

Of note is that the total deposition yield and the etch enhancement are subject to the deposition
regime as well as the composition, see text further below
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(i) The injected molecule flux impinging on the substrate and the reaction zone.
(ii) The desorption rate—depending on the residence time of the physisorbed

adsorbates.
(iii) The surface diffusion rate—depending on the adsorbate mobility on the

surface.
(iv) The dissociation rate of adsorbates—depending on their dissociation yields

(sometimes reported as dissociation or deposition cross section).

If the number of available adsorbates is too small, milling will occur instead of
deposition. Therefore, the pixel exposure time (dwell time) of the focused ion beam
may need to be adjusted to small values as prolonged stationary irradiation will
exponentially deplete with time the adsorbates at a much higher rate than they can
be refreshed. On the other hand, also the ion current can be minimized, which is
possible for He-ions down to a few femto amperes. Such small currents will also
prevent depletion of adsorbates and unwanted milling during deposition. A con-
tinuum theory describing the deposition rate resulting from the balance of above
adsorbate contributions and the resulting deposit shapes for stationary and pulsed
focused ion beam deposition with radial distributions assumed to be Gaussian or
exponential deposits can be found in a review of Utke et al. [7] and a book chapter
[60]. The theory was recently comprehensively reviewed by Toth et al. [61] for
focused electron beam induced deposition and etching and source codes released.
For making the theory fit for focused ion beam induced deposition a sputter term
needs to be added, see for example [60].

Fig. 15.16 a The (physisorbed) adsorbates will be dissociated into volatile and non-volatile
fragments by excitation of primary ions, secondary electrons (SEs) and excited surface atoms
(ESAs) produced by the impinging primary beam and the collision cascade. Modified from [7].
Local heat formation as possible thermal dissociation mechanism was omitted in the sketch. Note
that the collision cascade in (b) does not distinguish between primary and secondary interaction
volumes and thus sketches the situation of ions > Ar, in contrast to Fig. 15.1a. b The energy
distribution normal to the surface of surface atoms as calculated by SRIM [9]. The excited surface
atom yield (YESA) and the sputter atom yield (YSP) for 30 keV He ions impinging on an silicon
target is indicated as well as the surface binding energy of 4.7 eV of silicon
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15.3.1.1 Beam Scan Parameters and Scan Strategies

Closely related to the deposition regimes is the scan strategy to be chosen to deposit
certain nanostructure geometry with a certain composition. Generally, for deposits
other than dot deposits the movement of the beam is digitized and can follow
various sequences as shown in Fig. 15.17.

The influence of the parameters of pixel dwell (exposure) time and pixel refresh
time on growth rate were already studied in the ninetieth [62] for Ga-ion beams and
were extended to comprise composition effects [63], for a review see for instance in
[7]. Basically, during the pixel dwell time the physisorbed adsorbate gets depleted
(as it is deposited) and during the refresh time it gets replenished. Therefore,
depleting the adsorbate with a long dwell time will not increase the deposition rate
(but rather eventually lead to sputtering) neither a short refresh time will increase
the deposition as the adsorbate is not refreshed to its initial coverage. The time
ranges of practical dwell and refresh are nano/microseconds and milliseconds
respectively, thus about 3 orders of magnitude different as visible in Fig. 15.18a, b,
comprising experimental values for electrons and Ga-ions from [64].

More recently, proximity effects were studied in more detail by using a novel
interlace pattern strategy in contrast to the conventionally machine-integrated raster,
serpentine, or spiral scan strategies, see Fig. 15.19. The dependence of growth rate
on interlace pitch for an interlace pattern strategy was studied for He-ions [5] and
for electrons [65], see Fig. 15.18c: Plank et al. used an interlace pitch of 13 nm to
deposit PtCx boxes with smooth surfaces. However, an 80% higher growth rate was
obtained increasing the pitch to 100 nm which avoided adsorbate depletion due to
proximity effects (see Fig. 15.17). Alkemade et al. performed a similar experiment

Fig. 15.17 Illustration of proximity effects in digitized scans. a Illustration of primary ion beam
profile and secondary ESA, SE, and SI profiles. The top view presents a large and low proximity
profile. Note that the proximity effect not only depends on the lateral extension but also on the
peak ratio Δ. b The scan parameters are generally: pixel dwell time, pixel distance or overlap
(mostly defined in percentage of primary beam size), and pixel refresh time. c Illustration of
possible proximity effects caused by the secondary distributions. In this example, the secondary
ESA or SE profile (or even local heating profile) affects the eight nearest neighbor pixels
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with He-ions focused to 1 nm beam size which is also reported in Fig. 15.18c. They
concluded that the growth rate at 32 nm interlace pitch was barely 10% higher than
at the smallest pitch of 4 nm, and thus in He-IBID, the depletion zone is more than
an order of magnitude smaller than in EBID. Although more data points would be
desirable to back this statement more rigidly, it is known that halos—i.e. growth of
a thin deposit in a wide area around the actual deposit—is much more prominent for
electron beams than for He-ion beams.

15.3.2 Adsorbate Dissociation: ESA, SE, and Thermal
Spikes

For local deposition with ions four trigger mechanisms can contribute to dissoci-
ation of physisorbed adsorbates:

(i) excited surface atoms
(ii) thermal spikes
(iii) secondary electrons
(iv) primary ions.

Fig. 15.18 Deposition rate versus pixel dwell time, refresh time, and interlace pitch for a
parallelepiped shaped deposit. a Deposition rate versus pixel dwell time compared for Ga-ions and
electrons. b Deposition rate versus refresh time for constant pixel dwell time compared for Ga-ions
and electrons. c Deposition rate versus interlace pitch for electrons and He-ions. The interlace
distance of 100 nm resulted in a kind of saturated growth rate for electrons [65]. Small interlace
pitches for He-ions resulted in an almost constant growth rate [5]
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The ESA and SE mechanisms are shown in Fig. 15.16b. ESAs and thermal
spikes were proposed by Dubner et al. [50] already in the nineties. The ESAs are a
product of the collision cascade and thus proportional to the nuclear stopping power
of the ion in the substrate material. ESAs have energy smaller than the surface
binding energy, can thus not leave the surface but can transfer their energy to the
surface adsorbates which in turn dissociate. In the thermal spike mechanism the
energy of the implanted ions transforms into a heat spike at the surface where the
beam impinges. When the temperature at the surface becomes higher than the
temperature of thermal decomposition of the adsorbate molecule a thermal disso-
ciation of the adsorbate can occur—very much like in a thin film chemical vapor
deposition process (with deposition temperature windows of roughly 100–500 °C
depending on the molecule) but very locally confined around the impinging focused
ion beam. Wu et al. [52] were applying the thermal point spike model of Dubner
et al. [50] to He and Ne-ion induced deposition and estimated temperature rises at 1
and 5 ps for He ions to 1450 and 130 K, respectively, while for Ne ions 3860 and
350 K were obtained. These values certainly suffer from the simplifications
(especially the point source of heat assumption of the model) and are overestimated
but highlight the complexity of the situation calling for more precise modelling.

For the light ion He-ion beam induced deposition with Me3PtCpMe by Alke-
made [5] the thermal spike mechanism was ruled unlikely, due to similar deposition
yields of flat deposits and pillars (the latter dissipating the heat badly compared to
the planar substrate). However, for heavier ions the thermal spike mechanism

(a) (b) (c) (d)

(e)

Fig. 15.19 a–dVarious scan strategies to obtain the same parallelepiped (box) shaped deposit with
an intended flat top surface. Each pixel will be irradiated with the same dose. Note that slow and fast
scan axes (or areas) exist in raster, spiral, and serpentine scans which will show distinct deviations
in deposition rates for mass-limited regimes. This is not the case for interlace scans where the
deposit area is subdivided into sub-areas of the size of the proximity range. The beam is toggled
between them and has the writing sequence: Xa to Xi with X looping from 1 to 9. e True deposit
shapes obtained from FEBID with MeCpPtMe3 using three different scan strategies in the mass
limited regime. Reprinted with permission from [66] Copyright 2015 American Chemical Society
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cannot be ruled out as the nuclear stopping power becomes large compared to the
electronic stopping power, see Fig. 15.3, and thus the energy absorption. Experi-
mental agreement with the thermal spike model was found for ion irradiation of
polymer material and an interlacing scan strategy was proposed to avoid heat
accumulation during sputtering [67].

Even for the very light electrons, heating effects and related local chemical vapor
deposition was experimentally proven for focused electron beam induced deposi-
tion with heat sensitive molecules, like Co2(CO)8 [68, 69] and (hfac) CuVTMS [70]
decomposing below 100 °C. They resulted in increased metal contents or even pure
metal deposits. Keeping in mind that the nuclear stopping power at a given energy
of ions in materials is always larger than for electrons (and considerably higher for
heavy ions) the generated heat at the point of impact will be accordingly higher.

The SE mechanism can lead to dissociation of the adsorbates through disso-
ciative ionization (well-known from mass spectrometry), dissociative electron
attachment, or dissociation into neutrals, the efficiencies of each dissociation
channel depending on the energy of the electron upon collision with the adsorbate
[71, 72]. Which of the dissociation mechanisms dominates depends on the ion and
the material involved in deposition.

The noble gas deposition data of Dubner et al. [50] was replotted in Fig. 15.20a
to elucidate the dissociation mechanisms: they measured the deposition yield of
gold-carbon nanocomposite deposits obtained from dimethyl-gold-hexafluoroacety-
lacetonateMe2Au (hfa) by depositing planar structures in the reaction-limited
regime using noble gas ions at various energies. Their data shows a linear depen-
dence of the deposition yields versus the ESA yields (ESA yields being propor-
tional to the stopping power); a deposition yield of 0.5 gold atoms per gold ESA
was obtained. Figure 15.20b shows a replot of Dubner’s data against the secondary
electron yields obtained from experimental measurements from Alonso et al. [73]
and Baragiola [74]; the plot is versus the aluminum SE yield as experimental values
for SE yields of gold cannot be found. The SE yield for Au (which is the main
deposit material besides carbon from Me2Au(hfa) would proportionally differ due
to the Z dependence, however, probably not to such an extent that a linear
dependence could be re-established between the deposition yield and the SE yield.
As the deposit material was close to AuC, see Table 15.1, both the deposition yield
of 0.5 Au atoms per ESA deduced from Fig. 15.20a as well as the SE yields also
contain a certain systematic error which is difficult to quantify but unlikely to shift
the SE-data to a straight curve. As a final note we would like to point out that
experiments for establishing graphs as shown in Fig. 15.20 need to be performed in
the reaction-limited regime; in mass transport limited regime conditions no firm
conclusion about the dominance of a certain deposition mechanism can be obtained
from yield experiments as it would only reflect the efficiency of precursor supply.

Although Fig. 15.20 would imply an ESA mechanism for He-ion deposition a
closer look to the ESA and SE generation for He-ions reveals a more subtle picture.
In Table 15.2 we compare the TRIM calculated yields of excited surface atoms
together with secondary electron yields for an aluminum target and various noble
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gas ions where experimental data were accessible. The SE to ESA ratio of He is
considerably higher than for the rest of the noble gas ions which is in agreement
with the ratio of electronic to nuclear stopping powers for He-ions. Weighing this
ratio with the corresponding dissociation efficiencies of adsorbates—about 0.5
deposited atoms per ESA and about 0.05 deposited atoms per SE (deduced from
FEBID experiments from [75, 76], respectively)—we can conclude that both
mechanisms become comparable for He FIBID. Referring to Fig. 15.3, we could
conclude that the ESA mechanism probably dominates for the remaining noble gas
species as the nuclear stopping power is always larger than the electronic stopping
power. Naturally, the latter statement needs to be reconsidered for any other sub-
strate, deposited material, and ion other than presented in Table 15.1 and Fig. 15.3.

Fig. 15.20 Total deposition yield of Au-C deposits for reaction-limited FIBID with Me2Au(hfa).
a Deposition yield versus ESAs. The ESA yield was calculated by TRIM for Au. Modified from
[50]. b Deposition yield versus secondary electron yield. As experimental SE data on gold are
missing the SE yields from Al were taken from [73, 74]. Note that these graphs relate to large
planar deposits—for deposit sizes comparable to the surface cascade range the ESA and SE
distributions cannot be assumed radially constant and yields may change

Table 15.2 Comparison of yields for noble gas ions landing on planar bulk aluminum with an
energy of 30 keV

Yield/ion He Ne Ar Kr Xe Ga e−

SE 1.1 1.4 1.5 0.9 0.8 – 0.08
ESA 0.08 2.9 3.6 6.0 6.6 5.2 –

SE: ESA 13.75 0.48 0.42 0.15 0.12 – –

Excited surface atom yields (ESA) were TRIM—simulated [9]. Secondary electron yields were
taken from [73, 74]. For comparison, values for 30 keV Ga ions and 30 keV electrons [77] were
added
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15.3.3 Lateral Resolution

It is the radial distribution of ESAs and SEs (and the primary ion beam profile) at
the growing surface as well as their intensity which will determine the ultimate
lateral resolution of the deposits. The term “ultimate” implies that the deposition
regime must be reaction-limited as any deviation from this situation will broaden
the deposit laterally as we will outline in the following. Consider that generally the
radial distribution of the primary ion beam has a profile of a peak function (which,
to a very good extent, can be described by a Gaussian). Also the radial distributions
of ESAs and SEs have peak functions on the surface around the incident primaries.
For the case of planar surfaces the situation is depicted in Fig. 15.21.

The direct consequence is that reaction-limited conditions necessarily hold for
the low intensity tails of such distributions but they do not necessarily hold for the
high intensity center part of the distributions where often the adsorbates are
depleted and deposition thus proceeds at a lower, mass-transport-limited, rate than
at the tails. The steady state balance of depletion and refreshment of adsorbates
depends on precursor adsorption (balance of supply and desorption), adsorbate
mobility (surface diffusion) on the one hand and on adsorbate dissociation
(depletion) by the ions on the other hand. The pixel exposure time, or dwell time, of
the focused ion beam will then determine if the steady state adsorbate depletion will
be reached or if a programed refresh time period during which the beam is blanked

Fig. 15.21 Overview of size profiles involved in lateral resolution during focused ion beam
induced deposition. Sizes of distributions of incident ions, generated secondary electrons (SE),
excited surface atoms (ESA), and of the deposit shape are given in terms of full width half
maximum. The parameters τ ̃ and ρ̃ refer to 15.1 in the text. a The ESA and SE profile with size
FWHMESA or SE is a result of convolution with the beam profile having a large size. b Beam
profiles with smaller 1 nm size may generate SE and ESA profiles much larger in extent and
different in radial dependency. In both cases the lateral resolution (FWHMD) of the deposit will
depend on the regime in which deposition occurs. Adsorbate depletion in the centre will lead to
larger sizes than the SE, ESA, and PI involved. For large primary beam profiles the SE or ESA
profile needs to be convolved
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would allow the adsorbate to be replenished. Both, pixel dwell and refresh time
crucially determine the lateral resolution of dot or line deposits. This statement is in
addition to the growth rate considerations elaborated in Sect. 15.3.1.

15.3.3.1 Low Aspect Ratio Structures

An analytical universal scaling law for lateral resolution taking into account all
above contributions was recently established for focused electron beam induced
deposition by Szkudlarek et al. [78] assuming a Gaussian incident beam profile:

FWHMDeposit ≅ log2 2 +
τ ̃− 1

1+ t −̄ 1
D + ρ2̃out

 ! !0.5

⋅FWHMBeam ð15:1Þ

where FWHM is the lateral extension of the deposit and beam measured at full
width half maximum, while τ ̃, ρõut, and tD̄ are normalized parameters describing the
irradiative depletion, the surface diffusion, and beam exposure time on a pixel,
respectively. Without going into detail, 15.1 states that the reaction-limited regime
(and thus the highest lateral resolution) can be reached by all the three parameters
individually: when the irradiative depletion τ ̃ is close to 1 (employing very low ion
beam current), when the surface diffusion replenishment ρ ̃out is large enough to
overcome irradiative depletion (this depends on the strength of physisorption of
adsorbate to the surface), or with a very short beam exposure dwell time tD̄ per
pixel. If any of the parameters fulfils those conditions the fraction term becomes
smaller than unity [78]

τ ̃− 1

1+ t −̄ 1
D + ρ2̃out

≪ 1 ð15:2Þ

which is basically required for obtaining the conditions for reaction limited regime
during deposition introduced in Sect. 15.3.2. The condition established in 15.2 also
holds for focused ion beam induced deposition while the lateral resolution given by
15.1 would be modified due to the sputter term which needs to be involved in the
derivation. An interesting consequence of the sputter term is that self-limiting hole
diameters in membranes can be achieved by simultaneously supplying precursor
molecules to the milling spot [79] which can theoretically be smaller than the beam
size [60]. As a last note on lateral resolution, when the incident beam profile
becomes very small the generated ESA or SE distributions on the surface retake
their own radial profile (which is now not governed in shape anymore by the
convolution with an incident primary ion Gaussian profile), see Fig. 15.21b.
Equation 15.1 would change accordingly; for instance, for a simple exponential
radial decay the power exponent in 15.1 changes to unity [60, 80].
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15.3.3.2 High Aspect Ratio Structures

For a fundamental understanding of the resulting deposit shapes in high aspect ratio
deposition structures like pillars, the spatial distributions of ESAs, SEs, as well as of
the impinging and out scattered primary ions on the growing deposit’s surface
geometry needs to be followed as well as the spatial concentration distribution of
adsorbates. A model taking into account recoil cascades in deposition was pub-
lished by Ebm et al. [81] and applied to deposition with Ga ions and pen-
tamethylcyclopentasiloxane (C5H20O5Si5); the main conclusion was that pillar
broadening was due to primaries exiting the pillar side walls and that the scan
overlap, see Fig. 15.17, determines the angle of deposited freestanding roof
geometries. For SE-generation induced by He and Ne ions, recently the
Monte-Carlo based code IONiSE was developed in Joy’s group [82] with roots to
the original TRIM/SRIM ion beam simulation codes [9], see also Chap. 4. The
IONiSE code was combined with the EnvisION code from Rack’s group which
allows for the adsorbate and dissociation kinetics on the growing surface to be
included [83] and applied to simulate He-ion deposition with the precursor WF6.
Figure 15.22a illustrates the different adsorbate dissociation events the authors
considered; obviously the ESA mechanism was omitted due to the fact that the
electronic stopping power (SE generation) dominates over the nuclear stopping
power (collision cascade and ESA generation) for He ions. One should keep in
mind that the reverse holds already true for the remaining noble ions Ne, Ar, Kr, Xe
as well as Ga on Si, see Fig. 15.3a. Nonetheless, important insight about the dis-
tribution of adsorbate dissociation mechanisms and related 3D resolution of pillars
can be gained: Reaction rate limited growth leads to fast vertical growth from
incident primary ions and minimal lateral broadening, whereas mass transport
limited growth has lower vertical growth velocity and exhibits broadening due to
scattered ions and secondary electrons [83], compare with Fig. 15.22c, d.

Chen et al. [76] applied the EnvisION code to compare simulations and
experiments of He-ion deposition of pillars with MeCpPtMe3. Figure 15.23 reveals
the simulated contributions of primary ions, forward scattered ion, SE1, and SE2 to
deposition and final shape of the pillar grown by a finely focused He-ion beam with
a diameter of 1 nm. Obviously, although using a small beam diameter for the
exposure, a larger cylinder diameter as well as a larger top cone diameter develops.
The present understanding of this shape is as follows: the vertical growth rate is
constant (the cone shape does not vary while the pillar grows) while the lateral
growth rate varies according to the position on the pillar. It becomes zero for the
base part of the pillar as all incident He-ions were scattered out of the pillar within
the cone volume. Surface distributions of SE1s, SE2s, PIs, and forward scattered
ions together with the surface density distribution of adsorbates form the final
specific geometry of the cone region. Alkemade et al. [84] concluded that both the
ratio between SE1 and SE2 emission and the ratio between the precursor adsorbate
coverage at the apex and at the flanges determine the ratio of vertical and lateral
growth speeds and thus the final width of the pillar.
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Actually, the approach and terminology for understanding shape development in
He-ion beam induced deposition is analogous to models developed for electron
beam induced deposition previously. Similar simulations were performed for
FEBID pillars by Fowlkes et al. [85] who showed that the fundamental arguments
involved in obtaining the analytical expressions for lateral resolution in 15.1 and
15.2 for low aspect ratio structures can be also applied for high-aspect ratio ones.
Indeed, Alkemade and Miro [5] pointed out that cone apex shapes of cylinder
deposits obtained by electrons and He-ions have comparable sharpness which they
attributed to similar beam broadening of 30 keV trajectories of electrons and
He-ions. Nevertheless they also pointed out a few differences: (i) the SE yield for
30 keV He ion is typically larger than for 30 keV primary electron beams, see
Table 15.2. Thus the growth rates in He-FIBID are larger than for FEBID.

Fig. 15.22 a, b The differing adsorbate dissociation (deposition) mechanism events considered in
the Monte Carlo based IONise/EnvisION simulation and their distribution on a 10 nm × 10 nm
20 nm tungsten nanostructure on a tungsten substrate permission. Taken from Smith et al. [83]; ©
IOP Publishing. Reproduced with permission. All rights reserved. The color code of deposition
events is, red by primary ions (25 keV He+), blue by backscattered ions, green by forward
scattered ions, yellow—by SE1 electrons, and cyan—by SE2 electrons. a Only the primary ion
trajectories and ion-induced dissociation events are shown. b Only the primary ion trajectories and
secondary electron trajectories with their related dissociation events are shown. c, d Pillar shapes
including adsorbate kinetics on the surface. The color signifies the adsorbate coverage distribution
on the pillar surface: purple color signifies 100% adsorbate coverage while the yellow color stands
for 10% coverage. c A slim pillar with a sharp cone is obtained in the reaction limited regime (note
that 100% coverage is maintained over the whole pillar surface). d A broad pillar is obtained in the
mass limited regime—note the low adsorbate coverage at the pillar apex and the cone flanges.
Consequently the vertical growth rate decreases and the lateral growth can proceed for longer time
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(ii) The SE energy spectrum generated by a He-ion beam is mostly confined within
10 eV while electron irradiation generates a non-negligible fraction of higher-
energy SEs. SEs with energies higher than 100 eV have a longer range than
10–50 eV electrons and lead thus to extended lateral growth. Consequently, high
aspect cylinders grown by FEBID tend to be broader than He-FIBID cylinder
diameters. Nonetheless, the world record for lateral resolution of dot patterns is hold
by FEBID within a transmission electron microscope, where W(CO)6 was used
deposit a dot pattern on a silicon nitride membrane with sub-1-nm full width at half
maximum [86]. State of the art lateral resolutions for lines and free standing
structures can be found in the book chapter of Utke et al. [87].

Because gas-assisted focused noble gas ion beam nanofabrication is a relatively
young research field, we would like to point out for reasons of inspiration some
advances from the FEBID field which comprise mainly precursor issues, e.g.
multiple adsorbate species [63, 88–91] as well as chemical aspects (physisorption
versus chemisorption) of adsorption [61, 92]. Furthermore, there were a lot of
post-growth purification activities published recently and achieving pure metal
structures in FEBID [93–96]. It may be interesting to test these concepts also in
noble gas FIBID.

Fig. 15.23 a Tilt view of pillars grown with stationary 25 keV He-ion beams and Me3PtCpMe at
various beam currents. The differing shapes are due to the balance of vertical to lateral growth.
Taken from Chen et al. from [76]; © IOP Publishing. Reproduced with permission. All rights
reserved. b Cross section of simulated pillar growth with Me3PtCpMe and 25 keV He stationary
ion beam. Near the apex adsorbates are dominantly deposited by primary ions (red) and SE1
(yellow) and thus governing vertical growth. Lateral growth proceeds by SE1 (yellow), forward
scattered ions (green), and finally by SE2 (cyan). The primary ion beam diameter was 1 nm.
Increasing the beam current drives the deposition into the mass-limited growth as the adsorbates
are depleted in the apex region and vertical growth is thus slowed down
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15.3.4 Deposit Composition and Internal Structure

Focused He-ion and electron beam deposits result in comparable metal contents in
deposits for the volatile precursor compounds Me3PtCpMe, WF6, and Co2(CO)8, see
Table 15.1. He-ion deposit composition values compare to FEBID deposit compo-
sitions as (He FIBID vs. FEBID): 16–20 at.% [52, 53] versus 13–21 at.% Pt [97–99],
pure Co [51] versus pure Co [100], and 75–93 at.% [48, 49] versus 85 at.% W [101].
The similarity in composition can be attributed to the dominating role of secondary
electrons for precursor adsorbate dissociation for both He-ion and electron beams.
The use of heavier ions, like gallium, for deposition always gave a higher metal
content in the deposit for identical precursors; see a summary of compositions in [7].
This can be correlated to the ESA mechanism dominating over the SE-mechanism
(we do not consider any heat spike mechanism as it is difficult to quantify) as well as
to additional sputter effects in the deposits (although this would imply a preferential
sputtering of carbon—the main ligand element of the precursor compound).

With respect to deposit microstructure, again, the He-ion and the electron beam
deposits from Me3PtCpMe resemble each other [5]: the Pt grains embedded in the
carbonaceous matrix of deposits obtained from He-ions have approximately the
same size as for FEBID deposits. In contrast, Ne-ion beam induced deposition
resulted in slightly larger grain sizes, around 4–5 nm. However, we would like to
point out that the metal grain size will heavily depend on the overall metal con-
centration in the deposit; this in turn depends on the mass- or reaction-limited
regime type established by the scan and exposure parameters during deposition.

15.4 Gas Enhanced Etching with Noble Gas Ions

While gas enhanced FIB induced etching with Ga-ions is a mature well-researched
field, etching with noble gas ions is still in its infancy. Except for the examples
mentioned in Table 15.1 no other studies were performed so far to our knowledge.
This may be due to the considerable complexity described in Sect. 15.2 when
involving gases and opting for optimization of the process. Nevertheless, there may
be several advantages which would compensate for this effort: (i) The gas enhanced
etch rates which can be a few ten times higher than the physical milling rate would
reduce the total exposure time to the noble gas ion beam and thus the undesired
implantation. (ii) Some material compounds tend to mill incongruently with respect
to the elements for thermodynamical reasons. This changes the composition around
the milling spot. (iii) When opting for milling high aspect ratio pores (holes) with
straight sidewalls, proper gas assistance can be advantageous as re-deposition of
sputtered material limits high-aspect ratios, for instance to 4–6 for InP—using
iodine gas assistance during Ga-FIB milling increased the aspect ratio to 11 [102].

Many lessons can be learned from literature of Ga FIB induced etching and
focused electron beam induced etching. Ebm et al. [103] were etching SiO2 with
XeF2 and Ga FIB and were simulating the influence of the surface diffusion
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coefficient of XeF2 on the resulting bottom face shape (concave, planar, convex) of
the pore (hole). Randolph et al. [104] were modelling the gas supply into high
aspect ratio pores (holes) showing that precursor supply in high aspect ratio
nanostructures can be the rate limiting contribution for the etch rate and verified it
by FEB induced etching experiments on SiO2.

15.5 Summary

Direct nanostructuring by milling with focused noble gas ion sources is a rather
novel field but is already well established because of its unique opportunities. The
number of noble-gas-FIB applications for nanopatterning grows continuously.
He-FIB took its niche of the highest resolution in the field. Xe-FIB has the fastest
material removal rate while still delivering nanoscale resolution. Ne-FIB has much
higher sputtering yield than He-FIB and leaves no doping either but the lateral
resolution for nanopatterning remains rather comparable to Ga-FIB. The basics of
ion beam interaction with target material are well understood and main limitations
are identified. Still, a number of issues remain open. To mention a few, active
research is done in the fields of the damage done by the FIBs to the nanostructures
and to the substrate, induced local (thermal) stress, intermixing in thin multilayer
samples (welding), and modification of 2D materials.

So far gas assisted deposition and etching by focused noble gas ion beamswas only
sparsely reported in literature compared to the vast published results using focused
beams of gallium ions and electrons. He-ion FIB deposition reproduces chemical
compositions of deposits known from focused electron beam induced deposition,
however at a higher deposition rate and with less proximity effects. The future use
of > He noble gas ions bears the potential of getting higher metal contents in deposits
as well as a reduction in noble gas implantation and related bubble formation effects.
Gas assistance during milling with focused noble gas ion beams could potentially
decrease the implantation effects due to a chemicallymuch enhancedmilling rate. The
vast precursor chemistries known for gas assisted Ga FIB and e-beam direct 3D write
nanopatterning still await their use in noble gas ion microscopes!
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Chapter 16
Resist Assisted Patterning

Nima Kalhor and Paul F.A. Alkemade

Abstract Helium ion beam lithography (HIL) has been demonstrated as a
promising alternative to electron beam lithography (EBL) for R&D purposes,
offering high-resolution lithography at high pattern densities. This chapter reviews
focused He ion beam lithography, providing a detailed discussion on the ion
beam-resist interaction mechanisms and latest experimental results in this field. In
addition, impact of ion shot noise is examined, a comparison to He-ion beam
milling is made, and future directions are mentioned.

16.1 Introduction to Lithography

Currently deep-ultraviolet photolithography is used for wafer-scale mass production
of nanoelectronic devices. However, due to the high costs of equipment and masks,
alternative lithography methods are required for device prototyping and R&D
purposes. Electron beam lithography (EBL) is probably the most established
techniques for top-down fabrication of prototype nanoelectronic devices. It was also
employed by IBM in the 1980s as a supplement to photolithography to respond to
time-sensitive orders [1]. EBL uses a focused beam of electrons to modify chemical
properties of a thin layer of material (‘resist’) coated on a substrate into which
nanoscale structures are to be created. Electron beam exposure alters the solubility
of the exposed resist with respect to the surrounding resist material so that, through
a subsequent development step with a chemical solvent, a topographical pattern can
be formed in the resist. The pattern can then be transferred into the underlying
substrate using a wet or dry etching process, whereby the remaining resist protects
or ‘masks’ the substrate material directly underneath. Alternatively, a material can
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be deposited onto the patterned resist. After a subsequent lift-off process, the
deposited material is present only in the regions of the substrate that were not
covered by the resist. The chemical modification of resist in EBL is achieved
primarily through the generation of low-energy secondary electrons (SEs). Focused
ion beams (FIB) are also capable of generating SEs and therefore focused ion beam
lithography (FIBL) emerged as a possible alternative to EBL. Focused ion beam
lithography, mostly with Ga ions, being the standard ion source in most FIB sys-
tems, was investigated extensively in the late 1980s and early 1990s [2–6]. The
studies found that FIBL with Ga-ions offers a higher sensitivity, due to a higher
secondary electron (SE) yield, and a lower proximity effect, due to the short range
of primary particles, compared to EBL. However, state-of-the-art gallium ion beam
columns are only capable of achieving a spot size down to 4 nm [7] (almost half
order of magnitude larger than the spot size achievable with EBL), limiting the
ultimate resolution of this technology. Furthermore, heavy gallium ions can cause
substantial damage in the underlying substrate due to ion collision cascades and
sputtering. And the implanted Ga ions can become electrically-active contaminants,
thus affecting the electrical properties of the substrate.

Proton beam lithography with high-energy (MeV) protons is another interesting
option. Protons (1800 times more massive than electrons) have a very high pene-
tration depth with a minimal lateral spread in materials, allowing fabrication of high
aspect ratio three-dimensional structures with vertical sidewalls and low line-width
roughness [8, 9]. Sub-100 nm features can be readily achieved in thick resist layers
with this method [8]. Furthermore, because of the low mass of protons, proton beam
lithography even at MeV energies is not expected to cause notable physical damage
to the underlying substrate. This offers a great advantage in comparison to medium
or heavy ion beam lithography for which substrate damage is always an issue.
However, protons traveling into a substrate can create vacancies and cause damage
at the end of their range [8].

The development of the gas-field-ion source (GFIS) [10] enables a focused
positive ion beam with a spot-size in the sub-nanometer range, which is comparable
or better than that which can be achieved with electron beams. Helium ion
microscopy is a new surface imaging technique that involves scanning a focused
beam of helium ions from a GFIS across a surface to generate an image from the
resulting secondary electron (SE) emission [11]. This tool was primarily developed
and introduced as an ultra-high resolution imaging instrument with unique contrast
capabilities, see Chap. 1. However, as it produces an intense highly focused beam
of He-ions, it can also be employed as a high resolution patterning tool, e.g. via
milling or lithography [12]. Moreover, the light helium ions cause less damage than
gallium ions near the surface of the exposed substrate, although high doses of He
ions could induce damage by forming nano-bubbles at the end of range in the
substrate [13].

Remarkable similarities in the activation response of resists to He-ions and to
extreme-ultraviolet (EUV) photons in EUV lithography (EUVL) are expected [14].
Since EUVL is widely considered as the next platform for future mass production
of nano devices with sub-20 nm resolution, it is indeed intriguing to employ helium

396 N. Kalhor and P.F.A. Alkemade

http://dx.doi.org/10.1007/978-3-319-41990-9_1


ion lithography (HIL) to investigate resolution-limiting factors in resist-assisted
patterning. Unlike EUVL, HIL offers rapid device prototyping without the use of
photo-masks or expensive equipment.

In this chapter, HIL is discussed as an alternative to electron beam lithography
for device prototyping and R&D purposes. The chapter also reviews focused (he-
lium) ion beam lithography by providing a detailed discussion on ion beam-resist
interaction mechanisms and on HIL modelling and by summarising experimental
results. In addition, possible future applications for HIL are discussed and a com-
parison to He-ion beam milling is made.

16.2 Helium Ion Beam-Resist Interaction

The achievable minimum lithographic feature size depends on resist properties, the
interaction of the charged-particle beam with the resist, and post-exposure pro-
cesses. In general, resist performance is evaluated in terms of resolution (R),
line-width roughness (LWR), and sensitivity (S). Despite numerous efforts, it
appears to be impossible to obtain high sensitivity, high resolution, and low
line-width roughness simultaneously [15], presumably because these parameters are
highly interdependent. Resists that offer the highest resolution often tend to be the
least sensitive resists. Furthermore, pattern collapse becomes a significant problem
with decreasing feature size. The use of thinner resists can prevent pattern collapse
but could lead to an increase in LWR. These challenges are commonly referred to
as the RLS-tradeoff or, rather melodramatically, ‘the triangle of death’ [15, 16]. The
RLS-tradeoff is often quantified by the figure-of-merit for resist performance, the
so-called ‘Z-factor’, defined as [17]:

Z ≡R3 × LWR2 × S ð16:1Þ

The dose-response curve is a plot of the normalised resist thickness after
development as a function of lithography dose. It is obtained from large area
exposures (in general micrometer-size square-shape patterns) with different doses.
The resist thickness is measured using a profilometer or an atomic force microscope
(AFM) after post-exposure resist processing and normalised to the thickness of the
non-exposed parts. The sensitivity of a positive-tone resist is taken as the dose
above which the resist dissolves in the development step, see Fig. 16.1. For
negative-tone resists, the sensitivity is the dose above which the resist remains
unaffected in the development step. However, the step in experimental
dose-response curves has a finite width. The resist contrast value γ reflects the
steepness of the step; it is defined as:
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γ ≡ log10 Dc o̸ D̸0ð Þ½ �− 1 ð16:2Þ

Here, Dc is the dose-to-clear for a positive resist, Do is the onset dose for a
negative resist, and D0 is the (extrapolated) kink dose, see Fig. 16.1. Resist contrast
is one contributing factor for the final lithography resolution. High contrast resists
exhibit a quick transition between Dc/o and D0, resulting in lithographic features
with steeper sidewalls as well as wider exposure latitudes. Note that the exposure
latitude is the exposure dose range (expressed as percent variation from the
dose-to-size) that keeps lithographic feature size within the desired critical
dimension (i.e. the hole diameter for contact-hole patterns) or linewidth (for
line-and-space patterns); the dose-to-size is the dose required to achieve a desired
lithographic feature size.

In general, beam-resist interactions have a dominating influence on the pat-
terning resolution. In this regard, HIL holds advantage over EBL and conventional
FIBL because of its sub-nanometer probe size. However, in resist-assisted pat-
terning, the ultimate resolution of lithographic features is predominantly determined
by the spatial extent of the energy dissipation in the resist. Primary particles dis-
sipate their kinetic energy gradually through atomic collisions. In this process,
primary particles generate recoiled atoms, secondary electrons (SEs), phonons, and
surface or volume plasmons [19], all of them can distribute the initial energy of the
primary particles further in the resist.

Figure 16.2 demonstrates general interaction mechanisms involved in a particle
beam exposure. Note that since the contribution of generated phonons and surface
or volume plasmons is small [19], they are not treated further in the following
discussions. A beam broadens as it enters a material due to forward scattering of the
primary particles. Meanwhile, the beam-material interaction results in SE genera-
tion. The SEs can travel away from the location of generation, their average range
depending on the SE energy. These two spreading mechanisms–ion deflection by
forward scattering and SE travel–broaden the beam-resist interaction volume. It is

Fig. 16.1 Illustration of dose-response curves for a positive and b negative tone resists. Dc and Do

are the dose-to-clear and the onset dose for positive-tone and negative-tone resists, respectively. D0

is the extrapolated dose at the kink of both contrast curves. Figure modified from [18]
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also possible that some primary particles backscatter in the substrate and find their
way back to the resist.

Beam deflection, SE generation, and backscattering might have a lithographic
effect at sites nearby the original beam incidence site, thus degrading the ultimate
pattern resolution. This resolution degradation is called the proximity effect. In
addition, statistical fluctuations in the delivered dose (i.e. shot noise), post-exposure
processes (e.g. post-exposure bake and post-exposure resist pattern development),
and pattern collapse can act upon the resolution and fidelity of the final patterns.

Proximity effects can be quantified by a point-spread function (PSF), which is
the spatial distribution of lithographic activation in a resist as a function of the radial
distance (r) from the primary beam incidence site. The PSF is a complex function
which contains most, though not all, physical (primary particle penetration, recoil
atom, and SE generation, etc.) and chemical (e.g. post-exposure development)
phenomena involved during the exposure and the post-exposure processes [19]. For
instance, if one only takes forward scattering and backscattering of the primary
particles into account, the general mathematical expression of the PSF can be
written as a sum of two Gaussian terms:

PSF rð Þ=A
1
α2

exp −
r2

α2

� �
+

η

β2
exp −

r2

β2

� �� �
ð16:3Þ

Here, A is a normalisation constant. The terms of this equation include a forward
scattering range (with a typical distance α) and a backscattering range (with a
typical distance β); η is the relative intensity ratio of backscattering to forward
scattering. In general, detail study of the PSF is of great importance to understand
and, hence, to improve the resolution of lithography techniques. Furthermore,
accurate estimation of the PSF is crucial for pattern prediction and proximity-effect
corrections in EBL [21]. The PSF can be measured by plotting the size of litho-
graphic features (e.g. dots [22], single-pixel lines [23], and doughnut-shape features
[24]) as a function of the reciprocal dose. The full width at half maximum (FWHM)

Fig. 16.2 Beam-sample interaction mechanisms involved in a lithography exposure. Forward
scattering, secondary electron (SE) generation, and backscattering of primary particles are the main
physical mechanisms that degrade the resolution of a lithography process. Figure modified from
[20]
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of the PSF is a commonly used measure for the resolution of a lithography process
for isolated features [25].

An important point that must be highlighted is the fact that the ultimate reso-
lution of lithographic features depends both on the PSF and the resist contrast. Poor
resist contrast (Fig. 16.3a) results in merging of adjacent features if the sum of PSF
in the centre between the exposed features exceeds the threshold dose (Fig. 16.3c).
Poor contrast constrains faithful pattern transfer, thus degrading the ultimate
resolution.

In the following sections we compare in detail the resolution-contributing factors
of HIL and EBL.

16.2.1 Primary Beam Scattering (Forward Scattering)

The more directional profile of He+ ion beams compared to electron beams is due to
the different scattering behaviours of their primary particles as they move through a
material. When helium ions enter a material they initially interact mainly with the
material’s electrons, scattering inelastically (known as electronic collisions),

Fig. 16.3 Resist contrast impact in negative-tone lithography. a Lithography dose window for
high (top), moderate (centre), and poor (bottom) resist contrast; the yellow band depicts the resist
transition range from Do to D0. b Resist profiles for the corresponding resist contrasts; for high
contrast (top), the sidewalls of the lithographic pattern are steep, but they degrade for lower
contrasts (centre and bottom). c Lithography process outcome with a high contrast resist for a
line-and-space pattern. d (Top) The resolution of lithographic features depends on the PSF and on
the resist contrast (yellow band). (Bottom) Despite a narrow PSF, the poor contrast leads to
unresolved areas between lithographic features
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generating SEs, and losing a fraction of their kinetic energy. These processes are
very similar to those of electrons at the same energy. However, since the mass of
helium ions is approximately 7000 times larger than the electron mass, the ions
maintain their initial trajectory much better and, hence, the beam profile remains
confined within a narrow volume, see Fig. 16.4. Eventually, as the ions slow down,
collisions with the material’s nuclei begin to dominate and the ions undergo
numerous elastic nuclear scatterings, which alter the trajectories and result in a
strong broadening of the final beam profile [26]. The highly directional forward
scattering of He ions in materials and the moderate energy loss lead to a narrow but
long interaction volume and, hence, enables patterning of sub-10 nm features in
thin layers of resist [20, 27–29]. Proton beams exhibit the same behaviour, but even
more pronounced: the deflection and the energy loss are even less. In contrast,
electrons, because of their low mass, collide elastically with target atoms and scatter
far easier than helium ions or protons, resulting in a rapid broadening of the beam
profile close to the surface of the resist and, thus, in a broader interaction volume.
This different behaviour has been illustrated by Postek et al. using Monte Carlo
simulation of trajectories of helium ions (modelled by SRIM 2008.04 [30]) and
electrons (modelled by CASINO 2.42 [31–33]) in silicon, with both beams oper-
ating at 30 keV [34]. Figure 16.4 shows some simulated paths of the charged
particles within the top 20 nm of the substrate, revealing beam broadening of 5 nm
and 1 nm for the electron beam and the He+ beam, respectively. The simulation
illustrates the smaller and more directional interaction volume of the latter beam.

It is worth mentioning that heavy ions, e.g. Ga-ions, predominantly undergo
elastic nuclear scattering, resulting in broader beam profiles and, thus, poorer
lithography resolution.

16.2.2 Secondary Electron (SE) Generation

The SEs generated by the primary beam are responsible for the chemical alteration
of resists. Therefore, the lithography resolution is highly dependent on the beha-
viour of the SEs. The SEs form an expanding cloud around the primary beam,

Fig. 16.4 Monte Carlo simulations of 30 keV electron and helium ion trajectories in a 20 nm
thick slab of silicon. Figure from [34]
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resulting in a further broadening of the beam-resist interaction volume [35, 36]. The
mean free path of the low-energy SEs is inversely proportional to their energy.
However, SEs with energies below 4 eV are not expected to contribute to resist
exposure. Note that the 4 eV refers to the energy of the SEs in vacuum [37], they
have higher energies in the resist; the difference is the work function.

Classically, a He-ion at 30 keV (= E0) can transfer a maximum energy (Tmax) of
16 eV to an electron that is initially at rest: Tmax = 4(me/M) ×E0, where me and
M are the electron and the ion mass, respectively. Plots of SE spectra generated by
30 keV electron and He-ion beams are shown in Fig. 16.5. One sees that for the
He-ion beam the energy distribution of the SEs peaks at around 2 eV, as opposed to
6 eV for the electron beam [4, 29, 37–40]. Furthermore, the SE distribution gen-
erated by He-ions drops to zero above 20 eV, but remains finite for an electron
beam. The narrow energy distribution, peaking just above zero energy, of the SEs
generated by He-ions compared to electrons of the same energy [37, 40, 41] implies
a lower lithographic sensitivity due to the insufficiency in energy to induce bond
scission. For instance, the binding energy of the C–C bond in poly methyl
methacrylate (PMMA) resist is 4.9 eV [35].

Perhaps the most striking difference between the SE energy distributions from He
ion and electron beams in Fig. 16.5 is the much larger SE yield for the ion beam,
resulting in a higher sensitivity of resist to He ions as compared to electrons.
Although this offers benefits in terms of faster pattern writing, the consequently
lower number of primary particles (N) required per pixel of the exposure pattern can
diminish the exposure uniformity due to inherent shot noise effects. These effects
scale with 1 ̸

ffiffiffiffi
N

p
and are in particular prominent for sensitive resists [29], and so

impairing pattern fidelity. If only a handful of ions is required to expose a resist
locally, primary ion distributions are sparse, resulting in significant statistical fluc-
tuations in the deposited energy density. This issue manifests itself primarily at
pattern edges where bunching or anti-bunching of a few particles may cause the
effective dose (i.e. the deposited energy) to shift above or below the threshold dose,

Fig. 16.5 Comparison of SE spectra generated in a SEM and in a HIM, both operating at 30 keV.
The spectra are normalised according to the SE yield of the respective beam. Figure from [29]
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thus impairing faithful patterning. Clearly this effect becomes a considerable issue
with decreasing feature size, potentially resulting in local over- or under-exposure of
a lithographic feature. Shot noise is regarded as a major factor in the RLS-tradeoff or
‘triangle of death’. Recently, Kalhor et al. proposed pixel-dose optimized HIL to
improve pattern fidelity [23]. This method is presented in detail in Sect. 16.5 of this
chapter. For instance, single-pixel HIL of a 40-nm-full-pitch line-and-space pattern
with a LWR of 4 nm on a sensitive chemically amplified resist (CAR), with a
dose-to-clear (Dc) of 0.085 He-ions/nm2, was demonstrated experimentally [14].

16.2.3 Backscattering of the Primary Beam

Secondary electrons created by the backscattered primary ions can also contribute
to resist exposure and therefore the interaction volume and pattern resolution, see
Fig. 16.2. Backscattered primary particles can travel from the substrate back to the
resist and generate additional SEs, resulting in resist exposure far from the incident
primary beam. This long-range proximity effect is described by the β-term in (16.3).
Ramachandra et al. showed that the ratio between the number of SEs generated by
the backscattered particles (the so-called SE2’s) and those generated by the primary
particles (the SE1’s) is significantly less in He ion beam exposure than in electron
beam exposure [40]. Backscattered ions have less energy than primary ions, lose
less energy, and generate fewer SEs. These attributes imply that HIL exhibits a
small contribution of backscattering to resist exposure, leading to a weak
long-range proximity effect [27, 29, 42], i.e. η in (16.3) is small. This allows
fabrication of high resolution features without resorting to complex exposure
compensation strategies which are common in EBL. Note that with increasing beam
energy the number of backscattered ions drops; moreover most SEs are then pro-
duced too deep beneath the surface to reach the resist. Thus, the impact of
backscattering in HIL diminishes with beam energy.

16.3 HIL Experimental Results on EBL Resists

The above discussions highlight the potential of HIL as a promising alterative to
EBL. This potential has inspired several groups to investigate experimentally the
reaction of resists exposed to a focused beam of helium ions in a helium ion
microscope. These studies have confirmed the expectations about sensitivity and
resolution of the technique [22, 27, 42]. In this section, we discuss HIL experi-
mental results on EBL resists, i.e. PMMA and hydrogen silsesquioxane (HSQ), and
compare them with EBL results. It is worth mentioning that all following experi-
ments were performed with a He-ion beam operating at 30 keV.
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16.3.1 Contrast and Sensitivity

Resist contrast and resist sensitivity are extracted from dose-response curves.
Figure 16.6 compares the dose-response curves for HIL and EBL on PMMA 950 K
and HSQ resists. The experimentally obtained HIL dose-response curve of PMMA
resist (Fig. 16.6a) demonstrates a resist tone change from positive at low dose to
negative at high dose [29]; this double-tone behaviour was also reported for EBL
[43]. The value for D50 (the dose at which the resist remaining after post-exposure
processing was 50% of the unexposed resist thickness) was 2.0 μC/cm2

(positive-tone) and 68 μC/cm2 (negative-tone). Accordingly, PMMA shows in
positive-tone a 69 times and in negative-tone a 116 times higher sensitivity for HIL
than for EBL, both at a beam energy of 30 keV [29]. Thanks to the strong SE
generation by He-ions, the required doses for these resists are one to two orders of
magnitude lower than for electron beam lithography [44]. Note that the
positive-tone is based on chemical chain scission of resist molecules into lower
molecular weight fission products that dissolve faster in the development process.
In contrast, the negative-tone of PMMA is caused by crosslinking or polymerizing
of resist molecules that makes the resist more difficult to dissolve. Then, the
exposed resist regions remain and the unexposed regions dissolve in the resist
developer. The dose-response curve for HIL with HSQ has a similar shape as that
for EBL (see Fig. 16.6b), both showing only negative-tone behaviour. HSQ resist is
55 times more sensitive for He-ions than for electrons at the same beam energy,
whilst the contrast values are not very different (γ = 2.0 and 2.3 for EBL and HIL,
respectively) [29].

Fig. 16.6 Dose-response curves of a PMMA 950 K and b HSQ resist, for He-ions at 30 keV and
electrons at 100 keV energy. The electron dose has been scaled down by a factor of 100/30 for
comparison at the same beam energy. Figure from [29]
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16.3.2 Resolution

High resolution patterning using HIL has been demonstrated in both PMMA and
HSQ resists. Sidorkin achieved 15 nm wide lines in 20 nm thick PMMA on silicon
in both positive and negative tone [45]. Similarly, Winston et al. demonstrated
well-defined 10 nm wide lines at 20 nm pitch on a 25 nm thick HSQ resist [20].
However, self-terminating resist development and collapse of high-aspect-ratio
(height vs. width) features because of capillary action during drying can impair the
resolution [20]. The use of a 5 nm thick HSQ resist layer enabled Sidorkin et al. to
fabricate high-density dot arrays with feature sizes down to 6 nm (Fig. 16.7) [27].
The authors observed little variation in dot size as a function of pitch, indicating an
unobservable weak proximity effect for He-ion beam lithography. They linked the
resolution limit of 6 nm to weak adhesion of small resist features to the substrate
and the low number of cross-linked resist monomers at small features size [27].
A resolution of 4 nm half-pitch for a line-and-space pattern was obtained by Li
et al. [46] for He-ion lithography on HSQ. These values are comparable to
state-of-the-art EBL with a beam operating at 100 keV [47, 48]. Thus, HIL can
offer minimum feature sizes comparable to EBL. In conclusion: despite the high
yield and short range of low energy SEs and the weak deflection of He-ions, HIL
has not yet proven superiority over EBL in terms of resolution.

Using the 5 nm HSQ resist, Van der Drift et al. demonstrated almost no influ-
ence of the pitch on the shape of 5 nm wide lines, indicating again the absence of a
measurable proximity effect [29]. Furthermore, Shi et al. demonstrated 8.5 nm wide
lines at 17 nm pitch on a negative-tone fullerene-based molecular resist [49].

It is worth mentioning that HIL on metal-oxide resists has also been reported
[29]. Metal oxides (e.g. AlxOy) are considered as ultrahigh-resolution inorganic

Fig. 16.7 SEM image of arrays of dots written in a 5 nm thick layer of HSQ resist by He-ion
lithography at 14 nm pitch with remarkable minimum features of 6 nm (left). Little variation in the
dots size as a function of pitch indicates a negligibly weak proximity effect for He-ion beam
lithography (right). Figures from [27]
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resists for EBL and EUVL. An Al2O3 layer can be spin-coated, sputtered, or grown
by atomic layer deposition (ALD). Successful fabrication of 5 nm lines with a
He-dose of 14 mC/cm2 on a 5 nm thick layer of ALD grown Al2O3 has been
reported [29], which is comparable to EBL [50, 51].

16.3.3 Point-Spread Function (PSF)

Proximity effects can be quantified by the PSF, the spatial distribution of the energy
deposition in a resist as a function of the radial distance from the primary beam
incidence point. Experimentally, the PSF is often plotted as the inverse dose versus
the half-width of a lithographic feature.

In an initial study Winston et al. [17] found that the PSF of HIL resembled well
the double-Gaussian profile of (16.3), comparable to EBL but wider than expected,
considering the sub-nm beam spot size and the negligibly weak proximity effect.
However, a more detailed follow-up study revealed a PSF–shown in Fig. 16.8—
that exhibits exponential and power-law-like dependencies, particularly in its
mid-range parts [22].

Furthermore, the authors calculated theoretically [22] the PSF for HIL on a
12 nm thick HSQ resist layer on a silicon substrate by combining ion trajectory
simulation (by SRIM) with SE simulation (using the IONiSE simulator [40]).
Interestingly, the calculated PSF was found in good agreement with the experiment
in the mid-range of the experimental curve (see Fig. 16.8). However, further
investigation is required to understand quantitatively the physical factors of the
PSF, particularly in the mid-range region.

Fig. 16.8 Comparison
between PSF profiles for HIL
by simulation and experiment.
The 200 nm wide SEM
images of point-exposed
features illustrate the
experimental method to
construct the plot.
Figure from [22]
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16.4 HIL Applications

As discussed, HIL offers high patterning resolution and, compared to EBL, weaker
proximity effects, thanks to the weak deflections and the low fraction of
backscattered primary particles. These characteristics have promoted HIL for device
prototyping and R&D purposes. In this section we discuss recent applications of
HIL.

16.4.1 Pre-screening of EUV Resists

As it was mentioned earlier in this chapter, EUV lithography (EUVL) is considered
as the next industrial platform for future sub-20 nm lithography. However, one of
the main challenges to establish EUVL reliably is the need for high performance
resists that can meet industry requirements for resolution, sensitivity and line width
roughness.

Remarkably, unique similarities in the activation response of resists to He-ions
and extreme-ultraviolet (EUV) photons are anticipated [14, 23]. Both primary
beams produce low-energy secondary electrons (SEs) and exhibit negligible
proximity effects. However, unlike an EUV photon, which only interacts with one
resist molecule and so generating only one medium-energy electron, a He-ion
experiences a chain of collisions with resist molecules, producing multiple
low-energy SEs along its way. Recently Maas et al. compared HIL and EUVL on a
chemically amplified resist (CAR) [14]. Thanks to the higher efficiency of a He-ion
in generating SEs and the high sensitivity of the resist, the dose-to-clear Dc was
low, only 0.085 He-ions/nm2 (1.4 μC/cm2).

In particular, 150 times less ions than EUV photons were required to achieve
similar resist activation. Detailed analysis of pattern fidelity for both exposure
methods revealed better LWR, but worse local critical dimension uniformity
(LCDU) for HIL [14]. Figure 16.9 shows SEM images of HIL and EUVL on CAR
results for contact hole (CH) and lines patterns. The poorer LCDU was attributed, at
least partially, to an instability of the ion source [23].

Despite the high sensitivity of CAR to He-ions, ion shot noise was not found to
limit pattern fidelity [14, 23]. Optimization of the experimental conditions (e.g.
more stable ion source emission and post-exposure resist pattern development) is
expected to improve the results. Therefore, HIL seems a promising cost-effective
method for pre-screening chemically amplified resists prior to their final perfor-
mance evaluation in an EUV scanner.
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16.4.2 Fabrication of Nanoimprint Templates

Another exciting application of HIL is the fabrication of nanoimprint templates.
Nanoimprint lithography (NIL) is a low-cost lithography method that offers high
throughput with molecular-scale resolution. In this method, a template with features
down to several nanometers is brought into contact with a resist material. Next, the
desired pattern is transferred via mechanical deformation of the resist, followed by a
thermal or a UV hardening step. Using HIL, Li et al. [46] fabricated NIL templates
in thin HSQ layers, see Fig. 16.10a. With these templates, the authors successfully
demonstrated NIL of a 4 nm half-pitch line pattern into a layer of UV resist (see
Fig. 16.10b), achieving a better resolution than previously reported for NIL with
conventionally designed templates [52].

Fig. 16.9 SEM images (taken at 500 eV) of HIL and EUVL on CAR. (Top row, left to right)
40 nm full-pitch contact hole (CH) pattern exposed to a He-dose of 150 ions/CH and an EUV-dose
of 20000 photons/CH, respectively. Bottom row 40 nm full-pitch line-and-space pattern for (left) a
He-line dose of 4.3 ions/nm and (right) a EUVL dose of 40 mJ/cm2. Figure from [14]
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16.5 HIL Dose Optimization Modelling

Ongoing efforts in electronic device downscaling stimulate process modelling and
fundamental studies of beam-resist interactions. So far, there appeared two HIL
modelling studies [23, 53]. Roy et al. investigated shot noise impact in HIL, using
proximity lithography with a 10 keV He-ion beam exposing a PMMA resist
through a mask at a proximity gap, i.e. mask-resist distance, of 110 μm [50]. They
modelled the experiments using Monte Carlo calculations, accounting for the
penumbral image blur, ion shot noise, and statistical variations in ion trajectories in
the resist. However, due to the large proximity gap, the penumbral blur dominated
the shape of patterned features.

Kalhor et al. modelled single-pixel HIL experiments on CAR using a PSF to
account for the physical and chemical factors that contribute to resist activation
[23]. A resist activation map was obtained by convolving the ion dose map with the
PSF. Poisson statistics were employed to include the ion shot noise. The modelling
results were in good agreement with the experiments. In addition, the authors
proposed pixel-dose optimization to improve pattern fidelity and exposure latitude
for HIL. The model constructs a dose profile for the best possible obtainable
lithographic features in accordance with the characteristics of the exposure tool (e.g.
resolution, beam step size, etc.), resist properties (i.e. dose-response curve), and ion
shot noise. This exposure method offers two advantages over single-pixel HIL.
First, lithographic feature edges are exposed at the steepest part of the PSF,

Fig. 16.10 SEM images. a 5 nm half-pitch (top) and 4 nm half-pitch (bottom) nested L’s on a
12 nm thick HSQ layer using HIL. b Nanoimprint lithography on a UV resist using the HSQ
templates of (a). The ‘grainy’ appearance of the NIL patterns is attributed to a thin Pt coating,
applied to minimize sample charging during SEM imaging. Figures from [46]
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resulting in a higher pattern contrast around the dose-to-clear. Second, the central
area of a pattern can be realized with a significantly lower dose, thus avoiding
pattern ablation as well as reducing the exposure time [23]. However, it was shown
that this method is advantageous only if the minimal feature size is at least twice the
FWHM of the PSF. Using this approach the authors calculated a LWR of 1.6 nm
(3-sigma) for a 50 nm full-pitch line-and-space pattern with a concurrent 15% dose
reduction as compared to single-pixel HIL experiments. Figure 16.11 shows an
example of an optimized resist activation map for 50 nm full-pitch line-and-space
patterns at different exposure margins (EM). Note that EM is the ratio of the
dose-to-size to the dose-to-clear.

16.6 HIL Versus Milling

Helium ion beam milling, i.e. the direct removal of material by He-ion collisions, is
capable of offering higher resolution patterning than HIL, see also Chap. 15. Milled
features below 5 nm have been reported [54], even down to 1 nm [55]. In contrast,

Fig. 16.11 Modelled resist activation maps using pixel-dose optimization for a 50 nm full-pitch
line-and-space pattern for different exposure margins (EM). The blue stripes on the scale bar and
the blue contour around the line-and-space patterns indicate the dose-to-clear. Figure from [23]
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the best resolution of HIL is 4 nm [46], presumably mainly limited by resist per-
formance and post-exposure processes. Both helium ion beam nanofabrication
techniques are very different. Consequently, there are considerable advantages to
each of them, depending on the application. For instance, He ions are light and
penetrate deep into materials, which might thwart both milling and lithography
applications. Moreover, HIL requires many more processing steps than He ion
beam milling, making the latter technique more useful for prototyping purposes.
Due to low mass of the He-ions, milling is slow and only suited for patterning thin
layers or membranes (e.g. graphene [12]). However, deep damage during HIL could
be irrelevant if features in a resist layer, patterned with a He-ion beam, are trans-
ferred deeper into the substrate by subsequent etching, though probably at the
expense of resolution. Moreover, because of the high sensitivity of resists to
He-ions, lower He-doses are required for resist patterning than for He-ion milling.
This minimizes both damage to the underlying substrate [12, 13, 56] as exposure
times [12]. Although shot noise at low doses could impair pattern fidelity in HIL, no
sign of ion shot noise has been reported so far [14, 23]. At the moment, helium ion
beam milling has proven to be more practical than helium ion lithography.

16.7 Conclusions and Outlook

The emergence of the helium ion microscopy with the sub-nanometer probe beam
sparked renewed interest in ion beam lithography. First studies of helium ion
lithography (HIL) showed unequivocally excellent results, in terms of sensitivity
and resolution. In particular, HIL is more effective than electron beam lithography
(EBL), exhibits comparable resolution, and does not suffer noticeably from prox-
imity effects. These characteristics would make HIL a preferred nanofabrication
technique above EBL. However, decades of practical experience with EBL resulted
in optimized instruments, extended operating software, and well-established pro-
cessing procedures and materials. Although dedicated applications have arisen and
will continue to arise for which HIL is superior, at the moment we do not foresee
realistically a replacement of EBL by HIL. Apart from the backlog in equipment,
materials, and procedures, an important shortcoming of HIL will remain damage
caused by the implanted helium ions to the substrate material.

Nevertheless, studies showed that at present HIL might already be superior for
fabrication of resist patterns at high resolution and high pattern density. Another
promising application is the fabrication of nanoimprint templates. A completely
different application of HIL is the use of He ions to screen resists potentially useful
for EUV lithography. Furthermore, investigation of lithography with other light
ions (e.g. H, Li, Ne, or N) is alluring for expanding our knowledge of particle-resist
interactions and possibly for special applications. The current developments in
novel ion sources for high-resolution imaging and nanofabrication will open, we
expect, new possibilities in this area.
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Chapter 17
Focused Helium and Neon Ion Beam
Modification of High-TC Superconductors
and Magnetic Materials

Shane A. Cybart, Rantej Bali, Gregor Hlawacek, Falk Röder
and Jürgen Fassbender

Abstract The ability of gas field ion sources (GFIS) to produce controllable inert
gas ion beams with atomic level precision opens up new applications in nanoscale
direct-write material modification. Two areas where this has recently been
demonstrated is focused helium ion beam production of high-transition temperature
(high-TC) superconductor electronics and magnetic spin transport devices. The
enabling advance in the case of superconducting electronics is the ability to use the
GFIS to make features on the small length-scale of quantum mechanical tunnel
barriers. Because the tunneling probability depends exponentially on distance,
tunnel barriers must be less than a few nanometers wide, which is beyond the limits
of other nanofabrication techniques such as electron beam lithography. In mag-
netism, the GFIS has recently been used to generate chemical disordering and
modify magnetic properties at the nanoscale. The strongest effect is observed in
materials where ion-induced chemical disordering leads to increased saturation
magnetization, enabling positive magnetic patterning. In this chapter, we review the
latest results and progress in GFIS ion beam modification of (high-TC) supercon-
ductors and magnetic materials.
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17.1 Introduction

Devices employing phenomena such as superconductivity and magnetism are of
vital technological importance. Josephson junctions composed of superconducting
layers are used for extremely sensitive sensing of magnetic fields. Nanoscale
magnets are useful as data storage bits. Spin-valve devices consisting of magnetic
layers are used for sensing magnetic fields, including as read heads for data bits.
Continued progress in these fields typically requires not only scaling down the
devices, but to tailor magnetic and superconducting characteristics at the nanoscale.

Irradiation with accelerated ions can modify the crystal structure, and sensitively
vary a variety of material properties. The advent of Gas Field Ion Sources (GFIS)
makes it possible to achieve highly focused He+ and Ne+ ion beams of ∼1 nm
diameters. Available GFIS instruments accelerate the ions at up to 30 keV energies,
which is sufficient to penetrate the thin film materials used in present day devices.
The above instrument characteristics make the GFIS immediately relevant to
nanoscale modifications of crystal structure and consequent patterning of super-
conducting and magnetic properties.

Research in GFIS-assisted modifications of superconductivity and magnetism is
still in its early stages. This chapter aims to highlight some of the most promising
lines that have emerged until now. In Superconductivity, GFIS direct write modi-
fication of superconductors for the patterning of Josephson junctions and nanowires
is described. We discuss the physics of ion irradiated superconductors and highlight
the differences in GFIS fabricated junctions with prior masked implanted devices.
In particular GFIS defined devices are an order of magnitude smaller which leads to
new and improved properties.

In Magnetism, we focus on the GFIS-assisted modification of the saturation
magnetization, Ms. In particular we focus on alloy thin films which are
non-ferromagnetic or possess a weak Ms, and transform to a high Ms state by
ion-induced modifications of the crystal structure. The possibility to induce a large
increase in Ms via highly focused ion-beams makes it possible to embed nano-
magnets in the initially non-ferromagnetic precursor at desired locations. The res-
olution of the magnetic objects is limited only by the effects of lateral ion-scattering,
which will be discussed in this chapter. The focused ion-beam effectively acts a
magnetic stylus for rapid patterning of 2-dimensional nanomagnets. This ability may
prove valuable in prototyping devices that employ complex magnet geometries.

Section 17.1 describes the basic concepts of Superconductivity necessary to
understand Josephson’s junctions. Section 17.2 describes the GFIS-assisted pat-
terning of Josephson’s junctions and their characteristics. Section 17.3 discusses
GFIS-assisted magnetic writing.
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17.2 Introduction to Ion Beam Modification
of Superconductors

In 1987, the discovery of high transition temperature (high-TC) superconductivity in
ceramic materials at temperatures around 90 K [1] set off a frenzy of research in the
development of high-TC electronics, motivated by the prospects of electronics
operating in low cost liquid nitrogen at 77 K opposed to 4 K liquid helium.
Unfortunately, researchers soon discovered that these new materials were much
more difficult to process into devices than conventional metal low transition tem-
perature (low-TC) superconductors. High-TC materials are very anisotropic [2] and
the superconducting properties vary along the different crystallographic directions
which severely complicates manufacturing of the basic building blocks of super-
conducting electronics: Josephson junctions. Furthermore, the length scale of
superconductivity in high-TC ceramics is very short (ξhtc < 2 nm) [3] compared to
low-TC metals (ξltc > 50 nm). Despite this and other challenges many high-TC
Josephson junction manufacturing techniques have emerged over the last three
decades but none of these techniques is able to generate large numbers of junctions
with predictable characteristics necessary for large scale circuits.

Prior manufacturing techniques rely on small centimeter sized substrates that
must be processed one-at-a-time and rigorously tested one-by-one to find the few
devices with suitable characteristics. The low yields and low throughput has kept
the costs too high for high-TC superconductor electronic applications. GFIS based
scalable nanomanufacturing of high-TC electronics [4] has the potential to provide a
much needed break-through in this field and deliver large numbers of high-quality
circuits while at the same time reducing the costs by orders of magnitude.

In order to understand and interpret the results of ion beam modification of
superconducting materials for electronic devices, it is necessary to have some
familiarity with the properties and physics of superconducting electronics and the
physical mechanism of ion beam induced disorder in superconductors. The dis-
cussion in this section will only introduce the most basic concepts. A more detailed
description of superconducting electronics can be found here [5].

17.2.1 Josephson Junctions

The basic building block of superconducting electronics is the Josephson junction.
It is analogous to superconductors as a transistor is to semiconductors. A junction
consists of two superconducting electrodes coupled through a weak barrier such as
an insulator or normal metal.

Josephson Equations
In a Josephson junction (Fig. 17.1) a “supercurrent” will flow in the absence of a
potential difference (voltage) if there is a phase difference between the order
parameters of the two superconductors. The difference between the phases of the
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two superconductors is defined as the Josephson phase, φ ≡ (θ1 − θ2). The
supercurrent in the simplest case is described by the first Josephson equation [6]:

IS = ICsinφ, ð17:1Þ

where the critical current, IC is the maximum supercurrent that the junction will
sustain and is determined by junction geometry, temperature, and the materials of
the weak link and electrodes, amongst other factors. Furthermore, if there is a
potential difference V, between the two superconductors the phase difference
changes with time and is described by the second Josephson equation [6],

∂φ ∂̸t=2eV ℏ̸, ð17:2Þ

where e is the charge of an electron and ħ is the reduced Planck’s constant. The
second Josephson equation is exact and only depends on fundamental constants. If a
dc voltage is applied across a junction the phase evolves with time at a frequency,
f = 2 eV/h. This results in an ac supercurrent oscillating between the two super-
conductors at frequency f. The proportionality factor between voltage and fre-
quency is referred to as the Josephson constant, KJ = 2e/h = 483.597879 THz/V.
This forms the basis for the definition of the volt and the Josephson voltage stan-
dard [7].

Resistive, Capacitive, Shunted Josephson Junction Circuit Model (RCSJ)
An equivalent circuit model of a Josephson junction was put forth independently by
Stewart [8] and McCumber [9]. They modeled junctions as a resistor, capacitor, and
a current source connected in parallel as shown in Fig. 17.2. This is called the
resistive and capacitive shunted Junction model (RCSJ).

In practice Josephson junctions are typically current biased and equating the bias
current to the currents through the three parallel elements yields:

I = ICsinφ+V R̸N +C ∂V ∂̸t ð17:3Þ

Fig. 17.1 Josephson junction

Fig. 17.2 Schematic
representation of the RSCJ
Josephson junction equivalent
circuit model
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The sinusoidal term represents the supercurrent from the first Josephson equa-
tion 17.1. The second term is the normal non-superconducting current in the finite
voltage regime that obeys Ohms law. The final term represents the capacitance
between the electrodes. Using the second Josephson equation 17.2, the voltage in
the resistive and capacitive terms can be rewritten in terms of the Josephson phase:

I = ICsinφ+ ∂φ ∂̸t ℏ 2̸eRNð Þ+C ℏ 2̸eð Þ∂2φ ∂̸t2 ð17:4Þ

In the case of junctions, with metallic barriers or small electrodes the capacitive
term may be omitted. In this limit, the model becomes the resistive shunted junction
model (RSJ) and (17.4) reduces to a first order differential equation with the fol-
lowing time average dc voltage solution:

V =0, for I < IC

V = ICRN I I̸Cð Þ2 − 1
h i1 2̸

, for I > IC

This results in a parabolic current-voltage characteristic at biases near IC, that
approaches Ohms law at higher voltages (Fig. 17.3). The critical voltage or product
ICRN is an important figure of merit for Josephson junctions and is a measure of the
Josephson binding energy of the two superconducting electrodes. For applications it
is generally desirable to maximize ICRN with the ability to control the ratio IC/RN.

17.2.2 Ion Irradiation in High-TC Superconductors

The second topic we introduce in this chapter is a discussion of the effects and
mechanisms of ion irradiation in high-TC superconductors. These materials are
complex transition-metal oxides that are very sensitive to point defects in the crystal
lattice caused by ion irradiation. To illustrate this we present in Fig. 17.4, data
adapted from White et al. [10] that shows the resistivity as a function of temperature

Fig. 17.3 Current-voltage
characteristic of a resistive
shunted Josephson junction
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for YBa2Cu3O7-δ (YBCO) thin films irradiated with several different doses of
1 meV neon ions. Increasing irradiation levels has the effects of increasing resis-
tivity and reducing the superconducting transition temperature TC. At moderate
irradiation doses of 2.2 × 1014 ions/cm2 the material no longer superconductors
and becomes insulating. The irradiation induced metal to insulator transition in the
normal state comes about because the electron mean free path is very sensitive to
disorder of the oxygen lattice. Disorder shortens the mean free path and increases
resistivity [11].

Altering the superconducting properties with disorder is understood as a phase
transformation, where disorder disrupts the macroscopic superconducting electron
condensate wave function, Ψ = δiθ, where δ is the superconducting pair amplitude
and θ is the phase. There are two mechanisms for destroying the superconducting
state: phase decoherence and amplitude suppression. A model system to study these
two mechanisms is quench condensed thin films of conventional superconductors
[12–14]. Quench condensation involves thermally evaporating a superconducting
material such as lead onto a substrate at cryogenic temperatures. In the case of lead
evaporated on glass substrates, the lead forms a network of disconnected grains
(Fig. 17.5) [14]. Each grain is superconducting at the bulk TC of lead (7.2 K) with
its own unique phase. Electrically the superconducting transition of the film of
grains is very broad with respect to temperature. The onset of superconductivity is
seen near 7.2 K when each individual grain superconductors. However the end of
the transition occurs at much lower temperatures when the phases Josephson couple
together.

Suppression of the wave function amplitude can also be studied in quench
condensation by reducing the size of the grains to be less than the coherence length.
This has been done experimentally in quench condensation by depositing multi-
layers of lead interleaved with thin layers of germanium or antimony which pre-
vents grain formation and results in fully amorphous films. Figure 17.6 is example
data for multilayers of Pb-Sb from Xiong et al. [13]. In this work the

Fig. 17.4 Ion irradiation of a
YBCO film. Resistivity as a
function of temperature for
ion irradiated films of YBCO
adapted from White et al. [10]
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superconducting transition remains very sharp but the onset of superconductivity
increases with the numbers of layers in the structure because the pair amplitude is
getting larger.

In the case of ion irradiation of oxide superconductors, both mechanisms are
observed. Figure 17.7 shows data taken from transition temperature measurements
of YBCO samples irradiated with both helium and neon ions [11]. In Fig. 17.7a the

Fig. 17.5 Quench condensation of granular lead films. This model system is used to study phase
decoherence in superconductors. The individual grains superconduct at 7.2 K but phase coherence
doesn’t occur until much lower temperatures creating a broad transition. Adapted from Merchant
et al. [14]
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Fig. 17.6 Quench condensation of amorphous lead films. This model system is used to study
amplitude suppression in superconductors. The sheet resistance as a function of temperature for
Pb-Sb multi layers showing that the superconducting transition temperature remains sharp but
increases with the total number of layers. Reproduced from Xiong et al. [13]
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Fig. 17.7 Reduction of the superconducting onset temperature a and broadening of the transition
width b in thin films irradiate with helium and neon indicating both amplitude and phase
disruption of superconductivity. Reproduced from Cybart et al. [11]
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onset of the transition temperature decreases linearly with the number of ion
induced displacements which suggests amplitude destruction of the superconduct-
ing order parameter. Whereas in Fig. 17.7b the transition width increases from 2 to
20 K indicating a large degree of phase decoherence.

17.3 Ion Irradiated Josephson Junctions

17.3.1 Masked Ion Irradiated Josephson Junctions

The ability to precisely tune oxide superconductors on a small scale with ion
irradiation provides for a mechanism to fabricate in plane Josephson junctions. In
this method the irradiation damage reduces the TC in a narrow region of a super-
conducting bridge that can serve as a Josephson junction at temperatures above the
narrow region reduced TC and below the undamaged electrodes TC. The defects and
disorder generated in this manner is very reliable and has been shown to be stable
for several years [15]. Historically, Josephson junction fabrication in this manner
has involved ion implantation of a high-TC film with an ion implanter through a
nano-patterned thick resist mask [16–19] to protect the superconducting electrodes
while damaging unmasked regions with ion irradiation (Fig. 17.8).

The typical width of the trenches used in the high-aspect-ratio masks used for
defining these barriers is process limited and typically of the order or larger than
25 nm [20], however lateral straggle of defects from the implantation process
broadens out the barrier so that the actual width of the irradiated region can
approach 100 nm [21]. Josephson super currents can only propogate through such
large regions by a mechanism called the superconducting proximity effect [22],
which is a phenomenon where non-superconducting materials in close electrical
proximity with a superconductor become superconducting themselves. In the case
of ion irradiated weak links the coupled materials are the same, but the irradiated
region has a reduced transition temperature T′C. If the irradiated region is narrow
(<100 nm) it will sustain a Josephson current above T′C but the pair amplitude is

Fig. 17.8 Masked Ion
damage Josephson junction
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significantly reduced from that of the electrodes which results in much smaller
values of ICRN, typically an order of magnitude smaller [23] than other technologies
[24–26].

Another drawback related to the barrier length of masked ion irradiated
Josephson junctions is the presence of a large non-Josephson excess current at zero
voltage that does not exhibit either the DC or AC Josephson effects. The physical
origin of the excess current is understood in the framework of the Blonder, Tink-
ham, and Klapwijk model [27] (BTK) for microscopic electrical transport at an
interface between a superconductor and a normal material. The BTK model
describes current-voltage characteristics for barriers ranging from a strong barrier,
such as an insulator in a tunnel junction, to a weak barrier like a normal metal, using
a single parameter related to barrier strength. In the case of a strong barrier (in-
sulator) the only transport mechanism for supercurrent is direct Josephson tunneling
whereas with weaker (metallic) barriers both pair tunneling and Andreev reflection
occur. Therefore to maximize the Josephson current and reduce excess current a
strong barrier is required but it must also be confined to less than a few nanometers
wide in order for tunneling to occur as the tunneling probability depends expo-
nentially on the insulator thickness.

17.3.2 GFIS Direct-Write Josephson Junctions

The sub-ten nanometer requirement for high-aspect ratio mask fabrication is very
challenging which has motivated studies for direct-write implantation using focused
ion beams of gallium [28, 29] and silicon [30]. Unfortunately, the large diameters of
liquid metal ion beam sources is still too large. Furthermore, gallium reacts
chemically with the superconductor and adversely affects the electrical properties.
The recent advances and commercial availability of ultra-small diameter (0.5 nm)
inert gas field ion sources [31–34] has solved many of the problems in the pro-
duction of ion damaged Josephson junctions. Figure 17.9 shows a scale model of
using a helium GFIS focused down to 0.5 nm to shoot through a thin YBCO film to
disorder the lattice and fabricate an in plane Josephson junction. The very small size
of the beam is of the order of the YBCO unit cell 0.38 nm. In Fig. 17.10, we
compare ion implantation simulations using the binary collision approximation
(BCA) in Silvaco Athena™ of a typical 200 keV neon masked ion irradiated
junction with that of a 30 keV helium GFIS direct write junction. The difference in
size is over an order of magnitude, and has a very important effect on the electrical
properties that will be discussed in detail in the proceeding sections.

GFIS Direct Write Junction Fabrication
To create Josephson junctions using a helium GFIS [35], large circuit features for
electrical contacts, and 4-μm wide strips of YBCO were patterned with conven-
tional photolithography into a YBCO thin film that had an in situ deposited Au
contact layer on top (Fig. 17.11). The starting YBCO film thickness was 150 nm,
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but the Au was removed and the YBCO was etched to a thickness of ∼30 nm in the
junction area (Fig. 17.11 inset). This was to ensure that the helium ions fully
penetrated the YBCO with very little lateral straggle. Several test samples were
made and the GFIS of a Zeiss Orion Plus at 30 kV was scanned across the 4-μm

Fig. 17.10 Comparison of a masked versus GFIS direct-write ion irradiated Josephson junction.
The red area represents the highest defect densities whereas the purple is the lowest

Fig. 17.9 Direct write helium ion implantation. Adapted from Cybart et al. [35]
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wide strips with ion doses ranging between 1014 and 1018 He+/cm2. At the lower
values very little Josephson current was observed and Andreev reflections dominated
transport. In contrast, at the highest doses the devices exhibited insulating behavior.
In between these two extremes we found doses that could create very high-quality
Josephson junctions and continuously transition, as predicted by BTK, from SNS
junctions, well-described by the resistively shunted Josephson model (RSJ), to
Superconductor-Insulator-Superconductor (SIS) Josephson tunnel junctions.

GFIS Direct Write Junction Electrical Properties
The current-voltage characteristics (I-V) are shown in Fig. 17.12a for a typical SNS
Josephson junction measured at several temperatures. The resistance ∼1 Ω is 10
times larger than masked ion irradiated junctions with the same dimensions [36].
The Fraunhofer diffraction pattern of the supercurrent in applied magnetic field
(Fig. 17.12a inset) demonstrates the dc Josephson effect, however the pattern is
skewed due to self-field effects from the very high current density of 100 kA/cm2.

The temperature dependence of IC, RN and their product is shown in Fig. 17.12b
inset. The decrease in resistance as temperature is lowered indicates the barrier is a
conductor. The temperature range for RSJ characteristics (∼30 K) is much larger
than that for masked ion irradiated junctions [36] (∼3 K) suggesting that the
strength of the barrier is much higher and more efficient at suppressing the Andreev
reflection (excess current) transport mechanism. In stark contrast to the SNS
junction, Fig. 17.12c shows I-V for several temperatures of a YBCO, SIS junction
fabricated by irradiation with a higher dose (6 × 1016 He+/cm2). These junctions
do not exhibit hysteresis in the I-V characteristic like typical SIS junctions because
the capacitance is very small. This comes about because of the small area of the
planar electrodes normal to the transport direction. The Fraunhofer diffraction
pattern for this junction is shown in Fig. 17.12c inset. The amplitudes of the side
lobes fall off much slower than the patterns from ideal sandwich junctions because
the current is concentrated closer to the edges. Unlike the junction shown in

Fig. 17.11 GFIS direct write Josephson junction test sample. Adapted from Cybart et al. [35]
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Fig. 17.12a, the resistance of this junction increases as temperature is decreased
indicating that the barrier is an insulator Fig. 17.12d. Furthermore, unlike the SNS
junction, the critical current more weakly depends on temperature and is asymptotic
at low temperatures as expected for an insulating barrier junction Fig. 17.12d. The
values of ICRN range between 50 and 200 µV and are approximately an order of
magnitude higher than masked ion irradiated junctions and comparable with other
high-TC Josephson junctions. Transport data for the same junction from Fig. 17.12c
is shown measured at higher current bias in Fig. 17.13. The SIS nature of I-
V (Fig. 17.13b) is more apparent and conductance peaks are visible at in the
derivative (Fig. 17.13c) around V = ±32 mV, which we contribute to the gap edge
of the superconductor from quasi particle tunneling. This is rarely seen in high-TC
junctions because it requires a very narrow <3 nm insulating barrier. This obser-
vance is a testament to the quality and potential of helium GFIS direct-write
lithography to pattern sub-10 nm features.

Fig. 17.12 Electrical measurements for GFIS direct write Josephson junctions. A SNS Josephson
junction fabricated using a dose of 2 × 1016 He+/cm2. a I-V characteristics measured for
temperatures 63, 65, 67, 69, 71, and 75 K (inset). The Fraunhofer diffraction pattern for the critical
current in magnetic field. b The temperature dependence of the IC, RN and their product. Electrical
measurements for a SIS Josephson junction fabricated using a dose of 6 × 1016 He+/cm2. c I-
V characteristics measured at 5, 10, 12, 14, 16, 18, and 22 K (inset). The Fraunhofer diffraction
pattern for the critical current in magnetic field at 6 K. d The temperature dependence of IC and RN

and their product. Reproduced from Cybart et al. [35]
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To further test the uniformity of GFIS helium ion beam junctions, we also
constructed arrays of closely spaced junctions connected in series, by scribing
multiple lines across the bridge. Figure 17.14 shows I-V for several temperatures of
a 20 junction SNS series array with inter-junction spacing of 500 nm. The arrays
show much less rounding near the critical current then previously reported masked
ion irradiated Josephson arrays [23, 36–38] suggesting very good uniformity of
ICRN. This high level of uniformity is also apparent when characterizing the array

Fig. 17.13 The energy gap of YBCO. I-V characteristic of an insulating barrier Josephson
junction. The small voltage range a shows the Josephson super current at zero voltage whereas the
higher range b data shows the non-linearity associated with the insulating barrier. c Differential
conductance (dI/dV) versus voltage for different temperatures for the same insulating Josephson
junction showing the quasiparticle tunneling and the energy gap of YBCO ranging from 70 to 5 K
in 5 K increments. Adapted from Cybart et al. [35]
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using the AC Josephson effect. Figure 17.14 shows a 20 junction array irradiated
with rf from an open circuited coax cable at f = 17.6 GHz. A large pronounced flat
giant Shapiro step is observed at 20 × f/KJ = 0.727 mV, implying that the fun-
damental voltage step for each junction within the array is occurring at the same
bias current. This situation will only occur if the resistances are nearly the same.

17.3.3 GFIS Direct Write Superconducting Quantum
Interference Devices

One of the simplest Josephson junction circuits is a highly sensitive magnetic flux
detector called a superconducting quantum interference device (SQUID) [3, 5]. It
consists of two Josephson junctions connected in parallel within a superconducting
loop. In practice the SQUID is typically current biased above the critical current and
the voltage oscillates as a function of the magnetic flux contained within the loop
having the period of the magnetic flux quantum Φ0. Using GFIS direct-write
junctions we have fabricated and tested both SNS and SIS DC-SQUIDs in a typical
washer configuration (Fig. 17.15a) [39]. A 1 × 1 mm2 flux focusing washer was
fabricated with a 12 × 4 μm2 slit in the center (Fig. 17.15a inset). A Josephson
junction was written into each arm of the SQUID with the Zeiss Orion Plus.
The SNS SQUID (Fig. 17.15b) has a resistance of about 1 Ω and exhibits a very
uniform Fraunhofer diffraction pattern (Fig. 17.15c) with a large 20 μV SQUID
interference modulation (Fig. 17.15c inset). This SQUID exhibited a very low flux
noise for high-TC SQUIDs (Fig. 17.15d) and with proper optimization of the
manufacturing process it has potential to serve as a very sensitive biomagnetic
magnetometer.

Fig. 17.14 I-V of YBCO,
Josephson junction arrays
containing 20 junctions. With
(blue) and without (red)
applied 17.6 GHz microwave
radiation. A giant Shapiro
step is observed at
20f/KJ = 0.727 mV
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17.3.4 Nanowire Josephson Junctions

Typical values of junction width are limited by feature etching with isotropic Ar+

milling. Overheating of the material causes deoxygenation which in most cases
transforms the superconductor into an insulator. Therefore, the critical dimension
for dry etching is limited to a few microns. However recently we have shown that
the width can be aggressively scaled to smaller dimensions by using the same
helium GFIS technology that we use to make the barrier. Nano wire test samples
were made by irradiating insulating barriers to constrict the current path in

Fig. 17.15 Properties of a
high quality prototype a DC
washer SQUID illustrating the
potential for large scale
production. b I-V exhibits
near ideal Josephson behavior
and the magnetic diffraction
c and interference patterns
(c inset) illustrate that the
junctions are well defined.
The flux noise (d) is very low
compared to other
technologies especially in the
1/f region. Adapted from Cho
et al. [39]
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photolithographically patterned 4 μm wires as shown in Fig. 17.16. We used a dose
of 6 × 1016 He+/cm2 to write a Josephson junction in the circuit, and a higher dose
of 2 × 1017 He+/cm2 to create the insulating barriers that define the nano wire
width. Measurement of the junction IC and RN, provides an accurate way to
determine the wire width restricted by ion beam patterning. Four test samples were
made with wire widths of 50, 250 and 500 nm, and a 4 μm control sample without
narrowing the wire.

I-V were measured and are shown in Fig. 17.17 for the devices. All of the
junctions have an ICRN product approximately equal to 400 μV. This implies that
material quality in the wire remained the same and that there was no thermal
damage from the focused helium ion beam process. Furthermore, RN of the widths
50, 250, 500 nm and 4 μm are 210, 70, 38 and 5.6 Ω, respectively. These values
scale inversely proportionally with the width 1/RN ∝/w. Similarly IC for the junc-
tions are 2, 5.6, 10.3 and 70 µA, respectively, and scale proportionally with the
width IC ∝ w as expected. These results strongly indicate that the current only flows
through the restricted channel by the insulator as designed. The remarkable thing
about this demonstration and technique is it provides a mechanism to fabricate high

Fig. 17.16 Nanowire
Josephson junction circuit.
The width is narrowed down
by using helium ion
irradiation as opposed to ion
milling. This allows for
nanoscale features

Fig. 17.17 Current-voltage
characteristics of YBCO
nanowire Josephson
junctions. with a 4 μm,
b 500 nm, c 250 nm and
d 50 nm. The red lines are
measured data and RN was
extracted following the black
dashed line passing through
the origin. IC of The
parameters scale with the
dimensions
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impedance Josephson circuits. Most conventional junctions have resistances of a
few ohms and require matching transformers to eliminate the large mismatch
between the junction and semiconductor amplifiers. High impedance nanowires can
eliminate this requirement and substantially increase bandwidth which is hampered
by the inductance of the transformer.

17.3.5 Concluding Remarks on GFIS Fabricated High-TC
Josephson Junctions

These initial studies demonstrated a new level of control that can be achieved in
high-TC junction fabrication. These devices are the first insulating barriers created
in all YBCO junctions in a reproducible manner. While the barriers do exhibit some
hopping conduction and are not as strong as those in conventional metal niobium
circuits, they are nonetheless an order of magnitude better than prior ion irradiated
devices. The ease of the process and the relatively few numbers of processing steps
opens up a promising pathway to a new large scale inexpensive manufacturing
process that can deliver high-TC circuits for a myriad of applications.

The new advances in fabrication of high-TC Josephson junctions using GFIS
technology has a great deal of promise in future applications which were previously
not possible or feasible using other methods. Affordable low noise SQUID
bio-magnetometers could spur breakthroughs in medicine by providing highly
sensitive brain and heart imaging tools. They could also play a big role in the next
generation of high performance computing. We have only scratched the surface of
the potential in this area and there are likely many more surprises on the horizon as
GFIS technology continues to grow and improve.

17.4 Nanoscale Manipulation of Magnetization Using
GFIS

Ion beams can be effectively used to modify the magnetic behavior of alloys [40,
41]. Magnetic patterning can be achieved by the localized re-arrangement of the
crystal structure. Binary alloys of the formula M100-xNx, where M is a magnetic
species and N is non-magnetic are well-suited for ion-induced modifications since
the magnetism of these alloys tends to be extremely sensitive to their atomic
arrangement [42–44]. Magnetism in metals is the manifestation of exchange cou-
pling via itinerant electrons; variation in the number of M-M interactions can
modify the electron exchange and consequently the magnetic behavior. Only a few
exchanges of M and N site occupancies, forming anti-site defects, may cause drastic
changes to the extrinsic as well as intrinsic magnetic properties.

Examples of such site-occupancy linked modifications are abundant in literature.
In the last 20 years, researchers have frequently applied ion-irradiation to modify
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extrinsic magnetic properties of MxN1-x alloys, particularly in alloys of the L10 and
L12 structures. For instance, properties such as the coercive field and associated
quasi-static magnetization reversal behaviour, and similarly, magnetic damping and
dynamic response to AC fields can all be manipulated in FePt [45, 46], FePd [47],
or CrPt3 [48]. Typically, ion-induced chemical disorder causes modifications of
properties such as the magnetic anisotropy axes [46], switching fields [49], mag-
netic damping [50, 51], and interlayer exchange coupling [52–54].

The usefulness of modulating the above extrinsic magnetic parameters is limited.
What is needed are magnetic materials where desired magnetic properties can be
activated by localized ion-irradiation. Materials in which large variation of intrinsic
properties such as the saturation magnetization (Ms) is possible may be of tech-
nological significance, as magnets could then be written onto a non-magnetic
template at desired locations. We refer to this process where Ms is induced via
ion-induced disorder as positive magnetic patterning.

In certain B2-structured alloys such as Co50Ga50 [55], Co50Al50 [56], Fe50V50

[57], Fe60Al40 [58], and Fe50Rh50 [59], a large variation of Ms is achieved via
chemical disordering. These B2 alloys consist of atomic planes of exclusively M
atoms separated by planes of N atoms (when x = 50) or majority M atoms (when
x < 50). The B2 arrangement in these alloys tends to possess reduced ferromagnetic
(FM) moment. In the case of Fe60Al40 and Fe50Rh50, the ordered alloys are para-
magnetic (PM) and antiferromagnetic (AFM) respectively. Localized GFIS-assisted
chemical disordering of the above B2 alloys can lead to positive magnetic patterning.

The field of magnetism and magnetic devices has been moving towards the use
of smaller magnets, well below the 100 nm scale. Such magnets tend to be in the
form of regular arrays of nanomagnets of simple geometries. In certain types of
devices, particularly Magnonic devices [60, 61], it may be necessary to produce
magnets at these scales with a variety of shapes, both in the form of arrays of
magnetic objects as well as non-repeating magnetic shapes. The process of
GFIS-assisted positive magnetic patterning is depicted schematically in Fig. 17.18.

With its unprecedented sharpness of the ion-beam, the GFIS may prove useful
for producing prototype magnetic devices, as it enables the fabrication of

Fig. 17.18 Direct magnetic
writing using a nano-focussed
ion-beam. A ∼2 nm diameter
Ne+ beam of a GFIS can be
used to generate confined
atomic rearrangements at
desired locations to induce
magnetized regions
(Reprinted with permission
from F. Röder et al., Scientific
Reports 5 16786 (2015))
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nanomagnets of any desired geometry. Nanomagnets are of vital importance for
devices such as patterned data storage media and magnetic random access mem-
ories. Continued increase of data storage capacity may depend on the ability to
fabricate magnetic nano-elements on large wafers using commercially viable pro-
cesses. A key advantage of GFIS assisted magnetic patterning lies in device pro-
totyping, whereby desired magnetic patterns can be imprinted onto B2-ordered
templates in a 1-step direct writing process.

From the view point of positive magnetic patterning of the Ms, B2-Fe60Al40 is a
model system. In the remaining part of the chapter we describe the phenomenon of
ion-induced ferromagnetism in this model B2-alloy, and the use of GFIS for pos-
itive magnetic patterning. This alloy has been investigated by physicists for several
decades [62–69], however the study of its ion-induced variations of magnetic
properties has only been approached recently [62, 70, 71]. In this section we confine
ourselves to the modification of Ms using GFIS and consider the example of
B2-Fe60Al40, for the patterning of magnets of sub-50 nm resolution. Magnetic
modifications using GFIS is a very recent area of research, and several possible
materials have yet to be exploited for the purpose.

17.4.1 The Effect of Ion-Irradiation on Certain B2 Alloy
Thin Film

The order-disorder phase transition in Fe60Al40 is schematically illustrated in
Fig. 17.19, showing a Fe60Al40 alloy with the B2 structure, where planes of pure-Fe
are separated by Al-rich planes. In the B2 structure, Fe60Al40 thin films have been
observed to be very weakly ferromagnetic with the Fe atoms possessing a moment
of 0.04 μB per atom. Irradiation with light noble gas ions such as He+ or Ne+ is
sufficient to knock atoms from their ordered sites thereby generating vacancies. The

Fig. 17.19 B2 to A2 phase transition in Fe60Al40. a Schematic structure of chemically ordered
(B2) Fe-Al, where pure-Fe planes separate Al-rich planes. b The disordered (A2) structure
showing the occurrence of Al sites in the initially pure-Fe planes, indicated by the arrows
(Reprinted with permission from R. Bali et al., Nano Letters 14 435 (2014). Copyright 2013
American Chemical Society)
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vacancies recombine randomly with diffusing atoms at room temperature, resulting
in a large fraction of the ordered sites being replaced by antisite defects. Antisite
defects are essentially the replacement of say an Fe atom with an Al atom, and
transform the B2-structure to the A2, which is bcc (Fig. 17.19b).

The transformation of B2 to the A2 structure leads to a vast change in the local
environment of the Fe atom, namely in the Fe-Fe nearest-neighbours (n-ns). The
moment per Fe-atom increases rapidly to 1.67 μB [70]. In the B2-structure, each
Fe-atom has an average of 2.67 Fe-Fe n-ns. The Fe-Fe n-ns increase to 4.8 for the
disordered structure where the Fe and Al atoms are randomly arranged. This
increase in Fe-Fe n-ns due to disordering is crucial for setting up exchange coupling
and inducing ferromagnetism [64, 67].

The magnetic phase transition can be observed experimentally by broad-beam
irradiation of B2-Fe60Al40 thin films. As shown in Fig. 17.20, a 40 nm thick
B2-Fe60Al40 film shows an Ms of 20 kA m−1. Such a film can be prepared by
magnetron sputtering from a stoichiometric target directly onto a SiO2/Si(100)
substrate, and subsequently annealing at 773 K for 1 h in vacuum to achieve
B2-ordering. Irradiation of the B2-Fe60Al40 film with 6 × 1014 ions cm−2 of Ne+-
ions 25 keV leads to an increase of the Ms to ≈700 kA m−1 [70]. Annealing the film
to 773 K in vacuum restores the B2 structure, fully erasing the induced
magnetization.

In general, the interaction of a penetrating ions with the host atoms is spatially
inhomogeneous, and can translate into inhomogeneity of the induced magnetiza-
tion. This can be illustrated by calculating the average displacements undergone by
Fe and Al atoms in the collision cascades formed by the Ne+ ions. The displace-
ments per atom, dpa, caused by penetrating ions of a given energy can be estimated
by applying the binary collision approximation using software packages such as
SRIM [71] and TRIDYN [72]. Figure 17.21 shows the dpa-distribution for 25 keV
Ne+ ions for a fluence of 6 ions nm−2; conditions that are similar to those in the
experiment. The 25 keV Ne+ energy is well within the energy range of GFIS
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Fig. 17.20 Effect of ion-irradiation on the magnetic properties of Fe60Al40 films. Irradiation with
Ne+ ions at 25 keV causes the initially B2-ordered 40 nm thick Fe60Al40 films to transition to the
A2-phase, resulting in an increase of the saturation magnetization (Adapted with permission from
R. Bali et al., Nano Letters 14 435 (2014). Copyright 2013 American Chemical Society)
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instruments. The simulation considers a case where an ideal ion beam of infinitely
small diameter is scanned along the surface of the Fe60Al40 film. The scan ends at
the lateral position designated 0 on the x-axis, forming an edge between the irra-
diated and unirradiated regions. The dpa-distribution in a region covering −25 to
+25 nm positions has been shown. In regions lying well within the irradiated
region, at say the −25 nm position, the lateral variation of dpa is negligible.
However, there is significant depth variation, from a peak of 0.9 dpa at ≈15 nm to
0.2 dpa at the film/substrate interface. Nevertheless, it has been shown experi-
mentally that further increase in ion-energy or fluence does not significantly
increase the induced magnetization. This implies that a dpa of 0.2 is sufficient to
induce maximum Ms, which we may treat as a rule-of-thumb threshold value for
reaching saturation. Homogeneously magnetized films can be achieved by ensuring
that the dpa is above this threshold.

Whereas it is trivial to obtain magnetically depth homogeneous thin films, lateral
scattering of ions makes it a challenge to achieve homogeneity at the edges of
magnetic nanostructures. Lateral scattering can be clearly seen in the dpa variation
of Fig. 17.21 where all dpa values in the region x > 0 are due to lateral
ion-scattering. The dpa for x > 0 shows a gradual lateral variation extending over
10 nm beyond the edge of the ion-irradiated region, falling below the threshold of
0.2. Under these conditions, lateral variations of the induced magnetization are
bound to occur over a large lateral distance thus reducing the resolution of
GFIS-assisted magnetic patterning. A model linking the induced magnetization, to
the atomic displacements can be applied to the dpa-distribution to visualize the
spatial variation of the ion-induced magnetization, and help estimate the extent of
magnetic inhomogeneity.

An empirical model for the B2 → A2 phase transition, where the B2 and A2
phases co-exist, can be written as [70]:
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Fig. 17.21 Lateral
ion-scattering. Distribution of
the displacements per atom
(dpa) at the edge of a surface
scanned by a 25 keV Ne+
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where m varies between 0 and 1 and is the ion-induced magnetization normalized to
the maximum Ms. The parameter dpa0 is the dpa at which m equals 0.5 whereas
parameter p is related to the slope at the centre of the sigmoid. The values of dpa0
and p can be obtained by correlating the simulated dpa spatial distribution to the
experimentally observed m measured after uniformly irradiating continuous films of
B2-Fe60Al40 films with known Ne+-ion energies and fluences [70]. The values have
been estimated to be dpa0 = 0.06 and p = 2.3 [70]. Simulating collision cascades
of a crystalline material is non-trivial, and impractical for routine irradiation cal-
culations—SRIM assumes an amorphous material composed of Fe and Al atoms of
fixed density and composition. Effects such as channeling of ions through crys-
tallographic planes are therefore neglected.

Applying (17.5) to the dpa-distributions calculated by the binary collision
approximation software helps visualize the spatial distribution of m. Figure 17.22
shows the m-spatial distributions for Ne+ ions incident on 40 nm thick B2-Fe60Al40
at 25 keV and fluences of 1, 6 and 600 ions nm−2 respectively. Cross-sectional
views of the m-distribution for the case of the single line scan are shown in
Fig. 17.22a–c and for the surface scanning in d–f.

(a) (b) (c)

(d) (e) (f)

Fig. 17.22 Simulations of magnetization induced by a nano-focussed ion-beam incident on a
B2-Fe60Al40 film. Cross-sectional views of the distribution of the induced magnetization, m, are
shown when a–c the 25 keV Ne+ beam irradiates the sample along a line on the film surface and
d–f the ion-beam scanned over a surface region defined by negative lateral position. The m-
distribution around the lateral position = 0 is considered. The Ne+ fluences considered in the
simulations are a 1 b 6 and c 600 ions nm−2 for irradiation along a line and similarly for the
rastered irradiation the fluences are d 1 e 6 and 600 ions nm−2. The lateral spread of induced m at
the edge of the rastered region is indicated by the distance, λ, from the edge where m = 0.5
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As seen in Fig. 17.22a, for the line scan at the lowest fluence of 1 ion nm−2, the
m-distribution is narrow, however magnetization is not induced within the full film
depth. This fluence is not sufficient to induce the maximum m (=1) when the
ion-beam is scanned along a line. Increasing the fluence to 6 ions nm−2

(Fig. 17.22b) helps achieve an m ≈ 1, however with an increased lateral spread of
m. Further increase in the fluence say to 600 ions nm−2, causes increased depth as
well as lateral penetration of m. The lateral spread of m limits the magnetic pat-
terning resolution.

Next we consider the case of surface rastering, shown in Fig. 17.22d–f. The
region of interest is at the edge of the surface scan, where an interface between the
magnetized and non-magnetized regions is formed. The cumulative effect of ras-
tering induces the maximum m throughout the film depth even for fluences of 1 ion
nm−2 (Fig. 17.22d). The effect of lateral ion-scattering causes significant inhomo-
geneities at the nominal edge of the rastered region. The lateral spread of m can be
described by a term λ, which is the maximum distance from the edge of the rastered
region, reached by the m = 0.5 contour line. A contour line for m = 0.5 extends up
to 5 nm laterally into the unirradiated region. Increasing the ion-fluence to 6 ions
nm−2 causes a λ of 10 nm from the nominal edge (Fig. 17.22e). Further increase in
the Ne+-fluence to 600 ions nm−2 achieves an m = 0.5 at a distance of 20 nm from
the raster edge (Fig. 17.22f). Knowledge of the lateral spread of m can be useful in
estimating the magnetic patterning resolution for given ion-energies and fluences.
Furthermore, it may be possible to compensate for the lateral spread and adjusting
spacing between magnetic objects accordingly, allowing further reduction of widths
of the non-ferromagnetic features.

17.4.2 Application of Nanofocussed Ne+ Beam to B2 Alloy
Thin Films

To experimentally demonstrate direct GFIS-assisted magnetic writing, a
nano-focussed Ne+ beam was used to generate a magnetic stripe-pattern on a 10 μm
wide and 40 nm thick B2-Fe60Al40 template [73]. The sample was irradiated using
a GFIS with a ∼2 nm diameter Ne+ beam at 25 keV and a fluence of 6 ions nm−2,
corresponding to the simulations shown in Fig. 17.22e. A 10 µm beam limiting
aperture and very short dwell time of 0.1 µs were used to write the pattern at a
current of 0.8 pA. To achieve the desired fluence while reducing inhomogeneities
related to the low beam current, each pattern was scanned several times.

The 2-dimensional stripe pattern consisted of 500 nm wide irradiated regions,
separated by 100 nm wide unirradiated spacings. The existence of the magnetic
stripe pattern was confirmed by observing magnetic contrast using the Kerr effect
with polarized light in an optical microscope (Fig. 17.23a), where the magnetized
regions show dark contrast. The resolution achievable in the optical microscope is
insufficient to resolve the 100 nm wide separations between the magnetized stripes.

438 S.A. Cybart et al.



Figure 17.23a shows that magnetization has been induced in a region covering
several 500 nm wide stripes. Imaging at much higher resolution was necessary to
confirm the existence of the non-ferromagnetic gaps between the magnetized stripes.

High resolution magnetic imaging can be performed using Electron Holography,
which is a Transmission Electron Microscopy (TEM) based phase-retrieval method
requiring samples with thin cross-sections. A cross-section was carved using a
beam of Ga+ ions (Fig. 17.23b). The cross-section, containing a few patterned
stripes was lifted out and fine polished. A schematic of the cross-section is shown in
Fig. 17.23c. Prior to imaging a saturating magnetic field was applied such that the
magnetization within the stripes was aligned along the 500 nm wide stripe edges, as
depicted by the block arrows in Fig. 17.23c.

The structure of the patterned cross-section is seen in the bright-field amplitude
image shown in Fig. 17.24a. The cross-section of the film shows a polycrystalline
40 nm thick Fe60Al40 film—any damage due to ion-irradiation is negligible. The
contrast in the holographic phase image (Fig. 17.24b) depends on the local mag-
netic flux density, and reveals two ferromagnetic stripes in the identical region—a
full-stripe at the centre and a half-stripe on the left separated by a sub-100 nm wide
non-ferromagnetic spacer. The right hand side of the observed region was not
irradiated by the GFIS beam.

Ferromagnetic regions can be identified by the coherent flux lines observed
within the film volume. Analysis of the flux density in the magnetized regions
consisting of coherent flux lines shows a flux density of ≈1 T, matching well with
the expected μ0Ms (Ms ≈ 700 kA m−1) observed on uniformly irradiated

ferromagnetic stripes

10 m

TEM cross-section

Fe Al  wire60 40

SiO  substrate2

e -beam

Fe Al film60 40 

ferromagnetic stripe
spacer

SiO  substrate2

(a) (b) (c)

Fig. 17.23 Magnetic stripe pattern generated using GFIS. A Ne+ beam was used to irradiate a
B2-Fe60Al40 template of 10 μm width and 40 nm thickness. The irradiated regions were in the
form of stripes of 500 nm widths separated by 100 nm unirradiated regions. a Magnetic contrast
image obtained using Kerr effect of the B2-Fe60Al40 wire after magnetic patterning. The
magnetized regions show dark contrast, and consist of bunches of 5 stripes each separated by the
100 nm wide non-ferromagnetic spacings. A region containing 500 nm wide stripes was selected
for cross-sectioning, indicated by the solid black line. b Scanning Electron Microscopy image of
the cross-section prior to lift-out. c Schematic of the extracted cross-section. The block arrows
indicate the direction of magnetization prior to holographic imaging (Reprinted with permission
from F. Röder et al. Scientific Reports 5 16786 (2015))
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B2-Fe60Al40 films under conditions similar to the GFIS irradiation [71, 73]. These
magnetic regions are embedded within the continuous film seen in Fig. 17.24a.
A schematic of the observed ferromagnetic-stripe/spacer/ferromagnetic-stripe/non-
ferromagnetic region is shown in Fig. 17.24c.

Stray flux lines emerge from the ends of the well-formed ferromagnetic stripes
due to magneto-static coupling between the magnetic poles of the ferromagnetic
stripes, traversing from the north pole of the central ferromagnetic stripe to its
south. Flux lines also connect the two neighbouring ferromagnetic stripes largely by
passing through the non-ferromagnetic spacer. However, while the spacer region
shows high flux density, the flux lines are observed to be incoherent, indicating the
much lower local Ms in this region. At the region where the magnetized stripe
interfaces with the unirradiated region, stray flux lines emerge from the corners of
the ferromagnetic stripe and traverse towards the opposite end, similar to the flux

200 nm

lateral position (nm)

M
 (T

)

0 250 850350 950600

realized magnetic pattern 

0

1

ferromagnetic edge

non-ferromagnetic spacer

non-ferromagnetic region

ferromagnetic stripeferromagnetic 
stripe

(a)

(b)

(c)

Fig. 17.24 GFIS-assisted patterning of ferromagnetic stripes. a Holographic amplitude image of
the thin film. b Holographic phase image of the flux lines of the patterned magnetic stripes.
c Schematic of the experimentally realized ferromagnetic stripe pattern, showing the blurring of
ferromagnetic edges due to lateral-ion scattering (Adapted with permission from F. Röder et al.,
Scientific Reports 5 16786 (2015))
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lines observed on a macroscopic bar magnet. Flux lines also leak at defect sites within
the well-formed ferromagnetic stripes. These defects can occur for instance due to
missed scan lines and highlight the sensitivity of the m on the ion-irradiation—if the
GFIS beam is finely controlled it may be possible to achieve magnetic modulations of
<50 nm lateral dimensions. These results show that GFIS-assisted magnetic writing
is an effective method to produce nanomagnets.

A detailed analysis of the flux density within the spacer region between the two
ferromagnetic stripes can be found in [73] and is beyond the scope of this chapter.
As depicted by the red line in the schematic of Fig. 17.24c, the ferromagnetic/
non-ferromagnetic interfaces are expected to be blurred as a consequence of lateral
scattering of ions. An m-distribution at the ferromagnetic edge region can be
modelled so as to fit the observed flux density distribution. The lateral spread of the
m-distribution estimated from the holography showed that m reaches a value of 0.5
at a distance of approximately 20 nm from the nominal edge of the ferromagnetic
stripe which is larger than the λ term of 10 nm expected from the semi-empirical
model. The difference may have been caused by the lamella preparation process, or
point to necessary refinements of the semi-empirical model. Both the model as well
as the holographic imaging show that applying a corrective increase of the
ion-fluence in the vicinity of the ferromagnetic/non-ferromagnetic interfaces can
improve the resolution of the patterned nanomagnets.

17.4.3 Future Scope of GFIS-Assisted Magnetic Writing

Magnetic writing using GFIS opens fascinating prospects in the field of nano-
magnetism, whereby it is possible to write nanomagnets of desired shapes onto
materials that exhibit ion-induced ferromagnetism. The flexibility with which the
magnetic nanostructures can be written makes ion-induced ferromagnetism an ideal
pathway for rapidly producing prototypes of novel magnetization configurations for
use in future magnetic devices. Until now B2-F60Al40 has been used as a model
system, however, a variety of alloys such as B2-Fe50Rh50, -Fe50V50 and -Co50Ga50
are candidate materials for GFIS-assisted magnetic writing. The application of
GFIS to magnetic patterning opens vast opportunities not only in the field of
nanomagnetism and devices, but also in the study of ion-induced magnetic phase
transitions at the nanoscale in a variety of different alloys.

17.5 Conclusions

The above demonstrations reveal a markedly different approach to nanopatterning
that is a clear departure from the removal of material through masked etching or ion
beam milling. Directly modifying the material properties not only reduces the
number of process steps but in some cases such as the Josephson junctions allows
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for smaller feature sizes. In case of magnetic writing, the nanomagnets are directly
embedded within a conducting material which is difficult to achieve using con-
ventional lithography.

The direct writing of superconductor and magnetic devices are just two examples
of how GFIS can be used for material modification. We envision more direct-write
applications in semiconductors, 2D materials (e.g. Graphene) and any other
material systems that have functionalities which are sensitive to disorder. Fur-
thermore, as the technology matures and the capabilities of the machines increase
we expect even more advances. GFIS machines equipped with lithography stages
and software for handling large area samples will stimulate commercial applica-
tions, whereas higher beam energies will allow implantation through thicker or
denser materials—the possibilities of applying GFIS technology are immense.
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Chapter 18
Helium Ion Microscope Fabrication
of Solid-State Nanopore Devices
for Biomolecule Analysis

Osama K. Zahid and Adam R. Hall

Abstract Solid-state nanopores are an emerging technology for the detection and
analysis of biomolecules at the single-molecule level. Consisting of one or more
nanometer-scale apertures in a thin, solid-state membrane, a number of methods
have been utilized to make these devices. However, conventional approaches are
either non-trivial to scale up or lack sufficient precision for many applications. In
this chapter, we describe the use of the helium ion microscope to produce nano-
pores. We demonstrate control over diverse aspects of the device and discuss a
range of applications that have been enabled by their implementation.

18.1 Introduction

In the 1940s, Wallace H. Coulter developed a method of quantifying blood cells [1]
that was initially criticized for being unsophisticated. The apparatus was built by
producing a hole of ∼10 μM in a cellophane cigarette wrapper and placing it in
between two isolated chambers containing electrolyte solution, thus ensuring the
opening as the only passage through which the chambers could interact. The
application of an electrical bias between the two chambers generated a measurable
ionic current that corresponded linearly to the applied voltage and when cells in
solution were forced through the pore by pressure, their brief presence resulted in a
transient decrease in the ionic current. The number of spikes, or resistive pulses,
could be used to enumerate the cells while their individual amplitudes were shown
to correspond to cell type (red or white blood cell), since these differ in volume and
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displace ions proportionally. This simple detection principle is at the core of the
Coulter Counter technology that has revolutionized the field of hematology and is
still widely employed in the clinic [2].

Several decades later, another revolution is underway that is based on the same
principle, but instead occurs at the nanoscale and probes individual molecules. This
is being realized by the emerging technology of solid-state (SS-) nanopores [3, 4],
wherein a nanometer size aperture is generated in an insulating membrane, most
commonly through the use of charged particle beam fabrication techniques. As in
the Coulter device, the chip containing a nanopore is positioned in a flow cell and
electrolyte solution is introduced to the chambers, enabling a voltage-induced ionic
current that can be measured in real-time using a patch-clamp amplifier. Using this
system, molecules like DNA [5, 6], RNA [7], proteins [8, 9], and nanoparticles [10,
11] can be electrically threaded from one side (cis chamber) to the other (trans
chamber) while being individually probed (Fig. 18.1).

Investigation at the molecular scale using SS-nanopores was first demonstrated
[12] by the Golovchenko group in 2001 and has since been developed into a
remarkably expansive technology, extending far beyond simple counting. For
example, the system has been used to probe DNA-protein interactions [13–16],
DNA epigenetics [17–19], and nucleic acid biomarkers [20, 21], and used to

Fig. 18.1 SS-Nanopore detection scheme. Depiction of a biomolecule translocation with
corresponding ionic current signal below: a baseline open-pore current; b threading of the
molecule decreases ionic current; c current returns to baseline upon molecular passage. The total
electrical signal is referred to as an event
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generate devices that mimic nanopores found in nature, like the nuclear pore com-
plex [22] and porins [23]. Simultaneously, significant advancements have been made
towards understanding the fundamental physics of nanoscale confinement, such as
ionic screening [24], electrical forces [25–27], translocation dynamics [6, 28], and
the effects of solvent conditions [29–34]. Understanding these mechanisms is
important both for improving devices and for developing novel measurement
techniques.

Critical to all of these areas has been the realization of the SS-nanopore devices
themselves, towards which several fabrication methods have been developed. The
first demonstrated approach was ion beam sculpting[12], in which a defocused ion
beam is used to controllably reduce the size of a pre-fabricated micropore. By
monitoring ionic flux during the closing, a single nanopore can be produced with
sub-nanometer precision. Soon after, devices were also demonstrated using trans-
mission electron microscope (TEM) ablation of a thin membrane [35]. Similar
precision is achievable with this method, and by virtue of the relative availability of
TEM systems, it has become widely embraced by the field. Later, Ga+ focused ion
beam (FIB) milling was also shown to be able to produce nanopores [36]. However,
each of these charged particle beam approaches has significant challenges. For
instance, both ion beam sculpting and TEM are low-throughput techniques, able to
accommodate only a single device at a time, and can require many minutes to hours
to produce a single pore. Ga+ FIB overcomes throughput, but at the expense of
precision and resolution; it can typically produce pores only as small as about
15 nm and with low reproducibility. More recent innovations like the dielectric
breakdown technique [37] offer tremendous advantages in fabrication cost, but may
still have limitations in aspects of fabrication like throughput or array formation.

One candidate technology that can address many of these challenges is the
scanning helium ion microscope (HIM). In this chapter, we review HIM
nanofabrication as it relates to SS-nanopores, showing not only rapid and precise
pore definition, but also the ability to manipulate other device properties as well.
Finally, we describe a wide range of biosensing applications that have been and are
currently being addressed using HIM SS-nanopores.

18.2 HIM Milling of SS-Nanopores

Milling by FIB is a well-characterized process that occurs by sputtering[38] when
ions impinge on a surface with sufficient acceleration to knock out substrate atoms
through nuclear-nuclear interactions (Fig. 18.2 scheme). The minimum feature
resolution achievable through sputtering depends principally on two factors: the
amount of momentum transfer and the size of the focal spot (i.e. exposure area). For
example, conventional FIB uses large Ga+ ions (70 amu) with a typical acceleration
voltage of 5–30 kV and can achieve a focal spot [39] of only ∼10 nm. Conse-
quently, the smallest nanopores that can be realized by the approach are ∼10–20 nm,
with low reproducibility [36, 40]. By virtue of using much smaller He+ ions (4 amu),
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an atomically sharp source, and advanced focusing optics to achieve a focal spot [41]
of ∼0.34 nm, HIM improves significantly on these resolution limitations. As a
result, it is a superior technology for the fabrication of SS-nanopores.

18.2.1 Nanopore Formation

Nanopores were fabricated in a thin, free-standing silicon nitride (SiN) membrane
supported by a Si chip. For the measurements presented here, we used 30 nm thick
SiN membranes that span an area of ∼250 μm2 in a 4.4 mm Si support frame with a
thickness of 200 μm. Considering this particular size and the 50 mm X-Y travel
range of the HIM sample stage, up to a 100 individual devices could be processed
in a single sample exchange load cycle. However, the process is amenable to a wide
range of device dimensions that could enable even more. Before mounting, chips
are rinsed with acetone and ethanol, dried under nitrogen gas flow, and subse-
quently placed in a custom-built HIM sample holder. The holder containing the
samples was treated under oxygen plasma (150 W) for 2–5 min to ensure removal
of organic contaminants and was then immediately placed in the HIM sample

Fig. 18.2 HIM Nanopore fabrication. a Cross-sectional illustration of HIM components. Inset
schematic of nuclear interactions of the impinging ionic beam with sample. b Log–log plot of He+
dose versus resultant nanopore diameter showing a fast rate below ∼ 10 nm and a slower one
above. Solid lines are power law fits to the respective regions. Inset TEM images of individual
HIM nanopores with diameters (L-R) of 5, 10 and 20 nm. Scale bars are 20 nm. c STIM
micrograph of a 10 × 10 array of 5 nm diameter nanopores
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exchange chamber, where it underwent a further 3 min of air plasma treatment
(10 W) before being transferred into the main chamber. This ensured elimination of
minor contamination acquired in transit.

Once the sample stage was transferred into main imaging chamber, HIM beam
current was adjusted through selection of appropriate condenser lens setting and
aperture size and adjustment of He supply pressure. We typically utilized currents
of at least 5 pA for SS-nanopore fabrication, but have achieved good results with at
<1 pA as well. Low magnification imaging of the Si chip was used to determine the
exact position of the SiN window and the beam was positioned on the Si substrate
immediately adjacent to it. To ensure that the beam focus and stigmation was
fine-tuned prior to fabrication, a brief (5–10 s) single spot exposure of the beam
was used to produce a feature in the substrate that was subsequently used to
optimize the beam conditions in conventional imaging mode. Immediately fol-
lowing this, the beam was blanked and the SiN window was moved into the beam
path. Lithographic control elements were then used to perform beam exposure for a
set time, progressively sputtering material and generating a single nanopore. Using
measurements from low-energy (<150 kV) TEM images, we have found that
SS-nanopore size varies with total incident ion dose (Fig. 18.2b). For a given dose,
we observed only minor variation (±2–3 nm) in pore diameter, indicating high
reproducibility. Post-fabrication analysis of the pore can also be acquired through
transmission imaging, but resolution is limited and the imaging beam may affect
pore dimensions.

The ionic resistance of each pore can also be used to confirm the fabricated
dimensions using a simplified conductance model. Toward this end, a chip con-
taining a single SS-nanopore was rinsed with clean deionized water (DiH2O) and
pure ethanol and then dried under air flow. Following an air (or oxygen) plasma
treatment (15 W) for 2–5 min per side, the chip was positioned in a custom flow
cell and high ionic strength electrolyte solution (1 M KCl) was introduced to both
sides of the device. Ionic current was measured with a commercial patch-clamp
amplifier (Axopatch 200B, Molecular Devices) by way of a pair of Ag/AgCl
electrodes. All devices exhibited linear I-V curve characteristics and steady, low
noise baseline current. Indeed, comparison of identical devices fabricated by TEM
and HIM showed no significant difference in noise characteristics [42]. The
diameter, d, of a SS-nanopore can be determined from its measured conductance, G,
through the equation [29]

G=
πd2

4Leff
ðμK + μClÞnKe+

4σμK
d

� �
,

where Leff is the effective thickness of the membrane near the nanopore, μK and μCl
are the electrophoretic mobilities of potassium and chloride (7.616 and
7.909 × 10−8 m2 V−1 s−1, respectively), nK is the number density of counterions,
e is the elementary charge and σ is the surface charge density of the membrane
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material. This model provides an independent verification of device dimensions,
which we find to be in good agreement with direct TEM analysis [42].

In general, ion milling can be described by the relation [43]:

logðdÞ= a+ b logðDÞ,

where d is feature dimension (SS-nanopore diameter), a and b are correlation
constants, and D is the total ion dose. As a result, HIM pore formation would be
expected to manifest as a linear relationship on a log-log scale. However, we clearly
observe two separate linear regimes: a fast pore growth rate regime below for small
diameters, which then transitions to a slower increase for larger diameters [42]. This
transition occurs consistently at a diameter of ∼10 nm across a range of initial
conditions [44]. We interpret this observation to be the result of nanopore shape.
The intense center of the Gaussian beam is able to sputter the initial SiN membrane
efficiently, resulting in a high growth rate. However, beyond the Full Width Half
Maximum (FWHM), sputtering is induced only by the less intense edges of the
beam, resulting in a significantly lower yield. Thus the transition between these two
regimes is related to beam characteristics and is intrinsic to the approach.

18.2.2 DNA Translocation

Having established the ability to produce SS-nanopores with HIM milling, we next
turn to the central aspect of their utility in single-molecule detection. While ionic
current measurements were demonstrated, a number of factors could be important to
supporting molecular translocation, including implanted charge, surface roughness,
and microscopic pore shape. Therefore, direct confirmation of device viability is
critical.

We used translocation of the well-characterized λ bacteriophage double-stranded
(ds-) DNA genome (48 kbp) as a model because it is the most widely studied
material in the field and is therefore an ideal benchmark. Figure 18.3a shows a
typical conductance trace with characteristic discrete event amplitudes at integer
multiples of the first non-baseline conductance level. The spacing of these event
profiles (Fig. 18.3b) are indicative of the conformation of DNA molecules as they
pass through the pore: a molecule translocating linearly reduces the conductance by
a standard amount; a singly-folded molecule reduces it twice as much, and so on
(Fig. 18.3c). These data are in agreement with numerous previous reports [5, 6] and
confirm that translocations dynamics through HIM nanopores are essentially
indistinguishable from those made by other fabrication methods.
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18.2.3 Nanopore Arrays

SS-nanopore arrays will enable parallel sensing platforms that have high throughput
and thus potential for wide-ranging applications. While several studies have utilized
nanopore arrays, the methods used to achieve them have suffered from either
prolonged, manual fabrication time [22] or have required sophisticated post-
fabrication treatments such as atomic layer deposition (ALD) to reduce pore sizes to
optimal dimensions [45]. Each of these factors affects throughput and overall cost
of production.

With HIM milling, arrays of arbitrary dimension and consisting of individual
pores as small as 2–3 nm can be achieved. Using the integrated HIM lithographic
system, the position and exposure time of each pixel in a pattern file can be
controlled with no loss in resolution and no further alignment necessary. For
example, Fig. 18.2c shows an array of 100 individual SS-nanopores in a single

Fig. 18.3 DNA
translocation through HIM
Nanopores. a A typical
measured conductance trace
(150 mV applied voltage, low
pass filtered at 5 kHz)
showing downward spikes
indicative of 48.8 kbp dsDNA
translocations. b Examples of
individual events from the
conductance trace in (a),
indicating the translocation of
unfolded (left), partially
folded (center) and folded
(right) dsDNA. Dashed lines
represent baseline and
discrete conductance
blockade levels.
c Diagrammatic illustration of
dsDNA conformation
corresponding to each event
in (b)
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device, each with a diameter of 5 nm. The total fabrication time for this array was
about a minute. While the total number of pores can in principle be expanded
without restraint, there are practical limits imposed by factors like sample linearity
(substrate position relative to focal plane) and dynamic instrumental drift (stage,
stigmators), which can alter beam conditions over time. Nonetheless, we have
produced arrays of up to 104 pores and observed good reproducibility between the
first and last pore formed.

18.2.4 Applications of HIM Drilled Nanopores

SS-Nanopores offer the distinct advantage of single-molecule analysis of biomo-
lecules and offers insight into their functions and interactions. Of the many potential
and realized [46] applications of the platform, we describe here three research areas
that have been impacted directly by HIM nanopores: induced DNA damage;
nucleoprotein interactions; and selective quantification of DNA with single-base
modifications.

DNA damage by depurination is a common process that occurs spontaneously
under physiological conditions [47]. Here, the loss of adenine and guanine nucleo-
tides occurs due to hydrolysis of the N-glycosyl linkages to the deoxyribose back-
bone resulting in an apurinic (AP) site. Under normal conditions, these lesions are
repaired by the base excision pathway (BER) and therefore occur at a low frequency.
However evidence suggests in disease states such as cancers [48] and anemia [49]
where homeostatic conditions are compromised, AP site damage is enhanced.
Therefore, a rapid and direct determination of DNA damage would allow disease
initiation and progression to be monitored. HIM nanopores have been employed to
detect depurination using short (61 bp) dsDNAmolecules as a demonstration vehicle
[50]. DNA depurination was induced by incubating molecules at various pH
(ranging from 2 to 10) and subsequently performing SS-nanopore analysis. Under all
investigated pH conditions, translocation event depth (amplitude) was found to be
consistent, indicating conformational integrity. However, under increasingly acidic
conditions, event durations transitioned from a single, defined population to a bio-
modal distribution (Fig. 18.4a). The first, unyielding population was attributed to
translocation of unmodified dsDNA, while the second population emerged due to
increased DNA damage. The generation of AP sites resulted in strand separations
and unstructured regions that caused increased interaction with the pore walls.
Excessively damaged DNA was shown to exhibit mean translocation durations more
than an order of magnitude greater than the unmodified duration. Thus, the results
clearly demonstrated label-free SS-nanopore detection and rough estimation of DNA
depurination.

HIM nanopores have also been to used to analyze nucleoprotein structure. To
this end, the selective interaction of single-stranded DNA binding protein (SSB)
with single-strand (ss-) DNA to form nucleoprotein complexes was investigated
[51]. Saturated nucleoprotein complexes were discriminated from free SSB, ssDNA
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and dsDNA individually by virtue of their characteristic translocation event depth
(ΔG). Binding dynamics were also studied by titrating SSB against ssDNA. Fig-
ure 18.4b depicts ΔG histograms for SS-nanopore measurements as protein con-
centration was increased, showing that mean event depth shifts progressively due to
complex formation. Additionally, nucleoprotein structure was probed by comparing
linearized and circular ssDNA constructs, yielding a new model of filament
formation.

As a final example, HIM SS-nanopores have been used to achieve selective
detection and quantification of dsDNA featuring a single base modification [52].
For very small and/or highly charged biomolecules, the speed of electrical
translocation is sufficiently high to render their threading undetectable by con-
ventional electronics [9]. In this approach, specific binding was used to make two

Fig. 18.4 Applications of HIM Nanopores. a Detecting DNA depurination [50]. Event duration
histograms for 61 bp DNA translocation events from pH 10 (top) to pH 2 (bottom). Total numbers
of events considered are n = 714 (pH 10), 662 (pH 8), 552 (pH 6), 423 (pH 4) and 1852 (pH 2).
The black lines represent Gaussian fits to the data (pH 10 and 8: single peak; pH 6 and 4: two
peaks; pH 2: three peaks). The prolonged translocation dwell times (blue arrows) indicate
progressive DNA damage represented by the cartoon schematic next to the histograms. From [50].
b Nucleoprotein complex analysis [51]. Mean conductance blockade (ΔG) histograms for ssDNA
incubated with SSB in ratios of 1:0 (ssDNA alone, n = 551, black), 1:114 (n = 1048, red), 1:199
(n = 682, green), and 1:284 (n = 517, blue). The illustration (top) represents progressive complex
formation as SSB concentration is increased. c Selective detection of modified dsDNA [52]. Event
rate versus applied voltage for 150 bp dsDNA containing a single biotin (red crosses), MS (black
diamonds) and dsDNA:MS (blue circles). DNA and complex concentrations were 1 μM and MS
concentration was 2 μM. Solid lines are exponential fits to the data. Inset Illustration of
differentiation of dsDNA:MS complex (green arrow) from either constituent molecule
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types of undetectable molecule resolvable. In the initial demonstration, these
components were a monovalent streptavidin (MS) [53, 54] protein variant that is
compact and highly charged, and a short, dsDNA featuring a biotin tag (i.e. the
high-affinity recognition molecule of streptavidin). Neither constituent produced
significant events, but when they were bound together to form a MS-dsDNA
complex, a remarkable increase in the rate of translocation events was observed
(Fig. 18.4c), likely a consequence of increased interactions of the bulkier complex
with the pore walls slowing threading speed stochastically. Since events were due
exclusively to the bound population, event rate could be used to discriminate
MS-dsDNA, even among a background. Indeed, biotinylated dsDNA was detected
and quantified within a mixture of unlabeled molecules [52]. This powerful
approach holds great potential to probe a wide range of biomolecules with intrinsic
selectivity and sensitivity.

18.3 Manipulation of Device Thickness

The detection of small molecules or features along the length of large molecules is a
specific challenge for SS-nanopore detection, driven largely by limitations in the
signal-to-noise ratio (SNR) of the electrical measurement. One approach to
addressing this challenge has been the use of nanopore devices fabricated in
ultrathin membranes [20]. Toward this end, 2D materials such as graphene [56, 57],
MoS2 [57], and boron nitride [58] are being pursued as alternate membrane
materials. However, integrating these materials is considerably more difficult than
with Si-based materials, and they often bring with them additional challenges like
substantial interaction with target biomolecules that can frustrate nanopore analysis
[55]. An alternative approach instead aims to manipulate the thickness of con-
ventional membranes through top-down processing. For instance, lithographically-
defined reactive ion etching has been used to reduce the thickness of SiN mem-
branes prior to SS-nanopore definition, thereby enabling analysis of short nucleic
acids [20, 59] and protein structure [60]. However, this approach still requires
considerable processing in addition to pore formation. HIM offers an ideal solution
as a single method that is capable of both local manipulation of membrane thickness
and nanopore milling.

18.3.1 Membrane Thinning

Just as sufficient HIM beam dose at a single point can result in complete sputtering
of SiN atoms to form nanopores, exposure to a reduced dose across a localized
region can induce more limited damage that can be used to control substrate
thickness. In the case of a thin membrane, there are two types of sputtering inter-
actions to consider: direct sputtering, which occurs by removal of atoms by direct
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interaction at the point of incidence, and transmission sputtering, which occurs by
both direct and indirect removal of atoms at the opposite (exiting) surface
(Fig. 18.5a). Both of these contribute to membrane manipulation and must be
characterized to achieve a desired thickness.

Early investigation [61] of this process focused on direct topographic analysis by
atomic force microscopy (AFM). To accomplish this, two Si chips containing SiN

Fig. 18.5 Manipulation of
device thickness.
a Schematic representation of
direct and transmission
milling. Arrow indicates
incident He+ ion beam and
milling direction. b STIM
micrograph of an array of
100 nm squares milled in a
SiN membrane. Scale bar is
200 nm. c Relationship
between total He+ ion dose
and remaining thickness of a
SiN membrane (initial
thickness 35 nm), determined
in situ by measuring relative
STIM brightness of patterned
regions compared to native
membrane
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membranes were introduced to the HIM chamber, one with its flat (unetched)
surface facing up and one facing down, and the beam condition was adjusted as
described in Sect. 18.2. Here, an initial membrane thickness of 105 nm was used
for easier characterization. HIM lithographic patterning was then used to produce
an identical series of 500 nm square patterns on each chip with increasing total
doses. Importantly, each pattern was exposed by repeatedly rastering over the
pattern to reduce redeposition of ablated material [62] or sample charging. Fol-
lowing processing, the flat surface of each chip was analyzed by AFM for a
complete quantitative description. From these measurements, direct milling depth
was found to vary linearly with total incident ion dose while transmission milling
depth varied with the square of the dose. While transmission milling was consid-
erably less efficient than direct milling, as expected qualitatively from its mecha-
nistic nature, it was found to contribute significantly to overall membrane thickness.
Thus, the combination of these two milling rates could enable arbitrary membrane
thickness to be achieved.

While robust, the AFM approach adds additional analytical burden to the
membrane thinning process. A more powerful technique was realized when scan-
ning transmission ion microscopy (STIM) was shown to allow quantitative, in situ
assessment of membrane thickness [63]. In STIM, an image is formed using sec-
ondary electrons produced at a metal surface below the SiN membrane. In this case,
image brightness is reduced by scattering losses in the beam, and so thinned regions
will appear progressively brighter than the surrounding membrane (Fig. 18.5b).
Crucially, pixel brightness was demonstrated to scale directly with membrane
thickness, such that a single calibration of image brightness to actual membrane
dimension (Fig. 18.5c) enables thickness determination from a single STIM image.
As a result, membrane manipulation and characterization could be achieved in a
single step.

18.3.2 HIM Control of SS-Nanopore Device Dimensions

Subsequent to membrane thinning, SS-nanopores can be fabricated in the same
processing step (Fig. 18.6a). However, the dose-diameter relationship of HIM pore
formation (see Sect. 18.2.1) depends acutely on membrane characteristics. As a
result, a quantitative understanding how pore formation varies with membrane
thickness is critical.

An assessment of this interplay was carried out by measuring SS-nanopore
diameter dependence on exposure dose as a function of membrane thickness [44].
Because thinner membranes require less sputtering to produce a pore of a given
size, the trend is observed to shift to lower dose with a monoexponential depen-
dence as membrane thickness is reduced (Fig. 18.6b). This analysis enables com-
prehensive control over SS-nanopore device dimensions in a single step. Using
these findings, pores as small as 2 nm can be produced in a membrane only 1.4 nm
thick (Fig. 18.6b inset). It is also important to note that regardless of the membrane
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thickness, pore formation follows the same two-regime growth that was observed in
native membranes [42], with the transition from fast to slow growth appearing
consistently at a ∼10 nm diameter.

To confirm the viability of HIM-thinned devices and their utility in enhancing
SNR, a comparative analysis of dsDNA translocations through SS-nanopores with
identical diameters (∼3.2 nm) fabricated in membranes with disparate thickness
(4.5 ± 0.6 nm and 24.5 ± 0.8 nm, respectively) was conducted. Ionic current was
used to confirm the device dimensions before measurement, showing that actual
pore diameter matched well with the target size. Measurement of 3 kbp dsDNA
translocation events showed conclusively [44] that use of the thinned device
improved SNR by about a factor of 2 (Fig. 18.6c).

Fig. 18.6 Fabrication of ultrathin nanopore devices. a STIM micrograph of a nanopore array
fabricated in a 500 nm2 thinned region of the SiN membrane. Scale bar is 100 nm. b Log-log plot
of ion dose versus resulting pore diameter over a range of membrane thicknesses: (L-R) 4.5 nm
(diamonds), 7.9 nm (downward facing triangles), 11.3 nm (upward facing triangles), 14.8 nm
(circles), and 18.2 nm (squares). Each data set indicates a fast regime (left) and a slow regime
(right) of pore growth with a transition in slope at a diameter of ∼10 nm. Solid lines are power law
fits to relevant sections of the data. Inset shows data for a 1.2 nm thick membrane, shown
separately for clarity. Indicated data point is the smallest pore realized in that membrane (∼2 nm
diameter). c Concatenated event traces of dsDNA translocation measurements with two
SS-nanopore devices: one 3.1 nm in diameter in a 24.5 ± 0.8 nm thick membrane (left) and
one 3.2 nm in diameter in a 4.5 ± 0.6 nm thick membrane (right). All traces were low-pass
filtered at 10 kHz. See [44]
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18.3.3 Applications of HIM-Thinned SS-Nanopores

While the operating principle of resistive pulse sensing is straightforward, the
resulting electrical signals can be surprisingly complex and thus challenging to
interpret. One source of this behavior is the interaction of biomolecules with the
access regions [64], a sensing volume that extends from both openings of the
nanopore and into the measurement solution. Several studies have suggested that
complicated conductance blockade levels can arise for dsDNA due to stochastic
interactions with the access regions or occur prior to threading of dsDNA into the
pore [7, 65–68]. However, a definitive explanation has not been presented, in part
due to SNR limitations in conventional devices. SS-nanopores formed in
HIM-thinned SiN membranes have enabled new investigations into the origin of
these heretofore unexplained aspects of translocation events [69]. Figure 18.7
shows an example of signal complexity, depicting event depth (ΔG) histograms
with Gaussian fits (grey lines) for 3 kbp dsDNA translocations through a 3.4 nm
diameter pore fabricated in a 4.5 nm thick membrane. Crucially, across all

Fig. 18.7 Application of HIM fabricated ultrathin nanopore devices. a All-points histograms
of (concatenated) conductance blockades from 50 to 400 mV (low-pass filtered at 10 kHz) for
3 kbp dsDNA using a 4.5 nm thick, 3.4 nm diameter SS-nanopore. In each panel, the left-most
peak corresponds to the baseline (open-pore) conductance. Vertical lines indicate the center of the
Gaussian fit (gray line) and indicate the evolution of individual conductance populations
designated by color. b Average conductance change versus applied voltage. The dashed lines
represent the calculated ΔG from geometric models [69] for the blue and red populations,
respectively. Schematics (top) represent the DNA configuration proposed for each population.
Colors match those in (a). See [69]
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investigated voltages (50–400 mV), distinct populations emerged, the mean ΔG of
which evolve with applied voltage (Fig. 18.7a). Each conductance population was
attributable to a distinct type of interaction: the deepest events (green) were caused
by non-translocative perpendicular blockages of the pore by the dsDNA; the
intermediate level events (blue) were linear translocation through the pore; and
shallow events (red) were transient interactions with only the access region
(Fig. 18.7b). Each of these could be described by a simple geometric model.
A detailed understanding of translocation dynamics and elucidation of translocation
signals is important towards accurate data assessment and analysis in all
SS-nanopore measurements, but especially in studies using thin nanopore devices
[19, 70] where these effects are pronounced.

18.4 Manipulating Intrinsic Membrane Fluorescence

The conventional measurement of conductance through SS-nanopores has been a
powerful tool for biomolecule characterization, but has limitations. Critically,
electrical measurements on multiple nanopores simultaneously is challenging,
requiring sophisticated electronics and separated measurement chambers. As a
result, massively parallel detection schemes are difficult to execute, in spite of the
potential benefit to detection throughput and costs. An alternate approach that could
address this obstacle is the employment of single-molecule fluorescence as the
detection mechanism. Here, the use of fluorescent molecules or buffer components
[71–73] allows translocations to be monitored through direct, high-speed optical
recording during the application of voltage. The technique offers several potential
advantages. First, direct observation can be conducted in wide-field, enabling
simultaneous detection on arbitrary numbers of pores, limited only by field of view
and diffraction. Furthermore, the use of multispectral imaging and the integration of
powerful techniques like total internal reflection microscopy (TIRF) [74] and
Förster resonance energy transfer (FRET) [75] could facilitate additional flexibility,
sensitivity, and selectivity.

A critical factor in optical detection is the photoluminescence (PL) of the
solid-state membrane. Intrinsic PL increases the fluorescence noise floor, and so
should be minimized in an ideal device to maximize resolution and to enable a
wide-array of flourophores. Importantly, most common membrane materials exhibit
considerable PL, including SiN, which emits in the important wavelength range of
400–800 nm. However, few studies have addressed PL in optical SS-nanopore
detection. Recently, dela Torre et al. demonstrated [45] that atomic layer deposition
of TiO2 could be used on nanopores fabricated in SiN by FIB to both control pore
diameter and reduce membrane PL. Additionally, Schmidt et al. [76] used elec-
trochemical etching to fabricate nanopore arrays in a silicon membrane, chosen in
part for its low inherent PL. However, these methodologies required additional
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fabrication steps or produced thick devices with low yield, respectively. Therefore,
there is a need for integrated fabrication techniques that can rapidly address
membrane PL and produce SS-nanopores concomitantly.

18.4.1 HIM Photoluminescence Reduction

SiN PL is thought to arise from the presence of nanocrystalline domains within the
matrix that act as radiative centers [77, 78]. Therefore, amorphization of those
domains is a direct route to controllable reduction of membrane PL. With HIM, it
has been demonstrated [79] that the beam penetrates substrate material efficiently,
resulting in atom-atom interactions and implantations that can affect the internal
structure. Therefore, by utilizing beam doses lower than the SiN surface binding
energies (i.e. doses that do not sputter significant material), internal amorphization
could be achieved with minimal change to membrane thickness or roughness
(Fig. 18.8a).

Fig. 18.8 SiN membrane PL reduction by HIM. a Schematic illustration of a native SiN
membrane containing photoluminescent defects. Exposure to a low intensity He+ ion beam
amorphizes these defects and thus reduces membrane PL. b Analysis of membrane fluorescence
intensity in 500 nm2 square patterns with varying He+ ion dose. Circles and squares are data from
two separate chips and the solid line is an exponential fit to the data. Inset fluorescence image of a
native membrane (left) and nearly total PL suppression (right). Arrows indicate respective data
points. c Optical image (left) of a He+ ion-bleached square containing a single SS-nanopore with
diameter of 5 nm. Scale bar is 2 μm. Typical raw traces taken with the device, showing
Cy3-labeled DNA translocation events using both conventional ionic conductance (center) and
fluorescence intensity (right). Scale bar applies to both traces, with a horizontal scale of 2.5 s and a
vertical scale of 0.5 nS (electrical) and 12.5 a.u. of gray scale (optical). See [79]
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To investigate this, a 30 nm thick SiN membrane was patterned with varying He+
ion doses, similar in methodology to membrane thinning described above
(Sect. 18.3.1), and then imaged using TIRF microscopy. This treatment resulted in a
clear reduction of membrane PL (Fig. 18.8b) that decreased exponentially with ion
exposure. For example, greater than 90%ofmembrane PLwas removedwith a dose of
300–400 ions/nm2; an exposure that would result in a mean decrease in membrane
thickness of less than 1 nm. As a result, removal of essentially all PL does not
significantly alter overall membrane morphology.

Following PL suppression, the HIM beam can subsequently be used to fabricate
SS-nanopores within the patterned region using the dose-diameter relationship of
the native membrane. The device can then be used to detect fluorescently-labeled
biomolecules with minimal interference. As a demonstration, a 4 μm square region
was exposed with a dose of 400 ions/nm2 to remove PL and a single 5 nm pore was
subsequently fabricated at its center. After mounting the device in a custom holder,
a 2.8 kbp dsDNA with a fluorophore label (Cy3) was introduced and subjected to
electrokinetic translocation. Figure 18.8c shows typical traces obtained from the
device, first in the form of conventional ionic current measurement and then as
dynamic nanopore fluorescence derived from high-speed video (500 Hz) of TIRF
observation during the applied voltage. While these measurements could not be
conducted simultaneously, analysis of both traces yielded event rates 0.45 Hz,
demonstrating correlative results.

18.4.2 Application of HIM Photoluminescence Reduction

Optical detection can enable massively parallel detection schemes by allowing
analysis of dynamic fluorescence across many SS-nanopores simultaneous. An
important design aspect to consider for this purpose is the ability to accurately
localize each individual pore. The HIM fabrication process addresses this issue
inherently. Since the total He+ ion beam diameter (i.e. the full width of its Guassian
intensity profile) is larger than the nanopore that results from a single point
exposure, the region around the pore edges is subjected a significant ion dose that
decreases radially in intensity. The local PL is thus suppressed during normal pore
formation, manifesting as a non-emitting region around the pore that can typically
extend 100–300 nm past the edge of the SS-nanopore [79].

In following, the PL of a 5 μm square region in a SiN membrane was reduced by
∼80%, and an array of 400 individual SS-nanopores (diameter ∼5 nm) was fabri-
cated in its confines. Each individual pore is resolvable as a dark spot in a wide-field
TIRF micrograph (Fig. 18.9a). DNA translocations were then performed under
application of 1 V bias and while collecting TIRF microscopy images at a rate of
675 Hz. To avoid issues with pore-fouling, short (55 nt) ssDNA homopolymers
were investigated, each containing 3 Cy3 fluorophores. Stochastic increases in
fluorescence intensity could be observed at the site of individual SS-nanopores
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(Fig. 18.9b), indicative of molecular translocations; importantly, such analysis
could be performed simultaneously across the array with a single video.

Transient diffusion of labeled molecules into the sensing volume could con-
tribute to the optical translocation events observed in these traces. To explore this
issue, dynamic fluorescence intensity was also analyzed in regions adjacent to the
array, but not at the location of a pore, where diffusion can still deliver molecules
but there is no electrical driving force. The rate of events in these regions was found
to be 0.03 Hz; about an order of magnitude lower than the 0.27 Hz rate observed at
the location of SS-nanopores. Therefore, at least 90% of the optical events collected
throughout the nanopore array are attributable to electrokinetic translocation.

18.5 Conclusions and Outlook

In conclusion, HIM milling is a versatile and rapid technique for fabricating
SS-nanopores devices, offering tremendous control over device dimensions and
properties. The capabilities of this approach are best captured as a function of He+
ion dose (Fig. 18.10). At high doses (>∼106 ions/nm2), the HIM beam can rapidly
sputter membrane material to form SS-nanopores. Through control of beam current
and exposure time, pore diameters can be produced with high precision (±2–3 nm)
and resolution (down to ∼2.5 nm). Crucially, HIM features like a large range of
stage motion and lithographic beam control enable high throughput processing and
array formation as well. At intermediate doses (∼103–105 ions/nm2), the HIM beam
is able to sputter some but not all membrane material, resulting in controllable
reduction in thickness. This process is patternable and can be used to realize
membrane regions as thin as 1–2 nm, which can subsequently be targeted for

Fig. 18.9 High-throughput optical detection of ssDNA translocations. Fluorescence image of
a 20 × 20 array of ∼5 nm diameter SS-nanopores formed in a SiN membrane with
locally-quenched background fluorescence. Image is an average of 100 video frames and contrast
has been adjusted for clarity. Scale bar is 2.5 μm. b Raw fluorescence intensity traces measured
simultaneously from video of Cy3-labeled ssDNA translocations through five typical nanopores
within the array, each outlined with a square and numbered. Trace 6 is measured on a proximal
region of the membrane with reduced-fluorescence but no pore. Scale bar is 0.5 s (horizontal) and
30 a.u. (vertical). See [79]
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SS-nanopore formation to achieve high measurement sensitivity. Finally, at low
doses (<∼103 ions/nm2), the HIM beam can be used to control intrinsic membrane
PL by causing internal structural deformation (e.g. amorphization of radiative
centers) without inducing significant sputtering. As a result, membrane fluorescence
can be reduced or removed while maintaining its initial dimensions. Subsequently,
PL reduction was achieved using TEM as well [80], however that instrument is
difficult to incorporate into high-throughput fabrication.

We have described here several applications of HIM SS-nanopore devices that
take advantage of the various aspects enabled by the fabrication method. From
elucidating electrokinetic translocation dynamics to massively parallel sensing,
these efforts establish the utility of both the platform in general and devices pro-
duced by HIM in particular. In continuing work, these measurements will be
expanded and improved. For example, the selective modification detection assay
developed with HIM nanopores is currently the focus of extensive research as a
possible route toward nucleic acid biomarker identification. Such a capability could
be a valuable asset for the rapid diagnosis of diseases like cancer [81] and
Alzheimer’s disease [82]. Additionally, the potential for massively-parallel analysis
could be an important capability for a future high-throughput genetic sequencing
device [83].

SS-nanopores hold remarkable potential as the basis of a wide range of cost-
effective and highly sensitive detection devices. As a consequence, they could
revolutionize the future of medical diagnostics, just like the Coulter Counter did
decades ago. However, one of the most daunting obstacles to their development
and integration is simple availability. Since the introduction of platform, several

Fig. 18.10 Manipulation of SS-nanopore device properties with He+ ions. Varying He+ ion
dose can be used to control a range of device properties. Images show TIRF micrograph of a ring
pattern (left) exposed to low He+ ion dose around a single pore, demonstrating PL reduction;
STIM micrograph (center) of a nanopore (bright spot) fabricated in a square region of reduced
thickness, demonstrating the effect of intermediate ion dose on membrane thickness; TEM image
(right) of a ∼20 nm diameter nanopore, demonstrating complete ablation of membrane material to
form a pore. Scale bars are 4 μm, 100 nm, and 20 nm, respectively. Schematic above each image
illustrates the affect of incident He+ ion dosage on membrane properties and dimensions
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fabrication strategies have been effectively employed, but each has brought with it
significant limitations in speed, resolution, or throughput. As we have discussed
here, HIM addresses each of these challenges while also offering tremendous
flexibility in controlling a range of additional device characteristics that will result
in a more versatile system. Accordingly, the capabilities afforded by helium ion
microscopy will play a critical role in the future of SS-nanopore technologies.
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Chapter 19
Applications of GFIS in Semiconductors

Shida Tan and Rick Livengood

Abstract Electron beam and ion beam based techniques such as SEM, TEM, and
FIB are used extensively by the semiconductor industry to provide analytical,
metrology, and debug capabilities for process development, manufacturing yield
monitoring, and new product ramp. The unique imaging and nanomachining
attributes of the helium and neon Gas Field Ionization Source (GFIS) technology
may extend beyond what electron and gallium beams can achieve alone. In this
chapter, emerging semiconductor applications for helium and neon GFIS are
reviewed and the key imaging and nanomachining limitations and attributes of both
are discussed.

19.1 Introduction

Semiconductor process technology advancement has been fueling the steady
increase in computing power and energy efficiency for the past 50 years. The
second generation 3D tri-gate transistors were introduced to the broad market in
early 2015 supporting a wide range of products from mobile devices to servers,
delivering high performance, power, density, and cost per transistor. Moore’s Law
is accomplished through a combination of reducing feature and cell sizes, imple-
menting novel device architectures, and introducing new materials in the process
technology (Fig. 19.1). However, to enable timely introduction of new products to
the market, not only the development in novel designs and process technologies are
critical, analytical techniques scaling is also essential. One of the important tools in
the analytical and silicon debug space is the focused ion beam (FIB), which has
been widely applied for over 20 years in the semiconductor industry for failure
analysis (FA), fault isolation (FI), transmission electron microscope (TEM) sample
preparation, mask repair, and backside circuit edit (CE) [1–3].
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The transistor fin, gate, and interconnect pitch scaled by ∼0.7x from the 22 nm
1st generation to the 14 nm 2nd generation 3D tri-gate transistors [4]. The areal
scaling and volumetric scaling factors of the device are 0.5x and 0.35x, respectively.
To meet these process scaling challenges, FIB technology needs to scale not only for
imaging resolution and X-Y nanomachining precision, but also in material removal
controllability, material selectivity, ion beam induced damage minimization, and
improved signal to noise ratio (SNR) in high aspect ratio milling structures.

Although the traditional gallium liquid metal ion source (LMIS)[5, 6] continues
to scale in probe size, there are fundamental limits associated with it, i.e. sputter
yield, secondary electron (SE) yield, gallium contamination, etc. Looking beyond
gallium, several novel ion beam technologies have emerged in the past decade:
helium and neon gas field ionization sources (GFIS), [7, 8] lithium magneto-optical
ionization sources (MOTIS), [9] cesium low temperature ion source (LoTIS), [10]
multicusp plasma ion source, [11] and alloy liquid metal ion sources, [12] providing
a broad range of ion species as alternative candidates. Among these, helium and
neon GFIS appears to be one of the most promising alternatives to gallium LMIS
due to the unique combination of desirable attributes of high resolution, low energy
spread, high secondary electron yield, and low sputter yield [13–17]. However,
significant challenges associated with applying light element ion species to semi-
conductor devices was reported as well [18, 19].

This chapter discusses the tradeoffs of various ion beams and their operating
parameters in different semiconductor application scenarios, i.e., interaction vol-
ume, sputter yield, beam profile, and machining mechanism for bulk and membrane
substrates. The combination of these parameters determines the ultimate profile and
precision of FIB nanomachining. Preliminary results, advantages, and challenges in
applying GFIS technology in semiconductor devices will be discussed as well.

19.2 GFIS Nanomachining Characteristics

19.2.1 Charged Particle Interaction with Materials

Ion beam imaging and patterning introduce substrate damages in the form of dis-
located substrate atoms from their original lattice positions, implantation of the

Fig. 19.1 Moore’s Law—Process technology scaling through device architecture, lithography,
and material innovations (2002–2015), diagram courtesy of Intel Corporation [4]
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incident ion beam, and sputtering of the sample. The ion mass, beam energy, and
material properties determine the ion material interaction volume, damage density,
and the material sputter yields [19]. TRIM[20] simulation results on several
established ion source technologies are shown in Fig. 19.2. Results from ion spe-
cies from atomic weight of 4–197 AMU irradiating a silicon substrate at normal
incidence at an incident energy of 30 keV are compared [21]. The TRIM results
illustrate the ion implant range and interaction volume decrease with the increase of
the atomic weight of the ion; hence the potential impact of interaction volume and
ion beam induced damage on transistors and other materials need to be considered
especially for light element ions such as He+.

Another consideration for FIB imaging and beam induced nanomachining is
sputter yields. Simulated sputter yield for He+, Be+, Ne+, Ar+, Cr+, Ga+, Xe+, and
Au+ in silicon and copper between beam energies of 1 and 50 keV are plotted in
Fig. 19.3 [21]. With increasing beam energy, Low mass ions (e.g. He+, Be+)

Fig. 19.2 Simulated sputter yield, interaction volume, and implant depth of He+, Be+, Ne+, Ar+,
Cr+, Ga+, Xe+, and Au+ at 30 keV beam energies in a silicon substrate

Fig. 19.3 Simulated sputter yield of He+, Be+, Ne+, Ar+, Cr+, Ga+, Xe+, and Au+ at 1, 2, 5, 10,
20, and 50 keV energy at normal incidence to silicon and copper. The sputter yield is plotted
against atomic weight of the incident ion species
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penetrate deeper into the sample producing relatively low sputter yield, while the
high mass ions (e.g. Xe+, Au+) have an opposite trend. The reversal of this beam
energy dependency occurs for ion species with atomic weight between 20 and 40
AMU. It is relevant to note that many common nanomachining applications use
heavier ions with an energy between 30 and 50 keV.

The understanding of the tradeoffs in applying various beam parameters is
critical to successful FIB implementations in different applications. Using circuit
edit as an example, lower beam acceleration energy and heavier ions are desired in
order to minimize the number of ions needed and ion beam induced damage range
to the transistor channel/gate and the circuitry timing. However, the beam attributes
associated with high beam acceleration energy and lighter ions are preferred in
order to achieve high resolution, high signal to noise, and a high degree of con-
trollability while machining through mixed material.

19.2.2 Charged Particle Interaction in Bulk Versus
Membrane Substrates

Besides the beam characteristics, substrate geometry and material crystallinity are
important factors influencing the ion beam nanomachining characteristics. While
great successes have been demonstrated on fabricating structures in thin membrane
samples using helium, such as 10 nm critical dimension plasmonic devices, [22]
4 nm SiNx nanopores, [23] and 10 nm graphene-based devices; [17, 24, 25]
drastically different results were reported for bulk materials [18, 19]. High levels of
damage and surface deformation in various crystalline bulk substrates such as Si,
Cu, and Au are caused by the high ion implantation range, low sputter yield, and
low diffusivity of the helium ions. However, controlled defect injection is utilized
for device bandgap alteration [26] and nano superconducting tunnel junction fab-
rication [27]. In majority of the semiconductor applications, defect creation and
material removal mechanism need to be understood and carefully minimized.

A close analysis of the different interaction and sputter mechanism of the helium
beam in single crystal silicon in bulk versus membrane geometry was reported in a
joint Intel—NIST study [28]. Clear sputter mechanism differences in the membrane
versus the bulk sample were observed when the thickness of the membrane sample
is less than the nuclear stopping range of the primary ions in the material.

The evolution of the formation of the dislocations, the amorphization region, and
the material removal in a single crystalline membrane and a bulk silicon substrate
are captured via TEM imaging as shown in Figs. 19.4 and 19.5, respectively [28].
In both the membrane and the bulk samples, no noticeable beam induced subsurface
damage is revealed in the TEM micrographs below a dose of 6.4 × 103 ions nm−1.
With increasing dose, some dislocations become visible at the entry location of the
beam (Figs. 19.4a and 19.5a). Initially, noticeable crystalline lattice disruptions at
the center region of the ion beam entry point are detected (where the beam current

474 S. Tan and R. Livengood



density is highest). Once the damage density exceeds a certain threshold, the
substrate becomes amorphized and appears as bright regions in the TEM micro-
graphs (Figs. 19.4d and 19.5c). At even higher doses, the amorphous regions close
to the surface of the sample grow both laterally and through the depth of the sample
as the damage density created by the outer part of the probe current exceed the
damage threshold.

Fig. 19.4 High resolution TEM micrographs of the He+ milling progression a bulk Si samples at
doses ranging from a 6.4 × 103 to j 8.2 × 105 ions nm−1

Fig. 19.5 High resolution TEM micrographs of the He+ milling progression in membrane Si
samples at doses ranging from a 6.4 × 103 to n 4.8 × 106 ions nm−1
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The crystalline to amorphous interface follows the contour that corresponds to
the critical threshold of the ion beam induced damage density. Therefore, the ion
trajectory and the interaction volume in a crystalline substrate can be tracked with
high sensitivity and be used for quantitative empirical measurements of the ion
beam current density [29].

In the bulk substrate (Fig. 19.4), the expansion of the amorphization zone below
the surface tracks the damage density distribution predicted by TRIM [20] simu-
lation at the lowest doses. As the amorphization zone enlarges with increasing ion
doses, the material density in the ion beam interaction region continues to decrease.
The initial density reduction is caused by the single crystalline silicon turning
amorphous from the ion beam induced knock-on events, introducing a 1.8% gradual
decrease in density [30]. This is followed by a second density reduction stage as a
result of the subsurface implantation of helium that coalesces into nano-bubbles
[19]. The nano-bubbles are not clearly visible in the micrographs included here due
to the magnification of the images. Along with material density reduction, the
interaction volume continues to expand beyond what is estimated by the TRIM with
doses beyond 4.1 × 105 ions nm−1. This is most evident by comparing the depths
of the amorphization zones in Fig. 19.4i, j. This phenomenon could be explained by
the reduced substrate density and its resulting increase of the ion beam propagation
length in the substrate.

At milling doses between 2.6 × 104 and 2.0 × 105 ions nm−1 (Fig. 19.4d–h),
the net material removal from the sample surface resulted in a shallow via at the
beam entry point on the surface, since at these doses the net material volume
removal rate is greater than the net volume expansion from the substrate density
changes. However, at dose of 4.1 × 105 ions nm−1 (Fig. 19.4i), the density
induced volume expansion exceeds the net material removal rate, causing the initial
via sputtered by the beam to all but disappear. With doses higher than 4.1 × 105

ions nm−1, surface distortion caused by increased implantation of helium becomes
evident. This series of TEM micrographs reveals the typical bulk sample distortion
results reported for crystalline samples [19].

Similar to the bulk sample, initially, a very small surface via is formed at a dose
of 2.6 × 104 ions nm−1 in the Si membrane sample (Fig. 19.5d). At a dose of
5.1 × 104 ions nm−1, evidence of forward sputtering can be seen at the exit surface
of the membrane, i.e. the substrate atoms are ejected from the beam exiting surface
of the membrane sample instead of being back sputtered. At a dose of 4.1 × 105

ions nm−1, the bulk sample starts to show surface distortions (Fig. 19.4i), the
membrane sample continues to be back sputtered from the beam incident surface
while the vias form and grow from the top and the bottom surfaces simultaneously
(Fig. 19.5i). The nuclear stopping range of the helium ions at 35 keV is 318 nm,
[20] which is greater than the thickness of the membrane (140 nm). Unlike in the
case of the bulk substrate sample where no net volume removal is observed;
backward sputtering in the membrane sample continues with net volume reduction
even at the higher doses. This net sum reduction in material is caused by the fact
that there is very little subsurface helium implantation induced volume expansion to
counteract the bulk material removal of the substrate.
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In the membrane sample, forward sputtering is determined as the dominant
contributor to the material milling [28]. Relative forward sputter yield (FSY) to
backward sputter yield (BSY) ratio ranges from 3 to 5 in the membrane milling
process (Fig. 19.6). BSY roughly follows the bulk material sputter yield while the
FSY is heavily dependent on the membrane thickness to ion range ratio and the
progression of the milling process.

Membrane material properties, membrane thicknesses, ion beam species, and
beam energy all play into the end results. As the forward sputtered via starts to
develop, the helium exit points retract to be above the bottom surface of the
membrane and have an increasing probability to re-enter the sample at a glancing
angle with reduced beam energy. This unique process of lower energy particles
re-entering the substrate at a glancing angle causes the forward sputtered via to
enlarge rapidly and FSY to significantly increase initially during the membrane
sputter process. As both the forward and the backward sputtered vias continue to
develop, the thickness of the membrane in the beam path reduces. The lateral
distribution of the helium atoms exiting the sample becomes narrower and the beam
energy loss reduces. These changes cause a lower sputter yield and reduced
probability of the exit beam re-entering the substrate. Eventually the initial accel-
eration of the forward sputtering process was reversed.

19.2.3 Ion Beam Probe Current Distribution

In addition to considering the influences from the ion material interaction and
substrate types on the nanomachining characteristics, a clear understanding of the
ion probe current distribution is critical in achieving desired precision in the
nanofabrication processes as well. A quantitative characterization methodology for
understanding the ion probe current distribution was discussed by Tan et al. [29].
A gallium beam based straight sputtered versus gas assisted etched (GAE) via

Fig. 19.6 Experimental back
sputtered yield, forward
sputtered yield, and total
sputter yield with increasing
helium doses in the Si
membrane sample
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profile comparison illustrated the influences of the ion beam probe tail on the
ultimate ion beam nanomachining precision [31]. In the sputtered via example, the
via profile is proportionally influenced by the current density in the ion beam’s
center Gaussian, Gaussian tail, and the beam material interaction. The sputtered via
width close to the surface has lateral over-etch, while the width at via full width at
half maximum (FWHM) is roughly equivalent to the patterned dimension
(Fig. 19.7a). Conversely, the GAE via profile has high isotropy (Fig. 19.7b), with
lateral of 30–50 nm of sidewall overetch throughout the depth of the via. The Ga+

etched via dimension using enhancing gas chemistry is predominantly influenced
by the beam tail, which is quite prevalent in Ga+ LMIS beams due to chromatic
aberrations.

By comparison, Fig. 19.8 shows a He+ GFIS beam etched via with XeF2 GAE at
a beam energy of 34.5 keV and a dose of 1 × 1019 ions cm−2. The bottom of this
via is measured almost exactly 100 nm - same as the pattern dimension. The top of
the via is measured to be 124.5 nm, with the maximum lateral over-etch of
12.3 nm. The lateral over-etch from the He+ XeF2 etched via is much smaller
compared to those of the Ga+ sputtered or XeF2 GAE vias (Fig. 19.7) at ± 10 to
50 nm and ± 30 to 50 nm, respectively. This is in line with the nanomachining
performance we would expect from He+, a close to ideal Gaussian beam. It also
shows the criticality in minimizing the beam tail in the ion beam probe profile in
order to achieve sub-20 nm nanomachining capabilities necessary for the 10 nm
process node and beyond.

Fig. 19.7 Digitized via width versus depth profiles for a sputtered and b XeF2 etched vias. All vias
were patterned at 25 nm width. Patterns 1–4 received ion doses of 0.23, 0.90, 1.8, and 3.6 nC μm−2,
respectively, for series (a) and 0.028, 0.11, 0.22, and 0.43 nC μm−2, respectively, for series (b)
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19.3 Applications of GFIS in Semiconductors

GFIS technology has been explored in the semiconductor space for a number of
applications, including high resolution microscopy, failure analysis, fault isolation,
mask repair, circuit edit, and TEM sample preparation. Although the unique attri-
butes of a Helium GFIS ion beam have been widely studied, neon GFIS applica-
tions are not nearly as well explored and documented since it only became
commercially available in 2014. The use of GFIS beams for semiconductor industry
applications is still in its infancy, but it is anticipated to evolve extensively over the
next few years, particularly as academia and industry tackle the challenges of
performing analysis on devices fabricated on sub-10 nm process nodes. In this
section, we will dive into the emerging applications of GFIS in the semiconductor
industry.

A relative comparison of key attributes for gallium LMIS, neon GFIS, and
helium GFIS are shown in Table 19.1. The absolute values for sputter rate and
secondary electron yield vary depending on the substrate material, beam energy,
and other patterning variables [32]. The GFIS performance attribute values shown
in Table 19.1 are normalized to those of the Ga+ for comparison purposes. Helium
has approximately only 1% of the sputter yield compared to Ga+ in the 10–40 keV
beam energy range, which is typically used in Ga+ ion beam nanomachining
applications. This limits the applicability of He+ for machining purposes. Neon,
however, has a sputter yield of approximately half that of Ga+, which makes it
much more suitable candidate for nanomachining. The relatively high secondary

Fig. 19.8 Cross-section
image of a He+ XeF2 GAE
via patterned with 100 nm
width

19 Applications of GFIS in Semiconductors 479



electron yields and lower sputter yields of helium and neon GFIS beams make them
highly desirable for imaging applications where the ion induced damage mini-
mization is required. A new figure of merit—SE yield per sputtered atom is defined
as an ion beam’s ability to precisely control the removal rate and removal depth of
the substrate. As shown in the table, both the He+ and the Ne+ have high figure of
merit, indicating great spatial and temporal precision scaling relative to the Ga+

FIB.

19.3.1 Helium Applications

Helium GFIS has been explored for its high imaging resolution, unique contrast
mechanism, surface sensitivity, and high sensitivity voltage contrast attributes [13,
14, 16, 33, 34]. Helium has also been successfully used for nano-patterning and
nanomachining in thin films for applications such as plasmonic device fabrication,
graphene device fabrication, and other direct-write nanomachining applications [22,
24, 25, 35–37]. More recently, other light element GFIS beams have also been
explored for potential mask repair applications [38–40]. In spite of these successes
in imaging and thin film patterning, helium GFIS has had limited use for semi-
conductor nanomachining, microscopy, and material analysis applications due to
the risks of beam induced subsurface damage and implantation causing variation in
the transistor performance [19].

19.3.1.1 Helium Ion Microscopy

One of the major challenges of imaging semiconductor materials is imaging insu-
lators and materials with floating substrates. This is due to the surface charge
accumulation from the primary beam implantation and the loss of electrons through
the secondary electron emission. As the surface charge accumulates, not only the
corresponding electric fields cause the SE emission to reduce, resulting in poorer
image SNR; the electric fields from the surface charge accumulation also cause the
beam to shift from targeted landing area resulting in degradation of the resolution.

Table 19.1 Comparison of key attributes of the He+ and the Ne+ GFIS beams relative to the Ga+

LMIS beam

Beam
energy
(keV)

Resolution
(1pA) (nm)

SE yield
(relative)

Sputter
yield
(relative)

SE yield per
sputtered
atom

Current range

Ga+ LMIS 10–40 3 1x 1x 1x 0.7 pA–100 nA
He+ GFIS 10–35 0.5 3–8x 0.01x 300–800x <50 pA
Ne+ GFIS 10–30 1.5–2 2–3x 0.3–0.5x 4–9x <10 pA
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Such influence to the beam is particularly significant at lower acceleration voltages,
i.e. 500–1000 V which is typically used for critical dimension (CD) metrology.
Certain mitigation techniques can be used for SEM to compensate the charging
effects; however, it cannot be completely eliminated. One advantage that positive
ion FIB imaging has over SEM is the ability to neutralize the surface charge
through in situ irradiation of the sample surface with low energy electrons [41, 42].
With the flood gun applied during imaging, the electrons are drawn to the positively
charged area and thus self-regulate to achieve charge compensation. Charge neu-
tralization, high resolution, and low sputter yield characteristics of the He+ makes
the helium ion microscope (HIM) an excellent option for imaging these types of
substrates.

A good example of charge neutralization is in imaging a chromium photomask.
The images shown in Fig. 19.8 were imaged with He+ at 17 keV beam energy with
1 pA beam current [42]. With flood gun applied to the sample surface between He+

line scans, the image SNR improved dramatically. In the charge neutralized image
(Fig. 19.9b), the transition from the chromium edge to the quartz can be clearly
seen and the particle defect located in the center of the chromium line can be much
better delineated compared to when the flood gun was off (Fig. 19.9a).

Figure 19.10 shows images of an advanced photo-mask patterned with resist
taken at 2 μm field of view (FOV) with 20 keV He+ beam at 200 fA beam current
[19]. Not only do the images have great SNR and no lateral smearing from charge
induced drift, but the He+ beam’s high depth of focus and surface sensitivity reveals
rich information related to the resist surface and the sidewall, which is not possible
to achieve with a SEM.

Fig. 19.9 Patterned chromium on quartz photomask imaged with a HIM. a Effects of beam
induced surface charge degrade image SNR and resolution. b Charge neutralization significantly
improved the SNR and resolution
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19.3.1.2 Voltage Contrast Imaging

One of the promising areas for He+ FIB microscope is for beam induced voltage
contrast applications. The voltage contrast (VC) effect can be the manifestation of
either a capacitive effect (induced voltage equivalent to deposited charge divided by
device capacitance) or a resistive effect (induced voltage equivalent to charging rate
times device resistance). In either case, the induced voltage enhances or retards the
detector’s ability to collect and hence modulates the signal strength. Passive voltage
contrast (PVC) localization uses the brightness differences in the FIB or the SEM
images of conducting structures in the semiconductor circuits to isolate failures like
opens or shorts. Active voltage contrast method where an external bias is applied to
certain structures can offers even more localization possibilities for the resistive
failures [43, 44]. If the electrical feature of interest is below the surface, static
capacitive contrast (SCC) is responsible for creating the contrast [45]. In this
phenomenon, conducting features buried beneath an insulating layer are imaged
brighter according to their capacitance, which reduces the surface field buildup thus
allowing secondary electrons to escape more readily.

Failure localization with PVC is based on the fact that floating structures are
charging up under the influence of the primary beam in the FIB or the SEM. In the
FIB, this charging is always positive and greatly depends on the primary beam
current. In the SEM, the charging can be positive or negative depending on the
primary beam’s energy and current. The FIB in general has stronger charge effects
than the SEM since the incoming primary electrons and the exiting secondary
electrons are partially compensating each other in the SEM. Ga+ FIB induced
charge contrast was quite commonly used for this purpose until about 2005. After
the semiconductor minimum feature size dropped to below 100 nm, the high sputter
rates and the p-type doping influence from the Ga+ beam became too invasive to the
transistors. This invasiveness combined with the resolution limitations of the

Fig. 19.10 High resolution and depth of field helium images of photoresist on a mask sample
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Ga+ FIB resulted in this technique being replaced with other more cumbersome, but
less invasive techniques such as Atomic Force Probing (AFP) [46]. The combi-
nation of the superior resolution, the high SE yield, and the relatively low sputter
rates of the light element ions provides a great opportunity for HIM to be used for
charge contrast analysis.

Figure 19.11 shows an example of electrical inspection on a fully processed
DRAM sample that has been passivated with silicon nitride (Si3N4) [33]. The SEM
image did not reveal any noticeable contrast variation, but the HIM imaging,
provided very strong contrast for this application showing three pairs of lines near
the center of the image, which are much brighter relative to adjacent lines, indi-
cating a good continuity to ground. The interlayer dielectric layer beneath and
adjacent to the lines also had strong contrast, appearing almost black. This differ-
ence in the SEM and the HIM image contrast is theorized to be caused by the lower
mean energies of the ion beam induced secondary electrons comparing to the SEs
generated by the electron beam, making them more sensitive to the influence of
subsurface fields [33].

Another example of beam induced voltage contrast application is shown in
Fig. 19.12. In this example, the top interconnect layers of a DRAM sample were
removed via polishing, exposing the substrate contact level. The upper left contact
is connected to a p-type diffusion area and the lower right contact is connected to a
n-type diffusion area. He+ creates positive charging in the sample, resulting in a
forward bias in the p-type connection. Since charge can be replenished from the
substrate, the forward biased contact appears brighter than the contact with con-
nection to the n-type diffusion. The contrast variation between the two contacts can
be increased from 30 to 235% through lowering the beam landing energy, as seen in
Fig. 19.12 [47]. Knowledge of all factors influencing the VC generation such as
capacitance, leakage, doping, bias, and circuitry is very important for successful
failure localization with charged particle beam technology.

Fig. 19.11 a SEM. b HIM images of a fully process DRAM sample with leaky connections
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19.3.1.3 Doping Contrast Imaging

There is an increasing need for characterizing the nanoscale dopant distributions
due to the miniaturization of the semiconductor devices. HIM imaging has been
reported to have improved spatial resolution and less lateral spread of SEs with
respect to SEM [16]. It could potentially be developed into a major contender for
dopant mapping of future nanoscale semiconductor devices.

19.3.1.4 Mask Repair

Most defects on high-end photo masks used in current semiconductor processes are
repaired with electron beam (EB) based systems. Extreme-UV lithography (EUVL)
is a next generation lithographic technique expected to continue the trend of
miniaturization in the nanoelectronics industry towards the 10 nm node. A next
generation mask repair beam for both the optical and the EUV masks will require
improvements in every major repair attributes, i.e. higher repair precision; minimal
absorber side etching; limited material layer intermixing; low reflectivity loss; and
high etch selectivity, etc. The minimum repairable dimension of the current
state-of-the-art repair EB systems is about 20–30 nm and the selectivity between
the MoSi and quartz substrate in phase shift masks (PSM) to avoid over etching is
not sufficient.

F. Aramaki et al. conducted detailed analysis in applicability of H+, H2
+, N2

+

and He+ GFIS for phase shift mask and EUV mask repair [38, 39, 48]. In their
publications, a minimum repairable dimension by H2

+ was reported to be 11 nm,
half of that with EB [39]. The etching rates was reported to be 0.0762 nm3 per

Fig. 19.12 a 25 keV. b 10 keV HIM images of a deprocessed DRAM sample with the upper left
contact connected to a p-type diffusion area and lower right contact connected to a n-type diffusion
area
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incident ion for MoSi and 0.0124 nm3 per incident ion for quartz, resulting in an
etch selectivity of 6.1:1 [39]. EUV reflectivity is altered by 30 keV He+ at a small
dose of 2 × 1015 ions cm−2, but H2

+ at 15 keV with a dose up to 1 × 1016 ions
cm−2 showed no reflectivity change [38]. This improvement was attributed to the
significantly fewer substrate atom recoil events induced by H2

+ compared to He+.
These results suggest that the H2

+ GFIS technology could be a promising candidate
for repairing the advanced masks.

Figure 19.13 shows examples of before and after images of an extrusion defect
and a missing pattern defect on a MoSi (HOYA A6L2) mask repaired with a H2

+

beam at 25 keV. AFM images of the edited regions before and after repair showed
no significant difference between the repaired section and the defect free regions of
the mask (Fig. 19.14).

Other mask repair studies by Rack et al. investigated both helium and neon as
candidate techniques for EUVL mask editing [40]. Although He+ etches certain
EUV absorber (TaN) well, He+ beams did not effectively remove nickel absorber
layer at 16 or 30 keV with the dose parameters tested. In addition, unwanted

Fig. 19.13 Scanning ion images of holes on MoSi (HOYA A6L2) mask before and after repair
for a extrusion defect and b missing defect

Fig. 19.14 AFM images of defects on MoSi (HOYA A6L2) mask before and after repair
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intermixing of the underlying Mo/Si EUV reflector layers were created. At doses
below 1 × 1017 ions cm−2, a progressive contraction caused by molybdenum
silicide formation is observed. With peak implant concentrations in excess of
1 × 1021 ions cm−2, nanobubble formation occurs and causes substrate swelling.
Neon at 30 keV removed the nickel absorber layer effectively at ∼1.5 nickel atoms
per neon ion; however, the TEM images revealed presence of nanobubbles at
concentrations exceeding 1021 neon cm−3 and an extended region of apparent Mo
Si intermixing.

Much further exploration and advanced gas chemistry developments are needed
to enable GFIS in the mask repair applications.

19.3.2 Neon Applications

Gallium FIB nanomachining in failure analysis, fault isolation and circuit edit [3, 49]
has been well studied and applied for over 20 years in the semiconductor industry.
Some of these applications could potentially be improved and extended with neon’s
unique attributes discussed in the earlier part of this section.

19.3.2.1 Circuit Edit

FIB circuit edit, used for rewiring integrated circuits to validate design changes,
isolating process faults, and generating engineering samples, provides physical
validation of engineering changes in hours as opposed to weeks typically required
for mask stepping changes [49]. This quick turn-around enables very rapid proto-
typing of design changes, which in turn allows the circuit designer to continue to
validate the overall functionality of circuits in a device. Additionally, the engi-
neering samples generated allow platform designers to start development early and
eventually shorten the product time to market.

Neon GFIS has demonstrated very good nanomachining performance, with 2–3x
lower sputter yield and 3x higher SE yield relative to Ga+ [50], providing a high
level of SNR and nanomachining controllability that is not attainable using a tra-
ditional Ga+ LMIS based FIB systems. However, the invasiveness of the neon ion
beam in terms of material property alteration, un-intended lateral sputtering, and
transistor device timing impact needs to be considered in order to determine the
limitation of neon for CE applications. As an example, Ne+ has a 3x higher ion
material interaction volume than Ga+ at the equivalent beam energy. At 30 keV, an
energy typical used for CE, Ga+ and Ne+ have an interaction depth of ∼ 30 nm
and ∼ 100 nm in silicon, respectively. The larger interactive volume of neon limits
the proximity for many of the nanomachining and ion beam induced deposition
(IBID) applications to a distance greater than 100 nm from the critical circuits and
interconnects. Additionally, implanted neon tends to cause substrate deformation in
the forms of nanobubbles once the implanted dose exceed neon’s solubility in the
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substrate material [51]. To circumvent this, most of the early work published on
neon was conducted at 10 keV beam energy, which limits the Ne+ interaction depth
to roughly equivalent to that of Ga+ at 30 keV. Operating at a lower energy
degrades the Ne+ beam probe size and resolution, however, this was considered a
necessary tradeoff to enable neon’s use in CE applications [52]. Despite the
degradation of the neon beam spot size at reduced beam energy, the resulting beam
profile was still better than that of the state of the art Ga+ FIB’s.

The first proof of concept neon circuit edit was reported in 2011. Neon’s
nanomachining uniformity and endpointing capabilities on semiconductor mixed
material substrates was studied using a 32 nm test device [53]. This early study
demonstrated that a 10 keV Ne+ beam could be used to machine through the silicon
substrate and effectively stop on the transistor diffusion, poly gate, and various
metal interconnect layers, as shown in Fig. 19.15a–c.

Additional neon circuit edit results are shown in Fig. 19.16. These edits were
performed on a 22 nm Fin-FET device using a 10 keV neon beam. The target
interconnect layers was exposed, IBID dielectric layer was deposited, and a narrow
via was milled through the IBID dielectric layer to the specific interconnect signal
line of interest to mimic the standard processes used in CE [54]. In Fig. 19.16a, the
cross-section image shows the final result of a Ne+ beam machined 250 nm mill box
through the diffusion-poly-metal interconnect stack. The sample was exposed to the
M1 layer, then followed by Ga+ IBID insulation, and a connection point to the signal
of interest with a 50 nm (FWHM) via. A more interesting and challenging

Fig. 19.15 Via milling and end-pointing on various process layers on a 32 nm test device using
10 keV neon beam with 1 pA current. Visual endpoint on metal 1; via 0; poly connect layer;
transistor connect layer; poly layer, and diffusion layer a–c and their cross-sectional images are
shown

19 Applications of GFIS in Semiconductors 487



application is shown in Fig. 19.16b where Ne+ beam was used to edit between the
p-device and n-device transistor fins. After successful endpointing on the very
narrow contact layer and Ga+ IBID dielectric step were completed, the contact layer
was re-exposed by a Ne+ beam with a 40 nm (FWHM) Via. This example is par-
ticularly intriguing because it demonstrates neon’s ability to access a signal at the
poly-gate, source, and drain levels without damaging the device. Currently, most
edits performed on sub-22 nm process nodes by Ga+ are done destructively, i.e. an
active or passive device is removed to allow access to the signal in the signal routing
layers below. The prospect of performing edits within the device cell of interest
noninvasively could enable much more complex edits to be defined, which should
allow more accurate representation of the design changes to be implemented at the
mask level. It needs be noted that a Ga+ FIB was used to perform the dielectric
deposition steps between the line exposure and the via mill steps due to the limi-
tations of the IBID capabilities at the time of these experiments. Subsequently, IBID
dielectric deposition has been demonstrated using Ne+ beam with PMCPS precur-
sor; however those results are not shown in this chapter [55, 56].

19.3.2.2 Circuit Timing Invasiveness

The results discussed in the previous section demonstrated neon’s ability to
nanomachine down to key features in the semiconductor device stacks; however
neon’s invasiveness to the adjacent devices has not been quantified. To answer this
question, a Ne+ timing invasiveness analysis was conducted by the same group from
Intel to benchmark Ne+ beam’s invasiveness with that of a 40 keV Ga+ beam [57].
In this study, a group of discrete seven stage ring oscillator locations were used to
study the proximity effects of ion beam machining to the adjacent active devices.
Since the frequency of free running ring oscillators can differ by several percent from
the variations in the test set up, the environmental conditions, and the sample
preparation artifacts, the ring oscillator locations were selected to serve as the

Fig. 19.16 Ne+ beam induced via-nanomachining on 22 nm Fin-FET devices. a A Ne+ beam
machined via through transistor region endpointing on M1 signal routing layer. b A Ne+ beam
machined via through the silicon substrate endpointing on poly (metal-gate) line
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frequency reference for both the oscillators within the region irradiated by the ion
beam and outside the experiment region. All the timing invasiveness was charac-
terized as a relative change to the lager population of reference ring oscillators.

A schematic of the ring oscillator circuit and the sample deprocessing steps are
shown in Fig. 19.17. Prior to performing the neon nanomachining test, the silicon
substrate was thinned to 1 μm using a combination of laser chemical etching (LCE)
and Ga+ FIB milling. In each test locations, the ion beam was used to open up a
350 nm × 700 nm area through the remaining silicon between the diffusion fin
areas of several inverter structures in the ring oscillator. The oscillator timing
degraded by 0.5% in the case of exposure from a 10 keV neon beam. The timing
degradation of the oscillators from both 15 keV neon beam and 40 keV gallium
beam exposure were at 1.5%. These results indicate that the neon beam can be
safely used up to 15 keV without imposing worse timing invasiveness comparing to
the current gallium techniques. This result has good agreement with the TRIM ion
range simulation discussed in the previous session in this chapter.

19.3.2.3 Fault Isolation

With the increased complexity in the fab process and the reduced process geometry,
isolating process faults and root causing them has become more and more difficult.
Gallium FIB is widely applied in the area of fault isolation, but separating suspected
defective areas less than 100 nm apart without introducing additional defects has
become increasingly critical and challenging. This is another aspect where neon
could potentially be very advantageous due to its nanomachining precision and the
non-metallic doping.

Fig. 19.17 Graphical
illustrations of the test area
ring oscillator circuit and
deprocessing steps used for
the neon nanomachining
timing invasiveness study
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A TEM micrograph from a neon isolation cut is shown in Fig. 19.18 [58]. In this
example, a 15 keV neon beam is used to create a narrow separation between
adjacent contacts in a TEM lamella extracted from a 14 nm process wafer. The total
sample height is 380 nm, consisting of 180 nm of the original lamella plus a
200 nm thick HMCTS oxide protection layer. In order to inspect the suspected
areas thoroughly to accurately isolate the defects, a cross-sectional TEM lamella
was lifted out from the original process lamella. Encouraging results are demon-
strated in this example, with a 14 nm wide cut achieved at the narrowest point of
the separation and a 27 to 1 aspect ratio through the 380 nm thick membrane.
Closer inspection reveals that the neon cut through the lamella is quite anisotropic
with very little lateral damage to the adjacent process fins. Similar attempts to
perform isolation cuts with Ga+ FIB showed that the Ga+ milling precision
was ∼ 2x greater in width; had a higher lateral defect density; and caused undesired
metallic implantation to the test area, which could potentially convolute the result
interpretation.

19.3.2.4 TEM Lamella Preparation

TEM Lamella sample preparation using in situ or ex situ lift out techniques on Ga+

based FIB systems are very essential process in the semiconductor industry [59].
TEM samples are sensitive to structural damages and chemical contamination from
Ga+. Low energy Ga+ or Ar+ beam final polish steps are typically applied to reduce
these undesired side effects from the Ga+ lamella preparation steps [60].

Preliminary study in Ne+ beam polish in TEM lamella was reported recently
[61]. The lamella was first thinned, lifted out, and welded onto an Omni grid using
Ga+ due to the limited beam current range from the Ne+ GFIS. Once the lamella
thickness was reduced to about 600 nm, a 25 keV Ne+ beam was used to further
polish the area of interest to create a 50 nm thick window on the lamella

Fig. 19.18 An example fault
isolation cut in a TEM lamella
using a 15 keV neon beam
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(Fig. 19.19a). A bright field TEM image taken from the thin window area is shown
in Fig. 19.19b. These are the earliest result published to date, it will be interesting to
see the follow up investigation on the impact of the Ne+ beam energy and the
incident angle on the quality of TEM sample and determine if there are any scaling
benefits in using Ne+ versus Ga+ beam for the TEM sample preparation.

19.4 GFIS Damage Mitigation

While low energy neon beam has demonstrated promising results for various
nanomachining applications discussed in this chapter. The subsurface nanobubble
to microbubble formation and the high damage distribution range of the helium
beam and the neon beam above 15 keV impose a very narrow operating window.
The smaller probe size, the higher SE yield, and the greater nanomachining pre-
cision at the high beam energy, could be utilized if techniques to prevent the gas
bubbles to accumulate subsurface and to eliminate the damage formation can be
applied.

Since the helium diffusion rate is exponentially dependent on the substrate
temperature [62], raising the temperature of the sample substrate is a potential
solution to mitigate this phenomenon. This enhanced helium diffusion through the
sample substrate heating has been published in 2013 [51]. In this report, Si and
SrTiO3 samples were placed on a MEMS heater during milling. At 700 °C, the
diffusion of the helium was sufficiently large to enable clean helium cuts on a
300 nm thick Si lamellae without any visible damage. This setup is a great
demonstration of the concept, but the extended heating at 700 °C imposes several
limitations including thermo-induced drift, restriction on sample geometry, and

Fig. 19.19 Ne+ beam was used to polish a Ga+ thinned TEM lamella a a global view of the
lamella with the Ne+ thinned window. b TEM image through the neon polished window
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applicability to temperature sensitive materials. For semiconductor devices, this is
not a viable solution.

In situ pulsed-laser-assisted process has been used extensively in the last several
years in the areas of process enhancement for e-beam induced processes [63, 64].
An approach utilizing a synchronized in situ infrared pulsed laser for helium and
neon ion beam induced damage mitigation was recently reported [65]. The miti-
gation of subsurface damage induced by He+ and Ne+ ion exposures in silicon was
demonstrated. The pulsed laser assist provides highly localized in situ
photo-thermal energy which reduces the implantation and defect concentration by
greater than 90%. The laser-assisted exposure process is also shown to reduce
peripheral defects in He+ patterned graphene, which makes this process an
attractive candidate for application in direct-write nanoscale material processing via
FIBs.

Figure 19.20 is a schematic illustrating the pulsed laser delivery system which is
mounted onto the GFIS microscope. The schematic cross-section in Fig. 19.20a
demonstrates the simulated room temperature helium, vacancy, and interstitial
concentration profiles of a 1 × 1016 He+ cm−2 dose overlaid on an experimental
TEM images. The schematic cross-section in Fig. 19.20b illustrates the simulated
concentration profiles resulting from the same dose with the photo-thermal laser
assist. As illustrated, the in situ laser exposure intermittently heats the exposed
region and facilitates helium and vacancy diffusion as well as interstitial-vacancy
annihilation. It is worth noting that the uncoupled simulation doses not account for
the interstitial-vacancy concentration represent the hypothetical maximums of each.

Figure 19.21 compares TEM cross-section microscopy images of a silicon
sample exposed to variable He+ areal doses ranging from 1 × 1016 to 1 × 1018

He+ cm−2 without (a–d) and with (e–h) the simultaneous pulsed laser irradiation at
a ion beam energy of 25 keV. Examination of the TEM images (a–d) demonstrate
the typical damage accumulation noted in silicon, namely a clear progression from
vacancy and dislocation generation (as evidenced by the slight contrast in the
1 × 1017 He+ cm−2 dose image b), amorphization (observed in the 5 × 1017 He+

cm−2 dose image c), and helium bubble formation (noted in the 1 × 1018 He+

cm−2 dose image d) and is accompanied by surface swelling at doses of 5 × 1017

He+ cm−2 and 1 × 1018 He+ cm−2. Simultaneous pulsed laser irradiation has a
profound effect on the subsurface damage accumulation (Fig. 19.21e–h), and sig-
nificantly attenuates the onset of Si amorphization. The averaged photon/ion flux
used for this laser-assisted exposure was 1.3 × 106 photon/ion. Specifically, near
surface amorphization of the Si is obvious in Fig. 19.21i when no laser assist is
used. However, the Si maintains it’s near surface crystallinity when a laser assisted
exposure technique is used, as shown in Fig. 19.21j. Figure 19.21k shows selected
area electron diffractograms (SAED) of an unexposed silicon region and a region
exposed to a helium dose of 1 × 1018 He+ cm−2 at a photon/ion flux ratio 5x
higher (SAED regions demoted by the dashed circles in Fig. 19.21i). Comparison
of the SAEDs reveals that while defects remain, as evidenced by the distorted spots,
the laser heating annihilates much of the damage accumulated during ion irradiation
and the single crystallinity of the silicon is maintained.

492 S. Tan and R. Livengood



In situ laser annealing of neon ion beam induced damage was also studied in this
paper. Due to the mass of the Ne+ (20 amu) is 5x higher than the He+ (4 amu), it
consequently has a higher nuclear energy loss cross-section and a significantly
reduced implant range, which results in the number of silicon interstitials and
vacancies generated to be ∼ 3.8x higher per ion as compared to He+. The reduced

Fig. 19.20 Schematic of helium ion exposure a without and b with assist to photo-thermally
enhance implanted ion diffusion and defect annihilation. Gray pixels in the raster pattern represent
pixels irradiated solely with He+, whereas red pixels are simultaneously irradiated with the laser
and He+ (not to scale). Cross-section TEM images illustrate a the amorphized silicon region and
b damage mitigated by the in situ laser assist. Overlaid on the TEM images are calculated helium,
vacancy, and interstitial concentrations, illustrating photo-thermally enhanced diffusion of He+ and
vacancies with the pulsed laser-assisted strategy of a photon/ion flux of 1.3 × 106. Inset in b is the
simulated time-temperature profile of a single 100 μs laser pulse irradiated on Si
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range results in a higher peak implant concentration for neon relative to helium at
an equivalent energy. At the photon/ion flux ratio of 1.3 × 106, the amorphization
region introduced by a 25 keV Ne+ can be reduced significantly, but a much higher
photon/ion flux ratio is needed for the Ne+/Si system to reach the equivalent repair
level as the He+/Si system.

Post annealing studies of helium implantation into silicon reveals that irreparable
voids form at a critical dose of 1 × 1016 He+ cm−2. In order to mitigate void
formation, it is important to have appropriate laser conditions in which the implanted
ions diffuse and vacancies/interstitials annihilate before this critical dose is reached.
For example, comparable laser exposure after ion irradiation yields much less
damage mitigation compared with the in situ process. While the implanted helium
can be driven out of the bubbles, voids/pores remain in the silicon.

This in situ pulsed laser assisted process is a viable technique to introduce
transient thermal energy to a localized area of the sample which avoids the limi-
tations in the heater stage approach. In addition, this in situ pulsed laser technique
could be applied to improve material purity of the ion beam induced deposits and
enhance etch rate of the beam induced etching processes similar to what has been
demonstrated for the focused electron beam induced processes [64].

Fig. 19.21 TEM cross-section of 25 keV He+ exposures of varying dose a–d without and
e–h with a pulsed laser assisted of 1.3 × 106 photon/ion flux. High resolution TEM images
showing ion beam induced damage i without and j with laser assist for a dose of 5 × 1017 He+

cm−2 collected from the regions denoted by hatched boxes in c and g, respectively. k SAED
patterns and i TEM cross-section of an exposure of 1 × 1018 He+ cm−2 with 5x higher
(6.6 × 106) photon/ion flux than h. Dashed circles demote where the SAED was conducted
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19.5 Future of GFIS Applications in Semiconductors

GFIS focused ion beams offer unique attributes that are advantageous for semi-
conductor imaging, metrology, and nanomachining applications. Examples dis-
cussed in this chapter include

• Helium GFIS has demonstrated sub-1 nm resolution imaging on materials and
substrates prone to charging problems such as photomasks and photoresist.

• Helium IBIC has great sensitivity in identifying variations in leakage current in
transistor junctions and interconnects.

• Helium and Neon has been used to demonstrate sub-5 nm nanomachining in
thin film substrates and sub-15 nm in defect isolation cuts in TEM lamella.

• Neon GFIS has demonstrated sub-20 nm high aspect ratio vias and excellent
material selectivity and material removal controllability.

• Early proof of concept results in using low energy neon beam for circuit edit
application shows viability.

• Early results in using hydrogen GFIS for possible photomask repair applications
has been published.

Although many GFIS applications have been reported in the literature, most of
the novel capabilities demonstrations are limited to university, national labs, and
semiconductor industry research labs. The use of GFIS FIBs for semiconductor
applications is in its infancy and has yet to find a niche that will bring it into main
stream application space. The current status of the GFIS is analogous to where the
Ga+ FIB was in the late 1980s; when the Ga+ LMIS emerged as a novel
micro-machining beam for the defect cross-sectional analysis and the lithography
mask repair. As the Ga+ FIB application space grew into circuit modification, TEM
sample preparation, SIMS, and wafer level applications; so did the specialization of
the Ga+ FIB tools. Similarly, it is expected that the GFIS based technologies
(helium, neon, and others) will continue to evolve and add value to solve complex
analytical, metrology, and manufacturing problems. The future for the GFIS will be
largely dependent on the maturation and the stability of the GFIS ion source
technology and the ability of the SEM and alternative FIB technologies to continue
to scale for meeting the challenges of sub-10 nm process node. Neon, in particular,
needs to reach a point of stability where it can be routinely used for mainstream
analytical, debug, and metrology labs.
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Appendix A
The ALIS Story

Or. . . A Funny Thing Happened on the Way to 77 K!

Bill Ward

This is the second iteration of this foreword. The first one was full of scientific jargon
and mathematics with accompanying graphs and tables. After proofing the last draft
and redacting the trade secrets it just wasn’t very readable. More significantly, I real-
ized it was missing something which was very important to me, the human element
and the enormous effort it took to perfect something that the scientific community
had long given up on. I touched on this topic at the 2011 Applied Physical Society
meeting while receiving my award where I was later questioned by several young
experimenters about the practical side of the project. In the interest of encouraging
the next generation of experimenters, I rewrote this forward to tell a little of the
human side of the story which includes disappointments, the lucky breaks and the
numerous successes that pointed us in the right direction.We had the enormous good
fortune to have been funded for over 10 years, a never ending appetite for success,
and a string of breakthroughs that kept us hoping that 1 day we just might solve the
mysteries of the Atomic Level Ion Source (ALIS, The single atom version of the Gas
Field Ion Source (GFIS).

It’s important to note that the main goal of this effort was not to write scientific
papers. This was my fourth high-technology startup based on the principal of de-
veloping interesting physics into useful products for the scientific community. The
papers would come later but only if we were successful in delivering high perfor-
mance and useful technology to the scientific community.

I was the cofounder of Ion Beam Technologies, Micrion Corporation, and ALIS
Corporation, all of which developed and supplied Scanning Ion Beam instruments to
the scientific community. I was also on the founding team of Varian’s Electron Beam
Lithography division. These scanning beam instruments hadmany things in common
including a source of charged particles which was usually the limiting factor in the
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overall performance of these systems. I was deeply involved in these various source
technologies which provided the underpinnings needed to attempt this final scientific
effort of my career.

I had the great fortune of starting my profession at Extrion, a particle-accelerator
company founded by Dr. Peter Rose which developed and manufactured ion-
implantation equipment for the semiconductor industry. These mass-separating ac-
celerators were a variant of the Clautron that was developed by Ernest Lawrence to
isotopically purify uranium for the “Manhattan Project” during World War II. All of
us at Extrion considered Dr. Rose a mentor who provided valuable practical advice
for us young experimenters which would later become pivotal to the success of the
ALIS source.

In 1996 Dr. Rose received the National Medal of Technology and Innovation
from President Bill Clinton. Earlier, in the 1960s, Dr. Rose was the Chief Scientist
at High Voltage Engineering which was founded by Dr. Robert Van de Graaff, one
of the most famous physicists of the last century. Van de Graaff’s company provided
both high voltage systems and particle accelerators to the scientific community that
were pivotal in the understanding of fundamental physics. Earlier still, in 1924, Van
de Graaff enrolled in the Sorbonne University in Paris where he attended lectures
by Madame Curie on radiation. Apparently, his exposure to Madame Curie, whose
family accumulated 5 Nobel Prizes, set in motion a lifelong interest in charged
particle accelerators. In 1893 Madame Curie worked in the industrial laboratory
of Professor Gabriel Leppmann who received the 1908 Nobel Prize in Physics for
color photography based on the interference phenomenon. In 1872 Leppmann was
mentored by Gustav Kirchhoff who studied and later coined the term “Black Body
Radiation”. In 1862 he created the famous “Kirchhoff’s Law”. And finally, in 1847
Kirchhoff attended the lectures of Franz Ernst Neumann whose study on the specific
heats of compounds included what is now known as “Neumann’s Law”. He is also
known for the “Neumann’s Principal” of crystal physics and his equations in optics
closely resembled those of Agustin-Jean Fresnel.

Now I’m certainly not trying to compare our achievement with the contributions
of these great scientists. I explain this amazing lineage to make a point about how
practical knowledge is passed down from generation to generation in the world of
physics. Most scientific knowledge is disseminated via technical papers in scientific
journals.However, the actual knowhow, thepractical knowledge and the all-important
gut feel about physics is often transferred by word of mouth. Dr. Peter Rose often
spoke of his experiences with Van de Graaff. He also repeated a few of Van’s stories
about Curie. Peter showed us the way around in the world of charged particles and
I am deeply grateful. If it were not for this incredible lineage that provided the
combined practical knowledge of 150 years we wouldn’t be writing this book today!

A.1 Ion Sources

A great many ion sources were developed in the last century for applications and
systems too numerous to mention here with the exception of the Scanning Ion Mi-
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croscope (SIM). With the advent of the Liquid Metal Ion Source (LMIS), this mi-
croscope became practical and finally produced an image resolution on the order of
a few nanometers.

The SIM produces a focused beam of ions that is raster-scanned on the surface of a
sample, much like a scanning electronmicroscope, producing gray-scale microscope
pictures. The brightness of each pixel in the picture is determined by the yield of
detectable byproducts produced by the ion beam collision with the sample. These
now include secondary electrons, secondary ions,RutherfordBackscattered Ions, and
photons of specific wavelengths which are produced from the decaying processes of
electrically excited atoms.

Due to the sputtering nature of these heavy atoms, the SIM can also be used to
micro-machine structures into the surface of the sample. With the localized addition
of etchant gasses, this process can be greatly enhanced. The localized adding of
materials to the surface is accomplished by introducing other unique gasses near the
surface that interact with the ion beam. In summary, the SIM can be used much like a
3D printer to create micro structures on the surface of a sample which is particularly
useful in the design and failure analysis of semiconductors.

The LMIS has served the scientific community well for the past 40 years but
there are certain downsides and limitations of this source for which there are no
workarounds. The Brightness of the source is limited by the physics of its ionization
processes which, in turn, limits the microscope’s usable resolution to a few nanome-
ters. Furthermore, the destructive nature of the heavy ions precludes its practical use
on sensitive materials such as biological samples. Finally, heavy ions have a very
short implantation range producing secondary electrons in the bulk close enough
to the surface to escape and be collected by a secondary electron detector. The bulk
area of collectable secondary electrons is sometimes larger than the focused ion beam
dimension and often limits the resolution of the microscope image.

A brighter ion source of light ions could overcome these limitations and, by
chance, there was a candidate ionization process that already existed in the Field Ion
Microscope (FIM). The FIM is often operated with helium as the gas species but the
Brightness was more than 100 times less than the LMIS.

The desire to solve the brightness problem quickly consumed the minds of many
of us in our field and so begins the extremely difficult and often disappointing search
for the “Holy Grail”. . . the brightest source of ions known to mankind.

A.2 The Field Ion Microscope

The Atomic Level Ion Source (ALIS) or Gas Field Ion Source (GFIS) is a variant of
the Field Ion Microscope and has yet another interesting lineage.

The inventor of this microscope, Dr. Erwin Wilhelm Müller, studied under the
famous Nobel Prize lauriat, Gustav Hertz. Hertz received his Ph.D. from Heinrich
Rubens who conducted crucial experiments for Max Planck who later received his
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Nobel Prize for his work in quantum physics. And, Planck studied under the famous
physicists Hermann von Helmholtz and the aforementioned Gustav Kirchhoff.

Müller first invented the electron Field EmissionMicroscope in Germany in 1936
which consisted of a highly sharpened needle that was pointed at a phosphor coated
plate located a few centimeters away in a vacuum chamber. Negative High Voltage
was applied to the needle and electrons were field-emitted from the apex of the nee-
dle. Due to the shape of the electric fields that were defined by the sharp needle,
these emitted electrons projected radially at high angles that collided with the phos-
phor plate producing an image of the apex. Bright to dark gray level variations on
the phosphor corresponded to differences in the work function of the localized tip
materials and geometries. Amazingly, that microscope produced a resolution in the
order of a few nanometers but it was not a practical general purpose microscope. But
it was a great apparatus that could be used to understand the principles of electron
field emission processes and later enable the practical creation of the Field Emission
Scanning and Transmission Electron Microscope used today.

Müller would later continue this work at Pennsylvania State University where he
and Kanwar Bahadur eventually reversed the polarity of the voltage applied to the
needle and added a small amount of gas into the vacuum. Ions were created at the
apex atoms of the needle via the quantum tunneling process, the ions were projected
to the phosphor plate producing a gray scale image that was modulated in intensity
by the variations in the localized tunneling yield. These variations were primarily due
to atomic size differences in the surface geometries which in turn varied the electric
field. This microscope produced higher resolution but not yet at the atomic level.
The gas atoms being ionized were at room temperature and their thermal vibrations
confused the origin of the ion which formed an equally confusing/blurred image on
the phosphor plate.

On the autumn day of October 11, 1955 Müller and Bahadur cooled the needle
before turning on the instrument. Sitting in a pitch dark lab, they slowly increased
the high voltage potential and within minutes saw an ordered array of dots on the
screen that directly corresponded to the expected ordered array of atoms on the apex
of the single crystal needle. I can only imagine what must have gone through their
minds that day knowing that they were the first two humans to see atoms.

Müller and Bahadur should have received a Nobel Prize in physics for this in-
credible discovery as did other microscope inventors. Perhaps they will someday.

The Field Ion Microscope would later be modified to include a mass detection
system and computer automation providing 3 dimensional models of compounds
with atomic resolution.

A.3 The Search for the Holy Grail

Asmentioned above, the Field IonMicroscope includes an exceedingly sharp needle
that emits multiple ion beams from individual atoms on the surface of the apex.
Due to local electric fields near the needle tip, these individual ion beams are radially
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Fig. A.1 (Left) Typical FIM image of (111) Tungsten. (Right) Field Ion Microscope ALIS source
test stand

separated by large angles before striking the phosphor plate for viewing. This angular
magnification of over 100 million allows an instantly observable image of the atoms
on the needle surface (Fig.A.1).

The sum of the current from all of the ion beams was encouraging however
the ability to recombine 100 of them via an electrostatic lens into a coherent spot
was thought to be physically impossible. From an optics perspective, the projected
high-angle rays of each ion beam do not appear to originate from a small area, an
important factor in source brightness. Furthermore, electro-optical lens aberrations
in a typical optical system are severe at these high angles making it impossible to
properly recombine the 100 or so individual ion beams even if they had appeared to
have originated from a small area, or point source.

If one could modify the rays of all of the ion beams in such a manner that they
appeared to originate from a small point the problem would be partly solved. And
the only possible way to achieve this goal was by modifications to the end form of
the needle which, in turn, dictates the shape of the electric fields that project the ion
beams. Furthermore, these improved ion trajectories needed to be at fairly low angles
to minimize the lens aberration.

A prevailing thought process was set in motion based on Müller’s and other’s
photographs of extremely small needle tip radii. The typical FIM images found in
text books at the time often included 100–200 atoms, usually of single crystal. In
the 1960s Müller produced at least a few FIM images that included only a few
atoms. Müller and others observed changes in the shape and apparent sharpness of
a FIM tip before and after a heat process providing indisputable proof that in-situ
modification to the apex end-form was possible. One photograph was comprised of
a trimer which he created by heating the needle before imaging but he was unable to
repeat the results. This evidence was encouraging to many of us because the angles
of the beams seemed to be small, the number of beams was less and if anything
was going to work, this was it. Further evidence also existed from 50 years of Cold
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Electron Emitter research. It was well established that the shape of an emitter could
be slightly modified by a heat or a heat+ electric field process.

The search for an ideal/magical end-form began. One that would produce a set
of ion beam rays that could be focused into a small spot and a reproducible, nonde-
structive, in-situ process to create it.

A.4 The Gas Field Ion Source

Several attempts were made to solve the problem of combining the ion beams. One
created a small hemisphere at the apex to help focus the rays better, creating a smaller
virtual source.

Other processes revolved around the idea of creating a very sharp emitter with
only a few atoms to be recombined.

Although randomly produced, these two techniques were now producing interest-
ing results but neither would prevail in the end. However much was quickly learned
that cast a very serious cloud over the whole idea. The source current was unstable
(noisy) and the lifetime extremely limited.

Although Müller and others were not trying to perfect the GFIS source, they did
see these effects in the 1960s when they were creating and imaged extremely sharp
needles. They had already explained that such an end form would never be stable for
long periods of time. . . Let me explain.

If one uses Helium in a FIM to image the atoms of a high refractory metal, such
as single crystal tungsten, a very stable real-time image is produced. 100 or so atoms
in a perfect crystalline order seem to shine bright and stable on the screen. It was
quickly noted that the distance between the needle and the screen determined the
magnification of the image. It was also noted that changes in the tip radii would vary
the magnification and also how large the image area was on the screen.

Under certain conditions the FIM image would not fill the entire screen. This
is simply explained by the electric field gradient produced by a very sharp needle.
The field is high enough to ionize the helium near the apex but falls off rapidly at
the edges of the radius. The resulting image on the screen is bright in the center
and dims rapidly towards the edges of the image. Again this change in brightness
from the center to the edge is an indication of how high the field was at each surface
atom near the apex. Beyond the edge of the visible image the electric field is still
extremely high, just not enough to ionize helium. It eventually becomes low enough
that even the vacuum background gasses will not ionize. At a low enough field, the
background gas atoms can interact with the needle’s surface atoms.

Müller and many others likely observed strange behaviors at the edges of this
type of FIM image. The dim atoms would sometimes blink on and off in a random
fashion. They would sometimes turn off forever. And new atoms seemed to appear.
This was quickly explained by the random addition or subtraction of add-atoms, or
contaminates, in the vacuum system. It was also the first observation of a new area
of science, high electric field enhanced chemistry.
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This phenomenon was little more than a nuisance to the FIM scientists because it
had little effect on the majority of the image. However, it was most likely noted that
it was always there regardless of the tip radius. Also likely noted was that the edge
fluctuations increased in intensity as the radius of the apex decreased.

All of the GFIS experimenters were seeing the same thing that Müller saw back in
the 1960s. The chemical interactions with the background gasses caused the current
from the few atoms that were emitting to be unstable. Unfortunately, these few atoms
would soon disappear into the vacuum via the field enhanced chemical reactions that
destroyed the supporting atoms that they were attached to.

50 years of FIM microscopy combined with the GFIS efforts of the late 1900s
provided the inescapable reality that a GFIS type source created from a highly sharp-
ened needle would not work. . .ever. The randommobility of add-atoms and the field
enhanced corrosion of a small radius tip created a noisy source with a very short
lifetime. Not to mention the yet unsolved problem of combining the multiple ion
beams.

However, the added hemispherical approachmentioned earlier was showing some
promise. The Max Planck Institute had reported reasonable brightness and lifetimes
but had yet to form a small enough focused beam to prove the ability to combine the
ion beams.

A.5 The Micrion Effort

As a co–founder of Micrion, I was very interested in new source technologies for
our focused ion beam products. The published work on the hemispherical GFIS tip
was enticing. We were well connected with government funding sources and after a
few meetings with the Max Planck institute we licensed this source technology and
began what would become a 10 year project.

William Thompson led the research team at Micrion which soon built the most
complex microscope in the world! It combined the complexities of a standard gal-
lium ion microscope and Field Ion Microscope into one coherent package. . .. An
engineering feat that later provided the test vehicle of the ALIS source (Fig.A.2).

Thompson’s program was successful in so many areas. The combination micro-
scope was a technical marvel, his teamwas extremely motivated, and within a couple
of years we were testing the properties of the hemispherical source.

The creation of the hemispherical end-form was tedious, time consuming. . . and
seldom successful. The equipment was working perfectly, his team was trained by
the experts at Max Plank, but there was something missing. After years of effort
we concluded two things. We were not able to stabilize the hemispherical process
enough for it to be a commercial success and we were not able to recombine all of
the ion beams from the hemisphere into a commercially usable probe diameter with
adequate current.

Bill’s group eventually abandoned the hemispherical approach and began to exper-
iment with the sharp needle. Numerous recipes were attempted which infrequently
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Fig. A.2 Prototype GFIS Ion Microscope

produced exceedingly sharp sources including at least one that had a trimer on the
top shelf. However, we were still attempting to combine multiple atoms into one
focused beam because the mission of the program was to produce as much current as
possible. Unfortunately, we were unable to escape the early findings of Müller and
others concerning the fluctuations in current due to add-atoms and the field enhanced
corrosion which destroyed the tip, sometimes within minutes. We also had the same
unsuccessful experiences as Müller concerning a repeatable sharpening process.

Millions of dollars, thousands of man hours and too many late nights of effort
were invested to just give up! The engineering of the source test chambers was a
complete success, the team perfectly executed hundreds of experiments but we just
couldn’t force the physics into complying with our dreams.

Something or a list of somethings was getting in our way.

A.6 A Funny Thing Happened on the Way to 77 K

This is where I came into the picture. Bill Thompson and I were friends of 30 years
and I just couldn’t accept that his team’s great work was going to be abandoned. I
relinquished a management position and went back into the labs for what would be
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my last hands-on science project. I freely admit that I didn’t have the slightest idea
what to do, where to go or how long it was going to take. . . but I was going try. I
owed it to Bill, his team, and the company.

Now, I’m the new guy in the lab, asking stupid questions, breaking equipment
and burning up ion sources one after another. Within a few weeks I had caught up
enough to understand what had been learned and soon got that sinking feeling that I
wasn’t going to win this time. . . this was a big mistake.

It is one thing to sit in a program review and think you understand a technology. It
is quite another to see firsthand the enormous effort and technology needed to solve
this problem. William and his team had created the perfect sets of equipment to
make progress but Mother Nature was standing in the way, her arms folded, smiling
daggers at us. She was not going to give us a clue as to how to get around her.

Lucky Break #1

After a couple of months of conducting experiments in the GFIS lab I was starting
to go nuts with the sound of the cryo-compressors which cooled the various GFIS
sources we were experimenting with. They produce a loud squishing sound about
every second which is extremely unnerving after many hours of exposure.

We used cryo compressors for good reason. Everyone knew that the colder the tip
was, the more current it produced. . . it’s obvious to those skilled in the art of FIM
and GFIS. It was also well known that one could work at higher temperatures and
still get meaningful results. Just as important, a source could be cooled by LN2 ten
times faster than a cryo compressor which allowed faster turnaround times for our
experiments.

So. . . 1 day we turned off the brain-pounding cryo compressors and began to use
liquid nitrogen. This resulted in an increase in the source operating temperature from
about 10 to 77 K. The lab was quiet for the first time in years, the constantly failing
experiments were a little less depressing and, unknowingly, for the first time in years
we had just solved one of the major source instability problems!

Wewere not working on source noise at the time and wouldn’t actually appreciate
that this pivotal moment had even happened formanymonths to come. I’ll come back
to this later on.

Lucky Break #2

All of our efforts were centered on creating recipes to sharpen a source. At first, we
didn’t bother retracing much of Müller’s earlier FIM efforts. We thought we knew
enough about his work, it was old hat technology and who cared about watching a
few hundred dots on the screen of an image intensifier. But we clearly needed to do
something. Stepping back in time and repeating more of Müller’s early experiments
now seemed like an appropriate thing to try.

For the next few months we experimented with a number of FIM tips that were
first electrochemically etched sharpened via a process well established in the FIM
community. Every source needle was photographed in an SEM before installing it
into the FIM to record its end-form. A FIM tip needed to have a minimum radius in
order to operate properly.
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The typical experiment included taking aFIM image, the executionof a sharpening
procedure, and then imaging the source via FIM again to measure the change in its
shape. This process required the removal and installation of high voltage cables
that were directly attached to the source. Unfortunately, this cable exchange and the
unusually high heat and voltages that were applied resulted in high-voltage arcs that
often ripped the end of the needle off.

One day we had a source that seemed to defy high voltage arcs like no other.
After later examination in the SEM we discovered that its general shape was much
different than all the others we had tested. A quick study of the atomic binding forces
of crystals in the presences of ultra-high electric fields provided the explanation.

This was the first step forward in the end-form design of the ALIS source. . . it
was a significant breakthrough that is still a trade secret and the backbone of the
ALIS source used today.

Lucky Break #3

The sharpening experiments of the radius portion of the end-form provided scattered
knowledge that didn’t allow us to formulate a clear path for experimentation. Yes we
could change the shape of the radius and observe these changes via the FIM image
but we really didn’t seem be making orderly progress. To shorten this learning curve
we needed to figure out a way to increase the number of sources that we tested per
week. The actual experiments often lasted just seconds or minutes but the vacuum
pump-down times usually took a couple of days.

The rate of discovery in this empirical process was directly proportional to the
number of source experiments conducted. We set a goal to pump down and test one
source per day.

We and all of the other FIM experimenters were totally convinced that Ultra–
High Vacuum was absolutely mandatory for proper FIM operation. We all thought
that these conditions provided less ad–atoms andminimized the nasty field enhanced
corrosion of the tiny tip radius. Well, all of us were right. . . and wrong. . . at the same
time.

To decrease our source cycle time to one source per day we decided to forget
about reaching Ultra-High Vacuum level and turn on the source at pressures near
10-e-8 Torr. We had adjusted a variable in the exact opposite direction that any of us
would have thought productive! We were expecting that the relatively poor vacuum
might ruin our experiments. . .. Just the opposite occurred!

It was a eureka moment! Definitely a breath of fresh air after living in a cave for
months. It was the lucky break we needed and it happened just at the right time!

As expected, the additional background gasses did have a negative effect at the
periphery of the FIM image, however these gasses also dramatically effected the
sharpening recipes. For the first time we were able to repeatedly modify the radius
in a somewhat reproducible manner. We weren’t making trimers yet but we could
clearly change the end form in such a way that the current in the ion beams was
considerably greater in some areas with respect to others on the apex.

It is important to point out that a Gas Field Ion Source is a gas-starved source.
All of the physics involved with the creation of the conditions necessary to ionize
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helium are somewhat easily achievable. Also it was known that the current from
the ion beams was directly proportional to the helium gas pressure and inversely
proportional to the source temperature. Sadly, if the pressure is increased too high
the vacuum high voltage components will arc and destroy the source. It is absolutely
impossible to increase the pressure enough to produce meaningful currents in all 300
or so atoms of a regular FIM tip. Selectively changing the end form so that only a
few atoms emitted was the key! The source is gas starved but we could now control
how many atoms were emitting the total current by stealing the electric field away
from other atoms via end-form modification. Stealing their field meant stealing their
gas!

At this point we could repeatedly create end-forms that concentrated the current
from100 atoms into about 10 or 20.Weweremaking progress in the FIMbutwhenwe
tried to pass the 20 atoms through the optical system in our Helium Ion Microscope
it was a disaster. The source ion ray angles where still too high, the lens aberrations
were awful, the source life was a few hours, it was still noisy, and the pictures were
next to useless.

Regardless, we had made a step forward. We could control the end form to a large
degree, we understood the role that background gasses played and we had stumbled
onto the most profound thought process of the entire source development project!

The source end–form had to do two distant jobs that seemed to be in violent
disagreement!

Let me explain. Earlier I discussed how the edges of the FIM image flickered
due to add-atoms and field enhanced chemistry. However the centered portions of
the FIM picture were very stable. This is easily explained when using helium as the
imaging gas because helium requires a higher field to ionize than any other gas. Neon
ionizes at about two thirds of this field and the rest of the chemically active gasses
of concern ionize at about one half the field of helium. No gas atoms can reach the
surface of the tungsten in an area where the field is high enough to ionize helium,
these atoms will ionize and depart the area way before they touch the surface. This
was well know and understood long ago. And again, as the electric field falls off at
the edges of the radius to the point that background contaminants are able to land
and create flickering as described earlier.

On one hand, we needed to sharpen the source to concentrate the area of emission
into a few atoms and, at the same time, we needed a larger source radius to tailor the
electric field in such a manner that add-atoms and field enhanced corrosion would
occur far away from the ion-beam producing atoms.

This was an overwhelmingly awful moment for me. It seemed that the source had
to be both sharp and dull at the same time.

It was time to pull the plug again. Shut down the lab and give up! But we just kept
on trying anyway, hoping for a miracle.

Lucky Break #4

We continued to experiment with the 100 to 20 atom field concentration recipe for a
few more weeks but had very little hope of success.
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Then it happened. During the next 3 s the first crude version of the ALIS source
building recipe was born!

We had to add an extra step in our experimental procedures because we were now
cooling down and running the sources in a poor vacuum which was dominated by
water vapor. Just before each experiment we had to apply a little filament current to
the tip to evaporate the ice that had collected on the tip radii. It was only heated to
the first sign of a visible red glow and then immediately turned off.

After thousands of experiments on hundreds of sources I made the mistake of not
checking what the filament current was set to before pushing the on switch. It was
unknowingly set to its near maximum. I flipped on the switched and bent over to
look through the little vacuum window to watch the needle as I slowly turned up the
filament knob. To my utter surprise the entire vacuum chamber was lit up with white
light from the ion source filament which looked just like a 60 watt light bulb!

I had destroyed yet another thousand dollar ion source in seconds. The guys that
change the ion source were going to be mad at me. . . again. It was time for a coffee
break.

A half hour later I went back into the lab to vent the system but first decided to
turn on the FIM and see how badly I had melted the source.

Within very fewminutes Iwas imaging a trimerwhich had extremely high current!
I ran and got the crew and we watched it for more than an hour. They asked the all-
important question. . . what was the recipe?

I didn’t know what temperature it had reached nor how long it was actually on
but that didn’t really matter. We figured it out in a few more weeks. We had a path to
go down and within a month we were sending three atoms down the optical column
of the helium ion microscope producing the same miserable pictures as we had for
the last 5 years.

It was absolutely heart breaking.
We could now routinely build the trimer end-form like no one on the planet could

do, it produced reasonable current and it was absolutely, stunningly useless! The
combined ion beams from the three atoms was the best work we had ever done. It
was time to quit once again. . . I just couldn’t say the words out loud.

Lucky Break #5

I know what you’re thinking, why didn’t the single atom idea present itself immedi-
ately when we had just three atoms.Well, we were just a little too tired and depressed
by this time, our funding was about to dry up and the goal of the project was both spot
size and spot current. Throwing away 2/3 of the current didn’t immediately seem like
the right road to go down. Remember, until the trimer came along we were always
sending 5–20 atoms down the optical system.

Then it happened! I remember that day like it was yesterday. I was sitting in the
lab asking myself the same ridiculous question over and over just like we had done
thousands of time before. How can we get a bunch of point sources to recombine
into one coherent bundle? Then the words just came out. Let’s just send one atom
down the beam line and see if the focusing optics are working properly. We tilted
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the already running source assembly to its extreme positions and sent only one atom
down the beam line.

The next few days were glorious! Finally, we had in our hands the beginning of
a practical Helium Ion Microscope!

The single atom source immediately produced startling resolution! We reached
the design specification of the optical system and soon began numerous application
experiments. We proved the HIM’s ability to image low “Z” materials, experimented
with Neon, and began to demonstrate that the surface interaction volume seemed
small.

The use of a single atom’s current of a field ion source produces such high bright-
ness beams because of the very small area of the source, from which all of the flux
originates. For the ALIS HIM source, the physical source is three atoms (the trimer)
on the tip but only one of the atoms is projected into the beam line. As the size of
the ionization disk is on the order of 1Å, the 30pA beam emitted corresponds to
a particle flux of 1.9 × 1024 ions/(cm2sec). No other ion source technology known
can produce such a flux. If one imagines the possibility of a fantasy emitter scaled
up to the centimeter size with the beam accelerated to the typical 30kV, the power
emission from the source would be 9Gigajoules!

When we now use this beam to create a realistic focused probe, say 1pA at 30 kV
into a 0.5nm spot, the impinged energy density is about 12MJ/cm2. By comparison,
the sun has a paltry 6 kJ/cm2 emission at its surface.

We had finally solved the problem of combining multiple ion beams from the
GFIS into one by giving up on that crazy idea altogether.

Back to reality. . . It was still too noisy and the life time was only a few hours at
best.

Back to Lucky Break #1

Now that we had a bright source it was time to step on the accelerator. All of our
work with the single atom source was conducted at the Ln2 temperature of 77 K.
Everyone knew that we would produce 10 times more current at 10 K. So we did
it. . .and it was a total failure!

We spent aweek resurrecting the brain-pounding cryo–compressor cooling system
and turned on the source when it reached about 77 K. It ran just as well as before
with the LN2.

Then. . . as it got colder the source noise got greater. It got a little colder and the
source was destroyed.

We tried over and over with the source colder and colder. . .. It was an absolute
disaster.

It didn’t take long to realize that the source would never work well at these lower
temperatures becausewehad begun to both freeze and liquefy the various background
gasses in the vacuum system on the needle. These unwanted materials were attracted
toward the apex of the needle which created violent processes in an environment that
was already at the extreme physical limits of stable matter.

We had found yet another source noise problem that likely affected all of the early
work experimenters!
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We still didn’t have a commercially acceptable ion source. But we found out one
more reason why the source was unstable.

A.7 Micrion/FEI Merger

About this time FEI and Micrion merged into one company. The Helium Ion Mi-
croscope was considered a failure because it didn’t produce enough beam current
for micromachining (We all thought at the time that Nano amps were necessary in a
commercial product). There was little interest in solving the final noise and lifetime
problems of the ALIS source. . . and no one really knew how important the Helium
Ion Microscope product would be to the scientific community.

After many thousands of man hours and millions of dollars over an 8 year period
we were able to create a reasonable end form.We had solved the multiple beam issue
via the single atom source and produced a few amazing images that demonstrated
the usefulness of the Helium Ion Microscope.

All that being said, we still didn’t have a commercially viable ion source. The
end form was likely no different than the ones that Müller and others acciden-
tally/randomly built so many times before.

It seemed we were now able to almost perfectly reproduce an end–form that was
commercially useless.

A.8 ALIS Corporation

FEI had two choices, shut down the lab and sell the equipment to a local high–tech
scrapyard company or allow me to take it all and form a new company. They chose
the latter and were extremely helpful in setting up the company. We seed–funded the
ALIS startup with equal funds from myself and FEI which allowed us to operate for
another 2 years.

We managed to bring all of the equipment back on line within a month and began
the search for venture capital investors. Surprisingly, the first phone call produced a
meeting in 10 days and a scramble began to get a source running in the experimental
Helium Ion Microscope.

These next few days were crucial to the success of the program. If we could get
the HIM running it would mean everything! We burned up 2 sources in the first few
days and finally got the third one installed the morning before the visit. However,
there was one piece of the microscope that we didn’t have time to install. . .. The
helium gas filtration system.

Lucky Break #6

The helium filtration system was an assembly about 3 by 6 feet in dimension. It
included four different types of high technology filters that removed unwanted con-
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taminants from the already purified helium. Everyone knew that this $100k assembly
was the key to the successful operation of the ion source and without it the source
would likely fail in a few minutes or seconds.

We were all wrong yet again.
With less than a day before the venture capital visit I made the decision to not

install the filtration system and instead connect the helium gas directly to the source
assembly. We just didn’t have the time to install and debug this massive and com-
plicated unit. I figured the source might run for a minute or two and that would be
enough to put on a show.

The investor arrived and the visit was going perfectly, we dazzled themwith power
point slides, put on a great show with the Field Ion Microscope test stand and moved
over to the last part of the show. . . turning on the HIM and taking a few pictures.
With that awful feeling of a failure about to happen, I turned up the helium pressure
on the source and there it was, a perfect trimer! Within seconds we took a single
picture and moved the investor over to the next part of the lab tour. We just knew the
trimer wouldn’t last long enough to take another.

We said our goodbyes to the investor and went back in the lab to shut down the
HIM for the night but to our surprise, the trimer was still there! And, the noise was
even less than before. . .. NOT greater!

In fact the source ran for the next 12 h! The noise was the best we had ever seen!
We quickly came to a hasty scientific conclusion that the old gas filtration system
must have been introducing a contaminant into the helium before it was delivered
to the ion source. We quickly blamed the chemically active getter type filter which
provided a perfectly good arm-waving argument! It was so believable we accepted
this as a scientific fact and ran the source for the next 2 years without a filter. As
mentioned earlier, we knew the source did a fair amount of filtering itself and we
soon discovered a way to improve it.

Before we discuss the last breakthrough I need to come clean about the getter
pump arm-waving theory. We were wrong yet again.

About a year later we needed a 3 foot length of high-vacuum line to build another
source test stand. We had already cannibalized much of the unused helium gas fil-
tration system and decided to use its output line for our experiment. We removed it
and immediately tried to flush alcohol through it to remove any dust. To our great
surprise, no alcohol went through!

That three foot piece of flexible vacuum pipe was the exit line in the gas filtration
system which all of the super purified helium passed through before it reached the
ALIS source. Calculations clearly showed us that the 99.999% pure helium from
the gas bottle should have been cleaned another two decades before it reached the
sensitive ion source. . . and it likely was! However, there was a wooden cork inside
the middle of the pipe that was left there from the day it was manufactured 10 years
earlier! It was deep inside the pipe, you couldn’t see it with the naked eye, and was
used to keep the inside of the flexible pipe free of dust when it was shipped. It had
slipped into the pipe before we received it.
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Unknowingly, we had spent 8 years using dirty helium to conduct all of our HIM
experiments. God only knowswhat chemicals/gasses were emitted from that wooden
cork into the perfectly filtered helium.

That being said, if it weren’t for the dirty helium we probably wouldn’t have thor-
oughly understood what end-forms would work well in the presences of background
gas contaminants.

The Last Lucky Break

Christmas was coming soon and I didn’t want to come by the lab every day to fill
the LN2 Dewar. Also we needed to document that the source could survive at least
12 h. It was the minimum time needed to claim it a commercially viable source.

I bought a $50 web cam that included time lapse software, pointed it at the screen
to watch the trimer and a light bulb near the screen that showed when the Dewar
filled to make sure it was working properly.

As expected, the trimer was gone the next morning but the web cam was still
recording in the time lapse mode. I reviewed the 1 min movie that recorded 12 h
of actual source operation to make sure the LN2 light came on off. Yes the LN2
light was blinking. But there was something else in that movie that literally changed
everything we knew about the ALIS source.

I played the movie over and over and over. Something was happening to the end
form of the source outside of normal human perception time and it was extremely
important! We had seen hints of this over the last 8 years while watching the screen
in real time. It just never occurred to me that the secret to solving the source lifetime
problemwas sitting on the computer screens for all these years. It was just happening
so slow that a human couldn’t perceive it!

The message in the video was extremely subtle. One needed the experience of
thousands of experimental hours to even pick up on its meaning. But, after a while
we realized it was the ion source equivalent of the Rosetta Stone. We finally under-
stood how the source actually worked and were immediately convinced that the final
lifetime and noise problems were solvable.

During the next few months I completely redesigned the end-form.
We were now adjusting the position of single atoms with ease much like a child

playing with a stack of building blocks. In order to communicate with each other
in the lab we give names to the atoms which identified their unique behavior. Some
names already existed such as Ridge and Edge atoms but we needed a fewmore such
as Squatters that described Add-Atoms that were permanently there and emitting
an ion beam. Blinkers or Site Swappers which described one or two adjacent atoms
that would blink on and off due to Hidden Visitors. . . Ad–Atoms nearby that were
dark but still affected the electric field. A Flower Shelf and a Trimer Shelf which
described the atomic arrangement of every other atomic shelf in the (111) plane of
the bcc tungsten crystal. Field Takers and Field Makers described special end–form
contributor atoms that, due to their position, provided special/unique functions. There
were another dozen or so names as well which described the overall source behavior
as a function of the end-form changes that are still a trade secret.
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Fig. A.3 Various atomic end-forms that were considered

Needless to say, we had now developed an intimate understanding of the role
that each and every atom played at the end–form. And, we had a vocabulary to
communicate why and how it worked. Much more importantly, we could describe a
very simple source-building recipe to a skilled technician that was not fluent in our
crazy new language.

We finally knew how many end-form features were necessary, how to create each
one, and how they played together in an almost magical way.We had a commercially
viable source of ions and a practical Helium Ion Microscope was now possible
(Fig.A.3).

During the next 18 months I conducted numerous application experiments. Due
to its optical design, the HIM test microscope could only produce a few nanometers
of resolution but surface interaction experiments with various materials were still
possible. We soon observed the apparent transparency of thin materials and quickly
modified the HIM into a crude Transmission Ion Microscope. Crystallographic con-
trast, elemental contrast and the lack of charging effects were noted. Rutherford
Backscatter Ion images were successfully produced and unexpected ion stuttering
yields were documented. Side–by–side SEM to HIM comparison were made using
our high resolution SEM. We experimented with other gas species and continued to
measure the robustness of the ALIS source.

After 2 years of research at ALIS we raised venture funding and soon created the
first commercially viable Helium Ion Microscope. ALIS was then acquired by our
friends at Carl Zeiss.
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A.9 Conclusion and Final Thoughts

This multivariable problem strikes me as a perfect example of how much progress
can be made via the empirical process given enough time, funding and desire for
success. Although not nearly as important as the invention of the light bulb, we did
get a little feeling of what it must have been like when Edison was trying to find the
right material for a filament.

The reason that it took over 10 years may not be obvious from this story. Yes it’s
just a little needle pointing at a flat plate. However, the scientific apparatus needed
to provide the environment that allows this phenomenon to occur is at the extreme
practical limits of what we understand about applied physics and chemistry. The
understanding of thermodynamics at the macro and micro level, quantum tunneling
processes, the transportation of gases from ground to high voltage, the strange be-
havior of dielectrics at cryogenic temperatures, the study of extremely high electric
fields at the atomic level, the inescapable flirtation with surface physics and the in-
credible battle against the violently destructive nature of field enhanced chemistry
had to be well understood before that little needle could perform its magic trick on
that little plate.

I intentionally didn’t include the results of thousands of successfully executed
experiments that were conducted. . . most of which ended in failures or dead-ends.
However, it’s extremely important to note that each experiment added to our expe-
rience in such a way that we could appreciate the so–called lucky breaks when they
occurred. Peter Rose would often say “just do something, even though it’s likely to
fail, at least you will learn well one more reason why it won’t work”

When we first looked at this multi-variable problem we designed experiments to
take us down a best guessed path. We knew that the only possible solution to the
problem was the design of a somewhat magical end-form. However, like all the other
experimenters, we “went after the physics-monster with a sledge hammer rather than
just asking the bastard for a dance.”

I got that expression from an old physicist many years ago that was desperately
trying to explain to me that the best answer from any empirical work is always the
simple one, the elegant one, the natural one. He went on to say that the empirical
process is all about learning and not about building. “When you learn it all the
building part will be simple”. And, in the end, it was.

Thenumerous complex shapes of theALISend-form is somewhat akin to a physics
ballet at the atomic level. Nanometermechanical shapes sing in perfect harmonywith
quantum physics in an extremely violent physical environment where matter itself
can barely exist. But,MotherNature allowed at least one end–form to survive there. . .
and we found it.

At the end of this story. . . experimenters frommany scientific disciplines can now
see the small world through a new set of glasses. This was our dream, this is what
kept us going through failure after failure for over 10 years.

At the age of 62, I still feel like a little boy every time I look into a vacuumwindow
and see 3 tiny atoms sitting on top of that needle! To think that just one of those three
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atoms is the sole reason an entirely new type of microscope is now possible still
humbles me to this day.

Finally. . . there is really is no such thing as a lucky break in physics. Surprising
and unexpected answers present themselves to those asking the challenging questions
long and hard enough.

Best of luck with your experiments. I can’t wait to read your story!
Bill Ward
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