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Foreword

Biologists are entranced by the stunning representations of biomolecules derived

from X-ray crystallography. Yet these images give a false impression of constancy

and rigidity. In solution or in a living cell, biological macromolecules are not static,

but rather they are in constant motion because of thermal energy. These fluctuations

have a wide range of distance, from short-range oscillations to large-scale domain

movements of proteins. They also cover a wide range of times, from picoseconds to

milliseconds to minutes and beyond.

If these fluctuations had no functional consequence, they would still be of

interest to physicists and physical chemists, but not so much to biologists. But

some of these fluctuations have profound functional consequences. A key example

occurs in enzymatic catalysis, where the binding of substrates and then the molec-

ular motions required to attain the transition state would be impossible without

fluctuations.

Thus, this volume on the Molecular Science of Fluctuations Toward Biological
Functions serves an important purpose. It discusses many biological systems in

which fluctuations are important. It describes many methods, ranging from NMR to

computer simulations, that are used to measure fluctuations. And finally it is

intensely interdisciplinary, drawing from many disciplines and appealing to bio-

physicists, physicists, physical chemists, and biomedical scientists.

My own experience with the fluctuations community in Japan is still fresh in my

mind. On January 7 and 8, 2012, I participated in the 5th International Symposium

on Molecular Science of Fluctuations toward Biological Fluctuations, which was

held in the Todaiji Culture Center in Nara. There, in the shadow of the Big Buddha,

an international group of scientists and students shared the latest information about

how to measure fluctuations in biomolecules and how to understand their functional
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consequences. It was particularly exciting that the group was so international,

because those of us from the West get too few opportunities to interact with our

Japanese colleagues. We need to “fluctuate” more often.

Thomas R. Cech

Distinguished Professor of Chemistry

and Biochemistry, BioFrontiers Institute,

University of Colorado Boulder,

Boulder, CO, USA
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Preface

Understanding biological reactions at the molecular level is one of major targets in

many scientific fields, such as physical chemistry, biochemistry, biophysics, and

medical science. Structural information about biomolecules is certainly important.

However, due to the thermal motion of solvent molecules, biological molecules in

solution at room temperature should be always fluctuating even during their

functions, and this motion cannot be or should not be ignored. Static structures

are not sufficient, and, without knowledge of this motion of “fluctuation”, we

cannot truly understand the reactions or their functions. Hence, it has been recently

recognized that the nature of “fluctuation” and the dynamics should be an essential

factor. Why can such biological molecules perform selective and efficient reactions

for their functions of life? Does the fluctuation really play an important role for the

reactions? Can we use the fluctuation to control the reactions? For revealing the

importance of fluctuation, scientists in a variety of fields (physics, chemistry,

pharmacology, medicine, etc.) have to collaborate and elucidate the relationship

between fluctuations and the reactions that are related with various biological

functions. In this book, we review recent developments in the field of “fluctuation

and molecular science of biological molecules toward the biological function”.

To establish the field of “fluctuation”, there are several elements we should

develop and/or clarify: how to detect the fluctuation, how to regulate the fluctua-

tion, what is connection between the fluctuations and the biological functions, and

how to use this fluctuation for applications.

In this book, first, some detection methods of the fluctuation are described. One

of important ways of detection is thermodynamics, which is closely related with the

fluctuation of the system in principle. Meanwhile, time-resolved methods are

similarly important to reveal the connection between the fluctuation and the reac-

tion. Combining the thermodynamic measurement with a spectroscopic method,

time-resolved thermodynamics recently has become possible. The principle and

applications are described in Chap. 1. Among various thermodynamic properties,

pressure serves as an important tool to explore volume fluctuation. The principle of

the relatively recently developed pressure perturbation calorimetry is reviewed

(Chap. 2). How pressure affects the structure, phase behavior, and dynamics of
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lipid membranes demonstrates the promising role of this tool to study high-energy

conformational and functional substates in proteins. It also shows how to use this

method for understanding protein aggregation and fibrillation phenomena.

For monitoring structural information in a time domain, a unique and powerful

time-resolved X-ray scattering method has been developed. The method, picosec-

ond time-resolved Laue crystallography, was applied to reveal a detailed mecha-

nism of reaction of a blue light photosensor protein, PYP (Chap. 3). Nuclear

magnetic resonance (NMR) spectroscopy is another useful approach to characterize

the conformational dynamics of biomolecules over a broad range of time scales.

Several NMR strategies to deal with dynamic conformational equilibria and ensem-

bles are described by using model molecules of monomeric and dimeric ubiquitins

and the oligosaccharide moieties of gangliosides (Chap. 4).

To analyze the structure–function relationship of proteins, replacing amino acids

(mutation techniques) is very useful. However, the replacement of amino-acid

residues is usually restricted within the 20 types of natural amino acids. A unique

method to introduce nonnatural amino acids into proteins in a site-specific manner

is described in Chap. 5. The powerfulness of this technique is shown by the site-

specific incorporation of fluorescent amino acids into proteins.

The recent discovery of intrinsically disordered proteins (IDPs) (also known as

natively unfolded proteins) is probably a good example to demonstrate the impor-

tance of the fluctuation. The unfolded or highly disordered structures under phys-

iological conditions can still specifically recognize their partner molecules and fold

into the defined tertiary structures upon binding to their target molecules. A

description of IDPs and the place of these exceptionally interesting “creatures”

within the protein kingdom are introduced in Chap. 6. Combined with the mutation

technique, the reaction mechanism of ligand-induced folding and the role of

unfolded structure are described (Chap. 7).

Not only these experimental studies, but also theoretical approaches are essential

for understanding the role of fluctuation at the molecular level. In this book, two

approaches are presented, based on the statistical mechanical theory and molecular

dynamics simulation. The recent 3D-RISM/RISM theory was successfully applied

to the molecular recognition. It showed that the structural fluctuation plays a crucial

role in the process where a protein expresses its function (Chap. 8). Although

molecular dynamic simulation is powerful, conventional simulations in the canon-

ical ensemble encounter great difficulty, because they tend to get trapped in states

of local minima. A simulation in a generalized ensemble performs a random walk in

potential energy, volume, and/or other physical quantities and can overcome this

difficulty (Chap. 9).

The fluctuations of the protein energy landscape inside cells will be interesting

for practical applications. The spatio-temporal fluctuations in protein folding rates,

protein stability, protein structure, protein function, and protein interactions are the

subject of a recent generation of experiments in in-cell modeling. Some specific

examples of how the cell modulates energy landscapes and leads to fluctuations are

described in Chap. 10. Applications to medical science are also very important
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targets. This book contains two approaches. It was found that hybrid liposomes

(HL) (a mixture of vesicular and micellar molecules) have inhibitory effects on the

growth of various tumor cells in vitro. In clinical applications, prolonged survival

and remarkable reduction of neoplasm were attained in patients with lymphoma

after treatment with HL without any side effects (Chap. 11). It is quite interesting to

know that this prominent property is related with the fluctuation of the cancer cell.

A complex formed by human α-lactalbumin and oleic acid (HAMLET) has a

unique apoptotic activity like HL for the selective killing of tumor cells. HAMLET

provides a unique example, in which a single globular protein has two independent

biological functions. The historical background and recent progress of the studies

on HAMLET and related protein–fatty acid complexes are reviewed (Chap. 12).

We thank the authors for their outstanding contributions to this book. The

cooperation of each contributor has made this book a special issue. We are also

grateful for the financial support from a Grant-in-aid for Scientific Research on

Innovative Areas (Research in a proposed research area) (Number of Area: 2006)

from the Ministry of Education, Culture, Sports, Science and Technology in Japan.

We hope that this book will be useful for future development of the field

“fluctuation of biomolecules toward biological function”.

Kyoto, Japan Masahide Terazima

Ikoma, Japan Mikio Kataoka

Kumamoto, Japan Ryuichi Ueoka

Nagoya, Japan Yuko Okamoto

August 2015
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Chapter 1

Time-Resolved Detection of Protein

Fluctuations During Reactions

Masahide Terazima

Abstract Biological molecules fluctuate at room temperature in solution because

of thermal motion not only at the ground state but also during their functions. Why

can biological molecules perform selective and efficient reactions in life? A field of

“fluctuation and molecular science of biological molecules” can be established to

link the relationship between fluctuations and biological reactions, and for that

purpose, studies that examine fluctuations and dynamics of biological molecules

are essential. To detect protein fluctuations during reactions, we have developed

time-resolved methods to measure thermodynamic properties, which are closely

related with fluctuations. In this chapter, examples are presented that show

enhanced fluctuations of proteins during reactions.

Keywords Protein reaction • Time-resolved thermodynamics • Fluctuation

1.1 Introduction

1.1.1 Fluctuations of Biomolecules

The activity of life essentially consists of a series of various chemical reactions and

a number of biological molecules cooperating to carry out these reactions. To

understand the biological function at the molecular level, the reactions have to be

elucidated step by step. For relatively small molecules, modern advanced tech-

niques and molecular theories may allow us to understand the molecular mecha-

nism of the reactions in detail. Intermediate species, even very short-lived species

with lifetimes of picoseconds, can be identified during the reaction. However, as

biomacromolecules are often flexible, not only elucidating the reaction scheme but

also determining the structure can be very difficult. A variety of techniques have

been developed for obtaining structural information, for example, crystallographic

X-ray scattering, NMR, CD, IR, and Raman scattering. Because of these efforts, the
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three-dimensional structure of biomolecules has increased dramatically over the

last few decades, and structural databases continue to expand.

Although structures of biological molecules provide important information for

understanding the mechanisms of the reactions, this information essentially repre-

sents a starting point. Static structures alone are not sufficient. This is because

reactions are always dynamic in nature, and the detection of dynamics is essential.

In particular, we focus our research attention on one key factor, “fluctuation.”

Because most biological molecules function in water at ambient temperature,

they undergo thermal fluctuation. Biological molecules are always fluctuating

because of thermal energy even during their function. Naively, random movement

and fluctuations appear to not relate with the reaction along the reaction coordinate,

such that dynamics could represent undesirable or even a cumbersome feature that

prohibits efficient reactions.

For example, Fischer proposed the “lock-and-key model” to explain enzymatic

activities [1]. In this model, the conformation of the rigid substrate complements

the conformation of the rigid active site of the enzyme. The simple lock-and-key

model implies a tightly structured rigid enzyme. (This model has been sometimes

modified, e.g., the shape of the active site changes to adjust to the shape of the

transition state of the reaction. This change is a dynamical one, but along the

reaction coordinate.) This model has successfully explained the selectivity of an

enzyme. If this model is literally correct, fluctuations should interfere or hamper

enzyme activity. However, it has been recognized that this model cannot explain a

significant body of existing data that describe a variety of reactions. Thus, fluctu-

ations may explain a variety of reactions of enzymes.

Fluctuations involve random movements without changing the average structure

and energy. The native state of a protein should be a global minimum of the Gibbs

energy surface. However, there must exist many local (shallow) minima around the

global minimum (Fig. 1.1), and there must be many jumps among the minima due

to thermal energy. The importance of fluctuations has been sometimes taken into

account for explaining enzyme activity. For example, one of the models is an

induced fit model. In this model, the enzyme possesses an active site conformation,

which is different from the shape of the substrate, and then undergoes a change in its

shape to interact with the substrate. Another typical model is the conformation

selection model. In this model, the protein adopts a variety of conformational

substates, and one of the conformations among the ensemble of the conformations

interacts with the substrate. Furthermore, even though fluctuations are a random

movement not along the reaction coordinate, these dynamics may enhance the

efficiency of the reaction bypassing a transition state along the reaction coordinate

(Fig. 1.1). By considering protein fluctuations, we can potentially understand many

phenomena. Moreover, there may be additional questions to answer, including

whether fluctuations really play an important role during reactions.

2 M. Terazima



1.1.2 Time-Resolved Detection of Fluctuations

Although it is difficult to experimentally detect fluctuations even for stable species,

some experimental detection approaches have been developed to study conforma-

tional fluctuations. For example, single molecule detection, or NMR techniques

using hydrogen-deuterium (H-D) exchange, relaxation dispersion, and high-

pressure methods, may be applicable for the detection of fluctuations in biomole-

cules. However, it is quite difficult to detect fluctuations during a reaction.

Thermodynamics may represent an additional approach to detect fluctuations.

For example, thermal expansion represents a structural fluctuation [2, 3]. This value

is proportional to the cross-correlation of the volume (V ) and entropy (S)
fluctuations:

< SV� < S >< V >> ¼ kBTVαth ð1:1Þ

where < > indicates the ensemble average and kB is the Boltzmann constant.

Similarly, the heat capacity reflects the fluctuation of the energy. The partial

molar isothermal compressibility KT ¼ � ∂V=∂P
� �

T

� ��
is directly linked to the

mean-square fluctuation of the protein partial molar volume by

V � V
� �� �2D E

�δV
2 ¼ kBTKT . Therefore, by using these quantities, one can obtain

information on the fluctuation. A more detailed description is given in a later

chapter.

Fig. 1.1 (a) The native

state of a protein is a global

minimum of the Gibbs

energy surface. Around the

global minimum, there

should be many local

minima. Because proteins

undergo dynamic

fluctuations, transitions

among the minima are

observed. (b) The concept

of fluctuations of a protein

reaction. Although the

fluctuation is a random

movement that is not along

the reaction coordinate,

these dynamics may

enhance the efficiency of

the reaction

1 Time-Resolved Detection of Protein Fluctuations During Reactions 3



However, traditional thermodynamic measurement techniques require reactions

to be under equilibrium, so that it is almost impossible to apply these techniques to

irreversible reactions or reactions involving short-lived species. On this point, our

group has demonstrated the usefulness of the pulsed laser-induced transient grating

(TG) and transient lens (TrL) methods for quantitative measurements of the

enthalpy change (ΔH ) and the partial molar volume change (ΔV) during photo-

chemical reactions in time domains at one temperature without assumptions

[4, 5]. Using the advantages of this technique, one can determine other thermody-

namic properties, such as the heat capacity change (ΔCp) and changes in the

thermal expansion coefficient (Δαth) in the time domain. Hence, these parameters

can now be evaluated for short-lived intermediate species using the TG and TrL

methods. Here, we review thermodynamic properties of short-lived species during

chemical reactions of particular proteins.

1.2 Methods

The thermodynamic properties in different time regions can be determined by the

TG and TrL methods. These techniques detect the refractive index changes follow-

ing photoexcitation [4–9]. Because the thermal energy released from the photoex-

cited molecules and the partial molar volume changes induce a change in the

refractive index, one can determine these quantities in a time-resolved manner.

1.2.1 The Transient Grating (TG) Method

In the TG method, two pulsed laser beams are crossed at an angle θ within the

coherence time so that an interference (grating) pattern is created with a wave

number q (Fig. 1.2):

q ¼ 2π=Λ ¼ 4πsin θ=2ð Þ=λex; ð1:2Þ

where Λ is the fringe length and λex is the wavelength of the excitation laser. The

wave number q can be varied by varying θ. Photosensor proteins are photoexcited
by this grating light and the chemical reaction is initiated. When a probe beam is

introduced to the photoexcited region, a part of the light is diffracted as the TG

signal. Under a weak diffraction condition, the TG signal intensity (ITG(t)) is given
by:

ITG tð Þ ¼ αδn tð Þ2 þ βδk tð Þ2 ð1:3Þ

where α and β are constants representing the sensitivity of the detection system, and

δn(t) and δk(t) are the refractive index change and the absorption change at the

4 M. Terazima



probe wavelength, respectively. When the absorption change at the probe wave-

length is negligible, the TG signal intensity is proportional to the square of the

refractive index change δn(t):

ITG tð Þ ¼ αδn tð Þ2 ð1:4Þ

Two main factors contribute to the refractive index change: the thermal effect

(thermal grating (ThG), δnth(t)) and a change in chemical species by the reaction

(species grating, δnspe(t)):

ITG tð Þ ¼ α δnth tð Þ þ δnspe tð Þ� �2 ð1:5Þ

The temporal profile of δnth(t) is determined by the convolution between the

thermal diffusion decay and intrinsic temporal evolution of the thermal energy (Q
(t)):

δnth tð Þ ¼ dn=dTð Þ WΔN=ρCp

� �
∂Q tð Þ=∂tð Þ*exp �Dthq

2t
� �

; ð1:6Þ

where * represents the convolution integral, dn/dT is the refractive index change

due to variations of the temperature variation of the solution, W is the molecular

weight (g/mol), ρ is the density (g/cm3) of the solvent, ΔN is the molar density of

the excited molecule (mol/cm3), and Dth is the thermal diffusivity. Because the

value of Dthq
2 under particular experimental conditions is known from the ThG

signal of the calorimetric reference (CR) sample, which converts all absorbed

photon energy into the thermal energy within the time response of the detection

system, the ThG component of a sample can be extracted from the observed TG

Fig. 1.2 Principles of the

transient grating (TG)

method. Two pulsed laser

light is crossed inside the

sample solution. Molecules

are photoexcited by the

interference pattern of the

light. The time development

of the spatial modulation of

the refractive index is

monitored by the diffraction

of the probe light

1 Time-Resolved Detection of Protein Fluctuations During Reactions 5



signal by curve fitting with the function of exp(�Dthq
2t). The amplitude of ThG

(δnth) can be accurately determined from the pre-exponential factor. Once Q is

determined from the ThG intensity, the enthalpy change ΔH is calculated by:

Q ¼ hν� Φfhνf � ΔHΦ, ð1:7Þ

where hν is the photon energy for excitation, Φf is the fluorescence quantum yield,

hνf is the averaged photon energy of fluorescence, andΦ is the quantum yield of the

reaction. Here, ΔH is defined by the enthalpy difference relative to the ground state.

The decay lifetime of the ThG signal ((Dthq
2)�1) can be varied from 100 ns to

100 μs depending on the q2 value. If the formation time of a transient species is

longer than this, the ThG signal associated with this formation becomes very weak,

and Q cannot be accurately determined from the signal. For measuring ΔH for

relatively slowly created species, the TrL method is used.

1.2.2 The Transient Lens (TrL) Method

In the TrL experiment, a spatially Gaussian-shaped laser beam is used for excitation

(Fig. 1.3) [10, 11]. The photo-induced refractive index distribution with the Gauss-

ian shape is monitored by the light intensity change at the central part of another

probe beam. The signal intensity (ITrL(t)) is proportional to the photo-induced

refractive index change, δn(t):

ITrL tð Þ ¼ α0δn tð Þ; ð1:8Þ

where α0 is a constant representing the sensitivity of the system. The origins of the

refractive index change are the same as for the TG case, the thermal effect (thermal

lens, ThL), and a change in chemical species by the reaction (species lens), which

comprises the volume lens and the population lens contributions [10].

Fig. 1.3 Illustrations of the principles of the transient lens (TrL) method. The sample solution is

irradiated by a Gaussian spatial-shaped excitation light. The spatial profile of the refractive index

is monitored by focusing (or defocusing) the probe beam

6 M. Terazima



ITrL tð Þ ¼ α0 δnth tð Þ þ δnspe tð Þ� � ð1:9Þ

Similar to the situation for the TG case, the temporal profile of the ThL signal is

determined by the heat releasing and thermal diffusion processes. Expressing the

impulsive response of the ThL signal as f(t), one may find that the temporal profile

of the ThL signal is given by:

IThL tð Þ ¼ α0 dn=dTð Þ W=ρCp

� �
∂Q tð Þ=∂tð Þ*f tð Þ; ð1:10Þ

where f(t) was determined from the ThL signal of the CR sample. As for the ThG

method, the released thermal energy, and hence the ΔH, is calculated from the

amplitude of the ThL signal by comparison with that of the CR sample. The thermal

diffusion process is much slower than that for the TG method, because the excita-

tion beam is larger than the fringe length of the transient grating. This TrL method

is used for quantitative measurement of ΔH for a species that is created in less than

100 ms.

1.2.3 Thermodynamical Properties

The heat capacity change is measured from the temperature dependence of ΔH
using the following definition of the heat capacity:

∂ΔH=∂T ¼ ΔCp ð1:11Þ

Assuming thatΔCp does not depend on the temperature over a small temperature

range, one may obtain:

ΔH Tð Þ ¼ ΔH T0ð Þ � T0 � Tð ÞΔCp; ð1:12Þ

where T0 is any reference temperature. In this study, ΔCp is calculated from the

slope of ΔH plotted against T.
The refractive index change due to the volume change (volume grating signal,

δnv) is given by:

δnv ¼ V
dn

dV
ΔVΔN ð1:13Þ

where Vdn/dV is the refractive index change due to the molecular volume change.

Taking a ratio of δnv to δnth of the CR sample with the known solvent property

(Vdn/dV), ΔV is determined.

According to the definition of the thermal expansion coefficient, the change in

the thermal expansion coefficient (Δαth) can be measured from the temperature

dependence of the volume change:

1 Time-Resolved Detection of Protein Fluctuations During Reactions 7



1=Vð Þ ∂ΔV=∂Tð Þ ¼ Δαth ð1:14Þ

Hence, the thermal expansion volume VΔαth was determined from the slope of

the ΔV�T plot.

1.3 Fluctuations During Reactions

1.3.1 Ligand Dissociation of Carbonmonoxymyoglobin
(MbCO)

The relationship between the structural properties of proteins and their reactions is

essential for understanding the biological functions of proteins. Myoglobin

(Mb) has been used as a model system for experimental and theoretical studies of

such structure-kinetics relationship [12–23]. A heme is embedded within the

protein, and a small ligand (e.g., O2, CO, NO) is reversibly bound to the sixth

coordination site, on the distal side, of the heme. By photoexcitation of the heme,

the ligand-metal bond is photodissociated (Fig. 1.4). Because there is no route to

pass the ligand through the protein to the outer solvent, it is postulated that the

protein structure has to change or fluctuate to release the ligand from the protein.

Extensive research has been conducted to understand the dissociation kinetics

and subsequent protein deformation of Mb. The transient absorption signal follow-

ing photoexcitation of MbCO rises within a few picoseconds and shows a weak

(c.a. 4 %) decay component with a lifetime of 180 ns, which represents the

geminate recombination kinetics (Fig. 1.4a). The signal remains almost constant

during the microsecond timescale and decays to the baseline with a lifetime of

c.a. 3 ms by a bimolecular recombination. Although absorption spectroscopic

studies revealed structural changes around the heme chromophore, structural

changes in the other parts of Mb and the dynamics of the protein have remained

unclear. These difficulties may be solved using a time-resolved spectroscopy that

does not use the optical transition of the heme.

The time profile of the TG signal shows more complex features [24–27]. Fig-

ure 1.4b depicts the TG signal of sperm whale MbCO at 25 �C [26]. The TG signal

rises within the excitation pulse width (10 ns), followed by a decay component. The

signal then shows a growth-decay-growth curve within a few tens of microseconds.

On a longer timescale, the signal again rises during several hundred microseconds

and finally decays to the baseline with a lifetime of several milliseconds. By

comparing the TG signal after the photoexcitation of a calorimetric reference

(CR) sample and also the transient absorption signal after photoexcitation of

MbCO, the signal components were identified as described below.

The time profile during 10�7–10�4 s range can be reproduced very well with

Eq. (1.15):
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ITG tð Þ ¼
α
�
δnsexp �kstð Þ þ δnthexp �Dthq

2tð Þ þ δnCOexp � DCOq
2 þ kbð Þtð Þ

þδnMbexp � DMbq
2 þ kbð Þtð Þ	2

þβ δkgexp �kgt
� �þ δkMbexp � DMbq

2 þ kbð Þtð Þ� �2

ð1:15Þ

where ks denotes a rate constant ((700 ns)�1) of the first decaying component. The

second term (δnth) of the right-hand side represents the thermal grating component.

Fig. 1.4 (a) Photodissociation of CO from MbCO after light irradiation. Approximate time scales

of these processes are also shown in the figure. (b) Typical TG signal observed after photoexci-

tation of MbCO. Assignments of the dynamical components are shown in the figure
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The first rise-decay curve represents the interference between δns and δnth. The first
term in the amplitude grating (β) term represents the absorption change, which

includes the geminate recombination process with the rate constant of kg and the

ligand recombination rate (Mb + CO ! MbCO) with a rate constant of kb. Using
least squares fitting, the signal can be separated into δn and δk contributions, and the
decay rate constants were determined [24–27]. Because the diffusion constant of

CO should be much larger than those of Mb or MbCO (DCO>>DMb), the rising

component (~submillisecond) is attributed to the diffusion of CO and the slower

one (~ms) to Mb and MbCO (DMbCO ~DMb). kb
�1¼ 3 ms is reasonably close to that

measured by the laser flash photolysis experiment probed at 633 nm under the same

conditions (2.8 ms). The diffusion constants of Mb and CO were determined to be

DCO¼ 2.6� 10�9 m2s�1 and DMb¼ 1.2� 10�10 m2s�1.

The kinetics with the lifetime of ks
�1 (700 ns) observed in the TG signal has not

been detected by the transient absorption technique. Hence, this observed 700 ns

kinetics in the TG signal is not associated with an absorption change but is

attributed to the kinetics of a molecular volume change and/or the thermal grating

component. These spectrally silent dynamics in the TG signal were assigned to the

escaping process of the CO from the second heme pocket to the solvent (Fig. 1.4a).

From the magnitude of the absolute thermal grating signal intensity, the enthalpy

change of the reaction for MbCO!Mb+CO was determined. The absolute mag-

nitude of the signal intensity was calibrated by the thermal grating signal intensity

of the CR sample under the same conditions. The thermal energy released after the

700 ns kinetics was Q¼ 159 kJ/mol. Because the quantum yield of the photodis-

sociation reaction of MbCO is ϕ¼ 0.96, the enthalpy difference between the initial

MbCO and the photodissociated species (Mb +CO) was determined to be

ΔHs¼ (hν�Q)/ϕ¼ 70 kJ/mol.

There are two different grating contributions to δns: the volume and thermal

gratings. To determine the volume change of this reaction, the TG signal using a

TG setup with a high wave number was measured [26]. Analyzing the signal, the

thermal energy release by the ligand escape process was determined to be

Qs¼�30 kJ/mol (endothermic process). ΔVs was obtained from the magnitude of

δns at the temperature of dn/dT¼ 0 (i.e., δnth¼ 0), and the molecular volume

expansion was found to be 14.5 cm3/mol during the process of Mb(CO)!Mb+CO.

To examine the temperature dependence of the volume change more clearly, the

TG signal of MbCO was measured as a function of temperature over the range of

0�25 �C. Some of the signals in the range of 0�10 μs are depicted in Fig. 1.5. As

the temperature was decreased, the intensity of the bump in the microsecond time

range decreases, and it eventually becomes a shallow dip. With further decreases in

temperature, the dip becomes shallower, and finally around 0 �C, this component

disappears. This temperature-dependent feature is consistently explained by the

temperature dependence of |dn/dT| of water. Because the intensity of the thermal

grating component is proportional to |dn/dT| (Eq. 1.6) and the absolute magnitude of

|dn/dT| is smaller at lower temperatures (dn/dT¼ 0 at ~0 �C), the interference effect
between the thermal grating and the δns + δnspe component decreases with decreas-

ing temperature. This explains the temperature-dependent feature described above.
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Furthermore, from the temperature dependence of the signal, the amplitude of

the volume grating δnΔVs was obtained at various temperatures, and the results

showed that the volume change was dependent on the temperature. The volume

change with the rate constant of ks (ΔVs) was 14.7 cm3/mol at room temperature,

and it increased to 16.8 cm3/mol at 0 �C. The slope of the plot, ΔV vs. T,

corresponds to Δαth (Δαth¼ (∂ΔV/∂T )p). Hence, the temperature dependence of

ΔV indicates thatΔαth is not zero, i.e., the thermal expansion coefficient depends on

the state. The important point derived from this set of experiments is that this value

increased (Δαth¼ 0.1 cm3/mol K> 0) for the reaction intermediate.

This is an interesting observation, because αth is proportional to the cross-

correlation of the volume (V ) and entropy (S) fluctuations [1]. Previous studies

on the thermodynamic properties of proteins have already clearly showed that the

Fig. 1.5 (a) Temperature dependence of the TG signal observed after photoexcitation of MbCO.

(b) Schematic illustration of the ligand escape process from Mb. The intermediate species has a

larger fluctuation, which should aid release of the ligand
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partial molar volume of the unfolded state increases more significantly with tem-

perature than that of the folded state. The difference in αth between the folded and

unfolded metmyoglobin was reported to be Δαth¼ +2.4 cm3/mol K [28]. The larger

αth for unfolded protein is intuitively understandable if one considers that the

unfolded protein has a loose protein structure, which is expected to be more

sensitive to the temperature. Because the observed temperature dependence of

ΔV of this MbCO photodissociation reaction is not so large (0.1 cm3/mol K)

compared with this value, loosening of the protein part should not be so significant

following ligand dissociation from the heme. However, one may also consider that

the estimated increase is large, because the fluctuation change should not be spread

over the whole protein, but rather localized in a small area that is related with the

ligand escape route. As stated above, the ligand bound site is surrounded by amino

acid residues, and there is no route for the ligand to pass through to the outer

solvent. Thus, conformational fluctuations should be essential to facilitate dissoci-

ation of the ligand from the protein (Fig. 1.5b).

1.3.2 Fluctuation During the Photoreaction of PYP

Enhanced fluctuations during an enzymatic reaction were also observed for partic-

ular photosensor proteins. For example, PYP is a blue-light sensor protein isolated

from the purple sulfur bacterium Ectothiorhodospira halophila [29, 30]. It is a

relatively small (14 kDa) water-soluble protein, and the protein structure has been

determined by X-ray crystallography [31]. The chromophore of PYP is

4-hydroxycinnamic acid, which is covalently bound to the side chain of Cys

69 via a thioester linkage [32, 33]. After photoexcitation, PYP shows a complete

photocycle triggered by the photoisomerization of this chromophore [34, 35]. Upon

flash excitation of the chromophore, the ground state (pG, λmax¼ 446 nm) is

converted into a red-shifted intermediate (pR, λmax¼ 465 nm) in less than 2 ns.

Subsequently, pR decays in the submillisecond timescale range into a blue-shifted

intermediate (pB, λmax¼ 355 nm), which returns to pG in a sub-s timescale [36–

38]. The pR state possesses the cis conformation of the chromophore, and the

process of trans to cis isomerization was accompanied by the specific formation

of new hydrogen bonds.

The reaction scheme was revealed by the TG method [39–41]. Figure 1.6 depicts

the TG signal of the PYP solution [39]. The signal rises quickly following excita-

tion and then slowly with about a 1 μs time constant decays with a lifetime of

several microseconds, which depends on the grating wave number. After the decay,

the signal shows a growth-decay feature twice during a few milliseconds timescale.

From measurement at different q values, it was found that the decay of the thermal

grating and the kinetics of the second growth-decay signal depend on q. Because
there is no optical absorption from the original species (pG) nor from any interme-

diates of PYP at the probe wavelength (633 nm), the observed TG signal must come

from the refractive index change after photoexcitation. It was found that the TG
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signal in the entire region can be well reproduced by the square of the summation of

six exponential functions [39]:

ITG ¼ α
�
δnsexp �kstð Þ þ δnthexp �q2Dthtð Þ

þδn1exp �k1tð Þ þ δn2exp �k2tð Þ þ δnpGexp �q2DpGt
� �

þδnpBexp �q2DpBt
� ��

2

ð1:16Þ

where ks is the rate constant of the slow rising component, and DpG and DpB are the

diffusion coefficients of pG and pB, respectively. The kinetics, which does not

depend on q (k1 and k2), should represent the reaction dynamics of PYP. Consid-

ering the timescale, these dynamics should be the pR! pB process. The temporal

profile associated with the pR! pB transformation can be fitted with lifetimes of

170 μs and 1.0 ms.

The slow rise with the rate constant of ks in the TG signal represents an

intermediate species between the pR and pB states. The absorption spectrum of

this species is the same as that of pR, and this new species was called pR2. If this

rising δns component comes entirely a change in volume, then the volume change

(ΔV ) in these dynamics can be calculated from the intensity of this component

using Eq. (1.13), ΔV¼ +5 cm3/mol. Further measurements for some site-directed

mutants of PYP showed that this spectrally silent dynamics is sensitive to any

amino acid change located far from the chromophore. The result of the mutant

dependence also supports the conclusion that these dynamics reflect global move-

ment of residues.

The second term of Eq. (1.16) represents the ThG signal. The intensity of this

component should be proportional to the thermal energy released by the first step

pG*! pR. The amount of thermal energy is determined by single exponential

fitting. Comparing the thermal grating signal intensity with that of a calorimetric

reference sample, the stored energy in pR2, i.e., the enthalpy change for pG! pR2

Fig. 1.6 Typical TG signal

observed after

photoexcitation of PYP.

Assignments of the

dynamical components are

shown in the figure. Inlet:

structure of PYP
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(ΔH1), was obtained asΦΔH1¼ 57 kJ/mol. Using the quantum yield of the reaction

Φ¼ 0.35 [42], ΔH1 was determined to be 160 kJ/mol.

The enthalpy of the long-lived species, the pB state (ΔH2), was determined by

the TrL method. The decay of the TrL signal is in the order of tens of milliseconds,

and the thermal energy released by the pR! pB process can be detected as a rise in

the signal. By comparing the ThL signal intensity with that of the CR sample, the

enthalpy difference between pG and pB (ΔH2) was determined to be ΔH2¼ 60 kJ/

mol.

The result ofΔH (ΔH1¼ 160 kJ/mol,ΔH2¼ 60 kJ/mol) clearly indicates that the

energy of the pR state is astonishingly high and that large energetic stabilization

takes place during the pR! pB process. In a time-resolved X-ray study [43], it was

shown that the trans to cis isomerization is completed in less than 1 ns. From an

energetic viewpoint, these observations suggest that the protein part has not yet

relaxed in the pR2 state to adopt the new conformation of the chromophore, that is,

the protein structure is strained in the pR state. This strain may cause the large

enthalpy of the pR species. It is reasonable to speculate that the following step

(pR! pB) is driven by this energy stored in pR. In pB, the whole protein structure

is relaxed to adopt the cis form of the chromophore, and this relaxation causes the

lower enthalpy of pB.

When the solution temperature was decreased, the ThG signal intensity

decreased. This decrease is mostly due to the temperature dependence of the dn/
dT term (Eq. 1.6). Comparing the signal intensity of the PYP sample with that of the

CR sample at the same temperature, ΔHpR at various temperatures was determined

and plotted in Fig. 1.7a. This value did not depend on the temperature within

experimental accuracy. This result means that the heat capacity of pR2 is the

same as that of pG (within �0.5 kJ/mol K).

Figure 1.7b shows the temperature dependence of ΔHpB. The ΔHpB value

decreases with decreasing temperature. This temperature dependence of ΔHpB

indicates a nonzero ΔCp value of the pB species. From linear fitting over the

observed temperature range, ΔCp¼ 2.7 kJ/mol K was obtained. The determined

ΔH and ΔCp, including the activation parameters along the PYP photoreaction

coordinate, is schematically shown in Fig. 1.8.

Using the time-resolved TG method, a rather large temperature-dependent ΔV
was found [39]. The slope of the plot, ΔV vs. T, corresponds to Δαth, which is the

change in the coefficient of thermal expansion for the initial (pG) and the interme-

diate (pR2) forms. This indicates that the thermal expansivity of pR2 is larger than

that of pG. As stated above, a larger αth is an indication of larger structural and/or

entropy fluctuation. Therefore, even in this initial intermediate species pR2, which

is created 1 μs following photoisomerization of the chromophore, the protein

structure is loosened. Apparently, the structural change is not restricted around

the chromophore. As stated above, the difference of αth between the folded and

unfolded metmyoglobin was Δαth¼ +2.4 mL/mol·K, whereas Δαth for pG and pR2

of PYP was + 0.6 mL/mol·K. Hence, this observation, temperature-dependent ΔV,
provides a resemblance of the pR2 state to the unfolded state of protein.
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A time-resolved FT-IR experiment did not show a large backbone amide group

movement in pR [44]. Furthermore, ΔV described in the previous section from the

TG measurement is much smaller than expected from the unfolding process. These

results (TG and FT-IR) suggest that the conformation of pR is not altered signif-

icantly from pG. Conversely, the thermal expansivity significantly changed. There-

fore, the larger thermal expansivity in pR2 indicates that the rigidity of the structure

is weakened with a small conformational change. Apparently, this weakening is

caused by the strain induced by the photoisomerization of the chromophore, as

suggested from the large enthalpy of this species. This larger conformational

flexibility in pR2 may cause the next larger structural change to the protein in

pR2! pB.

Fig. 1.7 (a) ΔH of pR2

(squares) against
temperature calculated from

the ThG signal intensities.

(b) ΔH of pB (circles)
against temperature

calculated from the ThL

signal intensities
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An NMR structure of a PYP lacking 25 N-terminal residues (Δ25) was reported
[45] and showed that the central β-sheet and a small part of one α-helix in the helical
connector region were still intact but that the remainder of the protein was highly

flexible in the pB state. Conformational change was also detected by monitoring the

diffusion coefficient (D) of the intermediate species, pB. The smaller DpB was

attributed to a significant conformational change that increased the friction for

translational diffusion [39, 40]. A later study on certain N-terminal truncated

PYPs concluded that the conformational change (unfolding process) within the

N-terminal region was the main cause for the change in D and that the solvation

structure around this group was significantly altered [46, 47]. An analysis of the

signal based on the time-dependent diffusion coefficient clearly showed that the

protein diffusion changed with a time constant of 170 μs, corresponding to the

pR2! pB0 transition. Hence, it is reasonable to consider that the loosened structure
suggested by the thermal expansivity is the main driving force to induce the

unfolding of the N-terminal α-helices.

1.3.3 Fluctuation During the Photoreaction
of the Phototropin LOV Domain

Another example of enhanced fluctuation during a reaction is observed for a blue-

light sensor protein, phototropins (phots). Phots regulate phototropism [48, 49],

chloroplast relocation [50, 51], and stomatal opening [52]. Arabidopsis has two

types of phot, phot1 and phot2, both of which have two photosensitive domains,

LOV (light, oxygen, voltage)1 and LOV2, in their N-terminal half [53, 54] and a

Fig. 1.8 ΔH and ΔCp
along the reaction

coordinate of PYP
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serine/threonine kinase domain in the C-terminal half [55]. Both LOV domains

non-covalently contain a blue-light-absorbing chromophore, flavin mononucleotide

(FMN).

The photochemical reaction proceeds with several intermediate species. In the

dark state, the LOV domain has an absorption spectrum with a peak at ~447 nm

(D447). Upon illumination with blue light, the photoexcited triplet state (L660) was

created within 30 ns, then within a few microseconds forms an intermediate with a

blue-shifted absorption spectrum (S390) [56]. The LOV domain on the S390 state

forms a covalent bond between the C(4a) of the isoalloxazine ring of FMN and a

cysteine of the protein moiety [57–60]. After the absorption spectrum change from

L660 to S390, spectrally silent kinetics have been identified in the time domain for

the phot2LOV2 domain with the linker by monitoring changes in the diffusion

coefficient (D) [61, 62]. These dynamics were attributed to an unfolding process of

the linker region. The final state adopts a different protein conformation but has the

same absorption spectrum as S390 and is referred to as the T390 state. The photo-

adduct state has a lifetime of seconds or minutes before the original D447 state is

recovered [63]. An NMR study on oat phot1LOV2 revealed the presence of an

α-helix, known as the J-helix, in a part of the linker region [64]. The NMR (NOE)

signal under light illumination showed that the interaction between the linker and

the LOV2 core disappeared upon photoreaction. These observations are consistent

with the findings of the above mentioned time-resolved studies.

1.3.3.1 LOV2 Domain

For clarifying the role of the fluctuation and the conformational dynamics of the

linker region, the reaction scheme and the fluctuation of the phot2LOV2 domain

(without the linker) were first described [65]. The TG signal after photoexcitation of

the LOV2 sample (without the linker) (Fig. 1.9a) rises quickly within the time

response of ~20 ns. The signal then decayed within a few microseconds, rose, and

decayed again. After the decay within the tens of microseconds time range, the

signal showed a weak rise and decay to the baseline in the sub-second time range.

This temporal profile over a broad time range was reproduced well using the sum of

four exponential functions:

ITG tð Þ ¼α δn1exp �k1tð Þ þδnthexp �Dthq
2t

� ��δn3exp �k3tð Þ þδn4exp �k4tð Þ� �2
;

ð1:17Þ

where δni (i¼1, 3, and 4) are pre-exponential factors representing the refractive

index changes. By measuring the TG signal at various q values, it was found that the
largest decay rate constant (k1¼(0.9 μs)�1) did not depend on q2, whereas the other
rate constants did. The q2 independence of k1 indicated that these dynamics

represented a chemical reaction rate (not diffusion), and these dynamics were

attributed to the adduct formation of the chromophore. The last weak rise-decay
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curve was reproduced by the third and fourth terms of Eq. (1.17), which were

assigned to the protein diffusion process of the reactant and the product. From the

signs of the refractive index changes to fit the signal, the rate constants of the rise

and decay components were attributed to diffusion of the reactant (k3¼DRq
2) and

the product (k4¼DPq
2), respectively, and the diffusion coefficients of the reactant

(DR) and that of the product (DP) were 10.3�10�11 m2s�1 and 10.5�10�11 m2s�1,

respectively. The small difference between DR and DP suggested that the confor-

mational change and the intermolecular interaction change between the protein and

water are minor. It was found that this diffusion change was completed within

100 μs after excitation.
By using the TrL method, another reaction component was observed in a longer

time range and the time constant was 9 ms at 293 K. Because there is no absorption

change in this time range, this component should be attributed to an energy release

process and/or volume change process. These states were denoted as S390(I) and

S390(II). On the basis of the TG and TrL results, the reaction scheme should be

expressed by Scheme 1.1.

Fig. 1.9 (a) Observed TG

signal (dotted line) of the
LOV2 domain without the

linker at

q2¼ 3.1� 1011 m�2. (The

structure is shown in the

inset.) The diffusion signal

at around 10 ms is very

weak compared with the

thermal grating signal,

which appears after a few

microseconds. (b) Observed

TG signal (dotted line) of
the LOV2 with the linker

sample at

q2¼ 5.6� 1011 m�2. Note

the very strong diffusion

signal at a few

microseconds. The rising

component of the diffusion

signal represents the

diffusion of the reactant,

and the decay represents the

diffusion of the product,

which includes the unfolded

conformation of the linker

domain
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Scheme 1:1

D447 !hν D*
447 !�30ns

L660 !�1μs
S390 Ið Þ !�9ms

S390 IIð Þ

The signal intensities of the ThG and ThL components represent energy

released. By comparing the ThG intensity with that of the CR sample, the reaction

enthalpy, ΔH, of the adduct species (S390(I): ΔHSI(L)) was determined to be 80 kJ

mol�1 at 293 K by using Φf¼ 0.14 (LOV2 from Avena sativa phot1 [66]), Φ¼ 0.27

[63], and hνf¼ 230 kJ mol�1. For the determination of ΔCp for this adduct species,

ΔH at various temperatures was measured and is plotted in Fig. 1.10a (open

circles). This value does not depend on the temperature within experimental

accuracy. This temperature independence means that the heat capacity of

S390(I) is the same as that of the ground state (ΔCp¼ 0.1� 0.5 kJ mol�1K�1).

ΔH of S390(II) (ΔHSII(L)), which is the final product in the observed time range

(<100 ms), was determined from the TrL signal intensity. Comparing the ThL

signal intensity with that of the CR sample, the ΔHSII(L) value was 40 kJ mol�1 at

293 K. The temperature dependence of ΔHSII(L) is shown in Fig. 1.10b (open

circles).ΔCp from the slope was almost zero (ΔCp¼ 0.2� 0.5 kJ mol�1K�1) within

the experimental accuracy. The negligibly small change in Cp for LOV2 of

S390(I) and S390(II) suggests that the energetic fluctuation of the LOV2 domain

does not change during the first intermediate (adduct formation) and also for the

product formation. Probably because of the small conformational change, strain

could be accumulated in the protein component. This strain can explain the

relatively large ΔH of this species, and this large energy could be a driving force

for the subsequent reaction. The final product in our observation time frame was

produced with a time constant of 9 ms at 293 K. This transition was spectrally

silent. However, D of S390(II) is similar to values for D447 and S390(I).

Subtracting the thermal contribution from the observed change in the refractive

index in the 9 ms dynamics of the TrL signal, the refractive index change due to the

volume change was isolated. From this amplitude, the volume change contribution

ΔV was determined to be 0.2 cm3 mol�1 at 293 K. The small value suggests that the

conformational change of the LOV2 domain is minor, which is consistent with the

fact that almost no change in D was observed during this process. Furthermore, ΔV
was almost temperature independent within experimental error. The slope of the

plot provides the thermal expansion volume change (VΔαth) of this species, and the
value was �0.02� 0.02 cm3mol�1K�1. As stated in the above sections, the thermal

expansion represents the structural fluctuation. Therefore, the negligibly small

change of VΔαth for S390(I)! S390(II) indicates that the fluctuation of the LOV2

domain does not change so much during this process. Similarly, ΔCp represents the

energetic fluctuation change, and ΔCp of the second intermediate, S390(II), was also

small. These facts indicated that the conformational change, including the fluctu-

ation change during this process, is not significant.
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Fig. 1.10 (a) Temperature

dependence of the enthalpy

changes of the S390(I) state

from the ground state of

LOV2 (open circles) and
the S390 state of the LOV2-

linker (closed circles). The
best-fit lines by a linear

function are also shown for

LOV2 (broken line) and the

LOV2-linker (solid line).
(b) Temperature

dependence of the enthalpy

changes of the S390(II) state

from the ground state of

LOV2 (open circles) and
the T390(II) state of the

LOV2-linker (closed
circles). The best-fit lines
by a linear function are also

shown for LOV2 and the

LOV2-linker. (c)

Temperature dependence of

the enthalpy changes of the

T390(I) state of the LOV2-

linker. The best-fit lines by a

linear function are also

shown for the LOV2-linker

(solid line). Details of the
calculation are given in the

text
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1.3.3.2 Reaction of the LOV2-Linker

Next, the reaction dynamics and the time-dependent fluctuation of the LOV2

domain with the linker (LOV2-linker) were revealed by the TG and TrL methods.

Figure 1.9b depicts the TG signal after the photoexcitation of the LOV2-linker over

a wide time range. Considering the assignment of the LOV2 signal, the initial decay

with a time constant of 0.9 μs was attributed to the adduct formation process, and

the next decay in 100 μs under these conditions was the decay of the ThG signal.

The signal differed from that of LOV2 in the later time regions, that is, the diffusion

signal of the LOV2-linker was much larger than that of LOV2. The drastic

enhancement of the diffusion signal indicated that the reduction in D by the

photoexcitation is much larger (DR¼ 8.8� 10�11 m2s�1, and DP¼ 6.8� 10�11

m2s�1). Furthermore, it was found that D of the photoexcited LOV2-linker was

time dependent in the observed time range. D decreased from 8.8� 10�11 m2s�1 to

6.8� 10�11 m2s�1 with a time constant of 2 ms at room temperature (~293 K). This

change was attributed to an enhancement of the intermolecular interactions

between the protein and water molecules, which is caused by the unfolding of the

α-helices in the linker region. The intermediate created by this unfolding process

was referred to as the T390 species.

Using the TrL signal of the LOV2-linker, it was found that there were two

additional phases with time constants of 140 μs and 11 ms at 293 K. The faster

phase, with the time constant τf¼ 140 μs, was observed only for the LOV2-linker.

This is another intermediate (referred as T390
pre) before T390. Hence, the 140 μs

dynamics was attributed to the formation process of the T390
pre state. After creation

of this T390
pre state, the diffusion coefficient changed with a time constant of 2 ms.

The following slower time constant of τs¼ 11 ms was similar to τL(¼9 ms) of

LOV2. These dynamics were attributed to S390(I)! S390(II) of the LOV2 domain.

Using a similar notation for intermediates, this final state was referred as T390(II),

because the linker region is already unfolded in this state of the LOV2-linker.

Based on these observations, the reaction scheme of the LOV2-linker may be

expressed as shown in Scheme 1.2.

Scheme 1:2

D447 !hν D*
447 !�30ns

L660 !�1μs
S390 !140μs T390 Ið Þpre !2ms

T390 Ið Þ !�11ms
T390 IIð Þ

The enthalpy of S390 of the LOV2-linker was measured using the ThG intensities

of the LOV2-linker and CR samples. For example, at 293 K, ΔHS(LL) was 70 kJ

mol�1, which is close to the corresponding value for LOV2 (ΔHSI(L)). The

ΔHS(LL) values at various temperatures are plotted in Fig. 1.10a (closed circles).

Although ΔHSI(L) was almost temperature independent, the ΔHS(LL) values

increased slightly with increasing temperature. The heat capacity change of S390
was determined from the temperature dependence of ΔHS(LL) to be 1.2 kJ

mol�1K�1.
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The ThL signal decayed in the 100 ms range. This decay was slower than the

T390(I)!T390(II) transition, and hence, the ThL intensity represented the thermal

energy released for the creation of T390(II). Using the same method as for the LOV2

sample, ΔH of T390(II) (ΔHTII(LL)) was determined to be 60 kJ mol�1 at 293 K.

The temperature dependence of ΔHTII(LL) was measured and it is plotted in

Fig. 1.10b (closed circles). ΔHTII(LL) decreased with decreasing temperature.

From this temperature dependence, the heat capacity change ΔCp of T390(II) was

determined to be 4.7 kJ mol�1K�1. It is interesting to note that ΔCp is negligible for

LOV2 but is positive for the LOV2-linker.

The dissociation of the linker region from the LOV domain (S390!T390(I)
pre)

was observed as the first decay component of the TrL signal. Because there is no

energy release (or uptake) during this process, ΔH of T390(I)
pre and T390(I) should

be the same. Using this ΔH¼ 0, the volume change during the S390!T390(I)
pre

process was calculated from the amplitude of this component of the TrL signal, e.g.,

ΔV¼�0.8 cm3mol�1 at 293 K. This volume change was sensitive to temperature

(Fig. 1.11). From the slope of the plot, VΔαth for T390(I)
pre was determined to be

0.08 cm3 mol�1 K�1. The properties of the initial adduct state S390 of the LOV2-

linker are similar to those of S390(I) of LOV2. For example, the formation time

constant is 0.9 μs, D is similar to the unphotolyzed state, and ΔH is relatively large.

These similarities imply that the linker region does not influence the chemical bond

formation between FMN and cysteine of the protein moiety. However, ΔCp of S390
of the LOV2-linker is larger than the corresponding value for S390(I) of LOV2. This

difference may be interpreted as being due to a change in the interface region

between the LOV2 domain and the linker. This change also indicates the larger

energetic fluctuation of the LOV2-linker and that this change may trigger the next

conformational change around the linker portion and its interaction with the LOV2

core.

The enthalpy change, the heat capacity change, and the thermal expansion

change of these intermediates of the LOV2-linker sample along the reaction

coordinate are depicted in Fig. 1.12. It should be noted that the change in the

Fig. 1.11 Temperature

dependence of the volume

changes for the

S390!T390(I)
pre transition

of the LOV2-linker (closed
circles) and the best-fit

linear function
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thermal expansion is relatively large for the S390!T390(I)
pre step (Fig. 1.12). This

fact suggests that the conformational fluctuation is enhanced at this stage and that

this change may be attributed to the fluctuation in the linker region, which leads the

light-dependent activation of the kinase domain. Furthermore, it is interesting to

note that the enthalpy of T390(I)
pre is larger than that of S390 at 293 K. This fact

indicates that this reaction is likely to be an entropy-driven process. Because the

linker portion is dissociated from the LOV domain and this part will be flexible by

this process, this enhanced entropy is reasonable.

One of the most significant observations is the large and positive ΔCp of

T390(I) and T390(II). This heat capacity change could originate from exposure of a

hydrophobic area. Because a large ΔCp was not observed for LOV2, this exposed

hydrophobic area was attributed to an area in which there is light-dependent

interaction between the Jα helix and the LOV2 core and the unfolded peptide at

the Jα helix. This change also indicates the enhanced fluctuation in the

T390(II) state, which should lead to the signal transduction reaction.

Fig. 1.12 Heat capacity change and thermal expansion coefficient change along the reaction

coordinate of the Phot1LOV2-linker
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1.4 Summary

In this review, several time-resolved measurements of thermodynamical properties,

which reflected fluctuations of proteins during reactions, were presented. In all

cases, the fluctuations estimated from the thermal expansion coefficient and heat

capacity increased during the reaction. These results indicate the importance of

fluctuations during protein reactions. For example, because there is no route for the

escape of the ligand from inside myoglobin, structural fluctuations

(or conformational changes) are essential for the dissociation (or release) reaction.

For some photosensor proteins, although distinct (averaged) conformational

changes have not been observed after light illumination, the information of light

is transferred to the downstream proteins. In such cases, fluctuations, which do not

change the average conformation, could be a key factor involved in the mechanism

of information transfer.

An additional property that reflects conformational fluctuations is compressibil-

ity. For measuring the compressibility, a high-pressure instrument is required. In

this sense, high hydrostatic pressure combined with the time-resolved measure-

ments by the TG and TrL methods will be a useful tool for elucidating the role of

fluctuations. Research into such high-pressure systems is currently underway and

will be reported in the near future.
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Chapter 2

Pressure Perturbation: A Prime Tool

to Study Conformational Substates

and Volume Fluctuations of Biomolecular

Assemblies

Shobhna Kapoor and Roland Winter

Abstract Fluctuations within biomolecules dictate a plethora of biological pro-

cesses and are of great importance in functional studies in molecular biophysics.

From shaping the free energy landscape of biomolecules themselves to that of

biomolecular interactions, they are also implicated in a number of debilitating

pathological diseases, thus generating exigent issues that require in-depth investi-

gation. In this regard, pressure perturbation serves as an important tool to mecha-

nistically explore the causes and effects of fluctuations in biomolecules and

biomolecular assemblies. Here, we review the underlying principal action of

pressure on biomolecules with emphasis on lipid membranes, proteins, amyloids,

and membrane-associated complexes along with some highlighted experiments.

We first discuss how pressure affects the structure, phase behavior, and dynamics of

lipid membranes of varying complexity. We then review the promising role of this

tool to study high-energy conformational and functional substates in proteins and

elaborate on the use of pressure modulation to understand protein aggregation and

fibrillation phenomena. Finally, we present some recent results using pressure

perturbation to explore membrane-associated biomolecular assemblies and uncover

membrane-mediated conformational substates of proteins, furnishing unprece-

dented information on proteo-lipid interactions.
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2.1 Introduction

Fluctuations within biomolecules are instrumental in orchestrating proper physio-

logical function of these macromolecules. Therefore, an adequate description of

their molecular dynamics represents essential clues in an attempt to derive function

from structure. Conformational fluctuations are an inherent property of all mole-

cules, and their existence in proteins were already mentioned by [1] when they

described the bewildering dynamic nature of proteins based on their hydrogen-

deuterium exchange experiments [1]. Several years later, the work of Perutz and

Mathews [2] and Weber [3] further bolstered the view of proteins as strongly

fluctuating entities. Today, there is a general consensus that biomolecules, and

proteins in particular, exist in a multitude of conformational states of—nearly

isoenergetic—conformations (referred to as conformational substates, CS [4, 5]).

CS, for the most part, have their own hierarchy and are endowed with conforma-

tional fluctuations [6]. In other words, the multidimensional conformational free

energy surface of a protein in a given state manifests itself as a multitude of energy

valleys or hills separated by small energy barriers (Fig. 2.1). The distribution of

these states is dynamic and depends on many factors, like protein and ligand

Fig. 2.1 Conformational substates (CS) and population-shift model. Schematic illustration of the

free energy landscape (minima corresponds to different CS) within the native state of the protein.

A population shift can be induced by different perturbation methods, whereby the protein’s
conformational equilibria are shifted to higher-energy (excited state) conformations. As a result,

the fractional population of such states increases, thereby facilitating their experimental

characterization

30 S. Kapoor and R. Winter



concentration, the protein binding state, pH, ionic strength, posttranslational mod-

ifications (phosphorylation, glycosylation, acetylation, or ubiquitination), etc. [7–

9]. The distribution of these conformational ensembles is modulated to enhance

functionality. One of the first experimental evidences for the existence of CS in

proteins came from the laboratory of Hans Frauenfelder while interpreting fast

conformational motions of proteins in terms of the energy landscape [6]. Based on

the O2 and CO rebinding to myoglobin, followed by flash photolysis, X-ray

diffraction, and M€ossbauer spectroscopy, it was concluded that the existence

(up to four tiers) of CS in a given state of myoglobin generates a high level of

complexity in the statistical ensemble of conformations, thus giving rise to a

complex protein kinetic behavior [10, 11]. In parallel, Ansari et al. [4] articulated

the use of infrared and other spectroscopies to probe internal protein motions that

correspond to the interconversion of protein conformations as they move within a

given protein state or visit one state after another, referred to as equilibrium

fluctuations and functionally important motions, respectively. The interconnection

between the conformational fluctuations and protein function came with a huge

impact on the 55-year-old “induced-fit hypothesis” of Koshland [12] and led to the

birth of the conformational selection model [6, 13]. This alternative model,

implicit, for example, in the renowned Monod-Wyman-Chageux (MW) theory of

allostery [14], envisions no single conformation in the native protein state but rather

conformational heterogeneity. Dynamics implicates conformational ensembles,

usually with low energy barriers between the substates that can be overcome, for

example, by allosteric events, eventually leading to the redistribution of the relative

populations of substates—now coined as the conformational selection and
population-shift mechanism.

Bearing a similar hierarchical dynamic nature to proteins, lipid membranes are

also not passive homogeneous interfaces surrounding cells but rather complex

heterogeneous systems characterized by a wide variety of different lipids, whose

single-particle and collective conformational dynamic fluctuations strongly influ-

ence membrane-associated biological processes. For instance, volume and area

fluctuations govern the fluidity and lateral pressure profile of membranes, which

in turn affect the lateral mobility of lipids and proteins within the membrane plane,

ion transport through the membrane, diffusion of small molecules (like ubiquinone)

in the membrane interior, and cellular uptake and release [15, 16]. Likewise,

membrane thickness fluctuations (with typical amplitudes in the order of several

Å) are postulated to provide a putative pore-forming mechanism [17]. A reduction

in volume fluctuations (or free volume) is correlated with enhanced conformational

ordering of the acyl chains of lipids, tighter packing of lipid membranes, and

reduced area fluctuations. All of these are further related to the elastic properties

of the lipid membranes [18], and these mechanical properties modulate the confor-

mation and activity of membrane-bound proteins, peptides, receptors, and channels

[19]. Deep-sea organisms (piezo- or barophilic) inculcate mechanisms to adapt

their lipid membranes to maintain optimal membrane structural, mechanical, and

dynamical properties [20, 21]. Furthermore, these organisms have proverbial means
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via which they alter the composition of their membrane lipids to maintain the

physicochemical characteristics of the lipid matrix over incredibly wide tempera-

ture and pressure ranges [22]—the so-called homeoviscous adaptation effect.

Owing to the strong coupling between pressure, compressibility, and volume

fluctuations, pressure perturbation offers key insights while probing fluctuations in

biomolecular systems including proteins, lipid membranes, and membrane-

associated biomolecular assemblies and will be discussed in subsequent sections

in the following together with some highlighted experiments.

2.2 Elucidation of Conformational Substates and Volume

Fluctuations in Biomolecules Using Pressure

Perturbation Approaches

The functional relevance of high-energy, nonnative protein conformations is cur-

rently being extensively explored [23–25], and there exist many striking examples

of their involvement in processes ranging from protein regulation [26], catalysis

[27], and molecular recognition to signaling ([23] and refs. therein). To study the

conformational subspace of proteins, identification and characterization of these

high-energy conformations is indispensable. However, this task is generally limited

due to the low fractional populations of the conformers at ambient conditions and

hence difficult to detect by spectroscopic or other experimental means. A number of

perturbation approaches (biological, chemical, and physical) are available to shift

the population equilibrium, thereby being able to characterize these rare conforma-

tional substates (Fig. 2.1).

Biological perturbation entails the binding of a particular conformation of a

protein to another biomolecular counterpart or ligand—thereby getting stabilized

by it—thus shifting the entire equilibrium in favor of that conformation

[28, 29]. This reinforces both the binding and the subsequent function with a high

degree of efficiency. For example, the enzyme aspartate transcarbamoylase is

suggested to exist in two conformations fully characterized by X-ray diffraction:

a fully active [R] and a less active [T] state. Only recently, using NMR (nuclear

magnetic resonance) spectroscopy, both these states were found to not only coexist

in solution but also exhibit a population redistribution upon addition of allosteric

ligands [30]. This and other studies are fully in accord with the notion that changes

in conformer population that forms a generic mechanism for high-fidelity biological

functions.

Chemical perturbations, on the other hand, encompass chemical denaturants

(e.g., urea, GuHCl), pH, ionic strength, etc., and physical perturbation includes

the thermodynamic intrinsic variable temperature and pressure. When the protein

conformations or substates only differ by small energy differences, separation by

purely energetic perturbation (e.g., a temperature change) is often difficult to

achieve. Under such circumstances, pressure, a further fundamental physical
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parameter, provides an elegant and efficient means to redistribute the population via

volume differences [31–35]. Thus, by favoring states, for example, of proteins, with

smaller partial molar volume, pressure redistributes the equilibrium toward a

system with smaller overall volume. This effect of pressure on conformation

equilibria and hence conformational selection in proteins is further underscored

by the fact that proteins in solution not only fluctuate in energy but also in volume,
involving folded, unfolded, and partially unfolded conformers. The idea of using

pressure perturbation to explore CS in proteins is not new [36]; however, its

unmatched potential has received increased attention in recent years only, which

is largely due to the coupling of this perturbation method with multidimensional

NMR spectroscopy to acquire atomistic details of the lower-volume (high-energy)

conformers stably trapped under pressure [37].

The quantitative description of the effect of pressure on any chemical equilib-

rium and reaction rate (be it protein unfolding, association reactions of protein-

protein, protein-ligand, or protein-membrane) was first introduced by Planck in

1887 and is given by the equations

∂lnK=∂pð ÞT ¼ �ΔV= RTð Þ ð2:1Þ
∂lnk=∂pð ÞT ¼ �ΔV#= RTð Þ ð2:2Þ

where K is the pressure-dependent equilibrium constant, k is the rate constant of the
reaction, and ΔV and ΔV# are the reaction and activation volumes, respectively.

Any reaction that is accompanied by a negativeΔV#, i.e., if the transition state has a

smaller volume than the reactants, will be accelerated under pressure and vice

versa. High-pressure mechanistic delineation based on reaction and activation

volumes provides valuable information about the existence of CS and mechanistic

information about the structure of the transition state of the reaction.

For an equilibrium between two (sub)states of a system, the pressure-dependent

equilibrium constant K( p) relative to that at atmospheric pressure (1 bar) is given to

second order on pressure by

ln
K pð Þ
K 1ð Þ ¼ �ΔV

RT
p� 1ð Þ þ ΔκT

2RT
p� 1ð Þ2 ð2:3Þ

where K( p)¼ c2( p)/c1( p) and K(1) are the equilibrium constants at pressure p and

1 bar, respectively; ci are the concentrations of conformers i, ΔV ¼ V2 � V1, and

ΔκT are the differences in partial molar volume and partial molar isothermal

compressibility (κT ¼ � ∂V=∂p
� �

T
) of the two states at ambient conditions, respec-

tively. For example, assuming no differences in compressibility between the two

conformers, a volume difference of �30 cm3 mol�1 leads to a population shift of

about an order of magnitude upon applying a pressure ramp of 2 kbar at ambient

temperature. For the pressure unit, either bar or MPa is used

(1 bar¼ 105 Pa¼ 0.1 MPa¼ 0.9869 atm).
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2.2.1 Determination of Fluctuation Parameters

The partial molar volume of biomolecules along with its temperature and pressure

derivatives and enthalpy and volume fluctuations are important thermodynamic

factors that determine biomolecular stability, dynamics, and reactivity. These

parameters can, for example, be monitored via a combination of methods including

differential scanning (DSC) and pressure perturbation (PPC) calorimetry,

densimetry, and ultrasound velocimetry [33, 38–40].

Molecular fluctuations of proteins and that of the surrounding solvent molecules

have been a topic of particular interest in recent years. Protein fluctuations permit

conformational motions, such as side-chain flips and backbone motions, thereby

facilitating transitions between various substates. As the volume, enthalpy, and

electric dipole moment fluctuations in the hydration shell and of the exposed amino

acid residues are coupled to the surrounding solvent, the term “slaving” has been

coined [41], i.e., the solvent emerges as an active participant in protein dynamics

and folding.

The fluctuations of a system are given by the relevant susceptibilities, the

specific heat capacity at constant pressure, cp, and the isothermal compressibility

coefficient, βT:

δHð Þ2
D E

¼ kBT
2m cp, δVð Þ2

D E
¼ kBTVβT ð2:4Þ

Here, kB is the Boltzmann constant, and V and m are the volume and mass of the

system, respectively. Combined enthalpy and volume fluctuations are related to the

coefficient of thermal expansion, α, given by Eq. 2.5 [42]:

δHð Þ δVð Þh i ¼ kBT
2Vα ð2:5Þ

Related to the packing, void volume, and solvational properties of proteins, volume

fluctuations are a yardstick of their flexibility and hence directly linked to pressure

perturbation. From density measurements, the partial specific volume v (or partial

molar volume V ¼ vM) of the protein can be calculated using

v ¼ 1

c
� ρ� ρ0

ρ0c
; ð2:6Þ

where ρ and ρ0 are the densities of the solution and solvent, respectively; c is the

specific concentration of the protein.

The most accurate method of determining the partial molar compressibility of a

solute is based on the Newton-Laplace equation [39], which generally relates the

coefficient of adiabatic compressibility of a medium,
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βS ¼ ��1 Vð Þ ∂V=∂pð ÞS ¼ 1=Vð ÞκS; ð2:7Þ

with its density, ρ, and sound velocity, U:

U2 ¼ βSρð Þ�1: ð2:8Þ

For (infinitely) dilute (e.g., protein) solutions, the partial molar adiabatic compress-

ibility is

K
o

S ¼ βS0 2V
o � 2 U½ � �M=ρ0

� �
; ð2:9Þ

where V ¼ ∂V=∂nð ÞT,p is the partial molar volume of the solute, C is the molar

concentration, and M is the molar mass; βS0 is the coefficient of thermal expansion

of the solvent; and [U]¼ (U�U0)/(U0 C) is the relative molar sound velocity

(increment) of the solute, where U and U0 are the sound velocities of the solute

and solvent, respectively.

Experimental data on the isothermal compressibility of proteins are very scarce

due to the technical hurdle to measure the partial specific volume as a function of

pressure using densimetric techniques with high precision [43]. However, the

partial molar isothermal compressibility of the solute can be obtained from the

adiabatic value by [38]

K
o

T ¼ K
o

S þ Tα20
ρ0 cp, 0

2E
o

α0
� C

o

p

ρ0 cp, 0

 !
; ð2:10Þ

where cp,0 is the specific heat capacity at constant pressure of the solvent, α0 is the

coefficient of thermal expansion of the solvent, and E
o ¼ ∂V

o
=∂T

� �
p
is the partial

molar expansibility of the solute, which can be determined from PPCmeasurements

[44].C
o

p is the partial molar heat capacity of the solute. The specific heat capacity of

the protein at constant pressure can be obtained from

cp ¼ ΔCp=mþ vocp, 0=v
o
0 ; ð2:11Þ

where ΔCp is the heat capacity difference between the sample solution and solvent

reference cell as obtained by a DSC calorimeter and vo and vo0 are the partial specific

volumes of the solute and solvent, respectively, and C
o

p � cpM at low solute

concentrations.

The partial molar volume of a solute, e.g., a protein, may be represented as the

sum of the following contributions [38, 45]:

V
o ¼ Vintr þ Vtherm þ ΔVhydr; ð2:12Þ

where Vintr is the intrinsic volume of the solute which originates from the van der
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Waals volume of the constituent atoms plus the volume of intrinsic voids within the

water-inaccessible protein interior and Vtherm is the thermal volume that results

from mutual vibrations and reorientations of solute and solvent molecules and steric

and structural effects reflecting imperfect packing of solute and solvent molecules

and a hydrational term (or “interaction volume”) ΔVhydr, which is the volume

change (mostly a reduction) due to solute-water interactions, resulting from

solute-solvent interactions around charged (electrostriction), polar (hydrogen bond-

ing), and nonpolar (hydrophobic hydration) atomic groups on the protein surface.

The existing literature so far has indicated that also the compressibility of a

protein can be divided into at least two components of opposite sign

[38, 39]. Because of compressible cavities and voids in the protein interior, a first

component is the protein’s partial intrinsic compressibility coefficient, βS, intr, which

is positive. The second term, βS, hydr, is the contribution to the compressibility due to

hydration. As the partial compressibility of single amino acids and small peptides in

solution is negative, βS, hydr is negative. Typically, small or negative values of βS are

obtained for the acid-, base-, or guanidinium hydrochloride-induced unfolding

processes of proteins.

Calculations of the volume fluctuations of a system by using the statistical

mechanical expression

δV2
� � ¼ kBTVβT ; ð2:13Þ

implies that V is the actual intrinsic volume of the protein, which represents the

geometric volume of its solvent-inaccessible interior, and βT is the intrinsic coef-

ficient of isothermal compressibility of the protein interior. Hence, Eq. 2.13 cannot

be directly used for partial molar volume or compressibility data, as these still

contain hydration contributions. The mean-square fluctuations of the intrinsic

volume represents an effective measure of protein dynamics.

Whereas a large body of data exists on protein-folding events, only limited data

have been reported on the compressibility changes and volume fluctuations of

proteins upon ligand binding [45–47]. Ligand binding should manifest itself in

volumetric properties, i.e., the partial molar volume and compressibility, via

changes in internal atomic packing (cavities) and surface hydration of the protein

since the constitutive atomic volume of the protein may be assumed to be incom-

pressible. Generally, the cavity contribution contributes positively and the hydra-

tion contribution negatively to βS. βS has been found to increase with increasing

partial molar volume, V, of the protein, and βS and V have been found to be

sensitively influenced by ligand binding, indicating that the conformational flexi-

bility of the intermediates plays an important role in enzyme function [46]. A

further detailed molecular-level understanding of these volume and compressibility

changes must await high-pressure NMR analyses of the enzyme-ligand complexes

in solution.
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2.3 Conformational Fluctuations, Substates, and Phase

Transitions of Biomolecular Systems Revealed by

Pressure Perturbation

2.3.1 Lipid Membranes

Biological membranes represent one of the most pressure-sensitive cellular com-

ponents [48]. Lipid membrane fluctuations, both induced directly (e.g., via ther-

mally activated lipid conformational changes or collective excitations) and

indirectly (via coupling upon interaction with other biomolecules), have been

shown to modulate many membrane-associated cellular processes. Hence, to

yield a deeper understanding of the structure, energetics, phase behavior, and

dynamics of membranes, pressure-dependent studies—being able to fine-tune vol-

ume fluctuations—serve as a valuable tool. This section deals with the effects of

pressure on lipid model membranes with varying degrees of complexity up to the

level of biological membranes.

2.3.1.1 Effects of Pressure on the Structure, Phase Behavior,

and Dynamics of Lipid Membranes

The matrix of biological membranes is composed of lipids, which consist of a

hydrophobic and a hydrophilic portion. The propensity of the hydrophobic moieties

to self-associate (which is entropically driven by water, the so-called hydrophobic
effect), coupled with the tendency of the hydrophilic moieties to interact with the

aqueous environment, forms the physical basis for the spontaneous formation of a

variety of lyotropic liquid-crystalline lipid structures [49]. These can form as either

type I (oil in water) or type II (water in oil) structures, indicated by subscript I or II,

respectively, and include fluid lamellar phases (Lα), two-dimensional hexagonal

phases (HI, HII), bicontinuous cubic phases (QI, QII), and micellar cubic phases. The

topological structure a particular lipid system adopts depends on a number of

factors, including the chemical structure of the lipid, the lipid chain length and

degree of unsaturation, the cross-sectional headgroup area, and the surface charge

density, all of which being affected by pressure. A qualitative understanding of the

different structures can be gained by the dimensionless packing parameter, P,
rationalized as V/(A l), where V is the molecular volume, l is the molecular length,

and A is the molecular area at the hydrocarbon-water interface [48, 50, 51].

Whereas values of P¼ 1 represent the formation of bilayers, i.e., lamellar structures

(e.g., the fluid Lα-phase), P> 1 and P< 1 stand for molecules that are wedge

shaped and designate phases as non-lamellar (e.g., inverse hexagonal (HII) or

cubic (QII) phases, respectively). While the lamellar phases are most biologically

relevant, non-lamellar phases also participate in transient events such as pore

formation, membrane fusion, or fission [52]. Membranes in eukaryotic cells have

a wide repertoire of lipids including glycerophospholipids, sphingolipids, and
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nonpolar lipid such as sterols [53]. In addition, many possible variations in the

molecule’s hydrophilic headgroup and hydrophobic tails add a high level of com-

plexity to the existing vast pool of lipid phases. Most of the phases are characterized

by a different spatial arrangement and motional freedom of each lipid and are

heavily influenced by their molecular structure and environmental conditions such

as pH, ionic strength, hydration level, incorporated membrane proteins, tempera-

ture, and pressure [54–60]. A number of experimental methods are used to study

lipid phase transitions and associated thermodynamic changes, such as calorimetry

to determine the heat capacity of the system, Fourier transform infrared (FTIR)

spectroscopy to monitor the conformational order of acyl chains via their internal

vibrational modes, NMR spectroscopy, Laurdan fluorescence spectroscopy being

sensitive to the polarity of the headgroup environment, and X-ray or neutron

diffraction providing topological information about the structure adopted by the

assembly of lipid molecules.

As a function of temperature, hydrated lipid bilayers generally undergo phase

transitions including the main chain-melting transition. For example, in excess

water, one-component saturated phospholipids generally exhibit two lamellar tran-

sitions: a gel-to-gel pre-transition (Lβ0-Pβ0) between ordered lipid phases of different

packing and surface structure and a gel-to-liquid-crystalline main transition (Pβ0-

Lα). The main transition—occurring at a lipid-specific temperature Tm—is accom-

panied with drastic changes in the order of the system (both translational, related to

the lateral diffusion coefficient in the membrane plane, and conformational, related

to the trans/gauche ratio in the acyl chains) [61]. The fluidlike Lα (or ld) phase is

characterized by a high conformational disorder in the acyl chains of lipid mole-

cules, where the linear all-trans chains (extended and ordered) present below the Tm
undergo rotation and assume diverse gauche conformations to some extent. On the

other hand, lipids in the Lβ phases are arranged on a 2-D triangular lattice in the

membrane phase, which is also denoted as the solid-ordered phase (so).

Significant thermodynamic fluctuations are known to exist near the gel-to-fluid

chain-melting phase transition of pure lipid bilayers. They occur over a narrow but

finite temperature range, in which the heat capacity at constant pressure displays a

rather sharp maximum, and other physical membrane properties, such as the

specific volume, reveal rather sharp changes, indicating a first-order transition.

Obviously, the buildup of fluctuations would lead to a critical point if not preceded

by the first-order transition. Therefore, the gel-to-fluid membrane transition is

usually denoted as weak first order. High enthalpy fluctuations lead to high heat

capacity, high volume fluctuations lead to a high volume compressibility, and high

area fluctuations lead to a high area compressibility in this temperature range. In

turn, area fluctuations lead to fluctuations in curvature and bending elasticity.

Biological lipid membranes can also melt. Typically, such melting transitions are

found about 10 �C below body or growth temperatures. Hence, it seems that

biological membranes adapt their lipid compositions such that the temperature

distance to the melting transition is maintained [61]. A certain extent of fluctuations

may be required for optimal physiological function.
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In addition to these thermotropic phase transitions, membrane lipids also con-

form to pressure-induced transitions, whereby they adapt to the volume restrictions

by modulating their conformation and packing [60, 62, 63]. Application of pressure

causes ordering of lipid acyl chains and a corresponding reduction in the hydrocar-

bon chain motion, resulting in a reduced cross-sectional area of the lipid hydrocar-

bon tail region. As the lipid headgroup is comparably little compressible, pressure

only causes a decrease in the chain’s splay, thus increasing the spontaneous

curvature of the lipid monolayer toward the chain region [64]. Ionization of the

headgroup is principally pressure sensitive due to the volume reduction accompa-

nying electrostriction but is less pronounced due to the energy penalty required to

expand and hydrate the lipid interfacial area [65]. For the flat lipid bilayers, the

pressure-induced compression is thus anisotropic: lateral shrinking of the bilayer is

accompanied with an increase in the membrane thickness due to the straightening

of the acyl chains (e.g., in fluid 1,2-dimyristoyl-sn-glycero-3-phosphocholine
(DMPC) bilayers using 2H-NMR, an increase in the lipid thickness of around

1.3 Å kbar�1 was obtained).

On the other hand, for inverse hexagonal and bicontinuous cubic phases, the

change in the thickness may be strikingly amplified by as much as 80 Å kbar�1

[66, 67]. This is mainly due to the reduction in the magnitude of the negative

curvature following the decrease in the chain volume upon pressurization.

Generally, an increase in the lateral thickness leads to decreased area and

volume fluctuations within the lipid phase and is hence accompanied with an

overall reduction in the partial lipid volume. This is demonstrated by the following

case: for DMPC bilayers, densimetric measurements revealed a decrease in the

partial molar volume, VL, with pressure of about �30 cm3 mol�1 during the phase

transition from a liquid-crystalline Lα to the pressure-induced gel state [68]. In

addition, the coefficient of isothermal compressibility (related to volume fluctua-

tions, Eq. 2.13) of the liquid-crystalline phase is substantially higher compared to

that in gel state (typically, βT(Pβ’)� 5�10�1 bar�1 and βT(Lα)� 13�10�5 bar�1) [58].

Via the pressure-induced decrease in the lipid cross-sectional area and increased

lateral thickness, owing to the reduction of thermally induced volume fluctuations,

a number of phase transitions can be induced by pressure as well. By scanning the

hydrostatic pressure and temperature space, a full pressure-temperature ( p-T ) phase
diagrams can be obtained and has been produced for a variety of lipid systems (e.g.,

see [69–72]). The phase transitions of pure one-component lipid systems (including

saturated phosphatidylcholines, mono-cis-unsaturated phosphatidylcholines,

phosphatidylserines, and phosphatidylethanolamines) exhibit fluid-to-gel transition

slopes (dTm/dp) between 20 �C and 30 �C kbar�1 (Fig. 2.2a) [59, 73]. For single-

component di-cis-unsaturated lipid systems (such as 1,2-dioleoyl-sn-glycero-3-
phosphocholine (DOPC) and 1,2-dioleoyl-sn-glycero-3-ethanolamine (DOPE)),

the slopes are smaller and can be attributed to the kinks imposed by the cis-double
bond in the linear conformation of the lipid acyl chains. This creates significant free

volume fluctuations in the bilayer and hence a lower phase transition temperature.

On the other hand, for the egg-yolk sphingomyelin (EYSM), the fluid-gel phase
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boundary has a much higher slope of 40 �C kbar�1 (dashed line in Fig. 2.2a [74]).

Sphingomyelins (SM) are a group of phospholipids based on a sphingosine back-

bone with an additional hydrocarbon chain attached via an amide linkage. SM-rich

ordered raft-like lipid domains have been suggested as “hot spots” promoting or

enabling transmembrane proteins to cluster so as to initiate cell signaling events.

The pressure dependence of the chain-melting transition temperature, Tm, can be
approximately quantified using the Claperyon equation (Eq. 2.14) (valid only at the

phase boundary where the free energy change for the transition is zero):

dTm

dp
¼ ΔVm

ΔSm
¼ TmΔVm

ΔHm

; ð2:14Þ

where ΔSm, ΔHm, and ΔVm are the molar transition entropy, enthalpy, and volume

changes, respectively. A positive slope can be interpreted in terms of a positive

enthalpy and volume change for the gel-to-fluid transition, as observed experimen-

tally [68]. For example, the main transition enthalpy change for 1,2-dipalmitoyl-sn-
glycero-3-phosphocholine (DPPC) at ambient pressure is 36 kJ mol�1 and

Fig. 2.2 p-T phase diagrams for different phospholipid bilayer systems. (a) The fluid-gel transi-

tion lines of one-component phospholipid bilayers where the fluidlike (Lα) phase is observed in the

low-pressure, high-temperature region, and the ordered gel phases appear at low temperatures and

high pressures. The length and degree of unsaturation of the acyl chains of the different lipids are

denoted on the right-hand side. (b) p-T phase diagram of the five component raft-like lipid mixture

DOPC/DOPG/DPPC/DPPG/Chol (15:10:40:10:25, molar ratio). The ld-lo two-phase coexistence

region extends over a wide temperature and pressure range and is visualized using atomic force

microscopy (AFM), shown on the top of the figure
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decreases by about 3.4 kJ mol�1 for every 1 kbar. The partial molar volume

decreases linearly with pressure from 22.9 cm3 mol�1 at 1 bar to 13 cm3 mol�1 at

2 kbar [75].

As the level of complexity increases within the lipid system, the phase behavior

changes according to Gibbs’ phase rule. The p-T phase diagrams of binary mixtures

of saturated phospholipids display a lamellar gel phase at low temperatures, a

lamellar fluid phase at higher temperatures, and an intermediate fluid-gel coexis-

tence region. The width of the coexistence region strongly depends on the type of

lipids and the molar ratio of the two components. However, with increasing

pressure, all systems show a ubiquitous shift of the gel-to-fluid transition to high

temperatures with a transition slope on the order or 20 �C kbar�1, similar to that

obtained for the gel-to-fluid transition of the pure lipid components [63, 73].

High-pressure SAXS (small-angle X-ray scattering), in combination with FTIR

spectroscopy, has provided valuable information about the liquid ordered-liquid

disordered (lo-ld) lamellar phase coexistence in more complex sterol (e.g., choles-

terol (Chol))-containing lipid mixtures (e.g., DPPC-Chol, DPPC:DOPC:Chol, and

DPPC:DOPC:DPPG:DOPG:Chol). Sterols are known to fluidize gel-like phases

and order the fluidlike phase, leading to the formation of liquid-ordered phases (lo).

Characterization of the p-T phase space of such diverse lipid mixtures has demon-

strated that pressure can induce lo-ld phase separation starting from a fully fluid ld
phase and then induces formation of ordered gel-like structures at higher pressures

[59, 69–71] (Fig. 2.2b). Usually, the overall ordered (lo and so) state is generally

reached within 1–3 kbar at ambient temperatures, the pressure range where

membrane-protein function generally ceases for natural scenarios. In accordance

with the notion that increasing lipid complexity generates a number of coexisting

phases or domains with minor differences in volumetric properties and due to the

possibility of lipid sorting upon changes in temperature and pressure in complex

lipid mixtures, the phase transitions are rather broad and diffuse (Fig. 2.2b). This is

manifested as a smaller slope of the ordered-fluid phase boundary; for example, for

a five component raft-like heterogeneous lipid mixture comprising of the lipid

mixture DPPC:DOPC:DPPG:DOPG:Chol, dTm/dp of 3 �C kbar�1 was obtained

(Fig. 2.2b), accompanied by rather smooth changes in volumetric and enthalpic

properties gathered from DSC and PPC data [70].

Interestingly, high pressure can induce additional ordered phases such as par-

tially interdigitated high-pressure gel phases (Lβi), which considerably differ in the

tilt angle of the acyl chains and the level of hydration in the headgroup region. Such

phases have been observed for phospholipid bilayers with longer acyl chains, i.e.,

for C� 16 [60].

Pressure also affects the dynamic properties of lipid bilayers, e.g., lateral diffu-

sion, a process controlling, for example, lipid and membrane-protein transport and

membrane-associated signaling. Jonas [76] showed that the lateral self-diffusion

coefficient, Dlat, of DPPC in the Lα-phase decreases by 30 % from 1 bar to 300 bar

at 50 �C and by 70 % upon passing from the fluid Lα to the gel phase. Notably, the

rotational dynamics of the lipids in the membrane is only marginally affected by
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pressure, but the phospholipid flip-flop and intervesicle transfer are significantly

slowed down by high pressures [55, 77].

Pressure has also a marked influence on the micromechanics of membranes,

eventually involving topological changes in the lipid vesicles, which in turn com-

prises of a close interplay between the curvature elastic energy (gcurv for a lipid

monolayer, Eq. 2.15), bending rigidity, and line tension [18]:

gcurv ¼ 2κm H � H0ð Þ2
D E

þ κG Kh i; ð2:15Þ

where H¼ (C1 +C2)/2 and K¼C1C2 are the mean and Gaussian curvatures,

respectively, C1 and C2 are the principal curvatures at a given point on the surface,

H0 is the spontaneous mean curvature, and κm and κG are the mean and Gaussian

curvature moduli. The mean curvature and Gaussian modulus represent the ener-

getic cost to bend an initially flat monolayer and to change the Gaussian curvature,

respectively. The expression for the lipid bilayer Gaussian modulus, κbG, is more

complex [78, 79]:

κ b
G ¼ 2 κG � 4κ b

mHol
� � ð2:16Þ

where l is the monolayer thickness, and the moduli κbm and κbG refer to the energetic

costs of mean and Gaussian curvature deformations. Since pressure has been shown

to increase the monolayer spontaneous curvature and the bending modulus [67, 80],

it might also increase the bending modulus of a bilayer, as pressure tends to thicken

the bilayer [81]. Lipids that form inverse structures (such as monoolein (MO),

monoelaidin (ME), or DOPE) have a negative spontaneous curvature, so pressure is

likely to decrease the magnitude of this negative curvature. The observation that

pressure stabilizes bicontinuous cubic lipid phases [80] having negative Gaussian

curvature advocates that pressure also increases the bilayer Gaussian modulus, κbG
(thereby reducing the bilayer curvature elastic energy). Pressure-induced changes

in the membrane micromechanics have been extensively studied both experimen-

tally and theoretically as a function of temperature only [82], and a wide variety of

equilibrium vesicle shapes have been visualized using optical microscopy. Obser-

vations of these phenomena under pressure have been quite limited, and along those

lines Nicolini et al. [83], using two-photon fluorescence microscopy coupled with

high pressure, visualized shape change in vesicles of different lipid compositions.

They revealed that dependent on the direction of the pressure change, the pressure-

jump amplitude, and the composition of the lipid vesicle, pressure-induced budding

and fission may take place, even in the low-pressure regime.

It is tempting to speculate that the pressure effects on such lipid systems may

have links to the physiological observations that pressure upregulates some of the

genes responsible for sterol synthesis in the yeast Saccharomyces cerevisiae, with
an aim to maintain membrane fluidity [22], a striking example of homeoviscous

adaptation. Another remarkable example demonstrates that with increasing
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pressures, the ratio of unsaturated to saturated fatty acids increases in the barophilic

deep-sea bacterium CNPT3, i.e., the ratio increases from 1.9 at 1 bar to 3.0 at

700 bar at 2 �C [84]. Direct evaluation of this phenomenon was ascertained by a

pivotal study using deuterium NMR on POPC and PLPC, which showed that upon

increasing the unsaturation level in the lipids, the chain-ordering effect of pressure

on the lipid bilayers was mitigated [85]. Incorporation of di-cis-bonds within the

acyl chain regions lower the fluid-to-gel transition temperature Tm, and as a result

the ordering effect of high pressure is reduced, enabling the organism to maintain its

membrane in an overall fluidlike state even at high pressures. The experiments

highlighted above suggest that biological membranes adapt their physical state in

response to changes in pressure by modulating their fatty acid synthesis pattern to

incorporate appropriate lipids varying in their chain length, headgroup structure,

and level of unsaturation and regulating the incorporation of sterols, with the

underlying aim to prevent the Tm of the membrane from rising at alarming rates

under increased pressure.

The functional adaptability of biological membranes to their local environment

is also well illustrated by the study of Zhai et al. [86] working on archaeal tetraether

lipid membranes. These are bipolar tetraether liposomes composed of the polar

lipid fraction E (PLFE), isolated from the thermoacidophilic archaeon Sulfolobus
acidocaldarius. Using pressure perturbation calorimetry in combination with other

thermodynamic techniques and molecular acoustics, they revealed substantial dif-

ferences in the isothermal and adiabatic compressibilities and relative volume and

enthalpy fluctuations of PLFE membranes compared with those of commonly

studied phospholipids, embarking their high thermal/chemical stability, high rigid-

ity, and tightly packed lipid conformations. To quote an example, relative volume

fluctuations in the PLFE liposome were only 0.2 %, whereas in the phospholipid

DPPC, they are in the order of 3 %. Similarly, the enthalpy change associated with

the gel-to-fluid phase transition is a factor of six lower in PLFE membranes. Since

volume fluctuations, in particular, are closely interrelated to membrane function,

this study sheds light on the mechanism by which membrane fractions from

Sulfolobus acidocaldarius—and possibly other extremophiles—survive harsh envi-

ronmental conditions to maintain the functional state of their cellular membrane.

2.3.2 Proteins in Bulk Solution

The era of protein X-ray crystallography had long imposed a static view of protein

structures. However, with proteins becoming accessible to NMR and other spec-

troscopic techniques, a dynamic interpretation of biomolecular conformations is

redefining the structural-functional facet of proteins and other biomolecules. In this

regard, the pioneering work of Akasaka and coworkers have elegantly demon-

strated that pressure perturbation coupled with NMR spectroscopy can be effec-

tively used to modulate intrinsic fluctuations in protein by acting on the volumes of
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the protein conformers, thus providing novel information on the structure, thermo-

dynamic properties, and conformational dynamics of proteins at atomic resolution

[37]. Though the idea of using pressure perturbation to study conformational

fluctuations in proteins dates back to a much earlier time, this field is gaining

burgeoning attention due to the recent development of new pressure-resistant

cells coupled to commercial NMR spectrometers [87–91]. The fundamental prin-

ciple of this method deals with the analysis of the pressure-dependent 1H and 15N

chemical shifts: linear shifts implying general compression within the folded

ensembles (elastic effects) and nonlinear shifts pointing to the existence of

low-lying excited states close to the folded state (conformational effects) [92].

Conformational fluctuations within the folded structure have been explored for

several proteins such as melittin [93], gurmarin [94], basic pancreatic trypsin

inhibitor (BPTI) [95], lysozyme [96], β-lactoglobulin [97], and apomyoglobin

[98] and have provided direct evidence of the folded macrostate in proteins to
consist of microstates with different volumes. The majority of the effects in this

category arise from fluctuations in the hydrophobic core, protein backbone, torsion

angles, hydrogen bond lengths, and helix orientations as well as the loss (to some

extent) of void volumes [99–101]. On the other hand, a pressure-induced population

of folding intermediates has been observed in various globular proteins, such as the

lysozyme [96], the Ras-binding domain of RalGDS [102], the prion protein (PrP)

[103] and ubiquitin [104], and the fractional populations of the intermediates

varying significantly from protein to protein. The fact that these low-lying excited

conformers are populated under high pressure implies that these states have a lower

partial molar volume, mainly governed by hydration of water accessible to cavities

within the proteins. For example, in support of this view, Kalbitzer et al. [105] have

elucidated that the high-pressure-induced conformer of the signaling protein Ras in

solution is accompanied with a volume change of �17 cm3 mol�1, indirectly

connoting an enlarged/hydrated protein surface of this conformer. Furthermore,

they unambiguously ascertained the biological function of this rare state by taking

advantage of a biological perturbation (shifting the conformation equilibrium of

Ras to the high-pressure-induced state by adding a potent Ras interaction partner).

Likewise, in another pioneering study by Kitahara et al. [104], a series of high-

energy conformers of the protein ubiquitin were characterized to reveal a unique

locally disordered conformer (with aΔV of transition of�24 cm3 mol�1). This state

is postulated to be the functional protein state due to its facile interaction with other

proteins. Surprisingly, the structural characterization of this pressure-stabilized

conformation revealed an intimate resemblance to a kinetically trapped folding

intermediate—which now appears to be a generic phenomenon for other proteins—

thereby highlighting the use of pressure perturbation to gain a deeper understanding

of protein-folding reactions. The same holds true for pressure-jump kinetic studies

furnishing now the information on volumetric aspects of transition states of proteins

(e.g., for un-/refolding or conformational interconversions) [106–108].

Proteins undergo structural fluctuations that span a wide range of time scales.

Among these motions are fast backbone fluctuations on the ps-ns time scale and
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slower conformational fluctuations on the ms and longer time scale. Molecular

flexibility on these time scales plays a central role in protein function. For example,

in recognition-binding sequences, dynamic disorder on the ns-microsecond time

scale may increase the efficiency of protein-protein interactions via a “fly-casting”

mechanism [32]. In a recent NMR relaxation study, probing fast (sub-ns) internal

motions on the protein ubiquitin at kbar pressures, it was revealed that the more

compact, less dynamic, and higher-energy state populated at high pressure may be

more similar to the static compact structures emphasized by low-temperature

crystallographic structures of proteins. Furthermore, the dynamic response to

applied pressure has been shown to be heterogeneous but spatially clustered,

demonstrating localized and differential coupling of motion even within such

small proteins such as ubiquitin [24].

These and further studies strongly fortify the use of pressure as a mild pertur-

bation agent to probe conformational fluctuations. Conversely, temperature

changes or chemical denaturants might alter the internal energies and chemical

interactions of the protein states, eventually rendering the analysis murkier.

2.3.3 Protein Aggregation and Amyloid Formation

The ability of even the most intricate molecular structure to self-assemble with high

precision and fidelity is the defining characteristics of a living system. The folding

of proteins into their compact 3-D structures is the prime example of biological self-

assembly. How and whether a protein folds in vivo is primarily governed by its

amino acid sequence and the surrounding cellular environment [109]. Proteins fold

either in the cytoplasm or inside the secretory pathway and are often assisted by

chaperones, enabling the proteins to have several opportunities to fold. If folding is

unsuccessful, the protein is directed to proteasomes for degradation, an intracellular

quality-control machinery [110]. As only the correctly folded proteins have a long-

term stability in crowed biological milieu along with the ability to selectively

interact with other natural partners, the failure of protein to fold adequately, or to

remain folded correctly, is the origin of a wide range of highly debilitating

pathological conditions [111]. Several diseases are caused by a loss of protein

function due to misfolding, such as in insulin, islet amyloid polypeptide (IAPP),

β2-microglobulin, Aβ, and α-lactalbumin [112–117]. Many of these disorders are

familial as the probability of misfolding is enhanced in mutational variants. Other

cases encompass the following scenario: proteins with a high propensity to misfold

escape the protective quality-control mechanism and thereby form intractable

aggregates (amyloids) that injure and kill cells. An increasing number of disorders,

including the horrifying maladies of the elderly, are associated with the deposition

of such aggregates in various tissue types [118–121].

Virtually, all amyloids (in humans and animals) consist of fibrillar submicro-

scopic structures, i.e., bundles of long, unbranched, and often twisted rigid fibrils
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ranging in width from 60 to 130 Å and in length from 1000 to 16.000 Å [122], and a

characteristic “cross-β” X-ray fiber diffraction pattern. The latter revealed that

amyloids are ordered secondary structure motifs including a core cross-β-sheet
structure, in which continuous β-sheets are formed with β-strands running perpen-

dicular to the fibril axis [123]. In addition, it was suggested that the generic amyloid

conformation—the cross-β-structure—may be a universal, free energy minimum

for aggregated proteins, remarkably also found in other globular proteins that are

currently not associated with protein-folding disease, e.g., muscle myoglobin

[113]. The amyloid structure can be globally defined as extracellular deposit of

stable, ordered, and filamentous protein aggregates, though intracellular structures

sharing the same core structure have also been observed (e.g., for α-synuclein in

Lewy bodies in Parkinson’s disease [124]). An increasing number of diseases are

linked to the deposition of amyloid fibrils and broadly fall within two kinds of

amyloidosis. In each of these pathological states, a specific protein or protein

fragment—ranging from intact globular proteins to largely unstructured peptide

molecules—changes gradually from a highly soluble form into insoluble fibrils

[125]. In the category comprising systemic amyloidosis, secreted circulating pro-

teins produce amyloid deposits in a variety of tissues causing cell dysfunction,

primarily due to a huge buildup of these deposits leading to physical compression

and vascular compromise of adjacent tissues (e.g., in hemodialysis-related amy-

loidosis caused by β2-microglobulin). On the other side, in localized amyloidoses,

such as caused by the Aβ-peptide and IAPP, the amyloid deposits are confined in a

specific organ or tissue, and the protein responsible for the fibril formation is

synthesized by the target cells. The localized amyloidosis is generally related to

age-related diseases, such as Alzheimer’s disease and diabetes mellitus type II; their

amyloid deposition occurs in the neurons and β-cells, respectively. Though the

amyloid structure is known to be toxic, there is a considerable discussion as to its

role in the disease [113, 126]. In this regard, it has been suggested that the

prefibrillar aggregates are much more toxic than the amyloid itself

[127, 128]. Even if this is the case, fibrils are still likely to play an important role

either as a reservoir or sink of toxic oligomers [129].

Although the structure of an amyloid fibril has not yet been atomistically

determined casting shadow on the molecular mechanisms involved in their forma-

tion, a number of studies have demonstrated that stable or metastable alternative

protein conformations are linked to the disease-causing misfolding transitions

[125, 130]. Thus, structural characterization of these alternative conformations is

currently of utmost importance and brings high-pressure perturbation approaches to

the forefront. In addition, to probe the amyloid fibrils’ stability, energetics, packing,
and intermolecular interactions—along with pressure—temperature and cosolvent

perturbations have also been applied [131]. It is now well established that high

pressure can not only destabilize proteins but also dissociate the native or nonnative

oligomers. Pressure effects, in general, are governed by the principle that pressure

shifts the system toward the state with smallest volume. Protein structures

containing a higher fraction of void volume are expected to be most pressure
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sensitive. In addition, pressure leads to weakening of the hydrophobic interactions,

and cavities at the interface of protein oligomers represent critical nodes of pressure

action, i.e., pressure-induced hydration of these regions would favor dissociation or

unfolding. Moreover, volume reduction arising from electrostriction would also

favor disruption of (formally favorable inter- or intramolecular) electrostatic

interactions.

The work pursued by Smeller and coworkers on horse metmyoglobin ignited the

interest in using pressure to study misfolding and aggregation phenomena

[132]. They showed that high pressure could not only trigger the aggregate forma-

tion but also prevent or dissociate aggregates. The interesting observation that

aggregation-promoting effects of pressure were sometimes observed after depres-

surization suggested that pressure treatment could induce formation of alternative

conformations of the protein with a higher propensity of aggregation due to a

relatively pronounced exposure of hydrophobic parts of the protein. Since one of

the first steps in amyloid formation involves partial unfolding of the protein, the

pressure-unfolded state may represent such a partially unfolded state and be the

prerequisite for nonnative association and amyloid formation [133]. Moreover,

stable intermediates can be trapped by carefully tuning high pressure, temperature,

and cosolvent conditions, linking conformational transitions to changes in the

degree of hydration and enthalpic and volumetric fluctuations.

Generally, high pressure leads to dissociation of aggregated structures, eventu-

ally leading to formation of the monomeric natively folded structures. An example

represents the study by Tachibana et al. [134] who worked with amyloid fibrils of

denatured lysozyme, and similar results were obtained for the tail spike protein of

bacteriophage P22, myoglobin, and TTR [135–137]. Surprisingly, for TTR, after

prolonged incubation of the fibrils, no sensitivity to pressure could be observed,

suggesting that early aggregates underwent significant reorganization. Likewise,

Grudzielanek et al. [138] showed that insulin—a well-studied model protein for

aggregation studies [139, 140]—only in its early stages of aggregation involving

oligomeric species dissociated upon pressurization, with no effect seen on mature

insulin fibrils up to the 2 kbar pressure regime. Only at higher pressures, some

degree of dissociation can be observed as well [141].

A coherent picture of a “volumetric catastrophe” accompanying the

amyloidogenesis and embarking differential pressure sensitivity to the various

structures formed is depicted in Fig. 2.3 for the case of insulin [142]. It encompasses

the volume collapse, the reduction of area of the protein-water interface, and the

simultaneous decrease of the compressibility of the protein. The apparent coeffi-

cients of thermal expansion, α, and isothermal compressibility, βT, of insulin

measured as a function of time at 60 �C (Fig. 2.3), i.e., under conditions when

aggregation and fibrillation take place with time, reveal significant changes upon

formation of fibrillar topologies by the orderly stacking insulin molecules: βT
decreases substantially over the first 100 min of aggregation, indicating that the

volume fluctuations, which are highest at the early stage of the aggregation reac-

tion, are drastically damped when the aggregation and fibrillation process proceeds.

Upon subsequent aggregation and formation of mature fibrillar aggregates, as
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indicated by the CD and FTIR spectroscopic data acquired under corresponding

sample conditions [139], significant dehydration and compaction occur. The com-

bined contribution of enthalpy and volume fluctuations, h(δH )(δV )i, as revealed by
α, decreases overall by about 30 % during the aggregation and fibrillation process,

the reduction in volume fluctuations being ~7 %. The tight packing of β-sheets and
depletion of internal cavities in the late fibrillar aggregates lead to a compaction and

hence a ~3 % reduction of the final value of the partial specific protein volume. The

decrease in solvent-accessible surface area is also reflected in the negative Cp

change of -2 kJ mol� 1 K� 1 as determined by DSC. These results are thus in

good agreement with the low-pressure sensitivity of the final fibrillar structure.

Taken together, the susceptibility of protein aggregates to pressure chiefly

depends on the degree of the structural order of an aggregate. Whereas the fresh,

amorphous aggregates are more sensitive to pressure and prone to refolding to the

native state [138], in the mature fibrils, the vigor of pressure-induced dissociation

depends on the particular mode of polypeptide backbone and side-chain packing

that reduces the remaining void volumes. This enables the prospects of high

pressure to not only differentiate between various stages of the amyloid formation

but also to obtain reliable thermodynamic data, such as chemical potential and

partial molar volume changes, at the early stages of the transformation—the

formation of the amorphous β-pleated sheet structure. This is only possible due to

the reversibility of the process using high-pressure perturbation methodology.
In addition, pressure-dependent studies in combination with solvation tuning

were shown to be able to unravel structural and kinetic aspects of the insulin

aggregation and fibrillation pathways. As an example, in the pre-aggregated

regime, pressure fosters the dissociation of native insulin oligomers mainly due to

a negative reaction volume of �70 mL mol� 1. Moreover, the population of

monomeric but aggregation-prone species is fostered by addition of alcohols

[143]. The aggregation pathways at elevated temperatures (e.g., above 60 �C) are
differentially affected by pressure and in a cosolvent-dependent manner. Moderate

pressures accelerate the fibrillation pathway in the presence of ethanol because both

nucleus formation and elongation proceed via relatively dehydrated transition states

Fig. 2.3 Thermodynamic changes accompanying amyloidogenesis of insulin. The apparent

coefficient of thermal expansion (α) and isothermal compressibility (βT) of insulin at pH 1.9 and

60 �C is shown as a function of time during the progression of aggregation and fibril formation
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with a negative activation volume. Alternatively, a novel and fast equilibrium

pathway to distinct β-sheet-rich oligomers is accessible to partially unfolded insulin

monomers at pressures up to ~200 bar in the absence of ethanol. Destabilized by

moderate pressures and ethanol addition, the oligomers can reenter the slower,

ultimately irreversible fibrillation pathway at higher temperatures, which can be

accelerated in the absence of diffusion control. At higher pressures, above

~1000 bar, the unfavorable partial unfolding of insulin monomers, accompanied

by a volumetric expansion, dominates the aggregation kinetics, which manifests in

a progressive inhibition of the fibrillation. Finally, all of these studies decoded that

oligomers are stabilized mainly via electrostatic and hydrophobic interactions

rendering them susceptible to pressure, whereas the presence of extensive hydrogen

bonding (which itself is rather pressure insensitive) and optimized side-chain

packing is primarily responsible for the pressure insensitivity of mature fibrils. A

similar time-dependent shift in the pressure sensitivity has also been observed for

other amyloid-like aggregate of prion protein [144], IAPP [145], α-synuclein [136],
and poly-L-lysine [146].

One of the most exotic applications of high pressure in protein aggregation has

been the idea of destroying disease-associated fibrillar aggregates. For example, the

study by Zhou et al. [147] established that moderately high pressure of 3 kbar can

denature the model yeast prion protein Ure2 only in the presence of sub-denaturing

doses of GdmCl; the amyloidal nature of the scrapie-type prion protein (PrPSc) with

its unmatched resistance to high temperature, proteases, and many chemical dena-

turants has posed a significant challenge to medical and biotechnological protocols.

Likewise, fresh aggregates of hamster [148] and murine [149] prion precursor

proteins have been shown to be either dissociated under pressure, or the pressure

treatment proved to arrest and stabilize the aggregation-prone intermediate state

[103]. By contrast, work by Torrent et al. [150] showed that high pressure may

actually induce amyloid formation in recombinant non-amyloidogenic PrPC, which

has much of the physicochemical resemblance to pathogenic PrPSc protein. Fol-

lowing along the same lines, the same authors have revealed that the inactivation of

infectious prion seems to be dependent on the protein conformation, and this

finding has been interpreted as certain β-sheet conformations being pressure sensi-

tive (native prions) and others having more pressure stable structures (like aggre-

gates of prions being less hydrated and with smaller cavities [151]).

To summarize this part, Fig. 2.4 shows a schematic energy landscape for protein

folding and aggregation. Starting from the region of the high free energy surface, a

multitude of unfolded conformations exists, “funneling” on a rugged energy surface

or “landscape” toward the natively folded state via rapid intramolecular contact

formation. Fluctuations within the unfolded and partially unfolded protein ensem-

bles drive the folding reaction allowing the protein to sample different native and

nonnative contacts. Folding intermediates may also be populated en route to the

native state. Furthermore, via a generally slow nucleation process and subsequent

autocatalytic aggregation reaction of partially folded structures (as those encoun-

tered under particular cosolvent, pH, temperature and pressure conditions, or by

mutations), formation of aggregates and amyloid fibrils via intermolecular contacts
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may occur, and the system enters the “aggregation funnel.” Within the aggregation

funnel, loosely packed oligomeric or amorphous aggregates as well as—generally

several—amyloid fibrillar states (strains) with different packing properties, pres-

sure sensitivities, and deep free energy minima may form, revealing conformational

polymorphism or a multitude of substates. The cooperative character of the fibril

assembly creates enormous free energy barriers for any interstrain transitions,

which in the end renders the energy landscape in the aggregation funnel somewhat

comblike shaped [143]. Finally, the isolation of intermediates achieved by pressure

perturbation and the elucidation of particular fibrillar or prefibrillar morphologies

may provide valuable targets for the development of inhibitors (drug targeting).

2.3.4 Membrane-Associated Biomolecular Assemblies

Interactions within membrane-associated assemblies are mainly stabilized by

non-covalent forces such as hydrophobic and electrostatic, and the alteration of

these weak bonds by pressure has the potential to procure subtle and novel insights

into the mechanism of these stabilization forces and subsequently understanding

their significance in biomolecular function. Specifically, membrane fluidity—

among the most pressure-sensitive cellular properties—modulates many

membrane-related functions such as permeability, ion transport, lateral diffusion

Fig. 2.4 Free energy landscape for protein folding and aggregation/amyloid formation. Under

normal physiological conditions, the protein forms a well-folded 3-D native structure at its global

free energy minimum. However, under amyloidogenic propensity, the protein molecules may

acquire lower free energies beyond this level in the aggregation funnel (which will decrease with

increasing concentration). Four kinds of energy wells are depicted: representing the native state,

partially unfolded state, various fibrillar states (strains), and amorphous aggregates. Generally,

pressure perturbation enables dissociation of aggregates, thus arresting aggregation
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of lipids and membrane-bound proteins, and signal transduction processes.

Mechanical forces are important modulators of cellular processes, and research

along those lines has revealed transmembrane signaling processes as important loci

of pressure perturbation as well [152, 153]. These forces or stimuli act on top of a

dynamic background of various internally generated forces, e.g., arising from

cytoskeleton polymerization and molecular motors that govern the selective

response of the cell. Over the last 30 years, the molecular nature of many

mechanosensitive biomolecules has been identified, including mechanically gated

ion channels [154], mechanosensitive receptors [155], enzymes [156], G-proteins

[157], and cytoskeletons. For example, in a recent study by Petrov et al. [158], it has

been shown that high pressure in the range 1–900 bar increased the channel opening

probability by favoring the open state of the bacterial mechanosensitive ion channel

MscL of E. coli, and high-pressure perturbation has been claimed to be a valuable

approach toward better understanding of the gating mechanism in complex ion

channels such as MscL.

A priori, pressure influences membrane-associated processes are most that

accompanied by large volume changes. When the reaction volume is positive or

negative, high hydrostatic pressure will stunt or foster the reaction, respectively.

The contributors to negative volume changes, naming a few, are release of the void

volumes (due to imperfect packing of two macromolecular surfaces),

electrostriction, and lipid membrane condensation. Volume changes accompanying

protein-protein associations are exhaustively studied, but those accompanying

protein-membrane interactions are scarce. Membrane properties, such as surface

charge, hydration, curvature, packing density, and lateral organization, present the

most prominent features influencing volume changes upon protein-membrane

binding.

In a detailed study from our lab, the influence of hydrostatic pressure on the

membrane association, dissociation, and intervesicle transfer process of fully

lipidated GDP-bound N-Ras HD/Far (hexadecyl [a C16 saturated acyl chain]/

farnesyl [a C15 unsaturated acyl chain]) was explored using a FRET-based assay

to obtain the kinetic parameters and volumetric properties along the reaction path of

these processes [159]. Ras proteins are plasma membrane-localized small GTPases

that apically control the signaling pathways regulating cell proliferation and differ-

entiation. They function by shuttling between inactive GDP-bound and active

GTP-bound forms and contain lipid-modified motifs or anchors that enable these

proteins to associate with distinct membrane domains. Furthermore, oncogenic Ras

is the main culprit of driving ~30 % of all human cancers. We could demonstrate

that both the association of N-Ras to fluid lipid membranes and dissociation from

the same were accelerated under pressure by a factor of 2 and 3.5, respectively. The

pressure dependence of the rate constants (Eq. 2.2) leads to activation volume

changes of ��7.2 cm3 mol�1 and �9.7 cm3 mol�1 for the association and the

dissociation reaction, respectively. The negative activation volume of the associa-

tion process disclosed a compact transition state with reduced overall volume,

attributed to the higher acyl chain ordering in the membrane, invariably associated

with a reduction in volume. For comparison, the pressure-induced increase in the
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packing density of a lipid bilayer (during a fluid-to-gel phase transition) is accom-

panied by a volume reduction of about �30 cm3 mol�1. A more compact lipid

membrane is suggestive of increased van der Waals interactions between the lipids’
acyl chains and the protein’s lipid anchor at high pressure, coupled with the

decrease of the conformational space in the Ras anchor region upon membrane

insertion. This leads to an overall volume reduction and formation of a compact

proteo-lipid transition state, favoring partitioning of Ras into membranes. By

combining the activation volumes of both steps and simplistically assuming the

N-Ras-DOPC interaction as a one-step process, a volume profile for this interaction

could be obtained (Fig. 2.5), delineating the volume changes occurring along the

N-Ras membrane interaction pathway including the tentative structure of the

transition and final states of the proteo-lipid assembly. Furthermore, notable dif-

ferences in activation volumes for different membrane systems were observed,

suggesting that volume fluctuations in lipid membranes of varying composition

strongly influence the membrane partitioning kinetic events of N-Ras and other

lipidated proteins. As an example, the domain boundaries in phase-segregated

heterogeneous (or raft-like) membranes are banded with high area and volume

fluctuations; hence, a larger reduction in the free volume upon pressurization can be

attained, leading to relatively faster association of Ras to these particular mem-

branes [159]. Taken together, these studies using high-pressure modulation of

Fig. 2.5 Volume profile for the N-Ras membrane interaction process, showing relative changes in

the volume of the protein-membrane system during the interaction/insertion process. Tentative

structures of the initial, transition, and final proteo-lipid states are rationalized based on volumetric

information obtained via high-pressure perturbation of the association and dissociation process

(Reproduced with permission from Kapoor et al. [159])
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Ras-membrane interactions uncovered lipidated proteins as potential

mechanosensors, transducing mechanical signals to biological functions by modu-

lating their membrane partitioning events.

Another study exploring the influence of lipid membrane’s properties on the

high-pressure sensitivity of lipid-protein interactions focused on multidrug resis-

tance protein LmrA by Teichert et al. [160]. The authors demonstrated that the

high-pressure-induced fluid-to-gel phase transition in lipid bilayers of various

compositions had an inhibitory effect on the LmrA protein function, due to forma-

tion of an unacceptable ordered phase of the membrane. On the contrary, lipid

membranes that maintained a high degree of fluidity even under pressure (e.g., for

DOPC) prevented a complete loss of protein function. High order is now an

accepted membrane feature induced under pressure that is not optimal for physio-

logical activity of membrane proteins. Moreover, high-pressure-induced dissocia-

tion of the LmrA homodimer also renders the protein inactive. Pressure-induced

dissociation of oligomeric protein, both membrane bound or in solution, seems to

be a generic phenomenon of the pressure-related inactivation of a number of

proteins [145, 161, 162]. An important mechanistic corollary gained from these

high-pressure studies is that physical properties of the membrane matrix, in partic-

ular volume and area fluctuations, hydrophobic mismatch, van der Waals attractive

forces, lipid chain entropy, and packing efficiency between the lipid acyl chains

against the protein’s hydrophobic counterpart, are critical and decisive factors in

understanding protein-membrane interactions.

Pressure-dependent studies can not only improve our understanding of the

mechanism or forces stabilizing membrane-protein interactions and related biolog-

ical functions but also shed light on the intriguing role of lipid membranes in

conformational selection and controlling the dynamics of membrane proteins. Till

date, such studies are scarce, but sufficient published reports are encouraging

further work in this expanding research field. An exciting example in this regard

has been the Ras protein. The so-called conformational selection and population-

shift mechanism is a key molecular mechanism in the regulation and functioning of

Ras and other small GTPases. For instance, binding of guanine nucleotides to Ras

contributes to the growing repertoire of interactions that underpins the nucleotide-

induced conformational shift mechanism, predicted by simulations [163] and later

on verified experimentally [164]. Distinct chemical species in the nucleotide-

binding site—such as GTP, GDP, and GTP analogues—correlate with distinct

global conformations. In addition, within the same nucleotide-bound state (e.g.,

GTP analogue), Ras sample multiple conformations among which two main con-

formers (substate 1 and 2) have been characterized so far [165]. The native

conformer (substate 1) detectable at ambient conditions has been assigned to the

effector binding state [29], whereas the nonnative high-energy conformer (substate

2) was found to interact with another class of regulating proteins in the signaling

pathway, the guanine exchange factors (GEFS). The structural and functional

relevance of this high-energy conformer was discovered applying high-pressure

NMR spectroscopy [105].
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Using high-pressure perturbation in combination with infrared and fluorescence

spectroscopy, we could unravel the role of lipid membranes in inducing a marked

population of a membrane-bound Ras conformational substate, here denoted as

substate 3 [166]. This membrane-induced substate became clearly detectable at

high pressure (up to 4 kbar) and was accompanied by a significant structural

reorientation of the G-domain at the lipid interface, particularly in the

GTP-bound Ras protein. At pressures higher than 4 kbar, transition from substate

3 to substate 1 was fostered, since that substate corresponds to the state with lowest

free energy. In bulk solution, the volume change, ΔV, accompanying the confor-

mational transition from substate 2 to substate 1 for Ras-GTP was found to be

�14.7 cm3 mol�1, whereas in the membrane-bound form, the proteins displayed a

ΔV of �42 cm3 mol�1 for the conformational transition from substate 2 to

membrane-induced substate 3. A schematic representation of the pressure modula-

tion of Ras conformational substates obtained from this study is depicted in Fig. 2.6.

Efficient interaction with GEFs and effector proteins requires selection of Ras

conformational substate 1 and 2, respectively, shifting the equilibrium toward

these states.

This study indicates that upon membrane binding, conformational selection in

Ras can additionally be modulated, preselecting substate 3. It may be speculated

that this membrane-induced substate 3 may interact with particular membrane-

associated interaction partners. Moreover, the same study also ascertained that

temperature modulation could not reveal the high-energy conformational substates

Fig. 2.6 Schematic representation of the pressure modulation of the conformational substates

(CS) of the Ras protein (bound to a GTP analogue), both in bulk solution and in its membrane-

bound state. The membrane-associated substate 3 is marked in green (Reproduced and modified

with permission from [166, 167])
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of Ras (both in solution and in the membrane-bound forms) and mainly resulted in

irreversible unfolding and aggregation of the protein.

Another study dealt with the pressure-dependent enzymatic activity of Na+, K�-
ATPase reconstituted into the natural and model lipid membranes of diverse

properties and composition [168]. The enzyme inserted into the natural plasma

membrane system showed a continuous decrease in the activity with increasing

pressures with an activation volume of 47 cm3 mol�1. The positive volume change

was assigned to dramatic changes in the membrane fluidity under pressure, coupled

with conformational changes in the protein which might proceed with a positive

volume change and compensate the former effect, and finally dissociation of protein

subunits and destruction of the proteo-lipid assembly at pressures exceeding 2 kbar

[169]. On the other hand, embedded in model membrane systems (specifically

DMPC and DOPC), the enzymatic activity first increased in the low-pressure

regime, linked to the volume reduction in these lipid membranes leading to a

negative activation volume and hence an increased activity. Only above 2 kbar, a

decrease in the activity similar to that observed in natural membrane systems was

obtained. Likewise, moderate high pressures lead to an increased ATPase activity

for the H+/ATP-driven rotary pump (ΔV#¼�24 cm3 mol�1), accredited to a

pressure-induced enhancement in the enzymatic turnover number [170].

2.4 Outlook

Pressure acts on the structure and dynamics of biomolecular systems through

changes in specific volume that are largely due to changes in hydration or packing

efficiency. Thus, high hydrostatic pressure is uniquely well suited for studying the

role of solvation in folding, dynamics, and interactions of proteins and other bio-

molecules. We have also seen that pressure is ideal for characterizing spontaneous

fluctuations, because fluctuations involve a change in volume, and high-energy

conformers that are often not easily accessible experimentally under ambient

conditions can be stabilized by pressure. Moreover, the balance between hydrogen

bonding and electrostatic and hydrophobic interactions can be tuned by pressure

modulation.

Here, we focused essentially on a molecular-level-based description of pressure

effects on solutions of biomolecules and the use of pressure modulation to reveal

important mechanistic information on selected fundamental biomolecular pro-

cesses and reactions. Grounded on accurate reference investigations of small bio-

molecules, water and cosolvents at high-pressure conditions, mapping of the

conformational and functional substates, as well as intermolecular interactions of

proteins and other biomolecular systems are feasible by pressure modulation.

Pressure provides an efficient means of shifting the population distribution among

fluctuating conformers of a protein and increasing the population of an otherwise

marginally populated conformational substate (by a few orders of magnitude in
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favorable cases). This conformer may then be amenable to direct experimental

observation and analysis.

A very promising but till now only sporadically explored field is the use of high

hydrostatic pressure to modulate enzymatic conversions [171–175]. Given that the

rate of an enzymatic reaction is often limited by the thermostability of the

corresponding enzyme, it is conceivable that superimposing pressure-induced

thermostabilization of the enzyme with an accelerated substrate conversion at

increased temperatures could lead to an improved overall reaction rate, such as

observed for amylases. For some enzymatic conversions, the catalytic activity can

also directly be enhanced by high pressure, if the activation volume that is associ-

ated with the reaction is negative. In fact, based on the same thermodynamic

principle, high pressure could also alter the substrate specificity of an enzyme by

favoring the conversion of a substrate to a product with a smaller volume. A

molecular-level understanding of pressure effects on enzymatic processes is almost

completely lacking. Generally, the additional structural, thermodynamic, and

dynamic information obtained by pressure-axis studies will increase our under-

standing of protein function, protein misfolding and disease, biological evolution,

as well as adaptation, and they will help exploiting the benefits of pressure in

various biotechnological applications.
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Chapter 3

Watching a Signaling Protein Function

in Real Time via Picosecond Time-Resolved

Laue Crystallography

Friedrich Schotte, Hyun Sun Cho, Hironari Kamikubo, Mikio Kataoka,

and Philip A. Anfinrud

Abstract To understand how signaling proteins function, it is crucial to know the

time-ordered sequence of events that lead to the signaling state. We recently

developed on the BioCARS 14-IDB beamline at the Advanced Photon Source the

infrastructure required to characterize structural changes in protein crystals with

near-atomic spatial resolution and 150-ps time resolution and have used this

capability to track the reversible photocycle of photoactive yellow protein (PYP)

following trans to cis photoisomerization of its p-coumaric acid (pCA) chromo-

phore over ten decades of time. The first of four major intermediates characterized

in this study is highly contorted, with the pCA carbonyl rotated nearly 90� out of the
plane of the phenolate. A hydrogen bond between the pCA carbonyl and the Cys69

backbone constrains the chromophore in this unusual twisted conformation. This

novel structure, which corresponds to a strained cis intermediate, is short lived

(~600 ps), has not been observed in prior cryo-crystallography experiments, and is

the progenitor of intermediates characterized in previous nanosecond time-resolved

Laue crystallography studies. The structural transitions unveiled during the PYP

photocycle include trans/cis isomerization, the breaking and making of hydrogen

bonds, formation/relaxation of strain, and gated water penetration into the interior

of the protein. This mechanistically detailed, near-atomic resolution description of

the complete PYP photocycle provides a framework for understanding signal

transduction in proteins and for assessing and validating theoretical/computational

approaches in protein biophysics.
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3.1 Introduction

Proteins are not static macromolecules, as depicted by their atomic resolution

structures. Rather, they are dynamic molecules whose structural fluctuations medi-

ate conformational changes capable of modulating the activity of the protein.

Although static crystal protein structures provide clues regarding how a protein

might accomplish its target function, a complete mechanistic understanding

requires knowledge about the time-ordered sequence of structural changes that

carry out its function. When a laser pulse is used to trigger a protein’s function,
the ensuing structural changes can be tracked on ultrafast time scales via time-

resolved Laue crystallography [1], a pump-probe methodology first demonstrated

with nanosecond time resolution [2], and later extended to the picosecond time

domain [3].

Light-activated signaling proteins are ubiquitous in nature and are responsible

for vision in higher animals, phototropism in plants, and phototaxis in bacteria.

These proteins afford the opportunity to investigate structural dynamics with near-

atomic resolution on ultrafast time scales. For this study, we focused our attention

on photoactive yellow protein (PYP), a 14-kD water-soluble blue-light receptor first

discovered in Halorhodospira halophila [4], a purple sulfur bacterium that swims

away from blue light and toward photosynthetically useful green light [5, 6]. Since

its action spectrum for negative phototaxis matches the absorbance spectrum of

PYP [6], this protein is presumed responsible for the signal that causes this extreme

halophile to swim away from photons energetic enough to be genetically harmful.

Since its discovery, PYP has served as a useful model system for biophysical

studies of signaling proteins [7]. The chromophore in PYP is p-coumaric acid

(pCA), which is covalently linked to the Cys69 residue via a thioester bond

(Fig. 3.1). The C2═C3 double bond is trans in the ground state (pG) but, upon

absorbing a single photon of blue light, is converted to cis with modest quantum

efficiency. This photoisomerization event triggers a sequence of structural changes

that involve spectroscopically redshifted (pR) and blueshifted (pB) intermediates,

the last of which corresponds to the putative signaling state [8–11].

Using the method of picosecond time-resolved Laue crystallography, we have

tracked the reversible photocycle of PYP over ten decades of time at near-atomic

resolution. The time-resolved electron density maps unveiled in this study are well

described by a four-state kinetic model that is both chemically and mechanistically

sensible. Our comprehensive description of the structural changes occurring during

the PYP photocycle helps remove some of the mystery into how proteins execute

their targeted function with remarkable efficiency and extraordinary selectivity.
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3.2 Experimental Methodology

3.2.1 Crystal Preparation

Wild-type PYP apoprotein was overexpressed in E. coli, isolated, and then

reconstituted with pCA anhydride in 4 M urea buffer [12]. The holoprotein was

purified by column chromatography (DEAE Sepharose CL6B, Amersham Biosci-

ences) several times until the optical purity index (absorbance 277 nm/absorbance

λmax) became<0.44. Large P63 crystals of PYP were grown from microseeds via the

hanging-drop vapor diffusion method [13]. The crystallization hanging-drop solution

contained 24 mg-mL�1 PYP, 2.2 M ammonium sulfate, 1.0 M sodium chloride, and

20 mM sodium phosphate. The reservoir solution contained 2.5 M ammonium sulfate

and 1.1–1.2 M sodium chloride and was maintained at 293 K. The crystallization

buffers were prepared with 99.9 % heavy water (Aldrich) and titrated to pD 9.0. This

method produced high-quality crystals ~2mm in length. The crystals weremounted in

1.5-mm-diameter glass capillaries whose inner wall was texturized by bonding thin

shards of crushed glass to its surface with polyvinyl formyl. Crystals mounted on the

roughened surface are far less prone to slippage during data collection, which can be

problematic due to the shock wave generated in the crystal after an intense, short

duration laser pulse is absorbed and suddenly heats its surface.

Fig. 3.1 PYP structure and photocycle. (A) Surface rendering (gray) of PYP (PDB ID: 2ZOH) in

the pG state with backbone structure (ribbon) and atomic rendering of pCA and its hydrogen-

bonding partners. Arrows point to the C2═C3 double bond (pCA) and the Cα atoms of key residues.

Hydrogen bonds are indicated with dashed blue lines. Arg52 is stabilized in its “closed” state via

hydrogen bonds to the protein backbone. (B) The C2═C3 double bond in pCA is trans in its ground
state; it absorbs blue light and gives PYP its yellow color. Photoisomerization from trans to cis
triggers the PYP photocycle. (C) The PYP photocycle is labeled and color coded according to

intermediates characterized in this study. Intermediates colored gray and connected by dashed lines
were not observed in this study, but have been characterized or implicated in prior studies
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3.2.2 Pump-Probe Method

Picosecond time-resolved “snapshots” of the PYP structure were acquired using the

pump-probe method [3] (Fig. 3.2). Briefly, a laser pulse (pump) photoactivates a

PYP crystal, after which a suitably delayed x-ray pulse (probe) passes through the

crystal and records its diffraction pattern on a 2D detector. Because we use a

polychromatic x-ray pulse, we capture thousands of reflections in a single image

without having to rotate the crystal. This Laue approach to crystallography boosts

substantially the rate at which time-resolved diffraction data can be acquired. The

information needed to determine the protein’s structure is encoded in the relative

intensities of the diffraction spots observed. However, the structural information

contained in a single diffraction image is incomplete, requiring repeated measure-

ments at multiple crystal orientations to produce a complete set of data.

3.2.2.1 Laser Source (Pump)

The picosecond laser system used in this study employs a Spectra Physics Spitfire

Pro designed to produce 5-mJ, 1.2-ps optical pulses at 780 nm. To produce ~120-ps

pulses, we used a 0.8-nm band-pass interference filter to limit the bandwidth of the

seed pulses delivered to the amplifier pulse stretcher and then bypassed the grating

pulse compressor by inserting a large right-angle prism into the optical layout of the

Spitfire Pro. The laser pulse was frequency doubled to 390 nm in a Type I BBO

nonlinear crystal custom designed for these pulse characteristics. The 390-nm laser

Fig. 3.2 Pump-probe geometry employed to acquire time-resolved diffraction snapshots. The

PYP crystal is sealed in a thin-walled glass capillary. Because the laser penetration depth in PYP is

shallow, an orthogonal pump-probe geometry is employed in which the top edge of the protein

crystal is positioned at the top edge of the focused x-ray pulse. This geometry ensures optimal

overlap between the laser and x-ray-illuminated volumes of the crystal. The protein crystal acts as

a monochromator with various line spacings (d) and diffracts different x-ray colors (λ) in different
directions (θ) according to Bragg’s law (λ¼ 2d sinθ). Approximately 3000 spots are found in each

time-resolved diffraction image. The spots in this figure are annotated according to integrated

photons (spot dimension) and x-ray wavelength (spot color)
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pulses were beam expanded and transported ~30 m from the laser hutch to the x-ray

hutch, where beam-conditioning optics spatially filtered the beam and focused it to

a 0.12� 0.6-mm elliptical spot with the long axis aligned along the propagation

direction of the x-ray beam (Fig. 3.2). The beam-conditioning optics arrangement

includes a variable attenuator and a Berek polarization compensator, which were

configured to deliver intense (3.5 mJ-mm�2), polarized (|| to c-axis), stretched

(125 ps) optical pulses tuned to the blue edge of the ground state absorption

spectrum (390 nm). Under these conditions, the laser penetration depth in the

PYP crystal is only ~30 μm (1/e). Use of a stretched, intense optical pulse to

photoactivate the PYP crystal boosts the trans to cis isomerization yield by pro-

viding the pCA chromophore multiple opportunities to isomerize during the optical

pulse. The photoisomerization yield achieved was estimated to be ~10 %.

3.2.2.2 X-Ray Source (Probe)

The data reported here were acquired on the BioCARS 14-IDB beamline [14] at the

Advanced Photon Source in March 2011 when the ring was operated in hybrid mode.

During this run, 12-keV polychromatic (5 % FWHM), 120-ps duration x-ray pulses

with nearly 3� 1010 photonswere focused to an 80� 40 (HxV) μm2 spot at the sample

position. A high-speed chopper, heat-load chopper, and ms shutter are capable of

isolating, on demand, a single x-ray pulse from the high-frequency x-ray pulse train.

3.2.2.3 Pump-Probe Time Delay

The arrival time for the laser pump and x-ray probe pulses is monitored with nonin-

vasive detectors, and the delay between them is controlled with a timing system based

on a field-programmable gate array (FPGA). This timing system is capable of con-

trolling the relative arrival time of the pump and probe pulses frompicoseconds to tens

of seconds with 10-ps precision. To calibrate the time delay, a metal-semiconductor-

metal (MSM)detector that is sensitive to both laser and x-ray pulses is positioned at the

sample location, and the time delay required to achieve coincident arrival is deter-

mined. The shot-to-shot timing jitter was measured to be ~8 ps rms. The time

resolution achievable is not limited by this jitter but instead by the convolution of

x-ray and the laser pulses, which produces an instrument response function of ~170 ps.

3.2.2.4 Data Collection Protocol

To ensure optimal overlap between the laser and x-ray pulses, it is crucial to align the

top edge of the crystal with the top edge of the x-ray pulse (Fig. 3.2). To accomplish

this feat, we developed an edge-finder algorithm that scans the crystal vertically

through an attenuated x-ray beam while acquiring single-shot diffraction images.

The extrapolated edge of the crystal is deduced from the integrated spot intensities,

and the crystal is positioned to align its top edge with that of the x-ray beam.
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During data collection, the crystals were chilled to 288 K with a nitrogen-gas

cooling stream. Time-resolved diffraction images were acquired at 42 time delays

spanning ten decades of time with four time points per decade. Interleaved between

these time delays were twelve “-1 ns” reference images in which the x-ray pulse

arrived 1 ns ahead of the laser pulse. A complete time series was acquired at each of

six or more orientations per crystal on nine crystals. To improve the signal-to-noise

ratio of each diffraction image, five consecutive pump-probe shots were integrated

on the mar165 CCD detector before readout.

To mitigate the adverse effects of radiation damage during data collection, very large

crystals [13] were employed. Each ~2-mm-long crystal was translated ~250 μmalong its

long axis after each laser shot to avoid buildup of long-lived states. The starting position

for each time point in the series was offset horizontally to distribute the radiation dose

uniformly over the full length of the protein crystal. This approach preserved high-quality

diffraction throughout the entire time series. The number of orientations that could be

obtained from each crystal was limited by radiation damage, which led to cracking of the

crystals, and a concomitant loss of diffracting power (Fig. 3.3). With this protocol, the

time required for crystal translation and detector readout averaged 13 s per image.

3.2.3 Data Reduction and Analysis Methodologies

3.2.3.1 Interpolated Ratio Method

To improve the accuracy of the structural information contained in the ~1.6 Å
resolution Laue diffraction images, we developed an interpolated ratio method for

processing the data. Briefly, the diffraction spots in each image of a time series were

indexed and integrated, and the crystal orientation refined. The structural information

Fig. 3.3 Before and after photos of PYP7, one of nine crystals used to acquire time-resolved

diffraction data. The crystal was viewed through crossed polarizers to suppress the background;

variations in color are not real, but arise due to crystal birefringence. The “before” image appears

homogeneous across its length. The image acquired “after” x-ray exposure reveals radiation-induced

cracking of the crystal. These small cracks increase crystal mosaicity and reduce the diffraction

quality. A total of 336 images were acquired from this crystal, i.e., 6 orientations with 56 time-

resolved images acquired per orientation (including 12 interleaved “-1 ns” reference images)
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we seek is encoded in pump-induced changes of the spot intensities, whose absolute

amplitude depends on crystal volume, crystal orientation, the x-ray wavelength

exciting the corresponding Bragg reflections, and the x-ray intensity at that wave-

length. To minimize systematic sources of error that can arise when merging diffrac-

tion data acquired at different orientations on different crystals, we employ a variation

of the ratio method developed by Coppens and coworkers [15, 16]. That method is

based upon back-to-back diffraction images acquired with (ON) and without (OFF) a
laser pump pulse. By merging ION/IOFF ratios of integrated spot intensities for each

indexed reflection (Rhkl), instead of intensity differences (ΔIhkl), errors arising from

image scaling and wavelength normalization are avoided. After merging, the ratios

can be converted to structure factor amplitude differences bymultiplying each ground

state structure factor amplitude by its corresponding (Rhkl – 1).

Instead of using ION/IOFF, we use ION/IREF where IREF is computed by cubic

spline interpolation between integrated spot intensities from 12 reference images

interleaved among the 42 time delays. From a data collection strategy point of view,

this interpolated ratio method is more efficient as it requires fewer total diffraction

images in each time series. For this study, the reference images correspond to

“-1 ns” time points, i.e., the x-ray pulse arrives 1 ns in advance of the laser pulse.

Laser-triggered structural changes in the protein crystal cause some reflections

to get brighter and some dimmer, with the average ratio for each image expected to

be 1. However, the weighted average of Rhkl is generally found to be less than 1 due

to laser-induced strain in the crystal, which increases its mosaicity and reduces its

diffraction efficiency. Before processing the data further, they are put on a common

scale by rescaling the ratios so the weighted average for each time point is 1.

3.2.3.2 Excitation Degree Scaling

If an Rhkl is sensitive to laser-induced structural changes, it will deviate from unity

by a factor that is proportional to the excitation degree, which can vary due to

differences in the laser pump fluence. The Rhkl can be corrected for differences in

the excitation degree by a simple scaling procedure using

Rs
hkl ¼ 1þ si Rhkl � 1ð Þ

where si is the scale factor corresponding to time series i. We invoke excitation

degree scaling by finding the set of si that minimizes the differences between

redundant Rs
hkl acquired at different orientations and with different crystals.

3.2.3.3 Rhkl Merging

Instead of merging intensities time point by time point, we merge complete Rs
hkl

time series with the weight for each series computed from the average uncertainty

across the series, i.e., w ¼ 1=σ2R. Provided the crystal orientation remains stable
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through the time series, the time dependence of Rhkl is expected to evolve smoothly

and monotonically. However, laser excitation launches an acoustic shock wave in

the protein crystal and occasionally causes the crystal to slip or twitch in the

capillary, an event that generates a discontinuity in Rhkl. Time series that suffer

from sudden changes in crystal orientation are excluded from the merging step.

This vector-based approach to merging ensures that the completeness and weights

used to calculate the electron density maps are the same throughout each time

series, thereby improving the consistency of our time-resolved electron density

maps and our refined kinetic rate constants.

3.2.3.4 Time-Dependent Electron Density Map Generation

The merged Rs
hkl vectors characterize the time-dependent change in scattering

power for each observed reflection. The Rs
hkl are converted to structure factor

amplitude differences using ground state structure factor amplitudes calculated

from a high-resolution (1.25 Å) room-temperature structure of WT PYP acquired

under similar conditions (PDB ID: 2ZOH). This high-resolution structure is also

used to phase the experimental time-dependent structure factor amplitudes, whose

Fourier transform produced the electron density maps used to generate the 100-ps

time-resolved snapshots reported in this study.

3.2.3.5 Real-Space Global Analysis Method

The time-resolved electron density difference maps generated in this study can have

contributions from one or more intermediates. To extract electron density difference

maps for the intermediates represented in the experimental data and determine the

kinetics for their interconversion, we developed a real-space global analysis approach

in which the kinetic rate parameters used to define the time-dependent populations of

putative intermediates are refined by nonlinear least squares, while the electron density

difference maps for the corresponding intermediates are determined by linear least

squares. We start with a plausible kinetic model (Fig. 3.1C) whose corresponding rate

equations account not only for the first-order processes for structure interconversion

but also for the rate of photoactivation, which depends upon the instrument response

function, i.e., the convolution of the laser and x-ray pulses. The ability to properly

account for the experimental instrument response function is crucial for accurate

determination of lifetimes approaching its width, which in this case is ~170 ps.

We recover “base” electron density difference maps for the intermediates, Δρb,
by finding the least-squares solution to

Δρt ¼ PtΔρb

where Δρt is a 42� n matrix representing 42 observed time-resolved electron density

difference maps, Pt is a 42� 4 matrix representing the time-dependent populations for
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each of four intermediates in our kinetic model, and Δρb is a 4� nmatrix representing

four “base” electron density difference maps, one for each intermediate. The parameters

in our kinetic model are refined iteratively using the Marquardt-Levenberg algorithm,

whichminimizes the residual foundwhen solving this linear equation.Because structural

changes are largest in the vicinity of the pCAchromophore, the residual used in the least-

squares refinement was confined to n¼ 4983 voxels found within 2.5 Å of the chromo-

phore. This restricted-range approach enhances the sensitivity of the kinetic model to

structural dynamics occurring in the chromophore region and improves the accuracy of

its refined parameters.Once the populationmatrix is known,we solve this linear equation

using all voxels in the unit cell (n¼ 2,689,600) and generate complete “base” maps.

Note that this global analysis method could have been applied to structure

factors of HKLs in reciprocal space rather than electron density voxels in real

space. However, it is not possible to define a “region of interest” in reciprocal space,

so the accuracy of the refined kinetic rate parameters would be poorer than can be

achieved with our real-space approach.

Although our real-space global analysis approach recovers electron density

maps for all intermediates in the model, the maps generated are not guaranteed to

be chemically sensible. Therefore, structure refinement is required to assess and

validate the proposed model.

3.2.3.6 Structure Refinement

Atomic structures for each intermediate in the model were refined in reciprocal space

using “phenix.refine,” a program that implements the restrained maximum likelihood

method [17]. This program requires as input both structure factor amplitudes and their

estimated uncertainties. To generate ΔFb, the “base” structure factor amplitude

differences, we Fourier transformed Δρb, the complete “base” difference density

maps generated by our global analysis. To generate σ2(ΔFb), the variance for the

“base” structure factor amplitude differences, we used linear algebra to propagate the

experimental variances forσ2(ΔFt), which are derived fromphoton counting statistics.

To mitigate the effects of modeling error, we employed the method of difference

refinement [18], using as input for the refinement program the calculated ground

state structure factors, Fc, plus our structure factor amplitude differences, ΔFb

(intermediate minus ground state).

Fb ¼ Fc þ ΔFb

The restraints needed for the pCA chromophore are not included in the restraint

library of the PHENIX package and were instead generated by the program

eLBOW (electronic Ligand Bond Builder and Optimization Workbench), a utility

distributed with PHENIX. The eLBOW-generated restraints were employed with

one exception: the pCA dihedral bond angle restraints were set to 0/180� 4�, as
opposed to eLBOW default values of 0/180� 30�, which proved far too generous

for this π-conjugated chromophore.
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3.3 Results

The earliest structural event, the trans to cis photoisomerization of pCA, occurs in

~1–3 ps [19–23] and is too fast to track with 150-ps time resolution. Nevertheless,

the structural changes arising from this transition are captured in the 100-ps

snapshot shown in Fig. 3.4. Although structural changes are evident throughout

the protein, they are most dramatic in the vicinity of the pCA chromophore. Indeed,

the refined pCA structure for the first intermediate detected, which we denote pR0,

is highly contorted with its carbonyl oriented approximately 90� out of the plane of
the phenolate (see curved arrows in Fig. 3.4). This novel structure has never been

trapped in cryo-trapping experiments [24–26], and its lifetime is too short to be

captured in prior nanosecond time-resolved Laue crystallography experiments [27–

29]. It was first reported by Schotte et al. [30] and then by Jung et al. [31]. The

driving force for generating this intermediate is the trans/cis photoisomerization of

pCA, during which the distance between the Cys69 sulfur and the terminal pheno-

late oxygen atom (see Fig. 3.1B) contracts by about 0.7 Å. The pCA chromophore

acts like a winch, pulling Glu46 and Tyr42 downward and Cys69 upward (see

yellow arrows in Fig. 3.4), thereby shrinking the corresponding Cα-Cα distances

between these residues and generating strain in the protein. Remarkably, all three

hydrogen bonds between pCA and the protein remain intact, but are clearly

strained, as evidenced by longer hydrogen-bonding distances to Glu46 and the

Cys69 backbone. The pR0 intermediate sets the stage for the transitions that follow

and ultimately lead to the long-lived PYP signaling state.

Later in the PYP photocycle, multiple intermediates are simultaneously popu-

lated. To determine their structures, we developed a global data analysis method-

ology. Starting from a plausible kinetic model, we recover accurate structures of

intermediates and accurate rate parameters for interconversion between them. Four

intermediates are required to account for our experimental time-resolved electron

density maps, the last of which is similar to a structure that has been assigned to a

blueshifted species [27, 32]. Hence, we denote these four intermediates pR0, pR1,

pR2, and pB0 (Fig. 3.5). Structures similar to pR1, pR2, and pB0 have been reported

before [27, 28, 32, 33]. The first intermediate, pR0, is short lived and required

picosecond time resolution to recover its structure [30]. As reported, the simplest

possible kinetic model connecting these intermediates is sequential with a revers-

ible pR0 to pR1 transition and with a pR2 to pB0 transition that short-circuits to the

ground pG state approximately half the time (Fig. 3.5A). This simple model

accounts for the experimental electron density maps with high fidelity, as illustrated

in the calculated vs. experimental color-coded overlays shown in Fig. 3.6. The

ability to assess structurally the validity of a proposed kinetic model, as has been

done here, is crucial to understand a protein’s mechanism and is a capability unique

to time-resolved crystallography.

Not all kinetic parameters are refinable in our global least-squares analysis and

must be specified independently. For example, the photoproduct yield affects the

initial pR0 population, and incorrect assumptions about this yield can lead to
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contamination of its base map with electron density from the ground state. This

contamination was found to be negligible when the photoproduct yield was set to

10 %. When the photoproduct yield of pB0 was assumed to be 10 % as well, the

electron density map assigned to pB0 appeared to be a 50:50 mixture of the ground

and pB0 states; when set to 5 %, the electron density map for pB0 is well described

by a single structure. Hence, about 50 % of the pR2 population short-circuits to the

ground state during the pR2 to pB0 transition, and our kinetic model was modified

accordingly.

Fig. 3.4 Front and side views of time-resolved structural changes recorded 100 ps after photo-

excitation of PYP. The bottom panels show an expanded, annotated view of the boxed region in the

top panels. The ground state electron density map in the color-coded overlays is colored magenta,
and the 100-ps map is colored green. Where magenta and green overlap, the electron density

blends to white. The magenta-to-green color gradient unveils the direction of atomic motion;

large-amplitude displacements are indicated with yellow arrows. The stick models correspond to

refined structures for the ground state (pG) and the first intermediate (pR0). Hydrogen bonds to the

pCA chromophore are indicated as dotted lines
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Fig. 3.5 Time-resolved population of transient intermediates and their structures. (A) Kinetic model

used to account for structural changes spanning ten decades of time; the arrows are labeled with the
inverse of the globally refined rate constants. Half the population short-circuits to the ground state

during the pR2 to pB0 transition. (B) Time-dependent populations of each intermediate in the PYP

photocycle: theoretical population predicted by the kinetic model (solid lines) and least-squares

contributions from the four electron density base maps ( filled circles). (C–F) Structures for pR0,

pR1, pR2, and pB0 intermediates. Left panel: electron density base maps were derived from global

analysis and phased according to their refined structures (front and side views).Middle panel: refined
structures of pCA intermediates and their hydrogen-bonding partners. To highlight the structural
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We assessed the validity of our kinetic model by comparing the experimental

electron density maps with those computed from the refined atomic coordinates for

each intermediate. If differences between the experimental and computed electron

density maps rise above the noise and vary systematically in space, the kinetic

model can be deemed invalid and would require modification. The aim is to find a

kinetic model that accounts for the time-resolved electron density maps with the

fewest possible intermediates and rate parameters, i.e., Occam’s razor. The fit

residuals visualized in Fig. 3.6 demonstrate that the kinetic model used in this

study reproduces the experimentally determined time-resolved structures with high

fidelity. This validation test failed for the first kinetic model tried: when the pR0 to

pR1 transition was considered irreversible, the residuals between the calculated and

experimental electron densities for pR1 revealed significant contamination by pR0

(Fig. 3.7). After making the pR0 to pR1 transition reversible, this contamination

disappeared (Fig. 3.8).

⁄�

Fig. 3.5 (continued) changes leading to the corresponding intermediate, they are overlaid with a

semitransparent structure (gray) of the preceding state. Right panel: color-coded rendering of the

protein backbone according to Cα displacement relative to pG (see scale in bottom panel)

Fig. 3.6 Fit residuals are visualized via color-coded overlays of experimental (green) and

calculated (magenta) electron density maps for pR0, pR1, pR2, and pB0 intermediates (front and

side views). The experimental maps were obtained by global analysis of the time-resolved

structure factor amplitudes. The calculated maps were generated from single structures refined

against the experimental maps. The pastel coloration of the pCA electron density appears to vary

randomly, demonstrating that the sequential kinetic model in Fig. 3.5A accounts for the time-

dependent electron density changes with high fidelity
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Fig. 3.7 Left panel: sequential kinetic model, refined parameters, and the corresponding popula-

tion dynamics. Right: color-coded overlay of the pR1 intermediate – atomic model density

(magenta; FO map phased with pR1 model) and global analysis density (green; 2 mFO – DFC

map phased with pR1 model) and ball-and-stick model of pR1 state (gray). The excess green

density highlighted by yellow arrows is found in the same location as the carbonyl oxygen in the

pR0 state, suggesting persistence of that state

Fig. 3.8 Left panel: nonsequential kinetic model with equilibrium between pR0 and pR1, refined

parameters, and the corresponding population dynamics. Right: color-coded overlay of the pR1

intermediate – atomic model density (magenta; FO map phased with pR1 model) and global

analysis density (green; 2 mFO – DFC map phased with pR1 model) and ball-and-stick model of

pR1 state (gray). The electron density differences are modest, with little evidence for pR0

contamination
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3.4 Discussion

The pR0 structure corresponds to a strained cis intermediate that launches the PYP

photocycle. The pCA carbonyl in pR0 is oriented ~90� out of the plane of the

phenolate and appears to be locked in this twisted conformation by the hydrogen

bond between this carbonyl and the Cys69 backbone nitrogen. Characterization of

pR0 as a strained cis conformation is strongly supported by kinetic arguments. The

equilibrium established between pR0 and pR1 precludes the possibility that pR0 is a

~90� twisted, transition-state-like conformation, as the energy required to break the

cis double bond in pR1 and return to pR0 would be far too high. Moreover, our

finding that the quantum yield for producing pR2 from pR0 is near unity would be

highly unlikely if pR0 was a transition-state-like species, from which return to the

trans pG ground state should be equally likely. According to DFT energy calcula-

tions [30], pR0 was found to be similar in energy to pR1, but pR2 is about 7 kcal

mol�1 lower. The DFT results are fully consistent with our observation that the

transition between pR0 and pR1 is reversible, but the subsequent transition leading

to pR2 is irreversible.

The intermediate structures unveiled in this study permit a detailed examination

of mechanistic issues in the PYP photocycle. To facilitate visual comparison of

these intermediates, Fig. 3.5 shows their structures in three different views: color-

coded electron density maps of pCA and its immediate surroundings, refined

structures for pCA and relevant side chains, and color-coded renderings of protein

backbone displacement.

The ultimate fate of pR0 is dictated by the relative strength of its hydrogen bonds

with the protein. In wild-type PYP, the hydrogen bond between the Cys69 back-

bone nitrogen and the pCA carbonyl must be weaker than the phenolate hydrogen

bond to Glu46, as the pR0 to pR1 transition involves rupture of the hydrogen bond to

Cys69. In the Glu46Gln mutant of PYP, the opposite would be true, and pR0 would

be expected to transition to the first intermediate recovered (pRE46Q) in prior

nanosecond time-resolved Laue studies [34], as recently observed [31]. That struc-

ture is similar to pB0 except the phenolate is hydrogen bonded to Tyr42 instead of

Arg52. To be consistent with the nomenclature presented here, we refer to that state

as pR3, as it is further along the pathway to pB0 than is pR2. (Jung et al. did not

follow our convention and instead refer to this state as pR1.)

The pR0 to pR1 transition enables the pCA to assume a planar configuration,

which relieves some strain in the protein and the chromophore, but at the cost of

breaking a hydrogen bond. The pR0 to pR1 transition is reversible, with the two

populations quickly establishing an equilibrium that favors pR1 approximately 2:1.

The pR0 to pR1 transition leaves the C2-C1-S-Cβ dihedral angle in a sterically

strained syn conformation. The pR1 to pR2 transition relieves this strain via a

dihedral rotation to an anti conformation.

The pR2 state is the most stable redshifted intermediate observed in this study

and eventually transitions to pB0 with a time constant of 410 μs. Compared to the

first two structural transitions, which involve localized motions, the pR2 to pB0
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structural transition is complex and requires breaking two short (and strong)

hydrogen bonds between the phenolate and Tyr42/Glu46, breaking two hydrogen

bonds between Arg52 and the protein backbone, and ~180� rotation of one of the

pCA dihedral angles. The transition state for this complex reaction pathway likely

imposes much strain on the C2═C3 bond, which would account for our finding that
approximately half the pR2 population short-circuits to the ground state during this

transition.

During the pR2 to pB0 transition, Arg52 switches to an “open” conformation that

exposes the pCA phenolate to water (Fig. 3.9) and facilitates its protonation, an

event that triggers a blueshift of the pCA absorbance spectrum [35]. Indeed, the pB0

intermediate has a water molecule hydrogen bonded to the phenolate and the

protein backbone. The “open” Arg52 conformation also facilitates penetration of

a water molecule into the pCA cavity, which is stabilized by hydrogen bonds to

Tyr42 and Glu46. Because this water molecule must escape before the pB0 state can

revert to the pG state, its presence likely prolongs the lifetime of the pB0 state. It

should be noted that the pB0 state reported here does not have the same global

structure as that produced in solution, where the N-terminal domain is free to move

beyond the constraints imposed by crystal packing. In our kinetic model, the

crystal-inaccessible “signaling” intermediate, in which the N-terminal domain is

believed to be partially unfolded [36–38], is denoted pB1.

Changes in backbone displacement during the PYP photocycle are clearly

evident in the color-coded (blue-white-red) ribbon structures of Fig. 3.5. These

maps show a diminution of red coloration as the photocycle advances from pR0 to

pR1 to pR2, indicating relaxation of protein strain. The pR2 to pB0 transition,

however, exhibits large amplitude, globally distributed displacements of the protein

Fig. 3.9 During the pR2 to pB0 transition, Arg52 swings from a “closed” to an “open” confor-

mation, exposing the phenolate oxygen (red sphere) to water. This open conformation facilitates

penetration of a water molecule into the pCA cavity, which is stabilized by hydrogen bonds with

Tyr42 and Glu46, and likely prolongs the lifetime of the pB0 state
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backbone. Although the putative pB1 “signaling” state is not achieved in the protein

crystal, substantial motion in the N-terminal domain is detected during the pR2 to

pB0 transition, demonstrating that this transition is most likely the triggering event

that produces the signaling state.

The driving force for the final pB0 to pG transition should be sufficiently high to

avoid thermal activation of pB0. This driving force appears to reside primarily in

intramolecular strain in the pCA chromophore and the relative strength of its

hydrogen-bonding interactions. The pB0 to pG transition not only relieves the strain

imposed by the cis conformation of pCA but also exchanges two weaker hydrogen

bonds for two short, strong hydrogen bonds. Due to the energetic cost of reversing

this transformation, thermal activation of the pG state is an improbable event, as

desired for a photoactive protein.

The lifetime of a signaling state must be sufficiently long for an organism to

recognize and act upon its message, but not too long to remain stuck in the “on”

state. H. halophila responds to changes in blue-light intensity in about 0.5 s [6],

which is of the same order of magnitude as the 0.26 s pB0 lifetime reported here.

This lifetime is determined by the height of the activation barrier for ground state

recovery, which is likely dominated by the energy required to break the C2═C3 cis
bond. Thus, the pCA prosthetic group, which is capable of trans to cis photoisome-

rization, provides an energetically and structurally attractive framework for induc-

ing and sustaining a long-lived signaling state in PYP.

The PYP photocycle found here differs from what was reported in earlier

nanosecond time-resolved Laue crystallography studies [27, 29]. Those studies

lacked the time resolution to capture pR0, but managed to characterize pR1,

which was believed to bifurcate to both pR2 and pR3 with pR2 favored 3:2. If pR3

is present in this study, its population is too small to be characterized. Moreover,

those studies did not report water penetration into the pCA cavity [27, 29], except at

pH 4 [29], and found the ground state recovery from pB to be biexponential, with

most of the population converting to pG on a 10–20 ms time scale [27, 29]. Here,

the ground state recovery from pB0 is exponential with a much longer, 260-ms time

constant. The differences between this and earlier studies cannot be ascribed solely

to improvements in data quality and the data analysis procedure, but appear to be

due to differences in sample preparation. Extreme halophiles tolerate a high

intracellular NaCl concentration. For example, Halobacterium salinarum grown

in 4 M NaCl has been shown to have an intracellular NaCl concentration of 3.6 M

[39]. Nevertheless, most studies of PYP have been performed under conditions with

relatively little or no NaCl present. In contrast, this study was carried out with P63
PYP crystals grown with 1.1 M NaCl in D2O, pD 9.0. Under these conditions,

which are arguably more physiologically relevant compared to prior crystallogra-

phy studies, the PYP photocycle can be described by a simple, sequential model

with four well-defined structural intermediates, whose lifetimes correlate favorably

with those measured in solution studies. Similar results have been obtained at

pH 7.0, demonstrating that the differences between this and earlier work are not

due to pH or H/D isotope differences. Evidently, the presence of 1.1 M NaCl

mediates penetration of water into the pCA cavity, which accounts for the long-
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lived pB0 state reported here. Interestingly, the longer-lived pB population reported

in earlier studies [27, 29] has a lifetime similar to what we find here and may arise

from water occupancy in the pCA cavity that is too low to be detected in their

electron density maps.

The intermediates found in this work provide a structural framework for

interpreting the wealth of prior time-resolved spectroscopic studies of PYP in

solution, a few examples of which are presented here. (i) Transient optical absor-

bance spectra of PYP in solution [20, 22] unveiled a short-lived intermediate

peaked around 510 nm that relaxed to a longer-lived feature peaked around

460 nm. We associate the short-lived 510-nm intermediate with pR0 and the

longer-lived 460-nm intermediate with pR1 and pR2, which are similar in structure

and would be expected to have similar optical absorbance spectra. The lifetimes

reported for the short-lived intermediate, 3.0 ns for I0
{ [22] and 1.3 ns for PYPB

[20], are longer than the 600-ps lifetime we find for pR0; however, the lifetime

recovered in this study is expected to be shortened by the unavoidable adiabatic

temperature jump that arises when photoactivating PYP crystals. This temperature

jump is largest at the protein surface and decreases as a function of depth as the

laser pulse is absorbed. Given the conditions used in this study, its magnitude

decreases from about 30–7 K across the 40-μm vertical cross section of the x-ray

beam. Because the thermal conductivity in a protein crystal is quite high and its heat

capacity large, the temperature in the x-ray-illuminated volume of the crystal

rapidly cools to the cooling-stream temperature. Consequently, the early-time

dynamics are recorded at an elevated temperature, which would be expected to

shorten the lifetimes of the earliest detected intermediates, while the longtime

dynamics are recorded at a near-normal temperature. In solution-phase optical

studies, the protein concentration is comparatively low, and the adiabatic temper-

ature jump is negligible. (ii) Prior studies uncovered an equilibrium between red-

and blueshifted intermediates [40, 41]. We find no evidence for an equilibrium

between pR2 and pB0, nor would we expect it for reasons already discussed;

however, if pR3 were formed in solution, it would be expected to coexist in

equilibrium with pB0 and offer a possible structural explanation for this equilibrium

and for the biexponential kinetics reported for the conversion of pR to pB. (iii)

Hellingwerf and coworkers characterized the PYP photocycle over a wide range of

pH and pD [41] and in Table 1 of ref 30 reported relaxation times at pH 8.1 and

pH 9.55, whose averages are remarkably similar to what we find in PYP crystals at

pD 9.0: 420 (410) μs for pR to pB and 220 (260) ms for pB to pG. The fact that the

pR and pB lifetimes in crystals grown in ~1.1 M NaCl are similar to those found in

solution at a similar pH/pD [41] suggests that the pCA photocycle in our crystals is

authentic and is only loosely connected to the large-amplitude displacement that

accompanies the putative pB0 to pB1 signaling transition.

The time-resolved structural evolution presented here, spanning ten decades of

time, unveils a simple, stepwise structural progression of PYP conformations

toward a long-lived pB0 state, with each transition characterized at an unprece-

dented level of detail. The highly contorted structure of the pR0 state provides a

visual clue regarding the conformational gymnastics that must accompany trans/cis
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isomerization in a highly constrained protein environment. These results illustrate

how a protein can employ hydrogen-bonding networks, gated water penetration,

and strain to steer the direction of structural transitions in a fashion that facilitates

its target function. Such detailed information is crucial to properly assess and

validate theoretical and computational approaches in biophysics and to develop a

detailed understanding of the relations between protein structure, dynamics, and

function.
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Chapter 4

NMR Explorations of Biomolecular Systems

with Rapid Conformational Exchanges

Maho Yagi-Utsumi, Takumi Yamaguchi, Ryo Kitahara, and Koichi Kato

Abstract Biomolecules such as proteins and oligosaccharides undergo dynamic

conformational exchanges, which are relevant to regulation of biologically func-

tional processes as typified by molecular recognition. Nuclear magnetic resonance

(NMR) spectroscopy provides useful approaches to characterize the conformational

dynamics of biomolecules over a broad range of time scales. However, detailed

characterizations of individual conformers are inherently challenging for those

biomolecules that exhibit rapid conformational interconversions. Here we describe

several NMR strategies to deal with dynamic conformational equilibria and ensem-

bles using monomeric and dimeric ubiquitin (Ub) and the oligosaccharide moieties

of gangliosides as model molecules. A specific Ub conformer could be enriched

using high pressure combined with a single amino acid substitution. Introducing a

covalent linkage constrained the conformational states of a Ub dimer. NMR

spectroscopy was also useful for validating molecular dynamics simulations of

highly flexible oligosaccharides. These methods provided for detailed determina-

tions of dynamic conformational exchanges that involve minor conformational

species.
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4.1 Introduction

As a part of living systems, biomacromolecules are characterized by their various

degrees of freedom with regard to internal motions, which provide them with

conformational plasticity that is required during binding and reaction processes

and also for conformational adaptability to their binding partners. For example,

many proteins exhibit multiple conformations in the absence of their cognate

ligands, which select and stabilize specific conformers of the target proteins

[1, 2]. Conformational dynamics during molecular recognition processes are exem-

plified by intrinsically disordered proteins that are devoid of stable secondary or

tertiary structures and are often folded into specific secondary structures upon

interacting with their binding partners [3, 4].

Nuclear magnetic resonance (NMR) spectroscopy provides potentially useful

tools for characterizing the conformational dynamics of biomolecules over a wide

range of time scales (Fig. 4.1) [5, 6]. If the conformational interconversion is

sufficiently slow on the NMR time scale, then NMR signals originating from

individual conformers are observable and provide detailed information for each

conformational state. However, under circumstances when conformational transi-

tions occur faster, the NMR peaks converge at a position that corresponds to a

population-weighted average of chemical shifts. Even under these conditions, NMR

relaxation dispersion experiments can provide information on a chemical shift and a

population of conformers as well as the exchange rate if the interconversion occurs

on the micro-to-millisecond time scale [7–9].

Conformational fluctuations on the subnanosecond time scale are characterized

based on measurements of longitudinal and transverse relaxation rates (R1 and R2,

respectively) and the heteronuclear Overhauser effect (NOE). For example, a

model-free formalism is widely used to describe protein backbone dynamics with

order parameters and correlation times of individual amino acid residues on the

basis of observations of 15N R1, R2, and {1H}-15N NOE [10, 11]. However, it is

challenging to characterize individual conformers that form such a dynamic ensem-

ble of biomolecules.

In this chapter, we present several examples of strategies for obtaining detailed

information on specific conformers under dynamic equilibrium, particularly minor

conformational species under physiological conditions.
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4.2 Trapping Conformational States

4.2.1 High-Pressure NMR Combined with a Mutational
Approach

In many biomolecular NMR studies, spectral measurements are made under equi-

librium solution conditions in which the molecules undergo dynamic conforma-

tional interconversions. Among pre-existing conformers, major conformers are not

always biologically active. For detailed structural analyses of their minor confor-

mational states, the equilibria are perturbed by changing solution conditions, such

as the pH, salt concentration, and temperature, so as to make the originally minor

species more populated.

High-pressure NMR spectroscopy is one of the most powerful methods for

capturing low-population conformational species of proteins, which have higher

Gibbs free energies than their basic folded state (native state). Because the confor-

mational fluctuations of a protein in solution are closely related to the fluctuations

of its partial molar volume [12, 13], applying high pressure causes a population

shift of conformers within the ensemble, which results in NMR spectral changes

[14]. Here we illustrate the utility of the high-pressure NMR approach using

ubiquitin (Ub) as a model.

Ub is a small protein that consists of 76 amino acid residues and is a posttrans-

lational protein modifier, which plays crucial regulatory roles in diverse cellular

events [15]. A Ub modification can be made through the formation of isopeptide

linkages at its C-terminus. Although Ub can be covalently attached to target pro-

teins in a monomeric form, it can also be linked to another Ub to generate various

types of polyUb chains. PolyUb chains that are mediated through a Lys48

isopeptide linkage provide a signal that is recognized by the 26S proteasome for

selective protein degradation in cells. The formation of Ub isopeptide linkages is

Fig. 4.1 Biomolecular NMR experiments to characterize protein dynamics on different time

scales
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catalyzed by three enzymes, Ub-activating enzyme E1, Ub-conjugating enzyme E2,

and Ub-protein ligase E3, in sequential order.

Previously reported high-pressure NMR investigations demonstrated that Ub

existed in equilibrium among its natively folded state N1, a totally unfolded state U,

and at least two high-energy states, an alternatively folded state N2 and a locally

disordered state I [16–18]. Based on spectral data acquired at low (30 bar) and high

(3 kbar) pressures, it was concluded that the N2 state accounted for 77 % of the

population at high pressure, which involved reorientation of its C-terminal

β5-strand and α1-helix and provided an open conformation in the proximity of its

C-terminus [18]. The structural changes of pressure-stabilized N2 were supported

by residual dipolar coupling (RDC) experiments [19] and 1 μs molecular dynamics

(MD) simulations [20] of the protein under high pressure.

We demonstrated that the high-pressure NMR approach provided a new strategy

for amplifying particular fluctuations in proteins by rational mutation designed

based on the conformational states observed under different pressure conditions

[21]. With this strategy, the N1 (30 bar) and N2 (3 kbar) structures of wild-type

(WT) Ub were first compared to identify the key intramolecular interactions.

Subsequently, the hydrogen bond or salt bridge thus identified was systematically

broken by single amino acid replacements to control conformational fluctuations. A

series of Ub mutants (K11A, E34A, Q41A, and Q41N) were subjected to

heteronuclear single-quantum coherence (HSQC) experiment-based chemical

shift comparisons (Fig. 4.2), which indicated that the Q41N mutant preferentially

(70 %) adopted the N2 conformation at atmospheric pressure. The NMR structure of

the N2 conformer of Q41N-mutated Ub determined at atmospheric pressure con-

firmed that the hydrogen bond between the Ile36 backbone carbonyl group and the

Gln41 side chain amide group was critical for controlling the N1�N2 conforma-

tional interconversion in WT Ub.

In the Q41N mutant, the N2 state accounted for 97 % of the population at high

pressure (2.5 kbar), which enabled detailed conformational characterizations of the

“pure” N2 state of Ub [22]. The N2 state exhibited an altered orientation of β5-strand
as compared with that of the natively folded N1 state (Fig. 4.3). Interestingly, the

conformation of N2 was quite similar to the crystal structure of Ub in complex with

the Ub-activating enzyme E1 (Fig. 4.4), which indicated that Ub recognition by E1

was best explained by conformational selection rather than induced-fit motion.

Similar high-energy, biologically active states are shared by NEDD8, a Ub-like

posttranslational modifier that has its own E1�E2�E3 reaction cascade [23]. These

findings suggest that both the major ground state and the minor active conforma-

tional state are conserved among the Ub-like modifiers.

Thus, high-pressure NMR measurements combined with suitably chosen point

mutations could be a useful strategy for conformational trapping of natively

low-populated but functionally relevant protein states.
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4.2.2 Covalent Constraints of Biomolecular Conformations

Protein functions are derived primarily through the cooperative interplay between

two or more domains. The plasticity in spatial arrangements of these domains is a

key feature of multidomain proteins endowed with sophisticated molecular mech-

anisms typified by allosteric regulation. Interconversion of domain arrangements

takes place over a wide range of temporal and spatial time scales. When domain

rearrangements are rapid, it is again not possible to describe individual conforma-

tional states based on NMR data obtained as population-weighted averages unless

specific conformers can be frozen. Here we present our results for characterizing the
conformational dynamics of a Lys48-linked Ub dimer (diUb) by NMR spectros-

copy in conjunction with X-ray crystallography [24].

The previously reported crystal structure of Lys48-linked diUb exhibited a

compact closed conformation in which the hydrophobic surfaces in both Ub units

were packed against each other and shielded from the solvent [25]. The Ub

hydrophobic surface is involved in interactions with the Ub-binding proteins that

function in the Ub-/proteasome-mediated protein degradation pathway, including

the proteasome subunits Rpn10 and Rpn13 [26, 27]. Therefore, one may wonder

how Ub-binding proteins can efficiently access the functionally important but

sequestered hydrophobic surface of the Lys48-linked polyUb chains. We addressed

Fig. 4.2 Overlay of the HSQC spectra of WT (black) and mutated Ubs (K11A, green; E34A, blue;
Q41A, purple; Q41N, red). The substituted side chains are shown in the inset Ub structure. All

mutant peaks lie approximately in a straight line that connects the WT and Q41N peaks (Adapted

with permission from Ref. [21])
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this using Lys48-linked diUb prepared by in vitro E1–E2 (E2-25 K) enzymatic

reactions [28], which generated WT Lys48-linked polyUb chains as well as their

cyclic forms, in which each Ub unit was linked via two isopeptide linkages

(Fig. 4.5). Chromatographically isolated WT and cyclic Lys48-linked diUb were

then subjected to structural analyses.

Fig. 4.3 (a) Superposition of HSQC spectra of WT (left) and Q41N (right) Ub at different

pressures. The Q41N mutant preferentially (70 %) adopts the N2 conformation at atmospheric

pressure. (b) Solution structure of WT ubiquitin at 1 bar, a model for the basic folded conformation

N1 [Protein Data Bank (PDB) entry 1D3Z] (left), and the Q41N variant at 2500 bar, model for the

alternatively folded conformation N2 (PDB entry 2RU6) (right) (Adapted with permissions from

Refs. [21] and [22])
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Intriguingly, our resolved crystal structure of WT Lys48-linked diUb exhibited

an open conformation in contrast to the previously reported crystal structures and

suggested that the crystallographic data provided snapshots of the diUb molecule

under dynamic equilibrium in solution (Fig. 4.6a). Furthermore, our NMR-derived

3D structure of the cyclic diUb form closely resembled the closed conformation

observed in the crystals (Fig. 4.6b). Thus, the closed conformer could be success-

fully isolated by introducing additional isopeptide linkages. Interestingly, endoge-

nous cyclic Lys48-linked diUb was detected in skeletal muscle and cultured

mammalian cells [29], although its physiological role remains unknown.

HSQC spectral data of WT Lys48-linked diUb were compared with those of the

cyclic form and monomeric Ub, which mimics an open form of diUb in terms of its

hydrophobic surface exposure (Fig. 4.7). In WT diUb, each amino acid residue

located on the hydrophobic surface provided a single HSQC peak between the

peaks that originated from the corresponding sites in monomeric Ub and cyclic

diUb in the same straight line with an identical dividing ratio. These data demon-

strated that Lys48-linked diUb interconverted between open and closed conforma-

tions, which were mimicked by monomeric Ub and cyclic diUb, respectively, in the

fast-exchange regime. In this system, the populations of open and closed con-

formers were determined to be 75 % and 25 %, respectively, based simply on the

division ratio of the chemical shift difference. The open conformation accounted

for a greater population under lower pH conditions and almost completely

predominated at pH 4.5 (Fig. 4.8). These data suggested that the intrinsic properties

of Lys48-linked Ub chains to adopt the open conformation may be advantageous

for their interactions with Ub-binding proteins.

This study demonstrates the utility of conformational trapping of multidomain

proteins by introducing covalent linkage constraints.

Fig. 4.4 Superposition of

NMR-derived structures of

WT Ub at 1 bar (green,
PDB entry 1D3Z) and

Q41N at 2500 bar (red,
PDB entry 2RU6) on the

crystal structure of the

Ub�E1 complex (blue,
PDB entry 3CMM). E1 is

shown as a molecular

surface (gray) (Adapted
with permission from Ref.

[22])
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4.3 Exploration of Conformational Spaces of Flexible

Biomolecules

In the previous sections, we described protein conformational dynamics as inter-

changes among a few conformers. However, in general, biomolecular dynamics

involve not only conformational transitions from a low-energy minimum to another

in the energy landscape but also harmonic motions in each energy minimum. This is

particularly true for highly flexible biomolecules best represented by oligosaccha-

rides and intrinsically disordered proteins. Oligosaccharides have branched struc-

tures and have numerous degrees of freedom of motion, which provide

conformational spaces with a number of shallow and broad energy minima

Fig. 4.5 Schematic diagram for preparing WT and cyclic Lys48-linked Ub chains (Adapted with

permission from Ref. [24])
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[30]. Thus, the three-dimensional (3D) structure of such a flexible oligosaccharide

should be interpreted as a vast ensemble of dynamic conformations, rather than

only a limited number of conformational states.

The biological functions of oligosaccharides are exerted primarily through

molecular recognition processes that are mediated by carbohydrate-binding pro-

teins collectively designated lectins [31, 32]. For example, various high-mannose-

type oligosaccharides attached to proteins serve as quality indicators in the early

secretory pathway, which are recognized by a series of intracellular lectins that

function during protein folding, transport, and degradation processes [33–35]. On

cell surfaces, various glycoconjugates mediate a number of physiological and

Fig. 4.6 (a) Superposition of the crystal structures of WT Lys48-linked diUb in the open (present

structure; PDB code, 3AUL) (magenta) and closed forms (PDB code, 1AAR) (cyan). (b) Super-
position of the NMR-derived model of cyclic Lys48-linked diUb (green) and the crystal structure

of WT Lys48-linked diUb showing the closed conformation (PDB code, 1AAR) (cyan). The
C-terminal group of Ub is linked to another Ub (designated the distal and proximal moieties,

respectively) through its Lys48 side chain (Adapted with permission from Ref. [24])
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Fig. 4.7 (a) Cartoon model of the conformational equilibrium of WT Lys48-linked diUb. Cyclic

Lys48-linked diUb was used as a mimic of the closed state, and monomeric Ub was used as a

mimic of the open state. The hydrophobic surface is colored red. (b) 1H–15N HSQC spectra of

monomeric Ub (cyan), WT Lys48-linked diUb (red), and cyclic Lys48-linked diUb (black) at
pH 7.0. (c) Close-up views of the spectral regions (boxed), including the peaks for Ile13, Leu43,

Leu69, and Val70, are displayed at the bottom (Adapted with permission from Ref. [24])

Fig. 4.8 pH-dependent chemical shift changes of the HSQC peaks for monomeric Ub (cyan), WT

Lys48-linked diUb (red), and cyclic Lys48-linked diUb (black), which shows that the open

conformation of WT Lys48-linked diUb becomes populated upon lowering the pH (Adapted

with permission from Ref. [24])
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pathological processes, as exemplified by gangliosides, glycosphingolipids

containing sialyl residue(s), which are involved in cellular communications and

development, cancer metastasis, viral infections, and the onset and progression of

neurodegenerative disorders [36–39].

To better understand the mechanisms underlying oligosaccharide functions,

their 3D structural information should be acquired with quantitative descriptions

of their dynamic, rapid conformational fluctuations. NMR methods combined with

computational simulation techniques provide useful tools to explore the conforma-

tional spaces of flexible biomolecules. For example, MD simulations can be used to

predict the dynamic conformational motions of highly flexible oligosaccharides in

solution [40, 41]. However, a frequent problem with this approach is its dependence

on simulation protocols, including initial structures, computational times, and the

choice of force fields. Therefore, it is critically important to validate the simulation

results by comparisons with experimental data for biomolecular fluctuations on

time scales ranging from subnanoseconds to microseconds. We developed a meth-

odology to evaluate MD simulation results using paramagnetism-assisted NMR

techniques to explore the conformational spaces occupied by flexible oligosaccha-

rides in solution [42].

Introducing a paramagnetic center, such as lanthanide ions, into a target bio-

molecule results in significant modifications of its NMR spectra due to the gener-

ated magnetic dipole–dipole interactions between nuclei and an unpaired electron

[43, 44]. For example, pseudocontact shift (PCS), a well-known paramagnetic

effect observed in the presence of lanthanide ions with anisotropic magnetic

susceptibility, can modulate the chemical shift of each NMR signal according to

the spatial arrangements of individual nuclei with respect to the paramagnetic

center [45]. Because of the large magnetic moment of unpaired electrons,

through-space dipole interactions perturb not only the signals from the nuclei in

proximity to the paramagnetic center but also those that are distal from it. Thus,

PCS measurements have the potential to provide valuable atomic long-distance

information for characterizing biomolecular conformations.

We applied this method to evaluate the conformational dynamics of a GM3

trisaccharide (NeuAcα2-3Galβ1-4Glc), the common core oligosaccharide structure

shared among gangliosides [46]. Attaching a paramagnetic lanthanide tag to this

trisaccharide allowed us to measure PCS effects (Fig. 4.9a). Using two-dimensional
1H–13C HSQC spectra, the PCS values of each 1H and 13C nucleus were acquired as

the differences in chemical shifts between the oligosaccharide tagged with a

paramagnetic ion, such as Tm3+, and that modified with a diamagnetic reference

La3+ ion (Fig. 4.9b). Because the 3D structure of the oligosaccharide rapidly

fluctuates in solution, the observed PCS data should be interpreted as averages

over the dynamic conformational ensemble. Thus, we performed MD simulations

in explicit water to create a vast conformational ensemble of this oligosaccharide.

The simulation results showed wide distributions of torsion angles in this trisac-

charide, particularly around a glycosidic linkage between the NeuAc and Gal

residues (Fig. 4.10). From the computed trajectory of the trisaccharide over a

total of 120 ns, 2000 conformers were sampled, which involved harmonic motions
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in a local minimum as well as transitions from one low-energy region to another in

the energy landscape.

Using the atomic coordinates generated from this dynamic ensemble model, the

conformational space of the GM3 trisaccharide derived from the MD simulations

was quantitatively validated. With this approach, the experimentally obtained PCS

values were compared with those that were back calculated from the ensemble

model. The results for the back-calculated PCS values were in excellent agreement

with the experimental data with a small Q value (used as criteria for agreement

between experimental and calculated values), which indicated successful explora-

tion of the conformational spaces of this oligosaccharide (Fig. 4.11). Using most

single conformers or using a combination of selected low-energy conformers gave

compromised Q values. Furthermore, such a low Q value was not estimated from a

conformational ensemble of this trisaccharide without considering its

low-populated (around 2 %) conformational cluster (Figs. 4.10 and 4.11). These

results underscore the existence of the minor conformers in solution and their

significant contributions to the observed NMR data.

A unique structural feature of oligosaccharides is their branching with multiple

modes of linkage, which provide diverse 3D structures. To examine the impact of

Fig. 4.9 PCS measurements for the GM3 trisaccharide. (a) Introducing a paramagnetic lanthanide

tag. (b) 1H–13C HSQC spectra of the tagged oligosaccharide in complex with Tm3+ (magenta) and
La3+ (blue). Arrows indicate chemical shift differences for the anomeric CH groups of Gal and Glc

residues (Adapted with permission from Ref. [46])
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these branches on the conformations and dynamics of oligosaccharides,

paramagnetism-assisted NMR analyses in conjunction with MD simulations were

also used to conformationally characterize a branched oligosaccharide, GM2

tetrasaccharide (GalNAcβ1-4[NeuAcα2-3]Galβ1-4Glc), which has an additional

GalNAc branch as compared with the GM3 trisaccharide [47].

The PCS-validated conformational spaces of the GM2 and GM3 oligosaccha-

rides showed similarities in their Gal–Glc glycosidic linkage conformations. In

contrast, significant differences were observed between the GM2 and GM3 oligo-

saccharides in terms of the conformational spaces around the NeuAc–Gal glyco-

sidic linkages (Fig. 4.10c). A corresponding cluster of this linkage to the most

populated conformations in the GM3 trisaccharide was missing in the

Fig. 4.10 Torsion angle density maps of the MD trajectory for the GM3 trisaccharide with a total

simulation time of (a) 60 ns and (b) 120 ns and (c) the GM2 tetrasaccharide with a total simulation

time of 120 ns (Adapted with permissions from Refs. [46] and [47])
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conformational space of the GM2 tetrasaccharide. This suggests that in the

biantennary GM2 tetrasaccharide, the additional GalNAc residue controls the

conformational fluctuation of another branch. The corresponding NeuAc–Gal gly-

cosidic linkage has conformational freedom in the linear GM3 oligosaccharide.

4.4 Concluding Remarks

In this chapter, we outlined two contrasting types of NMR approaches for charac-

terizing individual conformers of biomolecules that rapidly interchange with one

another. In one approach, a specific conformer is enriched or even isolated for

detailed NMR analyses. Our NMR studies of mono- and diUb illustrated this

conformational trapping by applying high pressure, point mutations, pH optimiza-

tion, and covalent constraints. Crystallographic snapshots can also be used to

interpret NMR data for a dynamic conformational ensemble. In another more

systematic approach, the dynamic behaviors of biomolecules in solution can be

directly observed by NMR-validated MD simulations. This method can be applied

to describe dynamic pictures of flexible biomolecules, including intrinsically dis-

ordered proteins. Thus, sophisticated NMR spectroscopic techniques combined

with X-ray crystallography and MD simulations provide versatile tools for charac-

terizing the conformational dynamics of biomolecules and exploring their confor-

mational spaces.

In living systems, these flexible biomolecules are self-organized into highly

ordered supramolecular structures and, more importantly, are autonomously

disassembled to create higher functions. For these systems, NMR spectroscopy

provides valuable microscopic information on the local conformational dynamics

of biomolecules during the processes involved in biomolecular organization, which

Fig. 4.11 Correlations between experimentally observed PCS values with Tm3+ and computa-

tionally calculated PCS data for the GM3 trisaccharide. The PCS values were back calculated from

ensemble models derived from (a) the trajectory with a total simulation time of 60 ns and (b) those

with a simulation time of 120 ns (Adapted with permission from Ref. [46])
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can be complemented by macroscopic information on the overall structures of these

supramolecular complexes provided by solution scattering, electron microscopy,

and other biophysical methods. In this context, NMR has important roles for

exploring the dynamic ordering of biomolecular systems for the generation of

integrated functions.
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Chapter 5

Site-Specific Incorporation of Fluorescent

Nonnatural Amino Acids into Proteins

and Its Application to Fluorescence Analysis

of Proteins

Takahiro Hohsaka

Abstract Nonnatural amino acid mutagenesis using expanded genetic codes

allows us to introduce artificial functional groups such as fluorophores at specific

sites of proteins. By applying this technique, site-specific fluorescence labeling has

been achieved. This method enables to generate fluorescent protein probes that

show ligand-dependent fluorescence change based on fluorescence quenching of

the incorporated fluorophores by endogenous Trp residues. This strategy has been

proved to be effective using ligand-binding proteins and antibodies. Moreover, site-

specific double-labeling of ligand-binding proteins with two fluorophores using two

expanded genetic codons has achieved ratiometric detection of the ligand binding

based on FRET and fluorescence quenching. These achievements demonstrate the

usefulness of the site-specific incorporation of fluorescent nonnatural amino acids

and their potential utility as research and diagnostic tools.

Keywords Nonnatural amino acid • Protein modification • FRET • Fluorescence

quenching

5.1 Introduction

Proteins are biosynthesized from 20 types of naturally occurring amino acids

according to the genetic information on DNA. Living organisms have been improv-

ing proteins by altering amino acid sequences of proteins. Recent development on

genetic engineering techniques such as site-directed mutagenesis allows us to alter

amino acid sequence of proteins. Amino acid substitution has been used to improve

protein properties including thermostability, catalytic and binding activity, sub-

strate specificity, etc. In addition, structure-function relationship of proteins can be

analyzed by replacing amino acids predicted to be essential for proteins. However,
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the replacement of amino acid residues is usually restricted within the 20 types of

naturally occurring amino acids.

On the other hand, it has been achieved to introduce nonnatural amino acids into

proteins in a site-specific manner using a nonnatural amino acid mutagenesis

technique. The nonnatural amino acids are applicable to protein analysis as well

as engineering proteins with artificial functions. A large variety of nonnatural

amino acids carrying artificial functional groups such as photo and electronic

functional groups have been successfully incorporated into proteins. Amino acids

analogous to naturally occurring ones are also available to alter local environments

of proteins for structure-function relationship studies.

In this chapter, the principle of nonnatural amino acid mutagenesis is first

described. Applications of the nonnatural amino acid mutagenesis to fluorescence

analysis of proteins and to design and synthesis of protein probes based on fluores-

cence resonance energy transfer (FRET) and fluorescence quenching are then

reviewed.

5.2 Incorporation of Nonnatural Amino Acids

The incorporation of nonnatural amino acids has been achieved by modifying the

genetic codon table [1–7]. In a natural ribosomal translation system, amino acids

are incorporated into polypeptide chains through decoding triplet codons on

mRNAs with the use of aminoacyl-tRNAs having the complementary triplet anti-

codons. There are 61 codons for amino acids and three stop codons on the genetic

code table; therefore, no codons are available exclusively for nonnatural amino

acids.

We have developed a four-base codon method for adding nonnatural amino

acids to the genetic codon table [7–9]. A nonnatural aminoacyl-tRNA, which has a

four-base anticodon in place of triplet anticodon and is aminoacylated with a

nonnatural amino acid, is used to introduce a nonnatural residue into a protein in

response to a four-base codon. Figure 5.1 illustrates the scheme of the translation in

the case of CGGG four-base codon. When an mRNA containing a CGGG codon is

translated in the presence of a nonnatural aminoacyl-tRNA containing a CCCG

anticodon, the CGGG codon is decoded by the four-base anticodon tRNA, and as a

consequence, a full-length protein containing the desired nonnatural amino acid is

successfully obtained. On the other hand, when the three-base CGG is recognized

by a naturally occurring arginyl-tRNA that contains a CCG anticodon, arginine is

incorporated instead of nonnatural amino acid. In this case, however, the reading

frame shifts incorrectly, and a downstream stop codon terminates the peptide

elongation. As a result, a full-length protein must contain the desired nonnatural

amino acid at the desired position.

Nonnatural aminoacyl-tRNA having a four-base codon, a key molecule in the

nonnatural amino acid mutagenesis, can be synthesized by chemical or enzymatic

method. In a chemical method [10, 11], a tRNA lacking 30 C and A nucleotides is
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prepared by T7 RNA polymerase from a synthetic tRNA gene having a four-base

anticodon. On the other hand, a nonnatural amino acid is chemically esterified to a

CA dinucleotide. The truncated tRNA and aminoacyl dinucleotide are linked

together by T4 RNA ligase to obtain a full-length nonnatural aminoacyl-tRNA.

The aminoacyl-tRNA is added to a cell-free translation system together with an

expression gene mutated to contain a four-base codon.

We have demonstrated that a nonnatural amino acid is successfully incorporated

into a protein in response to four-base codons. Various four-base codons have been

examined and some of them are effective to introduce nonnatural amino acids

[9]. The incorporation efficiency is also dependent on the type of side chains. We

have observed that nonnatural amino acids carrying linearly extended side chains

such as p-substituted phenylalanine derivatives are good substrates for the ribo-

somal translation system, but widely expanded side chains are hardly incorporated

into proteins (Fig. 5.2) [8].
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Fig. 5.1 Schematic illustration of the incorporation of nonnatural amino acids into proteins. Four-

base codon (CGGG) is recognized by nonnatural aminoacyl-tRNA having the complementary

four-base anticodon, and as a consequence, the nonnatural amino acid is site-specifically incor-

porated into the full-length protein. On the other hand, if the three bases (CGG) are recognized as a

triplet codon by endogenous triplet tRNA, the reading frame shifts and downstream stop codon

terminates the peptide elongation
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5.3 Incorporation of Fluorescent Nonnatural Amino Acids

The nonnatural amino acid mutagenesis has been applied to site-specific fluores-

cence labeling of proteins. Fluorescence labeling of biomolecules is a useful

method for probing structure and function of biomolecules. In particular, fluores-

cence labeling of DNA greatly contributes to the recent progress in DNA analytical

technologies including DNA sequencing and microarray analysis. Fluorescence

labeling of proteins is also useful for protein researches. Fluorescence labeling of

proteins is usually carried out by chemical modification. However, conventional

chemical methods cannot achieve site-specific and quantitative labeling because

reactive residues such as lysine exist multiply on the protein surface and the

labeling yields are usually below 100 % (Fig. 5.3a). Alternatively, proteins can be

labeled by the fusion with green fluorescent protein (GFP) derivatives, although the

steric hindrance of the large GFP molecules may affect structural and functional

properties of proteins (Fig. 5.3b). It is also disadvantageous that the fusion is limited

to be at N- or C-terminus of proteins.

The incorporation of nonnatural amino acids carrying fluorescent dyes over-

comes these problems. Based on the findings that p-substituted phenylalanine

derivatives are good substrates for the ribosomal translation [8], we have designed

visible-wavelength fluorescent nonnatural amino acids in which fluorophores are

linked at the p-position of phenylalanine [12] (Fig. 5.3c). As a fluorophore,
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Fig. 5.2 (a) Nonnatural amino acids carrying linearly extended side chains are efficiently

incorporated into proteins through the ribosomal translation. (b) Widely expanded side chains

are poor substrates for the ribosomal translation
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BODIPYFL dye showing fluorescein-like green fluorescence was first used,

because the relatively small molecular size of BODIPY dye can be helpful in the

efficient incorporation through the ribosomal translation.

The incorporation was examined using a streptavidin gene containing a CGGG

four-base codon at Tyr83 position and confirmed by fluorescence image of

SDS-PAGE gel. The result showed that BODIPYFL-linked aminophenylalanine

derivative was incorporated in good efficiency [12]. On the other hand, BODIPY-

linked lysine derivatives were poorly incorporated, suggesting that the translation

system may prefer the aromatic amino acid framework as substrates. Other

BODIPY dyes that have additional π-conjugating systems and emit red-shifted

fluorescence were also examined. Although the incorporation efficiency was

lower than the case of BODIPYFL, BODIPY558-linked aminophenylalanine was

successfully incorporated [12]. The pair of the green and red fluorescent amino

acids is useful for FRET pair as described below.

Incorporation of fluorescent nonnatural amino acids carrying more large

fluorophores such as fluorescein and rhodamine dyes (Fig. 5.4a) was also examined

[13]. These fluorophores were poorly incorporated at the Tyr83 position of

streptavidin. The incorporation at other positions of streptavidin was then investi-

gated for TAMRA-linked amino acid, but negligible incorporation was observed.

At the N-terminal region, however, these fluorophores were successfully incorpo-

rated. This result suggests that relatively large fluorophores can be incorporated

downstream of short peptides but be rejected downstream of long peptides. This
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Fig. 5.3 Methods for fluorescence labeling of proteins. (a) Chemical modification of proteins

with fluorescent-labeling reagents toward Lys or Cys residue. (b) Fusion expression of proteins

with green fluorescent protein (GFP) derivatives. (c) Site-specific incorporation of fluorescent

nonnatural amino acids into proteins in response to the four-base codon
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Fig. 5.4 Incorporation of fluorescent nonnatural amino acids carrying large fluorophores at the

side chain. (a) Structure of large fluorescent nonnatural amino acids. (b) Schematic illustration of

peptide transfer on ribosome. Long polypeptide on ribosomal P-site cannot react with nonnatural

amino acid carrying large fluorophore, possibly because molecular fluctuation of these reactants is

not enough to promote the peptide bond formation. Short polypeptide on ribosomal P-site

increases the molecular fluctuation of the peptidyl-tRNA and can promote the peptide bond

formation

110 T. Hohsaka



phenomenon may be explained by considering the fluctuation of polypeptide chain

on ribosomal P-site (Fig. 5.4b). During the translation, amino acid on ribosomal

A-site reacts with growing polypeptide on P-site to form a peptide bond. Large

fluorophores at the side chain of nonnatural amino acids may interfere with the

peptide bond formation by suppressing the fluctuation of the amino acid main

chain, and as a consequence, the fluorescent nonnatural amino acids fail to react

with the growing polypeptide. In case that the peptide on the P-site is short, the

peptide may be highly fluctuating and be able to react with the nonnatural amino

acids even though they have less fluctuating large fluorophores.

5.4 Application of Fluorescent Nonnatural Amino Acids

to Protein Analysis

Site-specific incorporation of fluorescent nonnatural amino acids is available as a

useful tool for various protein analyses such as protein-protein interaction, confor-

mational change, and oligomerization. Because the fluorescent label can be intro-

duced in response to a four-base codon, proteins can be labeled at positions in

which the fluorescence labeling doesn’t affect the structure and activity of proteins.
We have demonstrated the utility of the BODIPYFL-linked aminopheny-

lalanine. A single-chain antibody was labeled with BODIPYFL at the N-terminal

region, and the resulting labeled antibody was utilized for the antigen-binding

measurement by monitoring fluorescence polarization. DNA-binding activity of

fluorescently labeled lambda Cro repressor protein was applied to gel shift assay

and fluorescence imaging of the gel.

The present method is more advantageous when applied to FRET. For intramo-

lecular FRET analysis of proteins, energy donor and acceptor pairs must be

introduced into two specific positions of proteins. Conventional chemical synthetic

routes such as modification of two cysteine residues with two different fluorophores

are difficult to produce site-specifically and quantitatively double-labeled proteins.

Fusion with two GFP derivatives (e.g., cyan and yellow fluorescent proteins) is

another strategy for double labeling of proteins [14, 15], although only N- and

C-termini can be labeled, and moreover, two large GFP molecules may affect the

labeled proteins.

Incorporation of two different fluorescent nonnatural amino acids has been

achieved using two four-base codons or a pair of four-base and amber codons

[9, 12, 16, 17]. In the case of calmodulin, BODIPYFL- and BODIPY558-linked

aminophenylalanine derivatives were incorporated in response to the GGGU and

CGGG four-base codons, respectively (Fig. 5.5a). The fluorescence spectrum of

BODIPYFL is overlapped with absorption spectrum of BODIPY558, and therefore,

FRET from BODIPYFL to BODIPY558 can occur. F€orster distance (R0) was

calculated to be 59 Å with assumption that the orientation factor is 2/3. BODIPYFL

and BODIPY558 were incorporated at the Gly40 position and the N-terminal region
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of calmodulin. The double-labeled calmodulin expressed in the cell-free translation

system was purified using C-terminal histidine tag, and the fluorescence spectra

were measured in the presence of Ca2+ ion and various concentration of

calmodulin-binding peptide (Fig. 5.5b). In the absence of the binding peptide,

weak green fluorescence and strong red fluorescence were observed. Upon the

addition of the binding peptide, green fluorescence increased with decrease in red

fluorescence. This fluorescence change indicates that FRET from BODIPYFL to
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Fig. 5.5 FRET analysis of conformational change of calmodulin upon the binding of calmodulin-

binding peptide. (a) Synthesis of double-labeled calmodulin containing BODIPYFL (donor) and

BODIPY558 (acceptor) in response to the GGGU and CGGG four-base codons. (b) Fluorescence

spectral change of the double-labeled calmodulin upon the addition of calmodulin-binding peptide

in the presence of Ca2+
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BODIPY558 was suppressed upon the binding of calmodulin-binding peptide.

Calmodulin changes its conformation and the distance between the N-terminus

and Gly40 increases upon the ligand binding from 32 to 44 Å. The observed FRET

change well reflects the conformational change of calmodulin.

5.5 Synthesis of Fluorescent Protein Probes by Introducing

Fluorescent Nonnatural Amino Acids

Fluorescent amino acids are available not only as fluorescent labels but as fluores-

cent probes. We have observed that the fluorescent amino acids incorporated at the

particular positions of ligand-binding proteins show fluorescence change depending

on the surrounding Trp residues. It has been reported that various fluorophores can

be quenched by Trp in solution and in polypeptide chains [18]. The alteration of

fluorescence quenching upon the ligand binding allows us to detect the ligand

binding as a fluorescence change.

In the case of maltose-binding protein (MBP), BODIPYFL-linked aminopheny-

lalanine was incorporated at 15 tyrosine residues of MBP, respectively, and fluo-

rescence spectral changes upon the ligand binding were measured [19]. Among

these positions, MBP containing BODIPYFL at Tyr210 showed remarkable

increase in the fluorescence intensity (by tenfold) upon the addition of maltose

(Fig. 5.6). According to the crystallographic data of MBP [20], Tyr210 locates near

the ligand-binding pocket in MBP. The fluorescence of BODIPYFL could be

quenched by tryptophan residues around the binding pocket in the absence of the

ligand. In the presence of the ligand, however, the tryptophan residues

hydrophobically interact with the ligand in place of BODIPYFL, and as a conse-

quence, the fluorescence quenching of BODIPYFL is eliminated. The mutation of

the respective tryptophan residues to phenylalanine revealed that Trp341 domi-

nantly quenched the fluorescence of BODIPYFL in a ligand-dependent

manner [19].

The single-labeled protein probe was further derivatized to double-labeled

FRET protein probes that show fluorescence ratio change upon the ligand binding.

While single-labeled protein probes allow quantitative detection of ligand binding

under constant concentration of protein probes, double-labeled protein probes

achieve quantitative detection without depending on the protein concentration.

This property is advantageous especially when used in living cells.

In order to derivatize BODIPY-labeled MBP to double-labeled one,

BODIPYFL-linked aminophenylalanine was introduced at the N-terminal Lys1,

and BODIPY558-aminophenylalanine was introduced at Tyr210 position as FRET

donor and acceptor, respectively [19] (Fig. 5.7). The distance between Lys1 and

Tyr210 (43 Å) in the crystallographic data [20] is shorter than F€orster distance for
BODIPYFL and BODIPY558, and therefore, FRET from BODIPYFL to

BODIPY558 can occur efficiently. The double-labeled MBP showed significant
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increase in the BODIPY558 fluorescence with decrease in the BODIPYFL fluores-

cence in a ligand-dependent manner under excitation of BODIPYFL (Fig. 5.7b).

The increase in BODIPY558 fluorescence can be explained due to FRET from

BODIPYFL at Lys1 to BODIPY558 at Tyr210 and fluorescence quenching of

BODIPY558 by Trp residues only in the absence of maltose (Fig. 5.7a). The

decrease in the fluorescence of BODIPYFL upon the ligand binding suggests that

the conformational change of MBPmay decrease the FRET efficiency. The fact that

the distance between Lys1 to Tyr210 decreases from 43 to 35 Å upon the binding of

maltose in the crystallographic data supports this FRET change. The fluorescence

intensity ratio at 515 and 575 nm significantly increased from 0.14 to 1.33. This

remarkable ratio change is not usually achieved by FRET alone and is obviously

due to the contribution of ligand-dependent fluorescence quenching.

The double labeling of proteins can also be achieved by combining the fusion

with fluorescent or bioluminescent proteins and the incorporation of fluorescent

nonnatural amino acids. A variety of FRET protein probes carrying two fluorescent

proteins such as CFP and YFP have been developed including those for Ca2+

Fig. 5.6 Fluorescence detection of the ligand binding of maltose-binding protein (MBP) based on
fluorescence quenching. (a) Schematic illustration of BODIPYFL-labeled MBP at Tyr210 show-

ing ligand-dependent fluorescence quenching. Trp340 mainly interacts with BODIPYFL and

quenches the fluorescence of BODIPYFL in the absence of the ligand; however, the quenching

is eliminated by the ligand binding due to the interaction of Trp with the ligand. (b) Fluorescence

spectral change of MBP containing BODIPYFL at Tyr210 upon the addition of maltose
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binding [14] and protein phosphorylation [21]. In the case of double-labeled

bioluminescent proteins, luciferase and fluorescent proteins were fused to target

proteins to generate luminescent protein probes based on bioluminescence reso-

nance energy transfer (BRET). Luminescent substrates for sequence-specific pro-

teases have been reported using luciferase, and fluorescent protein fusion linked

each other with specific substrate peptides [22, 23]. A ligand-binding protein,

β-arrestin, which shows agonist-induced conformational rearrangements, was suc-

cessfully derivatized to a luminescent probe by fusing Renilla luciferase and yellow

fluorescent protein [24]. These BRET protein probes allow us to detect biomolec-

ular processes with very low background without using external excitation light.

However, it is difficult to design suitable BRET protein probes responding to the

protein structural changes, because two light-emitting proteins are limited to be

attached at the N- and C-termini of proteins. Moreover, fusion of both luciferase

and fluorescent proteins may cause steric hindrance due to their large

molecular size.

We have demonstrated that the combination of the incorporation of fluorescent

nonnatural amino acids and the fusion with luciferase is an effective strategy to

achieve BRET protein probes (Fig. 5.8a) [25]. As a BRET donor, Gaussia lucifer-

ase (GLuc) [26] from a marine copepod Gaussia princeps was fused at the

C-terminus of MBP. A BRET acceptor, BODIPY558AF, was incorporated at

Fig. 5.7 (a) Double-labeled MBP containing BODIPYFL at the N-terminus and BODIPY558 at

Tyr210 shows significant change in the fluorescence ratio. FRET from BODIPYFL to

BODIPY558 occurs regardless of the absence and presence of the ligand, but the fluorescence

of BODIPY558 at Tyr210 is quenched in the absence of the ligand. Consequently, the fluorescence

ratio (BODIPY558/BODIPYFL) increases significantly. (b) Fluorescence spectra and fluores-

cence ratio of the double-labeled MBP in the absence and presence of maltose
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Tyr210 of MBP-GLuc fusion in response to the four-base codon CGGG. GLuc

shows bright luminescence in the 450–550 nm range, which is overlapped with the

absorption spectrum of BODIPY558. Therefore, BRET from GLuc to BODIPY558

is expected to occur efficiently. BODIPY558 at Tyr210 of MBP is not only BRET

acceptor but also fluorescent probe that is quenched by Trp residues in a ligand-

dependent manner. As expected, the BODIPY558-containing MBP-GLuc fusion

showed luminescence of GLuc and fluorescence of BODIPY558 due to BRET, but

the BODIPY558 fluorescence significantly increased upon the ligand binding

(Fig. 5.8b). Correspondingly, the intensity ratio of luminescence of GLuc and

fluorescence of BODIPY558 significantly increased upon the ligand binding. This

result supports the idea that BRET occurs from GLuc to BODIPY558 and the

resulting excited BODIPY558 is quenched only in the presence of the ligand by

adjacent Trp residues.

As in the case of the luciferase fusion, BODIPY558-containing MBP was fused

with GFP in place of GLuc [25]. The BODIPY558-MBP-GFP showed remarkable

increase in BODIPY558 fluorescence but negligible change in GFP fluorescence

with excitation at 490 nm for GFP. This phenomenon can be explained that FRET

occurs from GFP to BODIPY558, and BODIPY558 is quenched in a ligand-

dependent manner. The result that the ligand binding did not affect the fluorescence

Fig. 5.8 (a) BRET and fluorescence quenching of luciferase-fused MBP containing

BODIPY558 at Tyr210. (b) Luminescence spectra and emission ratio of the BODIPY558-

containing luciferase-MBP fusion in the absence and presence of maltose. BRET occurs regardless

of the absence and presence of the ligand, but the fluorescence of BODIPY558 at Tyr210 is

quenched in a ligand-dependent manner
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intensity of GFP suggests that FRET efficiency is identical in the absence and

presence of ligand, possibly because the conformational change of MBP is not

enough to alter the distance between GFP chromophore and BODIPY558 at

Tyr210. In general, fluorescent protein-based FRET protein probes require rela-

tively large conformational change upon the ligand binding or other modifications.

The present strategy combining FRET from fluorescent proteins to fluorescent

nonnatural amino acids and subsequent ligand-dependent fluorescence quenching

allows us to design and generate FRET protein probes even though the conforma-

tional change of the target proteins is insufficient to cause measurable FRET

change.

The fluorescence quenching mechanism has been applied to other ligand-

binding proteins. Lectins, a family of glycan-binding proteins, are attractive target

proteins because lectins are important not only as biological functional molecules

but also as useful probes for glycan analysis [27, 28]. Fluorescent-labeled lectins

that can detect the ligand binding as a fluorescence change will become useful

research and diagnostic tools. We used a sialic acid-binding lectin [29] which had

been developed from an earthworm galactose-binding lectin by random mutagen-

esis and in vitro selection. The sialic acid-binding lectin has one binding site for

α2,6-sialyllactose. Trp31 residue, which locates at the binding site for hydrophobic

interaction with the ligand, is expected to be available as a quencher when a

fluorescent nonnatural amino acid is introduced near the binding site (Fig. 5.9a).

We introduced BODIPYFL-aminophenylalanine at several residues near the

ligand-binding site in response to the amber codon using a highly efficient amber

suppressor tRNA derived fromMycoplasma capricolum [30]. Fluorescence spectral

measurements revealed that fluorescence intensity of BODIPYFL-containing

lectins increased upon the addition of sialyllactose, while the extent of the fluores-

cence change depends on the incorporation position [31]. The most significant

increase (3.7-fold) was observed for BODIPYFL-containing lectin at Thr38

(Fig. 5.9b). To examine the possibility of the quenching by Trp31, Trp31 was

substituted with phenylalanine. The extent of the increase in the fluorescence

intensity of BODIPYFL-containing lectin at Thr38 with the W31F mutation was

smaller than that without the mutation, suggesting that the Trp31 residue may

contribute to the ligand-dependent quenching. A variety of lectins have Trp resi-

dues at the ligand-binding site for hydrophobic interaction with hydrophobic

moieties in glycans; therefore, the present strategy will be utilized for other types

of lectins. A series of fluorescent lectin probes will be a powerful tool for systematic

glycan analysis as in the case of lectin microarray [32].
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5.6 Antibody-Based Fluorescent Probes for Antigen

Detection

As exemplified above, the site-specific fluorescent labeling and the ligand-

dependent fluorescence quenching are highly useful for design and synthesis of

protein probes to detect specific ligands. To further generalize the fluorescence

quenching detection method, we have applied this strategy to antibodies. Anti-

bodies are custom-made ligand-binding proteins. One class of antibodies, IgG, is

Fig. 5.9 (a) Fluorescence detection of the ligand binding of sialic acid-binding lectin containing

BODIPYFL. The fluorescence of BODIPYFL is quenched by Trp31 in a ligand-dependent

manner. (b) Fluorescence spectra of BODIPYFL-containing lectin at Thr38 in the absence and

presence of sialyllactose
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constituted of two subunits, heavy and light chains. N-terminal variable domains of

heavy and light chains (VH and VL domains) associate each other by hydrophobic

interaction and form heterodimer to bind specific antigens. The VH and VL

association is less efficient in the absence of antigens than that in the presence of

antigens, as observed in open-sandwich ELISA method [33]. In open-sandwich

ELISA, enzyme-linked VH domain associates with VL domain adsorbed on solid-

phase in an antigen-dependent manner. In addition, it is notable that the interface

regions in VH and VL domains have several conserved Trp residues for the

hydrophobic association of VH and VL. Therefore, there is a possibility that

fluorescent-labeled antibodies show antigen-dependent fluorescence quenching by

Trp residues if a fluorophore is incorporated at an appropriate site of the antibodies.

We have found that fluorescent-labeled single-chain antibody fragment (scFv)

derivatives constituted of VH and VL linked with a flexible peptide linker show

antigen-dependent fluorescence quenching (Fig. 5.10a) [34]. Carboxytetramethyl-

rhodamine (TAMRA)-linked aminophenylalanine [13] was incorporated into the

Fig. 5.10 Antibody-based fluorescent probes to detect antigens as fluorescence change. (a)

Single-chain antibody variable fragment (scFv) containing TAMRA-X-aminophenylalanine at

the N-terminus shows fluorescence quenching of TAMRA by Trp residues at the interface region

of VH and VL domains in the absence of the antigen. The antigen binding to scFv promotes the

hydrophobic interaction between VH and VL and eliminates the fluorescence quenching by the

Trp residues. (b) Fluorescence spectra of the TAMRA-labeled anti-osteocalcin scFv in the absence

and presence of the antigen peptide
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N-terminal region of scFv against osteocalcin, a biomarker for bone diseases.

The TAMRA-labeled scFv showed significant increase in fluorescence intensity

upon the binding of the antigen (Fig. 5.10b). The substitutions of Trp residues

by Phe reduced the fluorescence increase compared with wild-type scFv, suggest-

ing that the Trp residues contribute to the antigen-dependent fluorescence

quenching.

Because the Trp residues locate at framework region of VH and VL domains and

are conserved, the antigen-dependent fluorescence quenching can be applied to

other antigen-antibody pairs. In addition to osteocalcin peptide, proteins (lysozyme

and serum albumin) and small molecules (bisphenol A, estradiol, and morphine-

like drugs) were found to cause the increase in the fluorescence of the

corresponding TAMRA-labeled scFvs [34]. Although the extents of the fluores-

cence increase are different depending on the type of antibodies, the antibody-based

fluorescent probes will become a versatile tool for detection of a variety of target

molecules.

The fluorescent-labeled antibody-based protein probes can also be derivatized to

double-labeled ones for ratiometric detection of antigens. In a similar manner to the

case of MBP, double-labeled scFvs were synthesized using two expanded genetic

codons. TAMRA-linked aminophenylalanine was introduced at the N-terminal

region of scFv as a FRET acceptor in response to the CGGG four-base codon,

and carboxyrhodamine dye (CR110)-linked aminophenylalanine (Fig. 5.4a) was

introduced at the C-terminus as a FRET donor in response to the amber codon. The

N-terminus of VH and the C-terminus of VL in antibody fragments apart from

about 35 Å, which is enough short for FRET.

The double-labeled scFv against osteocalcin showed increase in TAMRA fluo-

rescence upon the antigen binding, while CR110 green fluorescence was constant

regardless of the presence and absence of the antigen (Fig. 5.11). This result

indicates that FRET from CR110 to TAMRA occurs, and subsequently TAMRA

is quenched in an antigen-dependent manner. A single-labeled scFv with CR110 at

the C-terminus showed no change upon the addition of the antigen. Taken together,

the unchanged fluorescence of CR110 in the double-labeled scFv indicates that

FRET efficiency is not altered upon the antigen binding.

There are a number of reports on ratiometric FRET protein probes for in vitro

and in vivo detection of target molecules including live-cell imaging. Nonetheless,

it is not easy to design and synthesize FRET protein probes for the detection of

molecules of interest that researchers want to measure. Common strategies are

based on FRET change in response to ligand-driven conformational change of

proteins; however, most proteins do not always show large conformational change

required for FRET change upon the ligand binding. The present antibody-based

double-labeled protein probes that show fluorescence ratio change without FRET

change are a potential solution to this problem.

While the present method has several advantages as described above, there is a

disadvantage that the incorporation of fluorescent nonnatural amino acids requires
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cell-free protein synthesis. This limits the use of the labeled proteins in living cells

and the large-scale production of labeled proteins required for practical uses.

Transfection of labeled proteins to living cells using protein transfection methods

is one of the strategies to apply the labeled proteins to in-cell analysis. Alterna-

tively, genetically encoded fluorescent nonnatural amino acids that can be attached

to an amber suppressor tRNA by mutant aminoacyl-tRNA synthetase and be

incorporated in response to the amber codon in living cells have been developed

[35–37]. Although the types of fluorescent nonnatural amino acids are limited at the

present time, this method has a potential to apply the site-specific fluorescence

labeling technique to a wide variety of basic, diagnostic, and medicinal research

fields.
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Fig. 5.11 (a) Double-labeled scFv shows fluorescence ratio change upon the binding of the

antigen based on FRET from CR110 at the C-terminus to TAMRA at the N-terminus and

ligand-dependent fluorescence quenching of TAMRA. (b) Fluorescence spectra and fluorescence

ratio of the double-labeled anti-osteocalcin scFv in the absence and presence of the antigen peptide
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Chapter 6

Unfoldomes and Unfoldomics: Introducing

Intrinsically Disordered Proteins

Bin Xue and Vladimir N. Uversky

Abstract The last decade and a half has witnessed the fall of one of the major

paradigms in structural biology. Contrary to the more than a hundred year-old belief

that unique protein function is defined by unique crystal-like protein structure which

is encoded in unique amino acid sequence, many biologically active proteins lack

stable tertiary and/or secondary structure under physiological conditions in vitro.

These intrinsically disordered proteins (IDPs) and IDP regions (IDPRs) are very

different from ordered proteins and domains at the variety of levels, starting from

the specific and well-recognizable amino acid composition and sequence biases and

ending with engagement in biological functions non-accessible to entities with

unique and fixed structures. IDPs/IDPRs are highly abundant in nature, and many

of them are associated with various human diseases. The functional repertoire of

IDPs complements the functions of ordered proteins, with IDPs being often

involved in regulation, signaling, and control. Due to their exceptional common-

ness within the protein universe, combined with a set of specific structural and

conformational features, and broad and unique functional repertoire, IDPs and

hybrid proteins possessing ordered domains and functional IDPRs clearly comprise

unfoldomes within all known proteomes. This chapter provides a brief description

of IDPs/IDPRs and shows the place of these exceptionally interesting creatures

within the protein kingdom.
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6.1 Introducing Unfoldomes and Unfoldomics

Proteins are the major components of the living cell. They play crucial roles in the

maintenance of life, and protein dysfunctions may cause development of various

pathological conditions. For more than a century, it has been believed that the

specific functionality of a given protein is predetermined by its unique 3-D structure

encoded by unique amino acid sequence [1, 2]. However, this picture is changing

now, and although many proteins are indeed predisposed to fold into unique

structures which evolved to possess unique biological functions, some proteins

can misfold, and other proteins can stay substantially non-folded. Protein

misfolding can occur either spontaneously or due to the mutations and other genetic

alterations, problematic processing or posttranslational modifications, or due to

exposure to harmful environmental conditions. Such misfolding is now considered

as a crucial early step in the development of various protein conformation diseases

[3]. As far as non-foldable proteins are concerned, for more than five decades

researchers have been discovering individual proteins that possessed no definite

ordered 3-D structure but still played important biological roles. The discovery rate

for such proteins has been increasing continually and has become especially rapid

during the last decade and a half [4]. Such proteins are widely known as intrinsi-

cally disordered proteins (IDPs) and are characterized by the lack of a well-defined

3-D structure under physiological conditions. The discovery and characterization of

these proteins are becoming one of the fastest growing areas of protein science, and

it is recognized now that many such proteins with no unique structure have

important biological functions [4–16]. Structural flexibility and plasticity originat-

ing from the lack of a definite ordered 3-D structure are believed to represent a

major functional advantage for these proteins, enabling them to interact with a

broad range of binding partners including other proteins, membranes, nucleic acids,

and various small molecules [17–19].

The functions attributed to IDPs were grouped into four broad classes: (1) molec-

ular recognition, (2) molecular assembly, (3) protein modification, and (4) entropic

chain activities [5, 6]. IDPs are often involved in regulatory/signaling interactions

with multiple partners that require high specificity and low affinity [7, 20]. Some

illustrative biological activities of IDPs include regulation of cell division, tran-

scription and translation, signal transduction, protein phosphorylation, storage of

small molecules, chaperone action, and regulation of the self-assembly of large

multi-protein complexes such as the ribosome [4–11, 13–16, 20–26]. The crucial

role of IDPs in signaling is further confirmed by the fact that eukaryotic proteomes,

with their extensively developed interaction networks, are highly enriched in IDPs,

relative to bacteria and archaea (see below, [27–29]). Application of a data mining
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tool to over 200,000 proteins from Swiss-Prot database revealed that many protein

functions are associated with long disordered regions [13–15]. In fact, of the

711 Swiss-Prot functional keywords that were associated with at least 20 proteins,

262 were found to be strongly positively correlated with long intrinsically disor-

dered regions (IDPRs), whereas 302 were strongly negatively correlated with such

regions [13–15]. Therefore, the functional diversity provided by disordered regions

complements functions of ordered protein regions.

Although unbound IDPs are disordered in solution, some of them perform their

biological functions by binding to their specific partners. This binding often

involves a disorder-to-order transition in which IDPs adopt a more structured

conformation upon binding to their biological partners [30–37]. In this way, IDPs

play diverse roles in regulating the function of their binding partners and in

promoting the assembly of supramolecular complexes. Furthermore, because sites

within their polypeptide chains are highly accessible, IDPs can undergo extensive

posttranslational modifications, such as phosphorylation, acetylation, and/or

ubiquitination (sumoylation), etc., allowing for modulation of their biological

activity or function. Intriguingly, IDPs were shown to be highly abundant in various

diseases, giving rise to the “disorder in disorders” or D2 concept which generally

summarizes work in this area [38].

As the number of IDPs and IDPRs in various proteomes is very large (e.g., for

mammals, ~75 % of their signaling proteins are predicted to contain long disor-

dered regions (>30 residues), about half of their total proteins are predicted to

contain such long disordered regions, and ~25 % of their proteins are predicted to be

fully disordered), and because IDPs and IDPRs have amazing structural variability

and possess a very wide variety of functions, the unfoldome and unfoldomics

concepts were recently introduced [4, 39, 40]. The use of the suffix “-ome” has a

long history, while “-omics” is much more recent. The Oxford English Dictionary

(OED) attributes “genome” to Hans Winkler from his 1920 work [41]. While the

OED suggests that “genome” arose as a portmanteau of “gene” and “chromosome,”

this does not seem to be supported by the literature. Instead, Lederberg and McCray

suggest that, as a botanist, Winkler must have been familiar with terms such as

biome (a biological community), rhizome (a root system), and phyllome (the leaves

covering a tree), among others, all of which were in use well before 1920 and all of

which signify the collectivity of the units involved [42]. Thus, “ome” implies the

complete set of the objects in question, with genome signifying the set of genes of

an organism. By changing the “e” in “-ome” to “-ics,” the new word is created that

indicates the scientific study of the “-ome” in question. For example, officially, the

change of “genome” to “genomics” occurred in 1987, when a journal by this name

was founded by Victor McKusick and Frank Ruddle [42].

Many additional conversions from -ome to -omics have subsequently occurred,

and a large number of “-omes” have been accepted in biology, including but not

limited to the following: genome, proteome, interactome, metabolome,

transcriptome, diseasome, toxicogenome, nutrigenome, cytome, oncoproteome,

epitome, glycome, etc. For a more complete list, the reader is directed to http://

omics.org.
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Overall, the suffixes -ome and -omics imply a new layer of knowledge, espe-

cially when a scientist is dealing with the data produced by the large-scale studies,

including the high-throughput experiments and the computational/bioinformatics

analyses of the large datasets. The unfoldome and unfoldomics concepts are built

on the ideas given above [43]. Unfoldome is attributed to a portion of proteome

which includes a set of IDPs (also known as natively unfolded proteins, therefore

unfoldome). The term unfoldome is also used to cover segments or regions of

proteins that remain unfolded in the functional state. Unfoldomics is the field that

focuses on the unfoldome. It considers not only the identities of the set of proteins

and protein regions in the unfoldome of a given organism but also their functions,

structures, interactions, evolution, etc. [43].

It is clearly recognized now that the disorderedness is linked to the peculiarities

of amino acid sequences, as IDPs/IDPRs exhibit low sequence complexity and are

generally enriched in polar and charged residues and are depleted of hydrophobic

residues (other than proline). These features are consistent with their inability to

fold into globular structures and form the basis of computational tools for disorder

prediction [8, 10, 44–47]. These same computational tools can also be utilized for

the large-scale discovery of IDPs in various proteomes (see below).

Being characterized by specific (and somewhat unique) amino acid sequences,

IDPs possess a number of very distinctive structural properties that can be

implemented for their discovery. This includes but is not limited to sensitivity to

proteolysis [48], aberrant migration during SDS-PAGE [49], insensitivity to dena-

turing conditions [50], and definitive disorder characteristics visualized by CD

spectropolarimetry, NMR spectroscopy, small-angle X-ray scattering, hydrody-

namic measurement, and fluorescence, Raman, and infrared spectroscopies

[51, 52]. Structurally, intrinsically disordered proteins range from completely

unstructured polypeptides to extended partially structured forms to compact disor-

dered ensembles containing substantial secondary structure [4, 8, 9, 23, 53]. Many

proteins contain mixtures of ordered and disordered regions. Extended IDPs are

known to possess the atypical conformational behavior (such as “turnout” response

to acidic pH and high temperature and insensitivity to high concentrations of strong

denaturants), which is determined by the peculiarities of their amino acid sequences

and the lack of ordered 3-D structure [54]. These unique structural features of

extended IDPs and their specific conformational behavior were shown to be useful

in elaborating the experimental techniques for the large-scale identification of these

important members of the protein kingdom. Three related methods were intro-

duced: a method based on the finding that many proteins that fail to precipitate

during perchloric acid or trichloroacetic acid treatment were IDPs [39], a method

utilizing the fact that IDPs possessed high resistance toward the aggregation

induced by heat treatment [39, 55, 56], and a method based on the heat treatment

coupled with a novel 2-D gel methodology to identify IDPs in cell extracts [55]. It is

anticipated that these methodologies combined with highly sensitive mass

spectrometry-based techniques can be used for the detection and functional char-

acterization of IDPs in various proteomes.
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6.2 Peculiarities of the Amino Acid Sequences of IDPs

and IDPRs

One of the key arguments about the existence and distinctiveness of IDPs came

from various computational analyses. Historically, already at the early stages of the

field, simple statistical comparisons of amino acid compositions and sequence

complexity indicated that disordered and ordered regions are different to a signif-

icant degree [44, 57–59]. These sequence biases were then exploited to predict

IDPRs or wholly disordered proteins with relatively high accuracy and to make

crucial estimates about the commonness of disordered proteins in the three king-

doms of life [27, 44, 60].

Similar to the “normal” foldable proteins whose correct folding to the unique

biologically active conformation is determined by their unique amino acid

sequences, the absence of rigid structure in the non-foldable IDPs is also encoded

in the specific features of their amino acid sequences. In fact, some of the IDPs have

been discovered due to their unusual amino acid sequence compositions, and the

absence of regular structure in these proteins has been explained by the specific

features of their amino acid sequences including the presence of numerous

uncompensated charged groups (often negative) that give rise to high net charges

at neutral pH and related extreme pI values for such proteins [61–63] and a low

content of hydrophobic amino acid residues [61, 63]. Simple evaluation of these

two parameters constitutes a means of the charge-hydropathy (CH) plot, which was

built based on the analysis of 275 ordered globular proteins and 91 extended IDPs

[44]. From the comparison of the amino acid compositions of protein in these

datasets, it has been concluded that the combination of low mean hydrophobicity

and relatively high net charge represents an important prerequisite for the absence

of compact structure in proteins under physiological conditions [44]. This obser-

vation was used to develop a CH plot method to distinguish ordered and disordered

proteins based only on their net charges and hydropathy [44]. Since in this plot,

IDPs and ordered proteins were separated by a linear boundary, above which a

polypeptide chain with a given mean net charge will most probably be unfolded,

this CH plot represents a simple and one of the most intuitive predictors of extended

intrinsic disorder [44]. Obviously, such highly disordered proteins represent only a

small subset of the IDP realm (see below).

More detailed analysis revealed additional information on the compositional

difference between ordered protein and IDPs [64, 65]. Here, the IDPs/IDPRs were

shown to be significantly depleted in bulky hydrophobic (Ile, Leu, and Val) and

aromatic amino acid residues (Trp, Tyr, and Phe), which would normally form the

hydrophobic core of a folded globular protein, and also possess low content of Cys

and Asn residues. Since these residues (Trp, Tyr, Phe, Ile, Leu, Val, Cys, and Asn)

were underrepresented in IDPs/IDPRs, they were proposed to be called order-

promoting amino acids. On the other hand, IDPs/IDPRs were shown to be substan-

tially enriched in polar, disorder-promoting, amino acids: Ala, Arg, Gly, Gln, Ser,

Glu, and Lys and also in the hydrophobic but structure braking Pro [8, 66, 67].
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Later, it has been shown that not only the sequence compositions of ordered and

disordered regions were different but also that disordered regions of various lengths

were diverse as well. In particular, the comparison of the four groups of protein

regions, (a) low B-factor ordered regions, (b) high B-factor ordered regions,

(c) short disordered regions, and (d) long disordered regions, revealed that these

groups have distinct sequence and physicochemical characteristics [68]. For exam-

ple, the short disordered and high B-factor regions were shown to be more nega-

tively charged, while long disordered regions were either positively or negatively

charged but on average nearly neutral [68].

As the amino acid sequences of the IDPs and IDPRs differ dramatically from

those of the ordered proteins and domains, these amino acid sequence differences

were used to develop various predictors of intrinsic disorder [69]. Protein disorder

is a multi-faced phenomenon; i.e., disordered proteins, being mobile, flexible, and

dynamic, might have very different structural features, which range from collapsed

molten globule-like conformation to extended coil-like state (see below for more

detailed discussion of the structural heterogeneity of IDPs). It has been suggested

that just as an ordered protein is comprised of different types of secondary structure

(α-helices, β-strands, β-turns, 310-helices, and others), ID protein can also be made

up of distinguishable types of disorder [70]. To check this hypothesis, a partitioning

algorithm based on the differential prediction accuracies has been developed

[70]. This algorithm used the notion that a specialized predictor built on a given

disorder flavor should have significantly higher same-flavor accuracy than other-

flavor predictors or than a global predictor applied to the same given flavor.

Application of this partitioning algorithm to known disordered proteins identified

three distinctive “flavors” of disorder, arbitrarily called V, C, and S [70]. Impor-

tantly, the flavor-specific disordered proteins have been shown to be distinguishable

not only by their amino acid compositions but also by disordered sequence loca-

tions and biological functions. Based on these observations, it was proposed that

specific flavor-function relationships do exist, and thus, it is possible (in principle)

to identify the functions of disordered regions from their amino acid sequences

alone, without any need for specific structural knowledge [70].

Since then, numerous researchers have designed many algorithms to predict

disordered proteins utilizing specific biochemical properties and biased amino acid

compositions of IDPs. Various prediction ideas and different computing techniques

have been utilized. Many of these predictors including PONDR®s [57, 67, 71–74],

FoldIndex [75], GlobPlot [76], DisEMBL [77], DISOPRED and DISOPRED2

[28, 78–80], IUPred [81], FoldUnfold [82], RONN [83], DisPSSMP [84],

DisPSSMP2 [85], Spritz [86], PrDOS [87], etc. can be accessed via public servers

and evaluate intrinsic disorder on a per-residue basis. Since the first predictors were

published, more than 50 predictors of disorder have been developed [69]. Several

recent reviews summarized the current state of the art in the field of IDP predictions

and represent a useful overview of the prediction methods highlighting their

advantages and drawbacks [45, 69].

It is important to remember that comparing and combining several predictors on

an individual protein of interest or on a protein dataset can provide additional

130 B. Xue and V.N. Uversky



insight regarding the predicted disorder if any exists. For example, the differences

in the sensitivity of different predictors to different levels of overall disorderedness

were utilized in CDF-CH plot analysis, which allows the ordered and disordered

proteins separation in the CH-CDF phase space [88]. Here, CDF stays for the

cumulative distribution function. This method is based on the PONDR® VLXT

predictor, which predicts the order-disorder class for every residue in a protein

[27, 29]. CDF analysis summarizes the per-residue predictions by plotting

PONDR® scores against their cumulative frequency, which allows ordered and

disordered proteins to be distinguished based on the distribution of prediction

scores. As a result, CDF curves for PONDR® VLXT predictions begin at the

point with coordinates (0,0) and end at the point with coordinates (1,1) because

PONDR® VLXT predictions are defined only in the range [0, 1] with values less

than 0.5 indicating a propensity for order and values greater than or equal to 0.5

indicating a propensity for disorder. The optimal boundary that provided the most

accurate order-disorder classification can be determined, and the order-disorder

classification is based on whether a CDF curve is above or below a majority of

boundary points [29]. Since CH plot analysis discriminates protein using only two

attributes, mean net charge and mean hydrophobicity, whereas the PONDR-based

CDF uses a relatively large feature space, combination of these two methods

produces CH-CDF plot, where each spot corresponds to a single protein and its

coordinates are calculated as a distance of this protein from the boundary in the

corresponding CH plot (Y-coordinate) and an averaged distance of the

corresponding CDF curve from the boundary (X-coordinate). Positive and negative

Y values correspond to proteins which, according to CH plot analysis, are predicted

to be natively unfolded or compact, respectively, whereas positive and negative X

values are attributed to proteins that, by the CDF analysis, are predicted to be

ordered or intrinsically disordered, respectively. Therefore, this plot has four

quadrants: quadrant which contains ordered proteins; quadrant, which contains

proteins predicted to be disordered by CDF but compact by CH plot (i.e., proteins

with molten globule-like properties or hybrid proteins combining ordered and

disordered regions); quadrant that includes proteins predicted to be disordered by

both methods; and quadrant including proteins which are predicted to be disordered

by CH plot but ordered by the CDF analysis [88].

6.3 Evaluation of Commonness of Disorder in Various

Proteomes

The first application of the disorder predictors was the evaluation of the common-

ness of protein disorder in the Swiss-Prot database [60]. This analysis revealed that

25 % of proteins in Swiss-Prot had predicted ID regions longer than 40 consecutive

residues and that at least 11 % of residues in Swiss-Prot were likely to be disor-

dered. Given the existence of a few dozen experimentally characterized disordered

6 Unfoldomes and Unfoldomics: Introducing Intrinsically Disordered Proteins 131



regions at the time, this work had significant influence on the recognition of the

importance of studying disordered proteins [60].

Next, both PONDR® VLXT [27] and 3 Flavor PONDR® predictors [70] were

used to estimate the amount of disorder in various genomes. The predictions

counted only disordered regions greater than 40 residues in length, which has a

false-positive rate of fewer than 400 residues out of 100,000. The result clearly

showed that disorder increases from bacteria to archaea to eukaryotes with over half

of the eukaryotic proteins containing predicted disordered regions [27, 70]. One

explanation for this trend is a change in the cellular requirements for certain protein

functions, particularly cellular signaling. In support of this hypothesis, PONDR

analysis of a eukaryotic signal protein database indicates that the majority of known

signal transduction proteins are predicted to contain significant regions of

disorder [25].

Ward et al. [28] have refined and systematized such an analysis and concluded

that the fraction of proteins containing disordered regions of 30 residues or longer

(predicted using DISOPRED) were 2 % in archaea, 4 % in bacteria, and 33 % in

eukaryotes. In addition, a complete functional analysis of the yeast proteome with

respect to the three Gene Ontology (GO) categories was performed. In terms of

molecular function, transcription, kinase, nucleic acid, and protein binding activity

were the most distinctive signatures of disordered proteins. The most overrepre-

sented GO terms characteristic for the biological process category were transposi-

tion, development, morphogenesis, protein phosphorylation, regulation,

transcription, and signal transduction. Finally, with respect to cellular component,

it appeared that nuclear proteins were significantly enriched in disorder, while terms

such as membrane, cytosol, mitochondrion, and cytoplasm were distinctively

overrepresented in ordered proteins [28].

The disorderedness of genome-linked proteins VPg from various viruses was

evaluated by a combined CH-CDF analysis [89, 90]. The genome-linked protein

VPg of potato virus A (PVA; genus Potyvirus) has essential functions in all critical
steps of PVA infection, i.e., replication, movement, and virulence. The structural

analysis of the recombinant PVA VPg revealed that this protein possesses many

properties of a native molten globule [89]. In a follow-up study, it has been shown

that although VPgs from various viruses (from Sobemovirus, Potyvirus, and

Caliciviridae genera) are highly diverse in size, sequence, and function, many of

them were predicted to contain long disordered domains [90]. The analysis of VPgs

within the CH-CDF phase space revealed that many VPgs are expected to behave as

native molten globules [90].

Application of a combined CH-CDF analysis to mice proteins revealed that

~12 % mice proteins are likely to belong to the class of extended IDPs (native coils

and native pre-molten globules), whereas ~30 % proteins in mouse genome are

potential native molten globules.

Other studies on the fraction of intrinsic disorder in various evolutionary distant

species supported the prevalence of disordered proteins in various proteomes and

consistently showed that the eukaryotic proteomes had higher fraction of intrinsic

disorder than prokaryotic proteomes [28, 91–95]. These observations were
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explained based on the specific functional repertoire of IDPs/IDPRs, which are

often involved in signaling, recognition, and regulation, and there are complex and

well-developed regulation networks in eukaryotic and especially in multicellular

eukaryotic organisms that might rely on the ability of IDPs/IDPRs to perform the

necessary functions [7, 20, 96, 97].

The increased abundance of disorder in higher eukaryotes was repeatedly shown

by studies which progressively analyzed more and more completed proteomes,

finally culminating with a comprehensive investigation of the disorder distribution

in almost 3500 proteomes from viruses and three kingdoms of life [98]. Figure 6.1

represents the results of this analysis by showing the correlation between the

intrinsic disorder content and proteome size for 3484 species from viruses, archaea,

bacteria, and eukaryotes.

Surprisingly, Fig. 6.1 shows that there is a well-defined gap between the pro-

karyotes and eukaryotes in the plot of fraction of disordered residues on proteome

size, where almost all eukaryotes have 32 % or more disordered residues, whereas

the majority of the prokaryotic species have 27 % or fewer disordered residues

[98]. Therefore, it looks like the fraction of 30 % disordered residues serves as a
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Fig. 6.1 Abundance of intrinsic disorder in various proteomes. Correlation between the intrinsic

disorder content and proteome size for 3484 species from viruses, archaea, bacteria, and eukary-

otes. Each symbol indicates a species. There are totally six groups of species: viruses expressing

one polyprotein precursor (small red circles filled with blue), other viruses (small red circles),
bacteria (small green circles), archaea (blue circles), unicellular eukaryotes (brown squares), and
multicellular eukaryotes (pink triangles). Each viral polyprotein was analyzed as a single poly-

peptide chain, without parsing it into the individual proteins before predictions. The proteome size

is the number of proteins in the proteome of that species and is shown in log base. The average

fraction of disordered residues is calculated by averaging the fraction of disordered residues of

each sequence over all sequences of that species. Disorder prediction is evaluated by PONDR-

VSL2B (Modified from Ref. [98])
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boundary between the prokaryotes and eukaryotes and reflects the existence of a

complex stepwise correlation between the increase in the organism complexity and

the increase in the amount of intrinsic disorder. A gap in the plot of fraction of

disordered residues on proteome size parallels a morphological gap between pro-

karyotic and eukaryotic cells which contain many complex innovations that seem-

ingly arose all at once. In other words, this sharp jump in the disorder content in

proteomes associated with the transition from prokaryotic to eukaryotic cells

suggests that the increase in the morphological complexity of the cell paralleled

the increased usage of intrinsic disorder [98]. The variability of disorder content in

unicellular eukaryotes and rather weak correlation between disorder status and

organism complexity (measured as the number of different cell types) are likely

related to the wide variability of their habitats, with especially high levels of

disorder being found in parasitic host-changing protozoa, the environment of

which changes dramatically during their life-span [88]. The further support for

this hypothesis came from the fact that the intrinsic disorder content in multicellular

eukaryotes (which are characterized by more stable and less variable environment

of individual cells) was noticeably less variable than that in the unicellular

eukaryotes [98].

Concluding, considered above studies clearly showed that IDPs are highly

abundant in nature, have numerous crucial functions, and can be reliably identified

by various computational means often based solely on the peculiarities of their

amino acid sequences.

6.4 Structural Heterogeneity of IDPs

One of the crucial consequences of an extended sequence space and

nonhomogeneous distribution of foldability (or the structure-coding potential)

within amino acid sequences of IDPs and IDPRs is their astonishing structural

heterogeneity. In fact, a typical IDP/IDPR contains a multitude of elements coding

for potentially foldable, partially foldable, differently foldable, or not foldable at all

protein segments [99, 100]. As a result, different parts of a molecule are ordered

(or disordered) to a different degree. This distribution is constantly changing in time

where a given segment of a protein molecule has different structures at different

time points. As a result, at any given moment, an IDP has a structure which is

different from a structure seeing at another moment [99, 100].

Another level of structural heterogeneity is determined by the fact that many

proteins are hybrids of ordered and disordered domains and regions, and this mosaic

structural organization is crucial for their functions [101]. Also, even when do not

possess ordered domains, IDPs are known to have various levels and depth of

disorder [20]. Over a few past years, an understanding of the available conforma-

tional space of IDPs/IDPRs underwent significant evolution. In fact, for a long time,

IDPs were considered mostly “unstructured” or “natively unfolded” polypeptide

chains. This was mostly due to the fact that the majority of IDPs analyzed at early
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stages of the field contained very little ordered structure; i.e., they were really

mostly unstructured or unfolded. Finding and characterization of such “structure-

less” proteins were important to build up a strong case to counterpoint the dominant

view represented by the classical sequence-to-structure-to-function paradigm, espe-

cially since such fully unstructured, yet functional, proteins clearly represented the

other extreme of the protein structure-function spectrum [101]. The top half of

Fig. 6.2 illustrates this situation by opposing rocklike ordered proteins and cooked

spaghettilike IDPs.

However, already in some early studies, it was indicated that IDPs/IDPRs could

be crudely grouped into two major structural classes, proteins with compact and

extended disorder [8, 23, 53, 96, 102]. Based on these observations, the protein

ORDERED PROTEINS DISORDERED PROTEINS

Fig. 6.2 Structural heterogeneity of IDPs/IDPRs. Top half: bicolored view of functional proteins

which are considered to be either ordered (folded, blue) or completely structureless (disordered,

red). Ordered proteins are taken as rigid rocks, whereas IDPs are considered as completely

structureless entities, kind of cooked noodles. Bottom half: a continuous emission spectrum

representing the fact that functional proteins can extend from fully ordered to completely struc-

tureless proteins, with everything in between. Intrinsic disorder can have multiple faces and can

affect different levels of protein structural organization, and whole proteins, or various protein

regions, can be disordered to a different degree. Some illustrative examples include ordered

proteins that are completely devoid of disordered regions (rocklike type), ordered proteins with

limited number of disordered regions (grass-on-the-rock type), ordered proteins with significant

amount of disordered regions (llama/camel hair type), molten globule-like collapsed IDPs (greasy

ball type), pre-molten globule-like extended IDPs (spaghetti-and-sausage type), and unstructured

extended IDPs (hair ball type) (Adopted from Ref [100])

6 Unfoldomes and Unfoldomics: Introducing Intrinsically Disordered Proteins 135



functionality was ascribed to at least three major protein conformational states,

ordered, molten globular, and coil-like [8, 9], indicating that functional IDPs can be

less or more compact and possess smaller or larger amount of flexible secondary/

tertiary structure [8, 9, 23, 44, 53, 96]. Roughly at the same time, it was emphasized

that the extended IDPs (known as natively unfolded proteins) do not represent a

uniform entity but contain two broad structural classes, native coils and native

pre-molten globules [23].

Currently available data suggest that intrinsic disorder possesses multiple

flavors, can have multiple faces, and can affect different levels of protein structural

organization, where whole proteins or various protein regions can be disordered to a

different degree [99, 100]. This new view of structural space of functional proteins

can be visualized to form a continuous spectrum of differently disordered confor-

mations extending from fully ordered to completely structureless proteins, with

everything in between (Fig. 6.2, bottom half). Here, functional proteins can be well

folded and be completely devoid of disordered regions (rocklike scenario). Other

functional proteins may contain limited number of disordered regions (a grass-on-

the-rock scenario), or have significant amount of disordered regions (a camel hair

scenario), or be molten globule-like (a greasy ball scenario), or behave as

pre-molten globules (a spaghetti-and-meatball/sausage scenario), or be mostly

unstructured (a hair ball scenario).

Notably, in this representation, there is no boundary between ordered proteins

and IDPs, and the structure-disorder space of a protein is considered as a contin-

uum. It is important to remember that even the most ordered proteins do not

resemble “solid rocks” and have some degree of flexibility. In fact, a protein

molecule is an inherently flexible entity, and the presence of this flexibility (even

for the most ordered proteins) is crucial for its biological activity [103]. Also,

another important point to remember is that due to their heteropolymeric nature,

proteins are never random coils and always have some residual structure [99, 100].

6.5 Discovering and Characterizing the Disease-Related

Unfoldomes

Misfolding (the failure of a specific peptide or protein to adopt its functional

conformational state) and related dysfunction of many proteins were considered

as a major cause for the development of different pathological conditions. Such

misfolding and dysfunction can originate from point mutation(s) or result from an

exposure to internal or external toxins, impaired posttranslational modifications

(phosphorylation, advanced glycation, deamidation, racemization, etc.), an

increased probability of degradation, impaired trafficking, lost binding partners,

or oxidative damage. All these factors can act independently or in association with

one another.
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Although the formation of various aggregates represents the most visible con-

sequence of protein misfolding and although these aggregates form the basis for the

development of various protein deposition diseases, pathogenesis of many more

human diseases does not depend on aggregation being based on protein dysfunc-

tion. As many of the proteins associated with the conformational diseases are also

involved in recognition, regulation, and cell signaling, it has been hypothesized that

many of them are IDPs. In other words, according to the “disorder in disorders” or

D2 concept, IDPs are abundantly involved in the development of the conforma-

tional diseases, which therefore may originate from the misidentification,

misregulation, and missignaling due to the misfolding of causative IDPs [38].

To support this hypothesis, three approaches were elaborated for estimating the

abundance of IDPs in various pathological conditions. The first approach is based

on the assembly of specific datasets of proteins associated with a given disease and

the computational analysis of these datasets using a number of disorder predictors

[25, 38, 104, 105]. In essence, this is an analysis of individual proteins extended to a

set of independent proteins. A second approach utilized a network of genetic

diseases where the related proteins are interlinked within one disease and between

different diseases [40]. A third approach is based on the evaluation of the associ-

ation of a particular protein function (including the disease-specific functional

keywords) with the level of intrinsic disorder in a set of proteins known to carry

out this function [13–15]. These three approaches are briefly presented below.

The easiest way to evaluate the abundance of intrinsic disorder in a given disease

is based on a simple two-stage protocol, where a set of disease-related proteins is

first assembled by searching various databases and then the collected group of

proteins is analyzed for intrinsic disorder. The depth of this analysis is based on the

breadth of the search for the disease-related proteins and on the number of different

computational tools utilized to find disordered proteins/regions [25, 38, 43, 104–

106]. Using this approach, it has been shown that many proteins associated with

cancer, neurodegenerative diseases, and cardiovascular disease are highly disor-

dered, being depleted in major order-promoting residues (Trp, Phe, Tyr, Ile, and

Val) and enriched in some disorder-promoting residues (Arg, Gln, Ser, Pro, and

Glu). High level of intrinsic disorder and a substantial number of potential interac-

tion sites were also found using a set of computational tools. Many proteins were

predicted to be wholly disordered. Overall, these studies clearly showed that

intrinsic disorder is highly prevalent in proteins associated with human diseases,

being comparable with that of signaling proteins and significantly exceeding the

levels of intrinsic disorder in eukaryotic and in nonhomologous, structured proteins.

Unfoldome of human genetic diseases was assembled via the analysis of a

specific network which was built to estimate whether human genetic diseases and

the corresponding disease genes are related to each other at a higher level of cellular

and organism organization. This network represented a bipartite graph with a

network of genetic diseases, the “human disease network,” HDN, where two

diseases were directly linked if there was a gene that was directly related to both

of them, and a network of disease genes, the “disease gene network,” DGN, where

two genes were directly linked if there was a disease to which they were both
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directly related [107]. This framework, called the human diseasome, systematically

linked the human disease phenome (which includes all the human genetic diseases)

with the human disease genome (which contains all the disease-related genes)

[107]. The analysis of HDN revealed that of 1284 genetic diseases, 867 had at

least one link to other diseases, and 516 diseases formed a giant component,

suggesting that the genetic origins of most diseases, to some extent, were shared

with other diseases. In the DGN, 1377 of 1777 disease genes were shown to be

connected to other disease genes, and 903 genes belonged to a giant cluster HDN.

The vast majority of genes associated with genetic diseases was nonessential and

showed no tendency to encode hub proteins (i.e., proteins having multiple interac-

tions) [107]. The large-scale analysis of the abundance of intrinsic disorder in

transcripts of the various disease-related genes was performed using a set of

computational tools which uncovers several important features [40, 43]:

(a) Intrinsic disorder is common in proteins associated with many human genetic

diseases.

(b) Different disease classes vary in the IDP contents of their associated proteins.

(c) Molecular recognition features, which are relatively short loosely structured

protein regions within mostly disordered sequences and which gain structure

upon binding to partners, are common in the diseasome, and their abundance

correlates with the intrinsic disorder level.

(d) Some disease classes have a significant fraction of genes affected by alterna-

tive splicing, and the alternatively spliced regions in the corresponding pro-

teins are predicted to be highly disordered and in some diseases contain a

significant number of molecular recognition features (MoRFs).

(e) Correlations were found among the various diseasome graph-related proper-

ties and intrinsic disorder. In agreement with earlier studies, hub proteins were

shown to be more disordered.

Another approach is a computational tool elaborated for the evaluation of a

correlation between the functional annotations in the UniProt database, and the

predicted intrinsic disorder was elaborated [13–15]. The approach is based on the

hypothesis that if a function described by a given keyword relies on intrinsic

disorder, then the keyword-associated protein would be expected to have a greater

level of predicted disorder compared to the protein randomly chosen from the

UniProt. To test this hypothesis, functional keywords associated with 20 or more

proteins in UniProt were found, and corresponding keyword-associated datasets of

proteins were assembled. Next, for each such a keyword-associated set, a length-

matching set of random proteins was drawn from the UniProt, and order-disorder

predictions were carried out for the keyword-associated sets and for the random sets

[13–15]. The application of this tool revealed that out of 710 UniProt keywords,

310 functional keywords were associated with ordered proteins, 238 functional

keywords were attributed to disordered proteins, and the remainder 162 keywords

yield ambiguity in the likely function-structure associations [13–15]. It has been

also shown that keywords describing various diseases were strongly correlated with

138 B. Xue and V.N. Uversky



proteins predicted to be disordered. Contrary to this, no disease-associated proteins

were found to be strongly correlated with the absence of disorder [14].

Summarizing, because of the fact that IDPs/IDPRs are highly abundant and play

crucial roles in numerous biological processes, it is not too surprising to find that

some of them are involved in human diseases, many of which are characterized by

the conformational changes, misfolding, and aggregation of an underlying protein.

However, there is another side to this coin: protein functionality. In fact, many of

the proteins associated with the conformational disorders are also involved in

recognition, regulation, and cell signaling. For example, functions ascribed to

α-synuclein, a protein involved in several neurodegenerative disorders, include

binding fatty acids and metal ions; regulation of certain enzymes, transporters,

and neurotransmitter vesicles; and regulation of neuronal survival (reviewed in

[108]). Overall, there are about 50 proteins and ligands that interact and/or

co-localize with this protein. Furthermore, α-synuclein has amazing structural

plasticity and adopts a series of different monomeric, oligomeric, and insoluble

conformations (reviewed in [109]). The choice between these conformations is

determined by the peculiarities of the protein environment, suggesting that

α-synuclein has an exceptional ability to fold in a template-dependent manner.

Therefore, the important message here is that the development of the conforma-

tional diseases may originate not only from misfolding but also from the misidenti-

fication, misregulation, and missignaling of the related proteins.

6.6 IDPs as Novel, Promising, but yet Inconvenient Drug

Targets

The possibility of interrupting the action of disease-associated proteins (including

through modulation of protein-protein interactions) presents an extremely attractive

objective for the development of new drugs. Since many proteins associated with

various human diseases are either completely disordered or contain long disordered

regions [38, 43] and since some of these disease-related IDPs/IDPRs are involved in

recognition, regulation, and signaling, these proteins/regions clearly represent

novel potential drug targets [110]. Due to failure to recognize the important role

of disorder in protein function, current and evolving methods of drug discovery

suffer from an overly rigid view of protein function. In fact, the rational design of

enzyme inhibitors depends on the classical view where 3-D structure is an oblig-

atory prerequisite for function. While generally applicable to many enzymatic

domains, this view has persisted to influence thinking concerning all protein

functions despite numerous examples to the contrary. This is most apparent in the

observation that the vast majority of currently available drugs target the active site

of enzymes, presumably since these are the only proteins for which the “unique

structure-unique function” paradigm is generally applicable.
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IDPs often bind their partners with relatively short regions that become ordered

upon binding [34, 35, 111]. Targeting disorder-based interactions should enable the

development of more effective drug discovery techniques. There are at least two

potential approaches for the inhibition of the disorder-based interactions, where

small molecule either binds to the binding site of the ordered partner to outcompete

the IDPs/IDPRs or interacts directly with the IDP/IDPR. The principles of small

molecule binding to IDPRs have not been well studied, but sequence-specific, small

molecule binding to short peptides has been observed [112]. An interesting twist

here is that small molecules can inhibit disorder-based protein-protein interactions

via induction of the dysfunctional ordered structures in targeted IDPR, i.e., via the

drug-induced misfolding.

In agreement with these concepts, small molecules “Nutlins” have been discov-

ered that inhibited the p53-Mdm2 interaction by mimicking the inducible α-helix in
p53 (residues 13–29) that binds to Mdm2 [113, 114]. Although X-ray crystallo-

graphic studies of the p53-Mdm2 complex revealed that the Mdm2 binding region

of p53 forms an α-helical structure that binds into a deep groove on the surface of

Mdm2 [115] (Fig. 6.3a), NMR studies showed that the unbound N-terminal region

of p53 lacks fixed structure, although it does possess an amphipathic helix part of

the time [116]. A close examination of the interface between the proteins reveals

that Phe19, Trp23, and Leu26 of p53 are the major contributors to the interaction,

with the side chains of these three amino acids pointing down into a crevice on the

Mdm2 surface [113, 114] (Fig. 6.3b). The structure of Nutlin-2 was shown to mimic

the crucial residues of p53, with two bromophenyl groups fitting into Mdm2 in the

same pockets as Trp23 and Leu26 and an ethyl-ether side chain filling the spot

normally taken by Phe19[117–119] (Fig. 6.3c). Nutlins and related small molecules

increased the level of p53 in cancer cell lines. This drastically decreased the

viability of these cells, causing most of them to undergo apoptosis. When one of

the Nutlins was given orally to mice, a 90 % inhibition of tumor growth compared

to the control was induced [113, 117–119].

This successful Nutlin story marks the potential beginning of a new era, the

signaling-modulation era, in targeting drugs to protein-protein interactions. Impor-

tantly, this druggable p53-Mdm2 interaction involves a disorder-to-order transition.

Principles of such transitions are generally understood and therefore can be used to

find similar drug targets, which are inducible α-helices [120]. In addition to Nutlins
inhibiting p53-Mdm2 interaction, several other small molecules also act by

blocking protein-protein interactions [121, 122]. Some of these interactions involve

one structured partner and one disordered partner, with disordered segments

becoming α-helix upon binding [120]. Therefore, the p53-Mdm2 complex is not a

unique exception, and many other disorder-based protein-protein interactions are

blocked by a small molecule. All this suggest that there is a cornucopia of new drug

targets that would operate by blocking disorder-based protein-protein interactions.

For these p53-Mdm2-type examples, the drug molecules mimic a critical region

of the disordered partner (which folds upon binding) and compete with this region

for its binding site on the structured partner. These druggable interaction sites

operate by the coupled binding and folding mechanism. They are small enough
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and compact enough to be easily mimicked by small molecules [110]. Methods for

predicting such binding sites in disordered regions have been developed [123], and

the bioinformatics tools to identify which disordered binding regions can be easily

mimicked by small molecules have been elaborated [120].

A complementary approach for small molecules to inhibit the disorder-based

protein-protein interactions relies on the direct binding of drugs to the IDPs/IDPRs,

which is illustrated by the c-Myc-Max story [124]. In order to bind DNA, regulate

expression of target genes, and function in most biological contexts, c-Myc tran-

scription factor must dimerize with its obligate heterodimerization partner, Max,

which lacks a transactivation segment. Both c-Myc and Max are intrinsically

disordered in their monomeric forms (Fig. 6.4a). Upon heterodimerization, they

undergo coupled binding and folding of their basic-helix-loop-helix-leucine zipper

domains (bHLHZips) (Fig. 6.4a). Since the deregulation of c-Myc is related to

many types of cancer, the disruption of the c-Myc-Max dimeric complex is one of

the approaches for c-Myc inhibition. Several small molecules were found to inhibit

the c-Myc-Max dimer formation [124]. These molecules were shown to bind to one

of the three discrete sites within the 85-residue bHLHZip domain of c-Myc, which

are composed of short contiguous stretches of amino acids that can selectively and

independently bind small molecules [124] (Fig. 6.4b). Inhibitor binding induces

only local conformational changes, preserves the overall disorder of c-Myc, and

inhibits interaction with Max [124]. Furthermore, binding of inhibitors to c-Myc

Fig. 6.3 Druggable intrinsic disorder-based interaction between p53 and Mdm2. (a) p53 fragment

(red ribbon) bound to Mdm2 (light blue surface) (PDB ID: 1YCR). (b) Close-up view of p53 (light
gray ribbon) bound to Mdm2 (dark gray surface). The side chains of p53s crucial residues for the
interaction (Phe 19, Trp 23, Leu 26) are shown. (c) Structure of Nutlin-2, an inhibitor of the

p53-Mdm2 interaction with IC50 of 0.14 μM [117] (Figure is adopted from Ref. [126])
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was shown to occur simultaneously and independently on the three independent

sites. Based on these observations, it has been concluded that a rational and generic

approach to the inhibition of protein-protein interactions involving IDPs may

therefore be possible through the targeting of intrinsically disordered

sequence [124].

Recently, a functional misfolding concept was introduced to describe a mecha-

nism preventing IDPs from unwanted interactions with nonnative partners

[125]. IDPs/IDPRs are characterized by high conformational dynamics and flexi-

bility, the presence of sticky preformed binding elements, and the ability to morph

into differently shaped bound configurations. However, detailed analyses of the

conformational behavior and fine structure of several IDPs revealed that the

preformed binding elements might be involved in a set of nonnative intramolecular

interactions. Based on these observations, it was proposed that an intrinsically

disordered polypeptide chain in its unbound state can be misfolded to sequester

the preformed elements inside the noninteractive or less interactive cage, therefore

preventing these elements from the unnecessary and unwanted interactions with

Fig. 6.4 Druggable intrinsic disorder-based interaction between c-Myc and Max. (a) Both c-Myc

and Max are intrinsically disordered in their unbound states (left side) but fold into coiled-coil

dimer upon interaction with DNA (right side) (PDB ID: 1NKP). c-Myc, Max, and DNA are shown

as red ribbon, pink ribbon, and blue surface, respectively. (b) c-Myc-Max inhibitors bind to

distinct ID regions of c-Myc. These binding sites are composed of short contiguous stretches of

amino acids that can selectively and independently bind small molecules. Inhibitor binding

induces only local conformational changes, preserves the overall disorder of c-Myc, and inhibits

dimerization with Max [124] (Figure is adopted from Ref. [126])
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nonnative binding partners [125]. It is important to remember, however, that the

mentioned functional misfolding is related to the ensemble behavior of transiently

populated elements of structure. In other words, it describes the behavior of a

globally disordered polypeptide chain containing highly dynamic elements of

residual structure, so-called interaction-prone preformed fragments, some of

which could potentially be related to protein function [125].

This ability of IDPs/IDPRs to functionally misfold can be used for finding small

molecules which would potentially stabilize different members of the functionally

misfolded ensemble and therefore prevent the targeted protein from establishing

biological interactions [126]. This approach is very different from the above

discussed direct targeting of short IDPRs since it is based on a small molecule

binding to a highly dynamic surface created via the transient interaction of

preformed interaction-prone fragments. In essence, this approach can be considered

as an extension of the well-established structure-based rational drug design elabo-

rated for ordered proteins. In fact, if the structure of a member(s) of the functionally

misfolded ensemble can be guessed, then this structure can be used to find small

molecules that are potentially able to interact with this structure, utilizing tools

originally developed for the rational structure-based drug design for ordered

proteins [126].

Ideally, a drug that targets a given protein-protein interaction should be tissue

specific. Although some proteins are unique for a given tissue, many more proteins

have very wide distribution, being present in several tissues and organs. How can

one develop tissue-specific drugs targeting such abundant proteins? Often, tissue

specificity for many of the abundant proteins is achieved via the alternative splicing

of the corresponding pre-mRNAs, which generates two or more protein isoforms

from a single gene. Estimates indicate that between 35 % and 60 % of human genes

yield protein isoforms by means of alternatively spliced mRNA [127]. The added

protein diversity from alternative splicing is thought to be important for tissue-

specific signaling and regulatory networks in the multicellular organisms. The

regions of alternative splicing in proteins are enriched in intrinsic disorder, and it

was proposed that associating alternative splicing with protein disorder enables the

time- and tissue-specific modulation of protein function [128]. Since disorder is

frequently utilized in protein binding regions, having alternative splicing of

pre-mRNA coupled to IDPRs can define tissue-specific signaling and regulatory

diversity [128]. These findings open a unique opportunity to develop tissue-specific

drugs modulating the function of a given ID protein/region (with a unique profile of

disorder distribution) in a target tissue and not affecting the functionality of this

same protein (with different disorder distribution profile) in other tissues.
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6.7 Concluding Remarks

Intrinsic disorder is highly abundant in nature. According to the genome-based

bioinformatics predictions, significant fraction of any given proteome belongs to

the class of IDPs. These proteins possess numerous vital functions. Many proteins

associated with various human diseases are intrinsically disordered too. High

degree of association between protein intrinsic disorder and maladies is due to

structural and functional peculiarities of IDPs and IDPRs, which are typically

involved in cellular regulation, recognition, and signal transduction. As the number

of IDPs is very large and as many of these proteins are interlinked, the concepts of

the unfoldome and unfoldomics were introduced. IDPs, especially their extended

forms, are characterized by several unique features that can be used for isolation of

these proteins from the cell extracts. The corresponding proteomic techniques

utilize specific high resistance of IDPs against extreme pH and high temperature,

as well as their structural indifference to chemical denaturation. At the computa-

tional side, several specific features of the IDP amino acid sequences provide a solid

background for the reliable identification of these proteins at the proteome level.

These proteomic-scale identification and characterization of IDPs are needed to

advance our knowledge in this important field.
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Chapter 7

Structure, Dynamics, and Function
of Staphylococcal Nuclease

Mikio Kataoka

Abstract Protein design principles have been intensively studied using staphylo-

coccal nuclease (SNase) as a model protein. We developed several mutants that take

nonnative structures under physiological conditions but still possess enzymatic

activity and other mutants that assume stable native structure but are functionally

inactive. Using these mutants, we succeeded in decoding the information in the

primary sequence. We also describe the nonlocal interactions required for proper

folding. Our findings also elucidate the mechanism of ligand-induced folding, which

is a good model for coupled folding and binding of intrinsically unfolded proteins.

Keywords Staphylococcal nuclease • Protein folding • Coupling folding and

binding • Decoding of information in sequence • Nonlocal interaction • Artificial

disulfide bond

7.1 Introduction

Protein folding is a still long-standing problem in protein science that remains

important today. Most small proteins can spontaneously fold into their unique

tertiary structures under suitable conditions [1, 2]. The protein-folding problem

can be considered in terms of the decoding of information contained in the primary

structure. Thus, this topic is related to various aspects of studies of protein folding

and structure, such as the stability of the native structure, the pathway of folding,

the molecular basis of ligand recognition, and the structure–function relationships.

We have approached this topic using staphylococcal nuclease (SNase) as a model

protein [3–11].

The recent discovery of intrinsically disordered proteins (IDPs) (also known as

natively unfolded proteins) opened our eyes to a new aspect of protein folding [12–

14]. IDPs assume unfolded or highly disordered structures under physiological

conditions, but can still specifically recognize their partner molecules, and fold

into the defined tertiary structures upon binding of their partner molecules. Such
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partner-induced folding, in which binding is closely connected to folding, is called

“coupled folding and binding.” A better understanding of the mechanism of

coupled folding and binding should contribute to our overall understanding of

protein folding. We succeeded in creating an interesting category of SNase mutants

that are unfolded or highly disordered under physiological conditions but still have

substantial enzymatic activity. These mutants can be regarded as model of IDPs.

SNase has been used as a model protein for protein-folding studies since

Anfinsen’s pioneering work [15]. Multiple high-resolution crystal structures of

this protein are available, contributing to a detailed understanding of its catalytic

activity [16, 17]. The structure of SNase [17] is shown in Fig. 7.1. SNase is

composed of two subdomains, N-terminal and C-terminal, with the substrate-

binding site located at the interface between them. The enzyme contains neither

disulfide bonds nor prosthetic groups. SNase can catalyze hydrolysis of both DNA

and RNA. Our group has been studying protein folding, protein dynamics, and

structure–function relationships of SNase. We have intensively applied deletion

and insertion as well as the site-directed substitution, which have provided various

promising information.

Fig. 7.1 Structure of SNase

(1STN) [17]
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7.2 Information Encoded in the Primary Structure

Systematic deletion studies of SNase revealed that the C-terminal residues play an

important role in determining foldability and stability [4, 18]. Figure 7.2 shows CD

spectra of various C-terminal deletion mutants. The spectra and enzymatic activi-

ties ofΔ143–149 andΔ142–149 are identical to those of the wild type [4]. However,
the thermal stability of the mutant proteins gradually decreases as a function of the

number of deleted residues [4]. These results indicate that the C-terminal residues

142–149 contain no information about structure formation or enzymatic activity but

nonetheless contribute to protein stability. By contrast residues 140 (W) and

141 (S) are clearly important for structure formation (Fig. 7.2) [4, 18]. Together,

the characteristics of the site-directed substitution and deletion mutants led us to the

conclusion that information about structure formation is encoded in the side chain

of residue 140 [4, 7]. However, residue 141 is tolerant of substitution and does not

need to be S, indicating that the structural information provided by this residue is

encoded in the main chain [4]. The NH of S141 forms a hydrogen bond with the

main-chain CO group of N138, thereby stabilizing the C-terminal loop structure

and fixing W140 in the proper orientation. Further substitution studies revealed that

the side chain at position 140 must be an aromatic residue. Among the four aromatic

side chains, W is the most suitable at this position [7].

W140 is a key residue for assembly of nearby residues via hydrophobic inter-

actions. According to the crystal structure, W140 is surrounded by G107, K110,

E129, A132, K133, and I139. I139 and W140 are part of the C-terminal loop, A132

and K133 are on the C-terminal end of the C-terminal α-helix, and G107 is at the

C-terminal end of the second short helix. Thus, W140 assembles three secondary-

structure elements of the C-terminal domain of SNase. The residues assembled by

W140 form the C-terminal hydrophobic cluster. The cluster is responsible for

interactions with the N-terminal domain via hydrophobic or van der Waals

interactions [4].

The interacting partners of the C-terminal hydrophobic cluster stabilized by

W140 were surveyed by alanine scanning of nearby residues. Site-directed

Fig. 7.2 Far-UV spectra of

wild-type and C-terminal

deletion mutants of SNase.

Curves 1–6 are wild type,

Δ143–149, Δ142–149,
Δ141–149, Δ140–149, and
Δ136–149, respectively
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mutation studies revealed that L108 is sensitive to alanine substitution and that the

preferable residues at the 108th position are L, I, V, W, F, Y, H, and M (M. Kataoka,

unpublished results). Both bulkiness and hydrophobicity are the essential properties

required at this position. L108 directly contacts Y54, E57, A58, F61, L103, Q106,

and N138. Y54, E57, A58, and F61 are located at the central helix. L103 and Q106

are on the second short helix. N138 is located on the C-terminal loop. L108 is

located at the N-terminal edge of the loop connected to the second short helix and

the C-terminal α-helix. L108 assembles these residues to form another hydrophobic

cluster which is the partner of the C-terminal hydrophobic cluster assembled by

W140. The role of L108 is quite similar to that of W140. Moreover, Y54 in the

L108 cluster and I139 in the W140 cluster interact, and this interaction bridges the

C-terminal and the N-terminal subdomains.

Human transcription factor p100 has been described as a protein with SNase-like

structure [19], although p100 and SNase share only 15 % amino acid identity

[19]. However, L108 and W140 are both conserved, suggesting that these residues

are critical for folding of both proteins. On the other hand, residue 141 is not

conserved. Thus, these results suggest that a relatively small number of residues are

critical for folding. The hydrophobic clusters formed by these critical residues act

as building blocks of the tertiary structure. Identification of such critical residues in

the N-terminal domain will lead to a more thorough understanding of the folding

mechanism of SNase. The idea that a limited number of residues are essential for

folding is consistent with the idea that a small number of residues nucleate

folding [20].

The deletion of the so-called Ω-loop brings loss of the enzymatic activity of

SNase [21]. In order to investigate this further, we examined the characteristics of

Δ44–49 SNase. Crystal structure analysis of the mutant reveals that the tertiary fold

of the mutant is identical to that of the wild type (M. Kataoka; unpublished result),

whereas thermal stability is actually improved by the loop deletion. The

mid-temperature of thermal denaturation is 50.7 �C for the wild type but 56.3 �C
for the mutant. Therefore, the loop does not contain information essential for

structure formation; indeed, on the contrary, the loop destabilizes the overall

structure. The mutant can properly bind substrate or inhibitor despite of the loss

of enzymatic activity, indicating that it lacks catalytic activity. E43 is involved in

the catalytic triad and acts as a general-base catalyst [16]. We found that the

programmed motion of the loop controls the orientation of E43 (M. Kataoka,

unpublished). The loop dynamics play an essential role in evoking the concerted

motion of catalytic residues. The loop sequence is optimized for catalytic activity.

All of the site-directed substitutions of the loop examined so far decrease catalytic

activity dramatically (M. Kataoka, unpublished). On the other hand, human p100

completely lacks this loop [19], suggesting that it is not required for structure

formation and that the functional sites of human p100 are different from those of

SNase.

Thus, we succeeded in decoding some of the information encoded in the amino

acid sequence of SNase. The decoded information regarding structure formation

and enzymatic catalysis is described in Fig. 7.3.
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7.3 Mechanism of Induced Folding

We generated some SNase mutants that assume nonnative disordered structures

under physiological conditions but still possess enzymatic activity. Typical exam-

ples include Δ140–149, W140A, and 33A34 [8]. 33A34 is an alanine insertion

mutant, in which alanine is inserted between the 33rd and 34th residues. Upon

binding of substrate or inhibitor, these mutants adopt a native conformation

identical to the wild-type SNase [8]. Ligand-induced folding is similar to the

coupled folding and binding of IDP. The mechanism of induced folding is a matter

of debate [22]. There are two elementary steps in the process: folding and binding.

Depending on the order of two elementary steps, two different mechanisms are

considered for the induced folding depending on the order of two elementary steps:

(1) Uþ S!US! FS (binding before folding) and (2) Uþ S! Fþ S! FS (fold-

ing before binding); here U, F, and S denote unfolded structure, folded structure,

and substrate (ligand), respectively. It is generally accepted that protein tertiary

structure is essential for recognition of ligand (lock-and-key model), i.e., it is most

likely that folding occurs before binding. However, an NMR study of an IDP raised

the possibility of binding before folding [23].

Fig. 7.3 The decoded information described in the amino acid sequence of SNase
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Figure 7.4 shows the kinetics of ligand-induced folding of two SNase mutants, at

the different concentrations of the inhibitor prAp, obtained by stopped-flow CD

measurements. A remarkable difference is observed in the burst phase. The folding

curve of Δ140–149 exhibits a clear burst phase whose amplitude depends on the

inhibitor concentration. On the other hand, the curves of 33A34 have no burst phase

regardless of the inhibitor concentration. The presence of the burst phase suggests

that the US complex forms within the dead time of stopped-flow apparatus. Every

curve can be fitted with a single exponential. The dependence of the time constant

on inhibitor concentration also differs between the two mutants. Analysis of the rate

equation led us to conclude that the induced folding of Δ140–149 follows the

binding before folding scheme, whereas that of 33A34 follows the folding before

binding scheme [8]. In both cases, the folding rate is much slower than the binding

rate. The estimated folding rate for the folding before binding scheme is consider-

ably slower than that of the binding before folding scheme. Thus, these findings

clearly demonstrate that it is equally possible that either of these two mechanisms

could underlie induced folding. The two possibilities are depicted in Fig. 7.5. Note

that the folding rate of wild-type SNase never increases as a function of the

concentration of inhibitor [24]. Therefore, we need to clarify the reason why the

binding before folding mechanism is realized in order to elucidate the molecular

mechanism of folding.

Direct proof of the binding before folding mechanism could be provided by

structural analysis of the US complex. Because the complex is a transient-state

structure, we devised an extended ϕ-value analysis. The inhibitor concentration

dependence of the burst phase amplitude gives the equilibrium constant between

Fig. 7.4 Inhibitor-induced folding reactions of Δ140-149 (left) and 33A34 (right) monitored by

the ellipticity change at 222 nm at three different inhibitor concentrations. The dashed line and

solid lines represent the CD intensity of the initial condition (prAp-free) and the exponential fit of

the data, respectively (Modified from Fig. 2 in [8])
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the U and US complexes, whereas that of the final CD value gives the equilibrium

constant between U and F. The ratio of the two constants is similar to the ϕ-value
used for folding studies. We prepared the alanine substitution mutants of the

substrate-binding sites for Δ140–149. Stopped-flow CD experiments of induced

folding revealed that R35, R87, and Y115 are N-state-like in the US complex,

whereas K84, Y85, and Y113 are U-state-like (M. Kataoka: unpublished results).

The results suggest that the structure of the US complex is significantly different

from that of the folded native structure. The inhibitor, prAp, initially interacts with

R35, R87, and Y115, and then properly bound prAp recruits K84, Y85, and Y115.

This recruitment replaces the interaction between the L108 and W140 clusters.

7.4 Role of Nonlocal Interactions in Structure Formation

In the binding before folding scheme, binding is mandatory for folding, and the

interactions generated by ligand binding promotes folding. Thus far, all SNase

mutants that follow the binding before folding scheme have lacked W140, due to

either deletion or substitution. As mentioned above, W140 is a key residue in the

assembly of the C-terminal hydrophobic cluster (W140 cluster), and the cluster is

responsible for assembling the C-terminal domain with the N-terminal domain.

Therefore, the interaction between the C-terminal domain and the N-terminal

domain would be lost upon removal of W140. However, as mentioned above,

inhibitor binding compensates for the lost interaction. On the other hand, other

mutants (such as 33A34) maintain all sets of interactions required for folding. Some

Fig. 7.5 Schematic view of two possible induced-folding mechanisms (Modified from Fig. 4 in

[8])
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interactions are only weakened by mutation, resulting in a dramatic deduction in the

folding rate. Binding of inhibitor to these mutants shifts the equilibrium toward the

N-state.

If these assumptions are reasonable, then the foldability of mutants lacking

W140 will be recovered by the introduction of artificial nonlocal interactions that

connect the two domains. In order to examine this hypothesis, we prepared double-

cysteine mutants (Y54C/I139C) for Δ140–149, W140A, and full-length of SNase

[10]. These mutants allow an artificial disulfide bond to be introduced between the

C-terminal and the N-terminal subdomains.

Figure 7.6 shows the effect of the artificial disulfide bond on the structure of

Δ140–149. TheΔ140–149 mutant and the reduced form of Y54C/I139C/Δ140–149
(we call it Δ140–149SS(�)) gave identical CD spectra under physiological condi-

tions. The oxidized form of the double-cysteine mutant (Δ140–149SS(þ)) yields a

CD spectrum close to that of the wild type [10]. The double-cysteine mutant of full-

length SNase yielded a CD spectrum similar to that of Δ140–149SS(þ) regardless

of the presence or absence of disulfide bond [10]. Therefore, small differences in

CD spectra between the wild type and Δ140–149SS(þ) or Y54C/I139C suggest

that the formation of the W140 cluster is incomplete or slightly deteriorated. The

artificial disulfide bond was essential for the folding of Δ140–149, and similar

results are also obtained for W140A. From these data, we conclude that the artificial

disulfide bond compensates for the interaction lost as a result of removal of W140.

We examined the effect of the artificial disulfide bond on refolding kinetics. The

far-UV CD spectra of the acid-unfolded states were identical for the wild type,

Y54C/I139C, Δ140–149, and Y54C/I139C/Δ140–149 regardless of the presence or
absence of a disulfide bond. However, the molecular sizes were much more

compact for Y54C/I139CSS(þ) and Δ140–149SS(þ) than those without a disulfide

bond. The artificial disulfide bond may restrict in conformational space that can be

Fig. 7.6 CD spectra of

Y54C/I139/C-Δ140–149 in

the oxidized form (SS(þ))

and the reduced form (SS

(�)). CD spectra of wild-

type SNase and Δ140–149
are also shown
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searched. We examined the folding kinetics of the double-cysteine mutants by

stopped-flow CD with a pH jump [10].

The refolding kinetics of Y54C/I139CSS(þ) are comprised of three phases [10],

as in the wild type [25]. The rate constants of the three phases were almost the same

as those of the wild type, but the amplitudes were different. These results indicate

that the refolding reactions of Y54C/I139CSS(þ) and Y54C/I139CSS(�) obey a

mechanism similar to that of the wild type within the observed time period. The

differences in the amplitudes can be mostly ascribed to the difference in the

ellipticities of the native state [10]. The most important finding was that neither

Y54C/I139C double mutations nor artificial nonnative disulfide bond formation

influenced the folding rates of SNase within the experimental time period. If a

nonlocal interaction forms in the wild type during the observed time period, the

preexistence of a disulfide bond should affect the folding reaction. Considering the

fact that the oxidized form of Y54C/I139C is more compact than the wild type,

these results indicate that the intact nonlocal interaction between the N- terminal

and C-terminal domains is established during the early stage of the refolding

(<22 ms).

The refolding reaction of Δ140–149SS(þ) occurs in two phases, in marked

contrast to three phases for the wild type and its double-cysteine mutants. The

first and the second phases of Δ140–149SS(þ) correspond to the first and the third

phases of the wild-type and double-cysteine mutant with or without disulfide bond,

and their rate constants are almost equivalent. SNase follows a branched folding

pathway in which the first and the second phases branch from an early intermediate

[25]. We conclude that Δ140–149SS(þ) obeys the same pathway, in which the

second and the third phases of the wild type are merged [10]. In the case of

Δ140–149SS(þ), the nonlocal interaction is already formed in the initial state.

Nevertheless, the folding pathway and time constant of the first phase are not

different from those of the wild type. This strongly supports the idea that the

nonlocal interaction between the C-terminal and N-terminal domains is established

at a very early stage of wild-type folding. We hypothesize that the nonlocal

interaction is generated by the formation of the W140 cluster.

7.5 Conclusion

SNase is quite useful for physicochemical studies of structure formation and

enzymatic function. We succeeded in decoding the information encoded in some

parts of the primary structure, but much of the whole sequence remains to be

decoded. We also described the mechanism of induced folding using SNase

mutants that assume disordered structures under physiological conditions but still

exhibit enzymatic activity. The results clearly demonstrate that both folding before

binding and binding before folding are equally possible. For the realization of the

latter scheme, it is necessary to eliminate the essential interactions involved in

structure formation and then compensate for the lost interaction by recognition and
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binding of a target or ligand. Further work should seek to characterize all of the

required information and its arrangement or representation in the amino acid

sequence. We have proposed that systematic alanine insertion would be extremely

useful for the purpose [26]. The ultimate goal of our studies is the realization of

rational design of artificial functional proteins.
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Chapter 8

Theory of Molecular Recognition

and Structural Fluctuation of Biomolecules

Fumio Hirata, Norio Yoshida, and Bongsoo Kim

Abstract In this chapter, we present a theoretical treatment on the molecular

recognition, one of elementary processes of life phenomena, based on the

3D-RISM/RISM theory. The theory has been applied successfully to a variety of

molecular recognition processes. It has proved its ability to discriminate molecules

having different charges and structures, which is an essential requirement for the in

silico drug design.

The structural fluctuation plays a crucial role in the process where a protein

expresses its function. A new theory to characterize the structural fluctuation of

protein around its native state, which combines the 3D-RISM/RISM theory with the

generalized Langevin theory, is also presented here.

Keywords 3D-RISM theory • Generalized Langevin theory • Molecular

recognition • Structural fluctuation

8.1 Introduction

In a living system, a variety of biomolecules including protein, DNA, and sugar are

working in order to maintain their life and to inherit it from generation to genera-

tion. DNA keeps genetic information which is inherited to the next generation

[1]. RNA makes a copy of the information to transfer it to protein. Protein is

synthesized according to the information. So synthesized protein serves in our

body to maintain our living activity, as a molecular machine such as a catalyst

(enzyme) of a chemical reaction, an information tranducer between cells

(a molecular channel), and molecular carrier (e.g., hemoglobin).
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There are two universal molecular processes observed in life phenomena. One of

those is “self-organization.” The most typical example of the self-organization is

cell membrane, which provides a stage for biomolecules to play their roles, is a kind

of a molecular assembly, and is build spontaneously from many molecules includ-

ing phospholipid and cholesterol. The other example is the protein folding.

Although protein is a polymer made up from amino acids through polymerization,

it forms a specific conformation depending on its amino acid sequence under a

proper thermodynamic condition, unlike artificial polymers such as polyethylene.

The phenomenon is called “protein folding.” It is well documented that the specific

conformation is intimately related to its function. As in the two examples, the

phenomena in which molecules make an assembly, or a molecules fold into a

specific conformation spontaneously, is referred to as “self-organization.”

The other physicochemical process universally seen in our body is “molecular

recognition.” A process in which an enzyme binds substrate molecules in its

reaction pocket is a typical example of the molecular recognition. Another example

of the molecular recognition is the binding of an antibody to an antigen in an

antigen-antibody reaction. A process in which an ion channel accommodates an ion

in its pore can also be regarded as a molecular recognition. Namely, “molecular

recognition” is an elementary process in life phenomena, through which a biomol-

ecule should always pass, whenever the molecule performs its function.

The two elementary processes in a living system do not work spontaneously in

the condition in which the molecules are isolated in vacuum. Let’s consider first the
case of membrane formation. The situation is illustrated by a cartoon in Fig. 8.1, in

which the polar head group and alkyl tail group of phospholipid molecules are

depicted, respectively, by a sphere and a rod. If such molecules exist in vacuum, the

reaction toward the right direction, or the membrane formation, is quite difficult for

two reasons. First, such a configuration in which molecules align closely each other

like in (B) is energetically unfavorable, since the polar head groups repel each other

due to the electrostatic interaction. The configuration in which molecules are

ordered neatly is unstable entropically as well. Then, why do the lipid molecules

self-organize? The answer to the question is “water.” It is because those molecules

are dissolved in water. In this case, water promotes the self-organization by

inducing the hydrophobic interactions among the alkyl groups of lipid, and by

screening the Coulomb repulsion among the head groups.

In the following, let’s think about an enzymatic reaction as an example of the

molecular recognition (Fig. 8.2). An enzymatic reaction is characterized essentially

with the two equilibrium constants: one that concerns binding of substrate mole-

cules at a reaction pocket, or the molecular recognition. The other equilibrium

constant concerns a chemical reaction in the pocket, which is associated with a

change in the electronic structure. The theory of reaction rate by Michaelis and

Menten takes the two chemical equilibriums into consideration [2].

Now, in general, the reaction pocket of an enzyme binds one or more water

molecules and ions sometimes. Thereby, all or some of those water molecules and

ions should be disposed from the pocket to bulk solution, in order for a substrate

molecule to be accommodated in the active site (Fig. 8.2). On the other hand,

a substrate molecule itself is more likely to be hydrated by water molecules.
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Whether or not a substrate molecule is desolvated upon the molecular recognition is

determined by the entire free-energy change concerning the binding process,

including the entropy change associated with the desolvation process. It indicates

that the molecular recognition process is also governed by water molecules.

It was emphasized so far that water molecules play essential roles in the two

physicochemical processes governing life phenomena, “self-organization” and

“molecular recognition.” But, those are not only the roles water play. In the

enzymatic hydrolysis reaction, such as the hydrolysis of ATP, water molecules

participate in the reaction as one of the reactants. Ions play crucial roles in many of

chemical reactions in our body, but they can exist only in an aqueous environment.

A persistent belief that water does not play a crucial role in enzymatic reactions

except for the “hydrolysis” is too naive. How many and in what configurations

water molecules exist in a reaction pocket are essential factors to determine the

reaction field of an enzyme. Any theory of chemical reactions disregarding the

factors is senseless. The fact that approximately 70 % of living body is occupied by

water possesses a quite essential physicochemical significance.

The molecular recognition process is not only important for our understanding of

life phenomena. It is also essential for the practical purpose of developing a new

technology for drug discovery. As is mentioned above, protein plays a variety of

roles in order to maintain and inherit life. If one of protein functions is lost or is too

strong, a living body becomes sick, or dies in the worst case. What we call “drug” is

a molecule (many of them are organic compounds) which inhibits or promote

activities of protein or DNA. The same statement applies to bacteria and virus.

Protein and DNA play a crucial role in maintaining and inheriting their life, and the

(A) (B)Fig. 8.1 An illustrative

example of self-

organization (cell

membrane formation)

Fig. 8.2 An illustrative

example of molecular

recognition (enzymatic

reaction): yellow, protein;
blue, water; red, substrate
before reaction; green,
substrate after reaction
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molecular recognition process works as an elementary process. If we can inhibit the

molecular recognition process in those microorganisms, which is vital for their

existence and promotion, we can kill the microorganisms. Most of the drug

molecules used in the treatment of diseases bind to protein and DNA sel and inhibit

the function of the biomolecules. Molecular recognition is nothing but the prefer-

ential binding of a drug molecule to the active site of protein and DNA.

8.2 Statistical Mechanics of Molecular Recognition

(3D-RISM/RISM)

The most important aspect that distinguishes the processes concerned with bio-

molecules, protein, and DNA from ordinary chemical processes in solution is

“inhomogeneity” of the reaction field in atomic level. For instance, the distribution

of solvent, water, and ions, around a hydrophobic residue of protein is entirely

different from that around a charged residue. The environment at an active site

(or reaction pocket) maybe even more different from that at the surface. Such

inhomogeneity of the field in atomic level has been out-of-scope for the statistical

mechanics for long time, and it is a target that has been bypassed by the conven-

tional statistical mechanics including the ordinary or the one-dimensional RISM

theory [3]. The situation was broken through due to a paper published by Imai

et al. in 2005 [4]. They could have probed water molecules bound in an active site

of lysozyme by means of the 3D-RISM/RISM theory [3]. The theory has been

applied to a variety of the molecular recognition processes concerning functions of

biomolecules, and has established its position as the theory of molecular recogni-

tion. The present section is devoted to explain the physics behind the 3D-RISM/

RISM theory. (The readers are referred to the references [3, 5] for the RISM and

3D-RISM theory.)

Let us consider the average density of solvent molecules at a position around a

solute molecule (Fig. 8.3). When the position is far from the solute molecule so as to

be regarded as the bulk, the density will be constant which is the same as in the pure

solvent. On the other hand, when it is nearby solute, the density will be “perturbed”

significantly by the field due to the solute molecule, and be different from that in the

bulk, depending on the strength of the perturbation. Physical meaning of the

3D-RISM equation can be readily understood in terms of a nonlinear response

theory as follows.

Let us denote the average density of solvent atom γ at the bulk, the density

nearby solute, and the density response to the perturbation as ργ, ργ(r), and Δργ(r),
respectively. Then, statement above can be expressed as,
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ργ rð Þ ¼ ργ þ Δργ rð Þ: ð8:1Þ

The density response to the perturbation can be expressed in terms of a nonlinear

response theory as

Δργ rð Þ ¼
X
α

ð
χγα r; rð Þργcα rð Þdr; ð8:2Þ

where cα(r
0) is a nonlinear perturbation due to the solute molecule, and χαγ(r, r 0) is

a response function. (The reason why we call it “nonlinear” will be clarified in a

moment.) The equation can be viewed as the 3D-RISM equation [3] by identifying

ca(r) as the direct correlation function and χαγ(r, r 0) as the correlation function of

density fluctuation in bulk solvent, that is,

ρ2χαγ r, r0ð Þ ¼ δρ 0ð Þ
α rð Þδρ 0ð Þ

γ r0ð Þ
D E

; ð8:3Þ

where δρð0Þα (r) is the density fluctuation of atom a in the pure liquid defined by

δρ 0ð Þ
α rð Þ ¼ ρ 0ð Þ

α rð Þ � ρα.
Several approximate equations have been devised for the direct correlation

functions. For example, the hypernetted-chain approximation reads [3],

cuvα rð Þ ¼ exp �βuuvα rð Þ þ huvα rð Þ � cuvα rð Þ� �� 1� huvα rð Þ � cuvα rð Þ� �
: ð8:4Þ

In the expression, uα(r) is the direct interaction potential exerted on the solvent

molecules from the solute molecule, and hα(r) is the density fluctuation in solvent at
position r, normalized by the bulk density, namely,

Fig. 8.3 Inhomogeneous

density distribution of

solvent around a protein
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hα rð Þ ¼ Δρα rð Þ=ρ: ð8:5Þ

The three-dimensional distribution function used in this study is defined from hα(r)
by

gα rð Þ ¼ hα rð Þ þ 1: ð8:6Þ

It is not only the direct interaction u(r) with solute that perturbs the density of

solvent at a certain position, but also that from solvent molecules at the other

positions, whose density is also perturbed by the existence of the same solute.

Such “indirect” perturbations are renormalized into the terms including

hα rð Þ � cα rð Þð Þ. Such renormalization makes the perturbation highly “nonlinear.”

8.3 Molecular Recognition and Drug Design

In the present section, we review some applications of the 3D-RISM/RISM theory

to the molecular recognition.

8.3.1 Water Molecules Bound in a Cavity of Lysozyme

The first application of the 3D-RISM/RISM theory to the molecular recognition

was made in 2005 by Imai et al., taking water molecules and the hen-egg-white

lysozyme as a ligand and a target protein, respectively [4]. They calculated the

spatial distribution function g(r) of solvent atoms around and inside the protein

based on Eqs. 8.2, 8.3, 8.4, 8.5 and 8.6. Figure 8.4 exhibits the theoretical and

experimental results for the distribution of water inside a cavity of the lysozyme,

which are surrounded by the residues from Y53 to I58 and from A82 to S91. For

simplicity, only the surrounding residues are displayed, except for A82 and L83

which are located in the front side. Figure 8.4a shows the isosurfaces of g(r)> 8 for

water-oxygen (green) and hydrogen (pink) in the cavity. Four distinct peaks of

water oxygen and eight distinct peaks of water hydrogen are found, implying that

four water molecules are accommodated in the cavity. From the isosurface plot, we

have reconstructed the most probable pose of the water molecules inside the cavity,

as shown in Fig. 8.4b. It is interesting to compare the hydration structure obtained

by the 3D-RISM theory with crystallographic water sites of X-ray structure [6]. The

crystallographic water molecules in the cavity are depicted in Fig. 8.4c, showing

four water sites in the cavity, much as the 3D-RISM theory has detected. Moreover,

the positions of water molecules obtained by the theory and experiment are almost

identical. Thus, we have concluded that the 3D-RISM theory has the ability to

probe water molecules recognized by a cavity of protein. Further analysis revealed

that the water molecule located at the deepest inside the cavity is stabilized by a
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hydrogen-bond with a serine residue, and that the other three water molecules are

stabilized by making a hydrogen-bonded train [7].

Before the paper was published, it was widely believed that a statistical mechan-

ics theory cannot give a right solution to a problem in such an inhomogeneous

environment as protein cavity. The work by Imai et al. has broken the common

understanding in the community. In the same paper, we suggested that the method

can be applied for screening of drug compounds by just replacing the solvent (pure

water) by aqueous solutions including a drug compound as a component. Should a

compound have a high affinity to the active site of protein, one will detect high peak

in the spatial distribution (g(r)) of atoms concerning the compounds in the active

site. Such a compound can be a great candidate for a drug to the target protein. On

the other hand, if one finds small or no peaks in g(r), the compound could not be a

good candidate for the drug.

An author of Chemistry World published by the Royal Society, however, criti-

cized our suggestion, saying “The finding is certainly interesting and the method
shows some promise [8]. However, it is too much to extrapolate from the analysis of
just one cavity in one protein and claim that the method is robust and widely
applicable.” For the purpose of rebutting against the criticism, we have published

many papers including “drug screening” to confirm our statement, selected topics of

which are presented below [9–25].

8.3.2 Selective Ion Binding by Protein [9]

Ion binding is essential for a variety of physiological processes. The binding of

calcium ions by some proteins triggers the process to induce the muscle contraction

and enzymatic reactions [26, 27]. The initial process of the information transmis-

sion through the ion channel is the ion binding by channel proteins [28]. The ion

binding plays an essential role sometimes to the folding process of a protein by

inducing the secondary structure [29]. Such processes are characterized by the

Fig. 8.4 Distribution of water molecules in lysozyme. (a) The distribution of water molecules

obtained from the 3D-RISM/RISM theory: green, oxygen; purple, hydrogen. (b) Most probable

poses of water molecules deduced from the distribution. (c) The position of water oxygen

determined from the X-ray crystallography
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highly selective ion recognition by proteins. It is of great importance, therefore, for

the life science to clarify the origin of ion selectivity in molecular detail.

The 3D-RISM calculation was carried out for aqueous solutions of three differ-

ent electrolytes CaCl2, NaCl, and KCl, and for four different mutants of the protein:

wild type, Q86D, A92D, and Q86D/A92D that have been studied experimentally by

Kuroki and Yutani [30].

In the Fig. 8.5, shown are the distributions of water molecules and the cations

inside and around the cleft under concern, which consists of amino acid residues

from Q86 to A92. The area where the distribution function, g(r) is greater than five

is painted with a color for each species: oxygen of water, red; Na+ ion, yellow; Ca2+

ion, orange; and K+ ion, purple. For the wild type of protein in the aqueous solutions

of all the electrolytes studied, CaCl2, NaCl, and KCl, there are no distributions (g

(r)> 5) observed for the ions inside the cleft, as is seen in Fig. 8.5a. The Q86D

mutant exhibits essentially the same behavior with that of the wild type, but with the

water distribution changed slightly (Fig. 8.5b) (There is a trace of yellow spot that

indicates a slight possibility of finding a Na+ ion in the middle of the binding site,

but it would be too small to make a significant contribution to the distribution.)

Instead, the distribution corresponding to water oxygen is observed as is shown in

the red color in the figure. The distribution covers the region where the crystallo-

graphic water molecules have been detected, which are shown with the spheres

Fig. 8.5 Distribution of water (red) and ions (Na+, yellow; K+, purple; Ca++, orange) in the active
site of the wild type and mutants of human lysozyme: (a) wild type, (b) Q86D mutant, (c) A92D

mutant, (d) Q86D & A92D mutant, and (e, f) global view of calcium binding in Q86D & A92D

mutant
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colored gray. There is a small difference between the theory and the experiment,

which is the crystallographic water bound to the backbone of Asp-91. The theory

does not reproduce the water molecule by unidentified reasons. Except for the

difference, the observation is consistent with the experimental finding, especially,

that the protein with the wild type sequence binds neither Na+ nor Ca2+.

The A92D mutant in the NaCl solution shows conspicuous distribution of a Na+

ion bound in the recognition site, which is in accord with the experiment (Fig. 8.5c).

The Na+ ion is apparently bound to the carbonyl oxygen atoms of Asp-92, and is

distributed around the moieties. There is water distribution observed in the active

site, but the shape of the distribution is entirely changed from that in the wild type.

The distribution indicates that the Na+ ion bound in the active site is not naked, but

is accompanied by hydrating water molecules. The mutant does not show any

indication of binding K+ ion. (The results are not shown.) This suggests that the

A92D mutant discriminates a Na+ ion from a K+ ion. The finding demonstrates the

capability of the 3D-RISM theory to realize the ion selectivity by protein.

In the lower panels, shown are the distributions of Ca2+ ions and of water oxygen

in the ion binding site of the holo-Q86D/A92D mutant (Fig. 8.5d). The mutant is

known experimentally as a calcium binding protein. The protein, in fact, exhibits a

strong calcium binding activity as can be inspected in the figure. The calcium ion is

recognized by the carboxyl groups of the three Asp residues, and is distributed

around the oxygen atoms. The water distribution at center of the triangle made by

the three carbonyl oxygen atoms is reduced dramatically, which indicates that the

Ca2+ ion is coordinated by the oxygen atoms directly, not with water molecules in

between. The Ca2+ ion, however, is not entirely naked, because the persistent water

distribution is observed at least at two positions where original water molecules

were located in the wild type of the protein. Global views of the distribution of the

Ca2+ ion bound at the active site are shown in Fig. 8.5e and f for the experimental

(X-ray) result and for the 3D-RISM/RISM result, respectively, which look almost

identical.

8.3.3 Binding of Aspirin to Phospholipase A2 (Application to
Intelligent Drug Design) [24]

Here, we present an application of the 3D-RISM/RISM theory to binding of a drug

molecule to the active site of a target protein. The target protein is phospholipase

A2 [31–34]. The protein is known to catalyze the synthesis of the arachidonic acid

which causes pain in our body. Recent experimental studies have disclosed that the

protein binds acetylsalicylic acid (or Aspirin), which is popular as a pain killer;
thereby it is regarded as one of the model compounds in the field of drug design.

We have made an analysis of the binding affinity of the molecule to the protein

based on the 3D-RISM/RISM theory, focusing on the effect of position isomer of

the ligand. (The binding affinity can be measured in terms of the peak height of the

spatial distribution function g(r) of ligand atoms). Ordinary “Aspirin” is a
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compound in which the two functional groups, carboxyl group and acetyl group, are

arranged at the ortho-position. A compound in which the two functional groups are

located at the para-position can be also synthesized. Let’s call them as “ortho-

Aspirin” and “para-Aspirin” (Fig. 8.6).

Shown in Fig. 8.7 are the spatial distribution functions of atoms in Aspirin

obtained from 3D-RISM/RISM. Both the orth- and para-Aspirin have large distri-

bution around the active site, although the shape of distribution looks different from

each other. The results clearly indicate that both the isomers have great affinity to

the cavity around the active site of the protein. However, we cannot figure out just

from the visual inspection of the distribution how close or different the binding

modes are between the two isomers. Therefore, we have made further analysis of

the distribution data to determine the most probable binding modes of the two

isomers, by minimizing a score function which measures the difference of the trial

position and orientation of atoms from the spatial density distribution calculated by

3D-RISM/RISM. The results are shown in Fig. 8.8 along with the binding mode of

the ordinary Aspirin, or the ortho-Aspirin, determined from the X-ray crystallo-

graphy. The results show good agreement between the theoretical prediction and

the experiment. On the other hand, the binding-mode for the para-Aspirin is mark-

edly different from that of the X-ray result for the ordinary Aspirin. One might think

OHO

O CH3

O
2-acetoxy-beozoic acid (Aspirin)

HO O

O

O

CH3

2-acetoxy-beozoic acid 
("Para-aspirin")

Fig. 8.6 The two positional isomers of acetylsalicylic acid (Aspirin)

Fig. 8.7 The spatial distribution of Aspirin at the active site of phospholipase A2
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the results are trivial, since the structure of the two molecules is different from each

other. However, the result proves unequivocally high ability of the theory to

discriminate molecular structure in the molecular recognition process. Such high

ability to discriminate molecular structure is an essential requirement for a success-

ful method in the in silico screening of drug compounds.

8.4 Structural Fluctuation of Protein and Molecular

Recognition

In the preceding sections, we introduced a theoretical method of the molecular

recognition based on the 3D-RISM/RISM theory. The method is a powerful tool to

describe the affinity of ligands to a protein that has a rigid structure. However, it is

well regarded that the structure of protein undergoes spatial and temporal fluctua-

tion around its native state, or an equilibrium conformation, and that the structural

fluctuation gives significant influence on the molecular recognition. The so-called

induced fitting of a substrate to enzyme is a typical example of such phenomena. In

the present section, a new statistical mechanics theory [35] to describe the structural

fluctuation of protein is briefly sketched.

One of the earliest theoretical efforts to characterize the structural fluctuation of

protein was based on the normal mode analysis in vacuum, which dose not involve

water [36]. Therefore, the treatment cannot describe a biological fluctuation occur-

ring naturally in living bodies. It is just a “nonbiological” oscillation. There are

some phenomenological attempts proposed to take the solvent effect into account

(the Poisson-Boltzmann equation and the Langevin theory [37, 38]) in the fluctu-

ation. However, they cannot explain essential factors which give influence upon the

structural fluctuation, such as hydration and dehydration upon binding of ligand at

an active site of protein, since they disregard the structure of solvent in molecular

level. While the molecular dynamics simulation is a quite powerful method to

describe the mechanical fluctuation on a potential energy surface, it encounters

difficulty for explaining the thermodynamic fluctuation on the nonequilibrium free-

Fig. 8.8 Binding mode (pose) of the orth-Aspirin (left) and para-Aspirin (right)
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energy surface. The difficulty becomes hopeless when the solvent includes ions and

other components. It is because the time to sample the nonequilibrium free energy

surface of such systems by means of the simulation is so long that a simulation will

not converge within the conventional information technologies using the silicon-

based electronics.

In the present section, we sketch briefly a new theory that has a great perspective

to overcome the difficulties. The theory is formulated by combining the equilibrium

(3D-RISM/RISM) and nonequilibrium statistical-mechanics (generalized Langevin

equation [39]) theories of liquids [35].

8.4.1 Generalized Langevin Equation of a Protein-Solution
System

A generalized Langevin equation (GLE) is derived from the Liouville equation

which describes time evolution of physical quantities under concern, or dynamic
variables, defined in the phase space, via a series of coarse graining or “projection.”
The equation looks similar to the conventional Langevin equation (LE) constructed

heuristically from the Newtonian equation of motion, having the frictional force

proportional to velocity, and the random force, both mimicking the force exerted on

the particle from solvent [38].

We construct a vector A(t) from four physical quantities as dynamic variables:

the displacement or fluctuation of atoms in protein from their equilibrium position,

ΔRα(t), and their momentum, Pα(t), the density fluctuation of solvent atoms and

their flux.

A tð Þ ¼
ΔRα tð Þ
Pα tð Þ
δρa

k tð Þ
Ja
k tð Þ

0
BB@

1
CCA ð8:7Þ

ΔRα(t): the displacement or fluctuation of atom α in protein from its equilibrium

position.

Pα(t): the momentum of atom α in protein.

δρak(t): the density fluctuation of solvent atom α, in Fourier space.

Jak(t): the momentum density field of atom α, in Fourier space.

We project all other degrees of freedom in phase space onto the vector

A(t) defining the projection operator by

P � � �ð Þ� A; � � �ð Þ A;Að Þ�1
A; ð8:8Þ

where (A, A) represents a scalar product in the Hilbert space, defined by
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a; bð Þ ¼ Z�1

ð
dΓa*bexp �H Γð Þ=kBTð Þ: ð8:9Þ

In Eq. 8.9, H is the Hamiltonian of aqueous solutions including a single protein

molecule, defined by the following relations.

H ¼ H0 þ H1 þ H2,

H0 ¼
XN
i¼1

Xn
a¼1

pa
i � pa

i

2ma
þ
X
j6¼i

X
b6¼a

U0 rai � rbj

��� ���� �" #
,

H1 ¼
XNu

α¼1

pα � pα
2Mα

þ
X
β 6¼α

U1 Rα � Rβ

�� ��� �" #
,

H2 ¼
XNu

α¼1

XN
i¼1

Xn
a¼1

Uint Rα � rai

�� ��� �
:

ð8:10Þ

where H0, H1, and H2 are the Hamiltonian of solvent, protein, and the interaction

between the two, respectively.

By operating the projection operator defined in Eq. 8.9 to the equation of time

evolution, or the Liouville equation of the dynamic variables A(t), or

dA tð Þ
dt

¼ iLA tð Þ ¼ A;Hf gPB; ð8:11Þ

we can derive the generalized Langevin equations concerning the fluctuation of

atom position in protein, and of solvent density [35].

Mα
d2ΔRα tð Þ

dt2
¼ �kBT

X
β

L�1
� �

αβ
� ΔRβ tð Þ �

ð t

0

ds
X
β

Γαβ t� sð Þ � Pβ sð Þ
Mβ

þWα tð Þ ð8:12Þ
d2δρa

k tð Þ
dt2

¼ �k2
X
b, c

Jac kð Þχ�1
cb kð Þδρ b

k tð Þ � ik

N

X
J�1
ac kð Þ

ð t

0

dsMbc
k t� sð Þ � J b

k sð Þ

þik � Ξa
k tð Þ

ð8:13Þ

In the equations, Γαβ(t), Wα(t), Jac(k), Mbc
k t� sð Þ, and Ξa

k(t) have the following

physical meaning.

Γαβ t� sð Þ: frictional force due to solvent, acting on protein atoms

Wα(t): random force acting on protein atoms

Jac(k): correlation of momentum density between a pair of atoms in solvent

χcb(k): density correlation function between a pair of solvent atoms

Mbc
k t� sð Þ: frictional force acting on solvent molecules

Ξa
k(t): random force acting on solvent atoms
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The matrix L included in (8.12) is defined by

Lαβ ¼ ΔRΔRh iαβ ð8:14Þ

where ΔR is the displacement (fluctuation) of atoms in protein from its equilibrium

position. Therefore, the matrix L represents a correlation function of structural

fluctuation, or the variance-covariance matrix [35].

The structural fluctuation and dynamics of protein in solution can be explored by

solving Eqs. 8.12 and 8.13 coupled together. The dynamics has the following

features. Firstly, the equation does not include a term related to the force which

originates from the first derivative of the free energy surface with respect to the

position. The force acting on an atom of protein comes from two terms, one which

is proportional to the displacement of the atom from its equilibrium position (the

second term in the left hand side), and the other due to the random force (the term in

the right hand side). The physical origin why the equation does not include the first

derivative of the free energy lies in our treatment based on the generalized Langevin

theory. The whole idea of the generalized Langevin theory is to project all the

degrees of freedom in the phase space onto few dynamic variables under concern.

The projection is carried out using a projection operator, defined by Eqs. 8.8 and

8.9, in terms of an ensemble average of two variables which are fluctuating around

an equilibrium in the phase space. Obviously, the ensemble average of the dis-

placement of atoms in protein should be zero in equilibrium, as can be readily

verified.

⟨ΔRα⟩ ¼ ⟨ΔRα � ⟨ΔRα⟩⟩ ¼ ⟨ΔRα⟩� ⟨ΔRα⟩ ¼ 0 ð8:15Þ

Such a force as the first derivative of the free energy, which may cause the complete

shift of the equilibrium, is not included in the treatment. The situation is somewhat

analogous to the case of a harmonic oscillator, in which an oscillator swings back

and forth around a minimum of the harmonic potential. The only force that acts on

the system is the restoring force proportional to the displacement from the potential

minimum. In our case, too, the only force acting on the protein atoms is the one

which restores atom positions from fluctuating to equilibrium ones. However, there

is an essential difference in physics between the two systems. The equilibrium

position of a harmonic oscillator is the minimum of mechanical potential energy,
while that of protein in water is the minimum in the thermodynamic potential or the
free energy, which is concerned not only with energy but also with the entropy both

of protein and of water. So, in the case of protein in water, the stochastic character

of the dynamics is attributed not only to the random force term, but also to the

conformational fluctuation of protein around its equilibrium state, induced by

solvent, while the stochastic character is resulted just from the random force term

in the case of the coupled harmonic oscillator treated by Wang and Unlenbeck.
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The argument above suggests interesting physics implied in Eq. 8.12, and its

application to biological functions. If one ignores the friction and random force

terms, Eq. 8.12 reads

d2ΔR tð Þ
dt2

¼ �kBTL
�1 � ΔR tð Þ ð8:16Þ

The equation can be viewed as a “harmonic oscillator,” “Hessian” of which is

kBTL
�1. Considering Eq. 8.14, the “Hessian” matrix is related to the variance-

covariance matrix of the positional fluctuation by

kBTL
�1�kBT ΔRΔRh i�1 ð8:17Þ

The observation strongly suggest that the dynamics described by Eq. 8.16 is that of

fluctuation around a minimum of the free energy surface consisting not only of the

interactions among atoms in the protein, but of the solvation free energy. In this

respect, the configuration corresponding to the free energy minimum is not just one

but an ensemble of distinguishable configurations concerning protein and solvent,

which can be converted among each other due to the thermal noise. The free energy

surface of protein can be given by

F Rð Þ ¼ U Rð Þ þ Δμ Rð Þ ð8:18Þ

where U(R) is the interaction among atoms in a protein, Δμ(R) is the solvation free
energy of protein, the conformation of which is denoted by R [40].

The consideration further suggests a method to evaluate the variance-covariance

matrix, which characterizes structural fluctuation of protein, based on the 3D-RISM

theory. The variance-covariance matrix is closely related to the Hessian matrix,

Eq. 8.17, and the Hessian matrix is the second derivative of the free energy surface,

namely,

kBTL
�1
αγ ¼ ∂2

F

∂Rα∂Rγ
ð8:19Þ

Since the free energy F(R) can be obtained by solving the 3D-RISM/RISM

equation, Eq. 8.19 provides a way to evaluate the variance-covariance matrix.

The variance-covariance matrix is by itself quite informative for characterizing

the structural fluctuation of protein around its native state in atomic detail. As an

example, let us consider a hinge-bending motion of protein. In this case, the

variance-covariance matrix is expected to have a structure in which a block of

elements hΔRαΔRβi for atom pairs, a, b, belonging to the two sides of the hinge-

axis have the negative sign, because the direction of the displacements ΔRα and

ΔRβ is opposite.

Usefulness of the variance-covariance matrix is not only to characterize the

structural fluctuation around an equilibrium state. It can be applied to a relaxation
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process from an equilibrium conformation to the other induced by small perturba-

tion, such as ligand binding.

Equation 8.19 implies that the free energy of protein at an equilibrium confor-

mation takes the form,

F ΔRf gð Þ ¼ 1

2
kBT

X
α, β

ΔRα � L�1
� �

α,β
�ΔRβ ð8:20Þ

In the presence of a small perturbation due to, say, ligand binding, the free energy

can be changed due to the perturbation as,

F ΔRf gð Þ ¼ 1

2
kBT

X
α, β

ΔRα � L�1
� �

α,β
�ΔRβ �

X
α

ΔRα � fα ð8:21Þ

where fα is the perturbation on a protein atom. Then, the conformational change due

to the perturbation can be determined by the variational principle,

∂F ΔRf gð Þ
∂ΔRα

¼ 0 ð8:22Þ

With Eq. 8.21, this gives

ΔRα ¼ kBTð Þ�1
X

ΔRαΔRβ

	 
 � fβ ð8:23Þ

Therefore, Eq. 8.19 combined with 8.23 provides a theoretical basis for analyzing

the conformational relaxation of protein in water due to a perturbation such as

ligand binding. Equation 8.23 is first derived by Ikeguchi et al. based on the linear

response theory [41].

One possible and illustrative application of the theory is the pH induced gating of

an ion channel. Such a channel controls the ion permeation by opening and closing

the gate which are composed of amino acid residues, the protonated state of which

changes with pH of solution [22]. The perturbation fβ in this case is the electrostatic

repulsions among the residues, which close or open the gate depending on the state

of protonation. We first calculate the variance-covariance matrix hΔRαΔRβi for the
nonperturbed protein or closed state in which no residues are protonated. Then,

using Eq. 8.23, we evaluate the structural change of protein due to the perturbation

originated from the Coulomb repulsion among charged residues. To find out if the

structural change is large enough to accommodate substrate ions inside the pore, we

apply the 3D-RISM method to the perturbed structure to calculate the ion distribu-

tion inside the channel.
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8.5 Concluding Remarks

In this chapter, we presented a theoretical treatment on the molecular recognition,

one of the elementary processes of life phenomena, based on the 3D-RISM/RISM

theory. For a protein having a rigid structure, the theory has been applied success-

fully to a variety of molecular recognition processes. It has proved its ability to

discriminate molecules having different charges and structures, which is an essen-

tial requirement for the in silico drug design. The program has now been available

in several application packages in the field of molecular design, including the

Molecular Design Frontier (MDF) Suite. The method has been appreciated as a

practical tool in the research-and-development site of the intelligent pharmaceutical

design, not just as a basic science.

The structural fluctuation plays a crucial role in the process where a protein

expresses its function. We presented here a new method to characterize the structural

fluctuation of protein around its native state, combining the 3D-RISM/RISM theory

with the generalized Langevin theory. The theory can be formulated by defining a

projection operator in the phase space, and by projecting or coarse-graining all the

degrees of freedom onto the protein structure and solvent density. Due to the

projection, the structural fluctuation and its dynamics on its energy surface are

transformed to those on the free energy surface. The variance and covariance matrix

characterizing the fluctuation is identified as the second derivative of the free energy

surface with respect to the atomic coordinate of the protein. The free energy surface

of protein and its first and second derivatives can be calculated by the 3D-RISM/

RISM theory. This means that the fluctuation and dynamics of protein can be also

characterized by the 3D-RISM/RISM theory. An application of the theory to actual

protein is in progress in our group. The theory is expected to be a powerful tool to

explore phenomena which are concerned with structural fluctuation of protein,

including “induced fitting” and “conformational selection.”
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Chapter 9

Structural Fluctuations of Proteins
in Folding and Ligand Docking Studied
by Replica-Exchange Simulations

Yuko Okamoto

Abstract In biomolecular systems with many degrees of freedom such as proteins

and nucleic acids, there exists an astronomically large number of local-minimum

free energy states. Conventional simulations in the canonical ensemble encounter

with great difficulty, because they tend to get trapped in states of these local

minima. Enhanced conformational sampling techniques are thus in great demand.

A simulation in generalized ensemble performs a random walk in potential energy,

volume, and other physical quantities or their corresponding conjugate parameters

such as temperature, pressure, etc. and can overcome this difficulty. From only one

simulation run, one can obtain canonical ensemble averages of physical quantities

as functions of temperature, pressure, etc. by the reweighting techniques. In this

chapter, we review uses of the generalized-ensemble algorithms in biomolecular

systems. A well-known method, namely, replica-exchange method, is described

first. We then present various extensions of the replica-exchange method. The

effectiveness of the methods is tested with protein folding and ligand docking

simulations.
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9.1 Introduction

Many biomolecules are thermally fluctuating within a living cell. Structural fluc-

tuations are often essential for biological functions of biomolecules. However, the

amount of fluctuations should be just right for the correct functions. In order to

study biomolecules by computer simulations, Monte Carlo (MC) and molecular

dynamics (MD) methods in canonical ensemble based on Boltzmann weight factor

are usually employed. Because there exist a huge number of local-minimum energy

states in complex systems such as biomolecules, conventional MC and MD simu-

lations tend to get trapped in these local-minimum states, giving wrong results.

Creating accurate fluctuations of biomolecules is even more difficult. A class of

simulation methods, which are referred to as the generalized-ensemble algorithms,
overcome this difficulty (for reviews see, e.g., Refs. [1–7]). In the generalized-

ensemble algorithm, each state is weighted by an artificial, non-Boltzmann proba-

bility weight factor so that random walks in potential energy, volume, and other

physical quantities or their corresponding conjugate parameters such as tempera-

ture, pressure, etc. may be realized. The random walks allow the simulation to

escape from any energy barrier and to sample much wider conformational space

than by conventional methods. After a single simulation run, we can calculate

physical quantities as functions of temperature and other parameters by the

reweighting techniques.

One of popular generalized-ensemble algorithms for molecular simulations is

the replica-exchange method (REM) [8] (the method is also referred to as parallel
tempering [9]). In this method, a number of noninteracting copies (or replicas) of

the original system at different temperatures are simulated independently and

exchanged with a specified transition probability. The details of molecular dynam-

ics algorithm for REM, which is referred to as the replica-exchange molecular
dynamics (REMD), have been worked out in Ref. [10], and this led to a wide

application of REMD in the protein and other biomolecular systems.

One is naturally led to a multidimensional (or multivariable) extension of REM,

which we refer to as the multidimensional replica-exchange method (MREM) [11],

which is also referred to as Hamiltonian replica-exchange method [12]. A special

realization of MREM is replica-exchange umbrella sampling (REUS) [11], which

combines the conventional umbrella sampling method [13] and REM, and it is

particularly useful in free energy calculations for pharmaceutical design. General

formulations for multidimensional generalized-ensemble algorithms have also been

worked out [14, 15], and special versions for isobaric-isothermal ensemble have

been developed [3, 16–18].

In this chapter, we describe the generalized-ensemble algorithms mentioned

above. Namely, we review the three methods: REM, MREM, and REUS. Examples

of the results in which these methods were applied to the predictions of membrane

protein structures and protein-ligand binding structures are then presented.
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9.2 Methods

9.2.1 Replica-Exchange Method

Let us consider a system of N atoms of mass mk (k¼ 1,. . ., N ) with their coordinate

vectors and momentum vectors denoted by q¼ (q1,. . ., qN) and p¼ (p1, . . ., pN),
respectively. The Hamiltonian H(q,p) of the system is the sum of the kinetic energy

K( p) and the potential energy E(q):

H q; pð Þ ¼ K pð Þ þ E qð Þ; ð9:1Þ

where

K pð Þ ¼
XN
k¼1

pk
2

2mk
: ð9:2Þ

In the canonical ensemble at temperature T, each state with the Hamiltonian H(q, p)
is weighted by the Boltzmann factor:

WB x; Tð Þ ¼ exp �βH q; pð Þð Þ; ð9:3Þ

where the inverse temperature β is defined by β¼ 1/kBT (kB is the Boltzmann

constant). The average kinetic energy at temperature T is then given by:

K pð Þh iT ¼
XN
k¼1

pk
2

2mk

* +
T

¼ 3

2
NkBT: ð9:4Þ

Because the coordinates q and momenta p are decoupled in Eq. (9.1), we can

suppress the kinetic energy part and can write the Boltzmann factor as

WB x; Tð Þ ¼ WB E; Tð Þ ¼ exp �βEð Þ: ð9:5Þ

The canonical probability distribution of potential energy PNVT(E;T ) is then given

by the product of the density of states n(E) and the Boltzmann weight factorWB(E;
T ):

PNVT E; Tð Þ / n Eð ÞWB E; Tð Þ: ð9:6Þ

The conventional MC or MD simulations at constant temperature are expected to

yield PNVT(E;T ). An MC simulation based on the Metropolis algorithm [19] is

performed with the following transition probability from a state x of potential

energy E to a state x0 of potential energy E0:
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w x ! x0ð Þ ¼ min 1;
WB E0; Tð Þ
WB E; Tð Þ

� �
¼ min 1, exp �βΔEð Þð Þ; ð9:7Þ

where

ΔE ¼ E0 � E: ð9:8Þ

However, in practice, it is very difficult to obtain accurate canonical distributions of

complex systems at low temperatures by conventional MC or MD simulation

methods. This is because simulations at low temperatures tend to get trapped in

one or a few of local-minimum energy states. This difficulty is overcome by, for

instance, the generalized-ensemble algorithms, which greatly enhance conforma-

tional sampling.

The replica-exchange method (REM) is one of effective generalized-ensemble

algorithms. The system for REM consists of M noninteracting copies (or replicas)

of the original system in the canonical ensemble at M different temperatures

Tm m ¼ 1, . . . ,Mð Þ. We arrange the replicas so that there is always exactly one

replica at each temperature. Then there exists a one-to-one correspondence between

replicas and temperatures; the label i ¼ 1, . . . ,Mð Þ for replicas is a permutation of

the label m ¼ 1, . . . ,Mð Þ for temperatures, and vice versa:

i ¼ i mð Þ�f mð Þ,
m ¼ m ið Þ�f�1 ið Þ;

�
ð9:9Þ

where f(m) is a permutation function of m and f�1 ið Þ is its inverse.
Let X ¼ x

i 1ð Þ½ �
1 ; . . . ; x

i Mð Þ½ �
M

n o
¼ x

1½ �
m 1ð Þ; . . . ; x

M½ �
m Mð Þ

n o
stand for a “state” in this

generalized ensemble. Each “substate” x
½i�
m is specified by the coordinates q[i] and

momenta p[i] of N atoms in replica i at temperature Tm:

x i½ �
m� q i½ �; p i½ �

� �
m
: ð9:10Þ

Because the replicas are noninteracting, the weight factor for the state X in this

generalized ensemble is given by the product of Boltzmann factors for each replica

(or at each temperature):

WREM Xð Þ ¼
YM
i¼1

exp �βm ið ÞH q i½ �; p i½ �
� �n o

¼
YM
m¼1

exp �βmH q i mð Þ½ �; p i mð Þ½ �
� �n o

; ð9:11Þ

where i(m) and m(i) are the permutation functions in Eq. (9.9).
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We now consider exchanging a pair of replicas in this ensemble. Suppose we

exchange replicas i and j which are at temperatures Tm and Tn, respectively:

X ¼ . . . ; x i½ �
m ; . . . ; x

j½ �
n ; . . .

n o
! X0 ¼ . . . , x j½ �

m
0, . . . , x i½ �

n
0, . . .

n o
: ð9:12Þ

The exchange of replicas can be written in more detail as

x i½ �
m� q i½ �; p i½ �� �

m
! x j½ �

m
0� q j½ �

,p j½ �0� �
m
,

x j½ �
n � q j½ �; p j½ �� �

n
! x i½ �

n
0� q i½ �

,p i½ �0� �
n
;

(
ð9:13Þ

where the definitions for p[i]0 and p[j]0 will be given below.

In the original implementation of REM [8], Monte Carlo algorithm was used, and

only the coordinates q (and the potential energy function E(q)) had to be taken into

account. Inmolecular dynamics algorithm, on the other hand, we also have to dealwith

the momenta p. We proposed the following momentum assignment in Eq. (9.13) [10]:

p i½ �0�
ffiffiffiffiffiffi
Tn

Tm

r
p i½ �,

p j½ �0�
ffiffiffiffiffiffi
Tm

Tn

r
p j½ �;

8>><
>>: ð9:14Þ

which we believe is the simplest and the most natural. This assignment means that

we just rescale uniformly the velocities of all the atoms in the replicas by the square

root of the ratio of the two temperatures so that the temperature condition in

Eq. (9.4) may be satisfied immediately after replica exchange is accepted. We

remark that similar momentum rescaling formulae for various constant temperature

algorithms have been worked out in Ref. [20].

The transition probability of this replica-exchange process is given by the usual

Metropolis criterion:

w X ! X0ð Þ�w x i½ �
m



x j½ �
n

� �
¼ min 1;

WREM X0ð Þ
WREM Xð Þ

� �
¼ min 1, exp �Δð Þð Þ; ð9:15Þ

where in the second expression (i.e., w x i½ �
m



x j½ �
n

� �
), we explicitly wrote the pair of

replicas (and temperatures) to be exchanged. From Eqs. (9.1), (9.2), (9.11), and

(9.14), we have

Δ ¼ βm E q j½ �
� �

� E q i½ �
� �� �

� βn E q j½ �
� �

� E q i½ �
� �� �

ð9:16Þ

¼ βm � βnð Þ E q j½ �
� �

� E q i½ �
� �� �

: ð9:17Þ

Note that after introducing the momentum rescaling in Eq. (9.14), we have the same

Metropolis criterion for replica exchanges, i.e., Eqs. (9.15) and (9.17), for both MC

and MD versions.
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Without loss of generality we can assume that T1 < T2 < . . . < TM. The lowest

temperature T1 should be sufficiently low so that the simulation can explore the

experimentally relevant temperature region, and the highest temperature TM should

be sufficiently high so that no trapping in an energy-local-minimum state occurs.

An REM simulation is then realized by alternately performing the following two

steps:

1. Each replica in canonical ensemble of the fixed temperature is simulated simul-
taneously and independently for a certain MC or MD steps.

2. A pair of replicas at neighboring temperatures, say, x
½i�
m and x

j½ �
mþ1, are exchanged

with the probability w x i½ �
m



x j½ �
mþ1

� �
in Eq. (9.15).

A random walk in “temperature space” is realized for each replica, which in turn

induces a random walk in potential energy space. This alleviates the problem of

getting trapped in states of energy local minima.

After a long production run of a replica-exchange simulation, the canonical

expectation value of a physical quantity A at temperature Tm m ¼ 1, . . . ,Mð Þ can be
calculated by the usual arithmetic mean:

Ah iTm
¼ 1

nm

Xnm
k¼1

A xm kð Þð Þ; ð9:18Þ

where xm kð Þ k ¼ 1, . . . , nmð Þ are the configurations obtained at temperature Tm and

nm is the total number of measurements made at T¼ Tm. The expectation value at

any intermediate temperature T (¼1/kBβ) can also be obtained as follows:

Ah iT ¼

X
E

A Eð ÞPNVT E; Tð ÞX
E

PNVT E; Tð Þ ¼

X
E

A Eð Þn Eð Þexp �βEð ÞX
E

n Eð Þexp �βEð Þ : ð9:19Þ

The density of states n(E) in Eq. (9.19) is given by the multiple-histogram

reweighting techniques or the weighted histogram analysis method (WHAM)

[21, 22] (see also Ref. [23]) as follows. Let Nm(E) and nm be, respectively, the

potential energy histogram and the total number of samples obtained at temperature

Tm ¼ 1=kBβm m ¼ 1, . . . ,Mð Þ. The best estimate of the density of states is then

given by:
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n Eð Þ ¼

XM
m¼1

Nm Eð Þ

XM
m¼1

nmexp f m � βmEð Þ
; ð9:20Þ

where we have for each m ¼ 1, . . . ,Mð Þ

exp �f mð Þ ¼
X
E

n Eð Þexp �βmEð Þ: ð9:21Þ

Note that Eqs. (9.20) and (9.21) are solved self-consistently by iteration [21, 22] to

obtain the density of states n(E) and the dimensionless Helmholtz free energy fm.
Namely, we can set all the f m m ¼ 1, . . . ,Mð Þ to, e.g., zero initially. We then use

Eq. (9.20) to obtain n(E), which is substituted into Eq. (9.21) to obtain next values

of fm, and so on.

Moreover, the ensemble averages of any physical quantity A (including those

that cannot be expressed as functions of potential energy) at any temperature T (¼1/

kBβ) can now be obtained from the “trajectory” of configurations of the production

run. Namely, we first obtain f m m ¼ 1, . . . ,Mð Þ by solving Eqs. (9.20) and (9.21)

self-consistently, and then we have [23]

Ah iT ¼

XM
m¼1

Xnm
k¼1

A xm kð Þð Þ 1XM
l¼1

nlexp f l � βlE xm kð Þð Þð Þ
exp �βE xm kð Þð Þð Þ

XM
m¼1

Xnm
k¼1

1XM
l¼1

nlexp f l � βlE xm kð Þð Þð Þ
exp �βE xm kð Þð Þð Þ;

ð9:22Þ

where xm kð Þ k ¼ 1, . . . , nmð Þ are the configurations obtained at temperature Tm.

9.2.2 Multidimensional Replica-Exchange Method

We now present the multidimensional/multivariable extension of the replica-

exchange method, which we refer to as the multidimensional replica-exchange
method (MREM) [11, 14]. Let us consider a generalized potential energy function

Ελ(x), which depends on L parameters λ ¼ λ 1ð Þ; . . . ; λ Lð Þ� �
, of a system in state x.

Although Ελ(x) can be any function of λ, we consider the following specific

generalized potential energy function for simplicity:
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λ xð Þ ¼ E0 xð Þ þ
XL
l¼1

λ lð ÞVl xð Þ: ð9:23Þ

Here, there are L+ 1 energy terms, E0(x) and Vl xð Þ l ¼ 1, . . . ,Lð Þ, and λ(l ) are the

corresponding coupling constants for Vl(x) (we collectively write

λ ¼ λ 1ð Þ; . . . ; λ Lð Þ� �
).

The crucial observation that led to MREM is that as long as we have M
noninteracting replicas of the original system, the HamiltonianH(q,p) of the system
does not have to be identical among the replicas, and it can depend on a parameter

with different parameter values for different replicas [11]. The system for MREM

consists of M noninteracting replicas of the original system in the “canonical

ensemble” with M ¼ M0 �M1 � . . .�MLð Þ different parameter sets

Λm m ¼ 1, . . . ,Mð Þ, where Λm� Tm0
; λmð Þ� Tm0

; λ 1ð Þ
m1
; . . . ; λ Lð Þ

mL

� �
with

m0 ¼ 1, . . . ,M0,ml ¼ 1, . . . ,Ml l ¼ 1, . . . ,Lð Þ. Because the replicas are

noninteracting, the weight factor is given by the product of Boltzmann-like factors

for each replica:

WMREM�
YM0

m0¼1

YM1

m1¼1

� � �
YML

mL¼1

exp �βm0
Eλm

� �
: ð9:24Þ

Without loss of generality, we can order the parameters so that T1 < T2 < . . .

< TM0
and λ lð Þ

1 < λ lð Þ
2 < . . . < λ lð Þ

Ml
(for each l¼ 1, . . .,L). An MREM simulation is

realized by alternately performing the following two steps:

1. For each replica, a “canonical” MC or MD simulation at the fixed parameter set

is carried out simultaneously and independently for certain steps.

2. We exchange a pair of replicas i and j which are at the parameter sets Λm and

Λmþ1, respectively. The transition probability for this replica-exchange process

is given by

w Λm $ Λmþ1ð Þ ¼ min 1, exp �Δð Þð Þ; ð9:25Þ

where we have

Δ ¼ βm0
� βm0þ1

� �
Eλm q j½ �

� �
� Eλm q i½ �

� �� �
; ð9:26Þ

for T-exchange and

Δ ¼ βm0
Eλml

q j½ �
� �

� Eλml
q i½ �

� �� �
� Eλmlþ1

q j½ �
� �

� Eλmlþ1
q i½ �

� �� �h i
; ð9:27Þ

for λ(l ) exchange (for one of l ¼ 1, . . . , L). Here, q[i] and q[j] stand for coordinate

vectors for replicas i and j, respectively, before the replica exchange.
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Suppose we have made a single run of a short MREM simulation with

M ¼ M0 �M1 � . . .�MLð Þ replicas that correspond to M different parameter sets

Λm m ¼ 1, . . . ,Mð Þ, letNm0,m1, ...,mL
E0;V1; . . . ;VLð Þ andnm0,m1, ...,mL

be, respectively,

the (L + 1) dimensional potential energy histogram and the total number of samples

obtained for the m-th parameter set Λm ¼ Tm0
; λ 1ð Þ

m1
; . . . ; λ Lð Þ

mL

� �
. The generalized

WHAM equations are then given by [14]

n E0;V1; . . . ;VLð Þ ¼

X
m0,m1, ...,mL

Nm0,m1, ...,mL
E0;V1; . . . ;VLð Þ

X
m0,m1, ...,mL

nm0,m1, ...,mL
exp f m0,m1, ...,mL

� βm0
Eλm

� � ; ð9:28Þ

and

exp �f m0,m1, ...,mL

� � ¼ X
E0,V1, ...,VL

n E0;V1; . . . ;VLð Þexp �βm0
Eλm

� �
: ð9:29Þ

The density of states n(E0,V1, . . .,VL) and the dimensionless free energy f m0,m1, ...,mL

are obtained by solving Eqs. (9.28) and (9.29) self-consistently by iteration.

We now present the equations for calculating ensemble averages of physical

quantities with any temperature T and any parameter λ values. After a long

production run of MREM simulations, the canonical expectation value of a physical

quantity A with the parameter values Λm m ¼ 1, . . . ,Mð Þ, where Λm� Tm0
; λmð Þ�

Tm0
; λ 1ð Þ

m1
; . . . ; λ Lð Þ

mL

� �
with m0 ¼ 1, . . . ,M0,ml ¼ 1, . . . ,Ml l ¼ 1, . . . ,Lð Þ, and

M ¼ M0 �M1 � . . .�MLð Þ, can be calculated by the usual arithmetic mean:

Ah iTm0
,λm ¼ 1

nm

Xnm
k¼1

A xm kð Þð Þ; ð9:30Þ

where xm kð Þ k ¼ 1, . . . , nmð Þ are the configurations obtained with the parameter

values Λm m ¼ 1, . . . ,Mð Þ and nm(¼ nm0,m1, ...,mL
) is the total number of measure-

ments made with these parameter values. The expectation values of A at any

intermediate T (¼1/kBβ) and any λ can also be obtained from

Ah iT,λ ¼

X
E0,V1, ...,VL

A E0;V1; . . . ;VLð Þn E0;V1; . . . ;VLð Þexp �βEλð Þ
X

E0,V1, ...,VL

n E0;V1; . . . ;VLð Þexp �βEλð Þ ; ð9:31Þ

where the density of states n(E0,V1, . . .,VL) is obtained from the WHAM equations

in Eqs. (9.28) and (9.29).
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Moreover, the ensemble average of the physical quantity A (including those that

cannot be expressed as functions of E0 and Vl l ¼ 1, . . . ,Lð ÞÞ can be obtained from

the “trajectory” of configurations of the production run [23]. Namely, we first

obtain f m0,m1, ...,mL
for each m0 ¼ 1, . . . ,M0,ml ¼ 1, . . . ,Ml l ¼ 1, . . . ,Lð Þ by

solving Eqs. (9.28) and (9.29) self-consistently, and then we have [14]

Ah iT,λ ¼

XM0

m0¼1

. . .
XML

mL¼1

X
xm

A xmð Þ exp �βEλ xmð Þð ÞXM0

m0¼1

. . .
XML

mL¼1

nn0, ...,nLexp f n0, ...,nL � βn0Eλn xmð Þ� �
XM0

m0¼1

. . .
XML

mL¼1

X
xm

exp �βEλ xmð Þð ÞXM0

m0¼1

. . .
XML

mL¼1

nn0, ...,nLexp f n0, ...,nL � βn0Eλn xmð Þ� �
;

ð9:32Þ

where xm are the configurations obtained at Λm� Tm0
; λmð Þ� Tm0

; λ 1ð Þ
m1
; . . . ; λ Lð Þ

mL

� �
.

Here, the trajectories xm are stored for each Λm separately.

We now describe a free energy calculation method based on MREM, which we

refer to as replica-exchange umbrella sampling (REUS) [11]. In Eq. (9.23), we

consider that E0(q) is the original unbiased potential and that Vl qð Þ l ¼ 1, . . . ,Lð Þ
are the biasing (umbrella) potentials with λ(l ) being the corresponding coupling

constants λ ¼ λ 1ð Þ; . . . ; λ Lð Þ� �� �
. Introducing a “reaction coordinate” ξ, the umbrella

potentials are usually written as harmonic restraints:

Vl qð Þ ¼ kl ξ qð Þ � dlð Þ2, l ¼ 1, . . . ,Lð Þ; ð9:33Þ

where dl are the midpoints and kl are the strengths of the restraining potentials. We

prepare M replicas with M different values of the parameters Λm ¼ Tm0
; λmð Þ, and

the replica-exchange simulation is performed. Because the umbrella potentials

Vl(q) in Eq. (9.33) are all functions of the reaction coordinate ξ only, we can take

the histogram Nm(E0, ξ) instead of Nm(E0,V1, . . .,VL). The WHAM equations can

then be written:

PT,λ E0; ξð Þ ¼

XM
m¼1

Nm

�
E0, ξ

�
XM
m¼1

nmexp f m � βm0
Eλm

� �

2
66664

3
77775exp �βEλð Þ; ð9:34Þ

and
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exp �f mð Þ ¼
X
E0, ξ

PTm0 ,λm
E0; ξð Þ: ð9:35Þ

The expectation value of a physical quantity A is now given by

< A>T ,λ ¼

X
E0, ξ

A E0; ξð ÞPT ,λ E0; ξð Þ
X
E0, ξ

PT ,λ E0; ξð Þ : ð9:36Þ

The potential of mean force (PMF), or free energy as a function of the reaction

coordinate, of the original, unbiased system at temperature T is given by

WT ,λ¼ 0f g ξð Þ ¼ �kBTln
X
E0

PT ,λ¼ 0f g E0; ξð Þ
" #

; ð9:37Þ

where 0f g ¼ 0; . . . ; 0ð Þ.

9.3 Results

We now present some examples of the simulation results by REM and its extensions

described in the previous section.

We first give the results of membrane protein folding and structure predictions.

We included only transmembrane helices in the replica-exchange MC simulations

with constraints that the helices stay within the membrane regions [24–26]. Helix

backbones were treated as rigid bodies, but side chains were flexible. The MC

moves were rigid translation of helices, rigid rotation of helices, and torsion angle

rotations in side chains of helices.

Recently, we also allowed deformations of helices [27], because many trans-

membrane helices are distorted in the native structures. We applied the replica-

exchange MC method to a helix dimer system of glycophorin A. The number of

amino acid residues in the helix is 18, and the sequence is identical and

TLIIFGVMAGVIGTILLI. Twenty replicas were used with the following temper-

atures: 300, 333, 371, 413, 460, 512, 571, 635, 707, 767, 857, 956, 1047, 1110,

1170, 1235, 1300, 1370, 1435, and 1500 K. The total number of MC steps was

100,000,000. For the initial states, ideal helices were placed at the center of the

membrane and perpendicularly to the membrane boundary surfaces, and the centers

of two helices were placed 20 Å apart.

We first examine how the replica-exchange simulation performed. Figure 9.1a

shows the time series of the replica index at the lowest temperature of 300 K. We

see that the minimum temperature was taken by different replicas many times

during the replica-exchange simulation, and we observe a random walk in the
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replica space. The complementary picture is the temperature exchange for each

replica. Figure 9.1b shows the time series of temperatures for one of the replicas

(Replica 6). We see that Replica 6 took various temperature values during the

replica-exchange simulation. We observe random walks in the temperature space

between the lowest and highest temperatures. Other replicas behaved similarly.

Figure 9.1c shows the corresponding time series of the total potential energy for

Replica 6. We see a strong correlation between the time series of temperatures

(Fig. 9.1b) and that of potential energy (Fig. 9.1c), as expected. We next examine

how widely the conformational space was sampled during the replica-exchange

simulation. We plot the time series of the root-mean-square deviation (RMSD) of

all the atoms from the experimental structure of Protein Data Bank (PDB) (PDB

code: 1AFO) for Replica 6 in Fig. 9.1d. When the temperature becomes high, the

RMSD takes large values, and when the temperature becomes low, the RMSD takes

Fig. 9.1 Time series of various quantities for the replica-exchange simulation of glycophorin

A. (a) Time series of replica index at 300 K. (b) Time series of temperature change for Replica

6. (c) Time series of total potential energy change for Replica 6. (d) Time series of the RMSD

(in Å) with respect to all the Cα atoms from the PDB structure (PDB code: 1AFO) for Replica

6 (Reprinted from Ref. [27] with kind permission of the Physical Society of Japan (2015))
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small values. By comparing Fig. 9.1b and d, we see that there is a positive

correlation between the temperature and RMSD. The fact that the RMSDs at high

temperatures are large implies that our simulations did not get trapped in local-

minimum potential energy states. These results confirm that the replica-exchange

simulation was properly performed.

Figure 9.2a shows the canonical probability distributions of the potential energy

obtained from the replica-exchange simulation at 20 temperatures. We see that the

distributions have sufficient overlaps between the neighboring temperature pairs.

This ensures that the number of replicas was sufficient. In Fig. 9.2b, the average

potential energy and its components, namely, the electrostatic energy Eelec,

Lennard-Jones energy Evdw, torsion energy Edih, and constraint energy Egeo, are

shown as functions of temperature, which were calculated by using Eq. (9.22).

Because the helices are generally far apart from each other at high temperatures, the

energy components, especially Eelec and Evdw, are higher at high temperatures. At

low temperatures, on the other hand, the side-chain packing among helices is

expected. We see that as the temperature becomes lower, Evdw, Edih, and Eelec

decrease almost linearly down to about 1200 K, and as a result, Etot is also almost

linearly decreasing down to about 1200 K. On the other hand, when the temperature

becomes <1200 K, Evdw contributes more to the decrease in Etot. This is reasonable

because Evdw decreases as a result of side-chain packing and the stability of the

conformation increases.

Fig. 9.2 (a) Canonical probability distributions of total potential energy at each temperature from

the replica-exchange simulation of glycophorin A. The distributions correspond to the following

temperatures (from left to right): 300, 333, 371, 413, 460, 512, 571, 635, 707, 767, 857, 956, 1047,
1110, 1170, 1235, 1300, 1370, 1435, and 1500 K. (b) Averages of total potential energy Etot of

glycophorin A and its component terms: electrostatic energy Eelec, Lennard-Jones energy Evdw,

dihedral energy Edih, and constraint energy Egeo as functions of temperature (Reprinted from Ref.

[27] with kind permission of the Physical Society of Japan (2015))
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We next examine the typical local-minimum free energy state structures in each

cluster of similar structures. Representative structures were selected in the highest

density regions within the clusters. In Fig. 9.3, the representative structure of each

cluster and the solution NMR structure (PDB code: 1AFO) are shown. We confirm

that the structure of Cluster 1 is the closest to the experimental one. The structures

of Clusters 2 and 3 have different packing in GXXXG motifs compared with the

native and Cluster 1 structures. Note that each helix in all these structures has a

similar structure, which is close to an ideal helix structure. This means that

glycophorin A has basically ideal helix structures as local-minimum free energy

states in this simulation, although we allowed the helix to be distorted or bent

during the simulation.

The generalized-ensemble algorithms are particularly useful for drug design. We

next examine how our docking method based on REUS performs in the prediction

of protein-ligand binding structures [28, 29]. The reaction coordinate ξ is the

distance between the ligand and the binding site in the protein.

We selected five protein-ligand complexes from PDB: 1T4E, 1SNC, 1OF6,

1ROB, and 2JJC, which correspond to the protein and ligand pairs, MDM2 and

benzodiazepine, staphylococcal nuclease and PD*TP, aldolase and tyrosine, ribo-

nuclease A and 20-2CMP, and heat shock protein and pyrimidine-2-amine,

respectively.

Figure 9.4 shows the structures of the five ligand molecules complexed to

proteins, as registered in the PDB. We immersed each protein-ligand complex in

a water box with at least 10.0 Å solvation from the protein surface. The total

Fig. 9.3 Typical structures

of glycophorin A in each

cluster of similar structures

selected as the local-

minimum free energy state.

The RMSD from the native

conformation (PDB code:

1AFO) with respect to all

the Cα atoms is 3.1, 3.4, 3.3,

and 6.5 Å for Cluster

1, Cluster 2, Cluster 3, and

Cluster 4, respectively

(Reprinted from Ref. [27]

with kind permission of the

Physical Society of Japan

(2015))
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number of water molecules was 5971 for the 1T4E system, 7561 for the 1SNC

system, 14,670 for the 1OF6 system, 7093 for the 1ROB system, and 8812 for the

2JJC system. The following 24 umbrella potentials were prepared: km ξ qð Þ � dmð Þ2,
where the midpoint values were dm ¼ 5.0, 5.5, 6.0, 6.5, 7.0, 7.5, 8.0, 8.5, 9.0, 9.5,

10.0, 10.5, 11.0, 12.0, 13.0, 14.0, 15.0, 16.0, 17.5, 19.0, 20.5, 22.0, 23.5, and 25.0Å,

and the strengths of the restraining potentials were km ¼ 1:0kcal= mol Å
2

� �
for dm

� 13:0Å and km ¼ 0:5kcal= mol Å
2

� �
for dm > 13:0Å.

Figure 9.5 shows typical snapshots from the umbrella sampling simulations with

the largest midpoint value of 25 Å (22 Å only for 1OF6). We see that ligand

molecules are apart from proteins and are completely outside the protein pockets.

The production runs were performed for 110–200 ns and the last 100 ns data was

used for the analyses.

Figure 9.6 shows the time series of various quantities that we obtained from the

REUS simulations of 1T4E as a representative system. Figure 9.6a shows the time

series of the reaction coordinate (the distance of the ligand from the pocket) through

umbrella potential exchange for some of the replicas. We observe that the reaction

coordinate goes up and down between the lowest value and the highest one and that

sufficient sampling has been achieved. Other replicas behaved similarly.

Figure 9.6b shows the time series of the distances of the center positions of

umbrella potentials corresponding to Fig. 9.6a. When the center position of

umbrella position is high, the reaction coordinate is high, and when the former is

low, so is the latter. There is a strong correlation between Figs. 9.6a, b, as is to be

expected.

Fig. 9.4 Ligand molecule conformations complexed to proteins (from PDB). PDB IDs are (a)
1T4E, (b) 1SNC, (c) 1OF6, (d) 1ROB, and (e) 2JJC (Reprinted from Ref. [28] with kind

permission of Wiley (2011))
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Figure 9.6c shows the time series of RMSD of the ligand from PDB structure.

We see that the RMSD goes up and down between the lowest and highest values

found and that wide conformational space along the reaction coordinate has indeed

been sampled during the simulations. Comparing Fig. 9.6a and c, we see that

Replica 1 (black) has the distance close to the correct binding distance in the

beginning, but it has actually a very different conformation and has a large

RMSD from the experimental binding structure in PDB. However, we observe

that the correct binding structures were found independently by different replicas,

while the REUS simulation proceeded.

Figure 9.6d is the time series of replica exchange. The time series of replica

number at an umbrella potential with the midpoint of 6.0 Å is shown. We see that

many replicas experienced the umbrella potential with the midpoint value of 6.0 Å.
These figures show that the replica-exchange simulations have been properly

performed. Thus far, we examined how well the REUS simulation worked in the

case of 1T4E system. We also confirmed that REUS simulations have been

performed properly in all other systems.

Figure 9.7 shows the PMF for the five systems that we examined in this study.

We collected about 50,000 ligand structures with the global-minimum PMF inside

the pocket for each system. The global-minimum PMF inside the pocket was also

the global-minimum PMF over all distance range for (a) 1T4E, (b) 1SNC, (c) 1OF6,

and (d) 1ROB systems. On the other hand, we found that the structures with the

global-minimum PMF for (e) 2JJC system were not inside the pockets. Therefore,

Fig. 9.5 Snapshots from the umbrella sampling simulations with the largest midpoint value of

25 Å (22 Å only for 1OF6). PDB IDs are shown below each figure. The space-filled molecules,

which do not exist in these simulations, actually show the correct ligand binding positions (from

PDB) as references. Water molecules are not shown to see the protein-ligand conformations

clearly (Reprinted from Ref. [28] with kind permission of Wiley (2011))
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we collected the structures with the first local-minimum PMF, which has the lowest

PMF inside the protein pocket.

Figure 9.8 shows the comparisons of the predicted binding modes (green) with

the experimental ones (blue) from PDB. We see that the predicted binding modes

are in excellent agreement with the experimental binding modes especially for

(a) 1T4E and (b) 1SNC, while we obtained essentially the correct binding modes

also for (c) 1OF6, (d) 1ROB, and (e) 2JJC, considering the fluctuations of both

protein and ligand structures. Note that docking software GOLD made incorrect

predictions for (b) 1SNC and (d) 1ROB and these two systems are categorized as

“significant error” in the original paper [30].

To investigate the need for protein flexibility for the protein-ligand association

from a different point of view, we have performed the comparative REUS simula-

tions with the restraints on the heavy atoms in the protein for one of the systems

(PDB ID: 1OVE) [29]. All of the heavy atoms were constrained harmonically with

a bond constant of 1.0 kcal/(molÅ2) to the reference structure after the equilibration

run, whereas the heavy atoms near the pocket were not constrained in the original

Fig. 9.6 Time series of (a) the reaction coordinate ξ (distance from the protein pocket), (b) the
center position of umbrella potential from the protein pocket, (c) RMSD (in Å) from the correct

binding mode, and (d) replica exchange for the third umbrella potential (kcal/(mol Å2) and Å),
obtained from the REUS simulation of 1T4E system. Time series of Replicas 1 (black), 9 (blue),
13 (orange), 16 (green), and 19 (pink) are shown for (a), (b), and (c) as representatives. The bold

red lines at 6.0 Å in (a) and (b) show the correct binding distance from PDB (Reprinted from Ref.

[28] with kind permission of Wiley (2011))

9 Structural Fluctuations of Proteins in Folding and Ligand Docking Studied. . . 199



conditions. The pocket shape of the reference structure should be suitable for the

ligand because the reference structure was prepared by the equilibration run with

the protein-ligand complex correctly binding to each other.

Figure 9.9 shows the time series of the reaction coordinate ξ and RMSD that we

obtained from the REUS simulations of 1OVE with and without restraints on the

heavy atoms in the protein. Figures 9.9a, b are the time series of the reaction

coordinate ξ (the distance of the ligand from the pocket) at the umbrella potential

with the midpoint of 8.0 Å experienced by different replicas (a) with the original

Fig. 9.7 Potential of mean force profiles along the reaction coordinate ξ (distance from the protein

pocket) for all the five systems (a) 1T4E, (b) 1SNC, (c) 1OF6, (d) 1ROB, and (e) 2JJC (Reprinted

from Ref. [28] with kind permission of Wiley (2011))
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conditions (without restraints near the pocket) and (b) with the restraints on all the

heavy atoms of the protein, respectively. We observe that both simulations properly

sampled the structures with the distance specified by the umbrella potential. How-

ever, it is shown that the structures sampled by these two REUS simulations were

very different. Figures 9.9c, d shows the time series of RMSD of a ligand molecule

from the correct binding structure from PDB corresponding to Figs. 9.9a, b,

respectively. We see that the simulation under the original conditions in Fig. 9.9c

sampled the structures close to the experimental one correctly. On the other hand,

the simulation under the restraint condition on all the heavy atoms in Fig. 9.9d did

not find the correct binding structure in PDB. This is a reasonable result when we

compare the PDB structure with structures from typical snapshots of the simulation

corresponding to Fig. 9.9d.

Figure 9.10 compares the PDB structure of 1OVE and a typical snapshot from

the REUS simulation with the restraints on all the heavy atoms of the protein, which

could not find the correct binding structure. We see that the ligand in PDB is

surrounded by the protein atoms and the gateway seems to be too narrow if the

heavy atoms in the protein are fixed. Therefore, the ligand could not approach the

correct binding region by the REUS simulation with the restraints in Fig. 9.10b.

However, when the protein atoms around the pocket region were flexible, the ligand

successfully found the correct binding structure by the REUS simulation (see

Fig. 9.10a). These results imply the importance of the protein flexibility for a ligand

binding to a protein.

Fig. 9.8 Comparisons of the predicted binding modes by the REUS simulations (green) with the

experimental ligand binding modes from PDB (blue). In (c) the REUS simulation predicted two

different binding modes (green and pink), which were detected as equally stable ones on the free

energy landscape (Reprinted from Ref. [28] with kind permission of Wiley (2011))
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Fig. 9.9 Time series of the reaction coordinate ξ (the distances from the protein pocket) at the

umbrella potential with the midpoint of 8.0 Å obtained from the REUS simulation of the 1OVE

system (a) without any restraints on all the atoms within 12 Å around a ligand and (b) with the

restraints (k¼ 1.0 kcal/(mol Å2)) on all the heavy atoms of a protein. (c) and (d) are the time series

of RMSD of a ligand molecule from the correct binding mode, corresponding to (a) and (b),

respectively. The correct binding distance from PDB is 8.3 Å (Reprinted from Ref. [29] with kind

permission of the American Chemical Society (2013))

Fig. 9.10 (a) PDB structure of 1OVE and (b) a snapshot from the REUS simulation with the

restraints on all the heavy atoms of the protein for the replica with the umbrella potential of the

midpoint of 8.0 Å at 10 ns (Reprinted from Ref. [29] with kind permission of the American

Chemical Society (2013))
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9.4 Conclusions

In this chapter, we introduced a powerful generalized-ensemble algorithm, replica-

exchange method (REM). We then described an extension of REM,

multidimensional replica-exchange method (MREM). We also presented a special

example of MREM, replica-exchange umbrella sampling (REUS). They can greatly

enhance conformational sampling and structural fluctuations of biomolecular sys-

tems, allowing accurate free energy calculations. We then presented the results of

REM MC simulations for membrane protein folding and those of REUS simula-

tions for ligand docking to target proteins. We have obtained very promising

results. Namely, we have succeeded in predicting the transmembrane helix struc-

tures of a membrane protein and the ligand binding structures both in excellent

agreement with the experimental data from PDB. The latter is especially useful for

drug design. Further improvement of the REUS-based docking method is now in

progress. For example, a two-dimensional REM by the introduction of additional

dimension to REUS has been developed [31, 32] and seems very promising.
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Chapter 10

Spatiotemporal Fluctuations of Protein

Folding in Living Cells

Minghao Guo and Martin Gruebele

Abstract Protein folding landscapes and protein-protein interaction landscapes are

subject to modulation by many factors inside living cells: crowding, electrostatics,

hydrophobic interactions, and even hydrodynamic phenomena. The resulting spa-

tiotemporal fluctuations in protein folding rates, protein stability, protein structure,

protein function, and protein interactions are the subject of a recent generation of

experiments, as well as in-cell modeling. We discuss some specific examples of

how the cell modulates energy landscapes and leads to fluctuations that may, in

some cases, simply be a consequence of statistical physics, but, in other cases, may

be exploited by the cell to improve its fitness.

Keywords Crowding • Fluorescence microscopy • FReI • In-cell folding • Quinary

interaction • Temperature jump

10.1 Introduction

Proteins are constantly subject to a fluctuating environment. Some of these fluctu-

ations are internal to the protein itself: these macromolecules are large enough to

produce their own environment. For example, self-friction contributes to folding

kinetics [1, 2], and fluctuating loops can regulate enzyme activity [3, 4]. Other

fluctuations result from the environment. For example, solvation water dynamics

are affected by the protein’s presence [5–7] and in turn affect protein dynamics [8],

and inside cells, proteins interact with a myriad of macromolecules and molecular

machinery.

The fluctuations of the protein energy landscape inside cells are the topic of this

chapter. They occur both on different spatial (length) scales [9] and time scales
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[10], resulting in processes such as anomalous protein diffusion in the cell [11] or

variations of protein stability in different parts of the cytoplasm or different

organelles in the cell [12]. Some of these fluctuations may simply be the unavoid-

able physics of small numbers – a protein in a cell is typically surrounded by only a

dozen or so macromolecules – but some of them may have evolved to optimize the

cell for survival [13]. In effect, the crowded interior of the cell may give living

systems another handle for controlling their protein machinery, a level of control

exerted close to the subtle thermal fluctuations on the order of kBT. At that level,
hydrodynamics [14], transiently associated complexes (quinary interactions) [15],

water-mediated interactions [16], and ultrastructure of the cell [17, 18] play a role in

modulating the energy landscape of the cell. In most cases, we do not expect such

modulation to fundamentally alter the energy landscape of proteins studied in vitro,

but to tweak it in advantageous ways. In some cases (e.g., disordered polypeptides

on the verge of folding), small modulations may be amplified drastically

[19]. Indeed, in complex interaction networks, sensitivities can arise that amplify

fluctuations even in the limit of some of the constituents occurring in large

numbers [20].

A number of experimental techniques have been developed during the past

decade to investigate fluctuations of protein dynamics inside cells. Translational

dynamics (e.g., anomalous diffusion) has been studied by tracer particle or

labeling techniques [21, 22]. Stability of proteins has been altered by additives

tolerated by live cells [23]. NMR techniques now can look at overexpressed

proteins inside cells [24], and mass spectrometry techniques can analyze average

stability of proteins inside cells [25]. For a look at fluctuations, fluorescence

techniques are currently the most promising, owing to their spatial resolution

(ca. 300 nm at the diffraction limit, potentially 10s of nm in super-resolution,

which is just becoming possible in live cells [26, 27]). We developed Fast

Relaxation Imaging (FReI) as a simple and robust microscopy technique to look

at fluctuations of protein stability, protein folding kinetics, protein-protein inter-

actions, and protein function inside living cells. The idea is as follows: FRET-

labeled proteins are introduced in a cell through injection, or plasmid expression,

or intrinsic expression. The proteins are imaged inside the cell with millisecond

(and potentially even faster) time resolution. An infrared laser either subjects the

cell to a simple temperature jump [28] or modulates the cell temperature with

other waveforms [29, 30]. The response of the FRET-labeled protein (or FRET-

labeled pair or triplet of proteins) is then imaged throughout the cell as a function

of time, recording responses such as protein unfolding, protein refolding, or

transient protein-protein interactions.

The following discussion is based on a lecture given at the International Sym-

posium on Molecular Science of Fluctuations towards Biological Functions and

discusses some of our work in the area of spatiotemporal fluctuations of protein

stability and folding kinetics inside living cells.
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10.2 Protein Structure and Thermodynamics:

Consequences of Environmental Modulation

Inside living cells exists a crowded environment, with macromolecule concentra-

tion up to 400 mg/ml [31]. The size exclusion effect of crowders has a large impact

on protein stability. It limits the space a protein can occupy, thus distorting the

folding energy landscape in favor of more compact structures. With noninteracting

crowders, the unfolded state is entropically disfavored because it occupies more

space, stabilizing the protein. There are also interacting “attractive” crowders,

which enthalpically stabilize the unfolded state, bringing down the melting tem-

perature of a protein [32, 33].

In vitro, the uncharged carbohydrate Ficoll is often used in crowding experiment

for the comparison of the folding thermodynamics and kinetics with protein in

aqueous buffer [34]. This 70 kDa inert macromolecule provides a simple homoge-

neous crowding environment. The crowding effect alters the protein folding energy

landscape by a small amount, but significant enough to alter protein populations

substantially. For example, the stability of the native state of CRABP1 is changed in

Ficoll by up to 5 kJ/mol [35]. Due to the exponential sensitivity of the population to

free energy (the Boltzmann factor exp[�ΔG/kBT]), this small modulation is enough

to alter the population distribution by sevenfold at constant temperature. Extensive

studies have shown that protein folding energy landscape is modulated on the order

of a few kBT in the presence of crowders [36–38].

Proteins can also be destabilized by crowding or in vivo [39, 40]. For example,

proteins crowded by other proteins in vitro are in some cases stabilized [41] and in

other cases destabilized [39]. This shows that hydrophobic or electrostatic interac-

tions with crowders can create “stickiness” in the protein’s environment, thus

stabilizing less compact unfolded states of the protein. In cells, a rich mixture of

environments with different hydrophobic and electrostatic properties exists in

different organelles and even in ultrastructure within the cytoplasm.

We have used the 415 residue two-domain enzyme PGK (phosphoglycerate

kinase) extensively to study crowding-induced averages and fluctuations of protein

structure and stability inside cells. Even the structure of PGK (specifically, the

relative orientation and contact among the two domains) can be modulated by a

crowding environment [34]. FRET-labeled PGK shows larger fluorescence energy

transfer in a Ficoll-crowded environment and in living cells compared to aqueous

solution. Figure 10.1a shows that the donor/acceptor fluorescence ratio (D/A) drops

to half of the original value as the Ficoll concentration increases from 0 to 300 mg/

ml. This experimental observation was confirmed by coarse-grained molecular

dynamic simulation. The structures found in these simulations reveal that the folded

state of PGK in Ficoll populates a more compact structure than the crystal structure.

The protein population undergoes a shift from the native crystal structure (C) with

two well-separated domains, through collapsed crystal structure (CC), and finally to

a spherical compact state (Sph) as it unfolds in a crowded environment. The radii of

gyration of the CC and Sph states are ca. 2 Å smaller than in the C state, and such
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compactness is favored in a crowded environment. The stability of folded state

increases in the presence of Ficoll as a result of confinement: the melting temper-

ature of PGK in 200 mg/ml Ficoll increases by 2 �C. The drop in D/A and gain in

stability of PGK in Ficoll are consistent with the in vivo result measured for PGK

[34]. The comparison implies that the influence of the cytoplasm on PGK folding

can be described by the macromolecular crowding effect without large enthalpic

contributions that stabilize the unfolded state.

The story is entirely different for the protein VlsE (variable major protein-like

sequence expressed). Borrelia burgdorferi VlsE is an extracellular protein that

assists in the pathogenicity of the Lyme disease agent. VlsE has multiple variable

surfaces to prevent antibody recognition in the infected host [42]. It is an elongated,

football-shaped protein. Experiments have shown that VlsE is sensitive to a simple

crowded environment. In the presence of Ficoll, more helical contents of VlsE are

observed in the far UV CD spectrum, as compared to aqueous solution. The native

state (crystal structure) in absence of crowders has only 52 % helicity, while it rises

to 80 % in the folded state in 400 mg/ml Ficoll 70 solution [43]. MD simulation

suggests that VlsE achieves a more compact bean-shaped (B) structure rich in

nonnative helical contents in crowded environment (Fig. 10.1b). This B state has

a bigger N-to-C terminal distance than native state, even though it is more struc-

tured and compact [31]. This increase of the N-to-C distance agrees with the in-cell

experiment of VlsE FRET labeled at the N and C termini, which shows that the

donor/acceptor ratio D/A of the folded state at room temperature increases from ~2

in buffer to ~3–4 in cells [44].

However, the Ficoll and in-cell experiments part ways when it comes to VlsE

stability. In the simple in vitro crowded environment, VlsE is stabilized just like

Fig. 10.1 Protein structural change in response to crowding. (a) FRET efficiency of PGK-FRET

in terms of the donor acceptor ratio D/A in sucrose (open circles) and Ficoll (dots). Sucrose elicits
no change in compactness, but Ficoll crowder leads to a much smaller FRET label separation

[34]. (b) The four computed conformations of VlsE in different crowding and denaturant condi-

tions [31]. The bean-like shape occurs in crowded environment. It unfolds to X and U states in

sequence
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PGK. The result can be rationalized mainly by an excluded volume effect. Yet

in vivo, in U2OS human bone carcinoma cells, VlsE has a melting temperature 3 �C
lower than in vitro [44]. This interesting result demonstrates that chemical interac-

tions play a role and can overcome purely non-interaction confinement effects

[32, 33]. If so, the interactions must be mainly hydrophobic, as the isoelectric

points of VlsE and PGK are very similar, so at pH ~7.2 inside a cell, electrostatics of

the two proteins should not be too different. In addition to chemical interactions

with crowders inside the cell, a more complex volume exclusion mechanism is also

possible. For example, the states N (native in aqueous solution) and B (the bean-

shaped state stabilized by crowding) may have free energies that tune at different

rates upon crowding. While the X state is destabilized by crowding relative to the B

state, the B state may not be stabilized enough to make the overall effect in the cell a

stabilizing one. It will be very interesting to investigate chemical (mainly enthalpic)

versus volume exclusion/crowding (mainly entropic) effects in the complex envi-

ronment inside cells.

A subcellular resolution study of PGK folding in cells shows how PGK stability

fluctuates among different compartments in the cell and even within the cytoplasm.

Figure 10.2 is a pixel-resolution map (ca. 0.5 μm) and histogram of the melting

temperature of PGK inside U2OS cells [9]. There is a nonuniform pattern of

melting temperature distributions inside the cytoplasm. This 2 �C wide distribution

corresponds to about 4 kJ/mol stability fluctuations of the protein in various parts of

the cytoplasm. In some stabilized areas, there is only 1/3 unfolded population,

whereas in some other areas, there is 2/3 unfolded population. This map clearly

shows protein stability strongly depends on the local environment. Comparison

with intracellular membrane location shows that the patterns are not co-localized

with membranes; they may be associated with the cytoskeleton. For a protein like

PGK, the fluctuations are relatively small near the cell’s natural temperature of

Fig. 10.2 (a) The spatial distribution of melting cooperativity of PGK-FRET measured in the

cytoplasm of a live U2OS cell (the nuclear area has been excluded from the analysis). (b) A

histogram of the distribution. The melting temperature ranges from 39 ˚C to 43 ˚C in vivo, much

wider distributed than in vitro
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37 �C. However, an intrinsically disordered signaling protein with a sharp folding-

unfolding transition dependent on the presence of a binding partner might show

very large fluctuations of unfolded-unbound versus folded-bound population inside

a cell, a possible location-dependent regulation mechanism.

Protein stability can be modulated also by organelles within the cell. Dhar et al.
compared the FRET-labeled PGK in different organelles of mammalian cells

[12]. It was shown that PGK in the endoplasmic reticulum is more compact than

in the cytoplasm. Nuclear-localized PGK is even more compact. Their stabilities

vary in the same order: least stable in cytoplasm, median in the ER, and most stable

in nucleus (Fig. 10.3). The dramatic stabilization in the nucleus compared to ER

and cytoplasm must be due to more than the crowded environment (nuclear

crowding is similar to cytoplasmic crowding), perhaps histone-bound nucleic

acids provide a sufficiently different chemical environment than cytoplasm. In

recent experiments, Wirth et al. [10] showed that PGK co-localized with chromo-

somal material during mitosis also is more stable than in the rest of the cytoplasm,

lending support to this idea.

10.3 Protein Folding, Binding, and Biological Function:

Environmental Modulation of the Energy Landscape

Structure and stability are not the only protein properties that fluctuate in the

intracellular environment. Protein folding kinetics is also highly sensitive to the

free energy landscape, which in turn is modulated by a protein’s surroundings. For
example, the crowding effect that destabilizes the unfolded state lowers the activa-

tion energy at the same time [45]. That would speed up protein refolding. At the

Fig. 10.3 The distribution

of melting temperature and

folding rates of PGK-FRET

in cytoplasm (red), nucleus
(blue), and endoplasmic

reticulum (green) compared

with in vitro (black)
[12]. The PGK constructs

are all stabilized and have

slower folding rates with a

wider rate distribution

in vivo
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same time, crowding eventually (at very high concentrations) increases the local

viscosity and decreases the local diffusion coefficient. That would slow down

protein folding. Viscosity inside cells is a complex phenomenon because of the

different length scales of transport involved. For example, protein rotation and

folding are very localized phenomena (length scale <10 nm), and depend on local

viscosity, which may be relatively similar compared to the bulk in interstitial spaces

between the crowders. At the other extreme, long-range diffusional transport may

encounter jammed environments with very high effective viscosity, slowing down

the dynamics.

Thus, folding rates inside cells could go up or down, depending on whether

confinement or viscosity dominates [36]. For PGK folding in living cells, the

increased local viscosity plays an important role. In Ficoll, PGK folding actually

speeds up relative to aqueous buffer at concentrations up to 100 mg/ml [34]. The

average in vivo folding rate of PGK is slowed down by a factor of 2 compared to

aqueous buffer. At the same time, the fluctuations of in vivo folding rates are large.

Figure 10.4a compares the distribution of the folding rates in vitro and in different

cells from a U2OS cell population. The in vitro data shows negligible variation,

which mainly arises from the experiment error, while the in vivo folding rates vary

from 1/2 to 1/6 s-1. It is estimated that the cell-to-cell variation of the activation

energy of folding is only about 0.6 kJ/mol. The estimate is based on measuring

fluctuations of the protein stability (see previous section) and combining this with

an average Phi-value of 0.3 (The Phi value [47] is a measure of how much the

transition state free energy fluctuates compared to the folding free energy; it lies

between 0.3 and 0.5 for most proteins on average, i.e., a stress that destabilizes a

protein by 1 kJ/mol destabilizes the transition state on average by 0.3–0.5 kJ/mol).

The total folding rate varies by a factor of 3, more than can be accounted for by

0.6 kJ/mol, so the majority of the fluctuations are still attributed to local viscosity

fluctuations inside the cell [48].

Fig. 10.4 Comparison of folding rates of PGK in cells. (a) Distribution of folding times In vivo

and in vitro, all measured at 43 �C. In vivo folding is slowed down with a bigger standard deviation
[46]. (b) Folding rates of PGK as functions of temperature in six cells are shown in different colors.

The in vitro data is shown in the black curve [29]
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Figure 10.4b illustrates how the folding rate depends on temperature and how it

is modulated from cell to cell (with similar fluctuations of the rate occurring also

within cells). The red curves (in-cell) are similar in appearance to the black curves

(in vitro). Thus, the fundamental folding mechanism is not altered in vivo. They do

however differ both systematically and fluctuate from cell to cell. Some of the

systematic variations have already been discussed: the kf (folding) and ku
(unfolding) rate constants intersect at higher temperature and at a lower rate than

in vitro. It means that the protein is stabilized inside the cell and that the observed

relaxation rate near the protein melting temperature is slower in cells than in vitro.

The following can be observed additionally in the kinetics results: the folding rate is

always faster in cell than in vitro, whereas the unfolding rate is always slower. The

former is in agreement with the crowding scenario, in which the unfolded state is

destabilized. On top of these averages, different cells show different “tilts” of the

rate curves in Fig. 10.4b. For example, cells 1 and 4 are more tilted clockwise. This

could be due to a weakening of the crowding effect at higher temperature, such that

the black in-cell curves approach the red in vitro curves. Clearly this does not

happen in all cells, so the crowding effect behaves differently for different cells

within a population (and also differently in different parts of the cytoplasm).

The different behavior of in vivo folding rates can be observed also in organelle-

localized folding experiment. Even though nuclear-localized PGK is stabilized by

over 4 �C relative to aqueous buffer, the folding rate of is almost same as in vitro.

On the other hand, PGK in ER and in cytoplasm are less stabilized (only 2 �C, see
Fig. 10.3), but folding is slowed down twofold compared to in vitro [12]. PGK

folding in the nucleus is more similar to folding in 200 mg/ml Ficoll [34] than it is to

folding in the ER: the protein is stabilized by a few degrees, rates are not changed

by much, and the folding mechanism remains similar (The evidence for the latter is

that the stretched exponential constant β ranges from 0.5 to 0.6 both in vitro and in

the nucleus in the fitting formula exp[�(t/τ)β] used to fit kinetic relaxation after a

T-jump; in the ER, β is closer to 1, and PGK folds more like a two-state folder with

simple exponential kinetics).

A temporal correlation study of the folding rate in cytoplasm allows us to learn

for how long the microenvironment in live cells persists and how they rearrange

with time. The PGK translational diffusion time is faster than folding time on a

2 μm spatial scale. The fluctuations of folding rates and mechanism are therefore

washed out below the 2 μm length scale due to rapid exchange of protein by

diffusion. But we can examine the granular and filamentous cytoplasmic microen-

vironment on a larger spatial scale that persists much longer than the folding time

scale. A set of T-jumps performed in a time series to study the time correlation of

the folding rate distribution pattern in the cytoplasm is shown in Fig. 10.5. This

correlation function decays in about 70 s, which is the typical time scale that a

protein molecule travels across the whole cell, for example, due to cytoplasmic

convection in addition to diffusion.

The diffusion of proteins inside cells is strongly dependent on the folding state

and not necessarily for the obvious reason of different sizes of the two states

[11]. When FRET-labeled PGK is subject to unfolding in the cell, its diffusion
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coefficient decreases much more than what is expected just based on size. The

exposed hydrophobic surface area interacts with a “sticky” cytoplasm to slow down

diffusion of the protein much more than expected based on the hydrodynamic

radius of the unfolded state, which is only modestly larger than that of the folded

state. Thus, interactions with biomolecular surfaces and chaperonins in the cyto-

plasm can be as important as excluded volume effects. This has also been observed

in structural in-cell NMR experiments [49], where “quinary interactions” (a term

created by McConkey to describe loose transient interactions in the cell and

discussed in detail in Ref. [13]) can overcome crowding.

10.4 Protein Binding and Function Fluctuate Within

the Cell

Binding is another important effect that modulates protein folding free energy

landscapes in living cells. We discussed above that enthalpically driven “sticking”

of unfolded protein to crowders can destabilize a protein. Chaperones may act in a

similar way by binding to hydrophobic-exposed patches on partly or completely

unfolded proteins, storing denatured proteins until they can refold or assisting the

unfolding of proteins so that refolding may be attempted [50]. Ultimately,

unfolding can be a precursor to proper refolding in vivo. For example, unfolding-

refolding experiments done with PGK in live cells on a 10 s time scale show that

refolding is more reversible in the cell than in vitro. This could be due to the general

properties of the cytoplasm or it could be due to binding and “storage” of unfolded

protein by chaperones, or both. Future experiments to look at co-localization of

unfolded proteins and chaperones inside cells will show whether chaperones can

contribute to protein maintenance even on such short-time scales.

Fig. 10.5 Temporal

correlation of the folding

rate distribution in live cell

10 Spatiotemporal Fluctuations of Protein Folding in Living Cells 213



Intrinsically disordered polypeptides (IDPs) are another example of proteins

whose functions can be modulated by crowding and other weak interactions in

the cell [19]. IDPs do not maintain folded structure in vitro, due to an unfavorable

charge to hydrophobicity ratio [51]. In cellular environment, some can fold into

stable structures because crowding and electrostatics overcome the unfavorable

charge/hydrophobicity ratio. NCBD and ACTR are two IDPs that synergistically

fold in multiple stages of binding and folding in a highly cooperative way [48, 52,

53]. A Go model simulation by Ganguly et al. reveals that these two proteins fold

only when they bind to each other. In the absence of intermolecular interaction,

these two proteins can only form a metastable mini folding core of NCBD helices

α1 and α2. At this first stage of folding, the conformational fluctuations are very

large because of very small free energy barriers of a few kcal/mol or less. Thus, the

helices are flexible enough to sample a large configurational space. Once the mini

folding core is formed, binding of NCBD with ACTR and subsequent folding are

enabled. The bind process is fast, limited only by diffusional encounter [54]. This

fast binding-folding cooperative behavior is important for IDPs functioning in the

cells without being identified and degraded by protein degradation machinery.

Protein conformational fluctuations can be highly correlated with biological

function and are also modulated within living cells. The conformational fluctuation

of CypA can be coarse-grained into a three-state process that involves a free state

and two enzyme-substrate complexes [55]. The time scale of interconversion

between these states is very fast – sub-ms. Conformational fluctuations of CypA

are observed even without substrate bound. The conformation fluctuations are

global, rather than being limited to the substrate-binding site [56]. An interesting

question for future study arises in connection with the “conformational selection”

and “induced fit” scenarios of substrate processing. In conformational selection, the

protein already has a significant probability of occupying structures required for

tight substrate binding. In induced fit, it is the actual binding of the substrates that

lowers the free energy of the proper conformation sufficiently to be populated. The

energy landscape modulation on the order of kBT that occurs in the cell may be

sufficient to favor one over the other. For example, states that are not populated

in vitro may actually be conformationally selected in the cell because they are

stabilized in the cytoplasm.

The crowded cytoplasm has significant effects on enzyme turnover rates.

Enzyme activity can vary over a wide range. The Michaelis constant Km in crowded

matrices differs from 10 times larger to 3 times smaller relative to that in buffer

without crowding agents, depending on the nature of crowders and enzymes

themselves [57–59]. The concentrations of enzymes in the cell are kept at values

near Km by crowders, allowing efficient function despite any fluctuation of the

substrate concentration. PGK is an example of an enzyme whose activity is

dramatically increased in crowded Ficoll solution due to accelerated substrate

binding [34] (At fivefold-higher enzyme concentrations, enzyme-product dissocia-

tion is not affected by crowding [57]). FRET measurements and computer simula-

tions of PGK structure provide some evidence that upon crowding in Ficoll, the two

halves of the active site (the Mg-ATP and the 3PGA-binding site) come closer
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together. The crowded environment favors a compact structure that may be enzy-

matically more active. It is calculated that the distance between the two halves of

the active site is reduced by 24–42 % in the presence of crowders compared to

crowder-free aqueous solution [34]. In this context, crowding may also improve

multienzyme processing of substrates. There are some evidences [60] that diffusion

coefficients of metabolic enzymes inside cells are reduced, possibly because mul-

tiple such enzymes loosely cluster inside cells, thereby decreasing the diffusion

time of substrates from one enzyme to the next. Such weak associations (termed

“quinary structure” [15]) promoted by crowding and chemical interactions within

cells may confer additional fitness to cells, although they are difficult to detect by

conventional pull-down assays. Such weak and transient protein-protein association

can only be quantified by the next generation of in vivo experiments.

10.5 Outlook

Spatiotemporal fluctuations of proteins occur at many levels inside the cell: protein

stability varies within the cytoplasm and from organelle to organelle; folding and

unfolding of proteins are modulated by the cell; protein structure is modulated; and

many types of protein-protein, protein-substrate, and other protein-biomolecule

interactions (e.g., IDP signaling proteins with nucleic acid-binding partner) fluctu-

ate in time and space within the cell. “Downhill” folding and binding mechanisms

are expected to be particularly susceptible to cell-induced fluctuations. By defini-

tion, “downhill” reactions have negligible free energy barriers [61, 62] (which one),

and populations can be strongly shifted along the reaction coordinate even by small

perturbations. It has even been suggested that downhill reactions can serve as

continuously tunable “rheostats” [63], as opposed to the classic picture of on-off

switches (e.g., genetic switches) proposed as the major mechanism for regulation of

complex networks within the cell. If so, it may turn out that the cell is doing a

substantial amount of analog computing along with digital on-off processing and

that continuous fluctuations, as opposed to discrete states, can play an important

role in optimizing life processes. A new generation of single-molecule experi-

ments [64], in-cell experiments, experiments that highlight the role of “biological”

water in protein-protein interactions, as well as whole-cell simulation [65, 66] will

reveal how important these fluctuations really are.
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Chapter 11

Membrane-Targeted Nanotherapy

with Hybrid Liposomes for Cancer Cells

Leading to Apoptosis

Ryuichi Ueoka, Yoko Matsumoto, Hideaki Ichihara, and Yuji Komizu

Abstract We have produced hybrid liposomes (HL) which can be prepared by

sonication of a mixture of vesicular and micellar molecules in a buffer solution. The

physical properties of HL such as size, shape, and membrane fluidity can be

controlled by changing the constituents and compositional ratio. We have employed

HL for chemotherapy and interesting results are as follows: (A) The uniform and

stable structure of HL composed of L-α-dimyristoylphosphatidylcholine (DMPC)

and polyoxyethylenedodecyl ether (C12(EO)n) with a diameter of 80 nm was

revealed. (B) The remarkable inhibitory effects of HL on the growth of various

tumor cells were attained in vitro. (C) Induction of apoptosis by HL was obtained

and the pathway of apoptosis induced by HL was clarified. (D) A good correlation

between the membrane fluidity of HL and inhibitory effects of HL for tumor cells

was obtained. (E) Significantly chemotherapeutic effects were obtained using mice

model of carcinoma after the treatment with HL without any side effects in vivo.

(F) In clinical applications, prolonged survival and remarkable reduction of neo-

plasm were attained in patients with lymphoma after the treatment with HL without

any side effects after the approval of the bioethics committee.

Keywords Hybrid liposomes • Antitumor effect • Apoptosis • Chemotherapy •

Membrane fluidity

11.1 Introduction

“Molecular science of fluctuations toward biological functions” should be impor-

tant for understanding the origin of life. Biological membranes provide compart-

ment of defined sizes, shapes, and microenvironments. They organize living matter

in cells and create a fluid two-dimensional matrix. Such cellular functions as

recognition, fusion, endocytosis, exocytosis, intercellular interaction, and transport
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are all membrane-mediated processes. In general, membranes of plant and animal

cells are typically composed of 40–50 % lipids and 50–60 % proteins. There are

wide variations in the types of lipids including phospholipids and proteins as well as

in their ratios. Especially, such variations in lipids should take an important role for

the activation of bioactive substances. Membrane fluctuations of cancer cells are

very different from those of normal cells. In general, the membranes of cancer cells

are more fluid as compared with normal cells.

Liposomes are microscopic spheres made from fatty materials, predominantly

phospholipids. Because of their similarity to phospholipid domains of cell mem-

branes and an ability to incorporate and/or carry bioactive substances, 1iposomes

can be used for the enzymological (for instance, membrane-bound enzyme models)

and medical (for instance, drug delivery systems) applications.

It is well known that liposomes are used as drug carriers. The drugs include

antitumor agents, hormones, and immunomodulators [5, 41]. In particular,

polyoxyethyleneglycol (PEG)–phosphatidylcholine (PC) liposomes have been

found to be effective for prolonging blood circulation [1, 19]. On the other hand,

we have recently produced specific hybrid liposomes (HL) composed of vesicular

and micellar molecules; they are free from any contamination from organic solvents

and stable for a longer period. Changing the composition of HL can control the

physical properties of these liposomes, such as size, membrane fluidity, phase

transition temperature, and hydrophobicity [46, 50, 51, 54]. A schematic represen-

tation of HL is shown in Fig. 11.1.

In the course of our study on the liposomes, the following interesting results have

been obtained. (a) Stereochemical control of the enantioselective hydrolysis of

amino acid esters could be established by temperature regulation and by changing

the composition of HL [7, 43, 46, 50, 51, 54]. (b) Inhibitory effects of HL including

flavonoids [51], antitumor drugs [18, 26] sugar surfactants [30, 32, 56], or polyun-

saturated fatty acids [8, 42] on the growth of tumor cells in vitro and in vivo have

been obtained. (c) Remarkably high inhibitory effects of HL on the growth of tumor

cells in vitro have been obtained without drugs [12, 27–29, 37]. (d) Induction of

apoptosis by HL for tumor cells has been obtained [14, 28, 29]. (e) Significantly

prolonged survival and remarkable reduction of tumor volume were obtained using

mice model of carcinoma after the treatment with HL without any drug in vivo

Fig. 11.1 Schematic representation of HL
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[9, 15–17, 55]. (f) No toxicity of HL was observed in normal cells in vitro and in

normal rats in vivo without any side effects [9, 18, 55].

In this study, we focus on the uniform and stable HL composed of

L-α-dimyristoylphosphatidylcholine (DMPC) and polyoxyethylenealkyl ether

(C12(EO)n) having inhibitory effects on the growth of tumor cells in vitro,

in vivo, and in clinical applications.

11.2 History of Hybrid Liposomes: Enzymological

Application

In 1985, we have produced new type “hybrid liposomes (HL)” composed of

vesicular and micellar molecules for the first time [46]. The physical properties of

these liposomes, such as size, shape, membrane fluidity, phase transition tempera-

ture, and hydrophobicity, can be readily controlled by changing the constituents and

composition of HL. HL have attracted special interests as a tool for enzymological

and medical applications. First, we have attempted steric control for the hydrolysis

of amino acid esters in HL composed of synthetic surfactants as membrane-bound

enzyme models [46, 50, 51].

The stereoselective hydrolytic cleavage of amino acid esters has attracted

considerable attention in connection with understanding the origins of the stereose-

lectivity observed with proteolytic enzymes [4]. In the course of our study on the

enantioselective hydrolysis of amino acid esters catalyzed by active peptides in

micelles, vesicles, and HL, we emphasized that the stereochemical control could be

established by changing amino acid residues covalently induced into substrates and

catalysts, and composition of aggregates, and by regulating temperature and ionic

strength of reaction media. In particular, the perfect enantioselectivity (enantiomer

rate ratio kLa,obsd/k
D
a,obsd¼1) was attained in the hydrolysis of the long-chain

substrates (C12-D(L)-Phe-PNP) by the active tripeptide (Z-PheHisLeu) in HL

composed of synthetic double-chain surfactant (2C14Br) and single-chain one

(CTAB) at μ¼ 0.02 (Fig. 11.2) [47–49]. This is the first example of successful

enzyme-like catalysis observed in the enantioselective hydrolysis of amino acid

esters. The complete L-enantiomer-selective catalysis has been achieved in specific

HL systems [43, 47–49, 52, 53]. Importantly, excellent correlations between the

enantioselective catalysis by active peptides (enzyme models) and the physical

properties of HL (reaction fields) were observed. For example, (a) the enhancement

of enantioselectivity was in good harmony with the apparent mean hydrodynamic

diameters of HL [43, 46–51]. (b) The temperature dependence of enantioselectivity

was bell-shaped with a maximum around the phase transition temperature of HL

[25, 50, 51]. (c) The conformational change of peptide catalysts was observed along

with the change in microenvironment of HL [43, 45, 50, 51]. These results suggest

that the enantioselective catalysis can be attributed to optimization in the enzyme
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model conformation by controlling the microenvironment of membrane matrix in

HL.

We have extended the enantioselective hydrolysis of amino acid esters catalyzed

by peptide catalysts into HL composed of native lipids (phosphatidylcholine) and

nonionic surfactants. Significantly, it was obvious that the stereochemical control of

enantioselective catalysis could be established by optimizing the temperature

and/or composition of native lipid membrane systems as well as that of synthetic

systems [7, 44, 52–54].

On the other hand, these HL having native lipids (constituents of biological

membranes) as main components were free from any contamination from organic

solvents that appear to be toxic for the central nervous system. Also, they are small

in size (less than ~100 nm) which can avoid the reticular endothelial system (RES)

in vivo [24]. Then, we have attempted to apply HL to anticancer chemotherapy

in vitro, in vivo, and in clinical applications, as described in the following sections.

11.3 Application for Drug Delivery System

Liposomes have recently attracted considerable attention in connection with reduc-

ing the toxicity of antitumor drugs. There have been numerous studies that micro-

capsules containing chemotherapy agents show an excellent antitumor activity

Fig. 11.2 Composition and ionic strength (μ) dependences of enantioselectivity (kLa,obsd/k
D
a,obsd)

for the hydrolysis of C12-D(L)-Phe-PNP catalyzed by Z-PheHisLeu in HL composed of 2C14Br

and CTAB at 25 �C and pH 7.6. [C12-D(L)-Phe-PNP]¼ 1.0� 10�5 M, [Z-PheHisLeu]¼
5.0� 10�5 M, [2C14Br]¼ 1.0� 10�5 M
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against certain types of experimental tumors [23]. However, most of these

approaches have been clinically unsuccessful, because the microcapsules were

trapped by RES before reaching the targeting cells [2]. So, we have attempted to

improve the pharmacological activity and/or to minimize the side effect of chemo-

therapy agents including 1,3-bis(2-chloroethyl)-1-nitrosourea (BCNU) by the

incorporation of drugs into HL [18]. Intrathecal administration of HL composed

of DMPC and polyoxyethylene (20) sorbitan monolaurate (Tween 20) including

BCNU had a remarkable chemotherapeutic effect in a rat model of meningeal

gliomatosis induced by intrathecal inoculation of rat C6 glioma cells (Fig. 11.3).

Moreover, no side effects were observed for normal rats treated with the intrathecal

infusion of HL with BCNU. The intrathecal half-life of HL including BCNU was

longer than that of BCNU solubilized with 5 % dextrose/water. This is another

advantage of intrathecally injected HL including BCNU.

11.4 Antitumor Effects In Vitro

We examined the inhibitory effects of HL on the growth of various tumor (mouse

melanoma (B-16 F0), human breast tumor (MDA-MB-453), human B lymphoma

(RAJI), and rat gastric carcinoma (CoRa 622 G6)) cells on the basis of

2-[4-iodophenyl]-3-[4-nitrophenyl]-5-[2,4-disulfophenyl]-2H-tetrazolium

monosodium salt (WST-1) assay [13]. HL-23 were prepared by dissolving both

DMPC and C12(EO)23 in 5 % glucose solution with sonication at 300 W and 45 �C
for 5 min, followed by filtration with a 0.20 μm filter. The tumor cells

(2.0–5.0� 104 viable cells/ml) were cultured for 48 h in a humidified 5 % CO2

incubator at 37 �C after adding the sample solutions. Then WST-1 solutions were

added to the cells and the absorbance at a wavelength of 450 nm was measured

using a spectrophotometer. The inhibitory effects were evaluated by Amean/Acontrol,

Fig. 11.3 Body weight change in rats of meningeal gliomatosis model treated with intrathecal

infusion of HL composed of 90 mol% DMPC/10 mol% Tween 20 including BCNU after

inoculation of glioma cells

11 Membrane-Targeted Nanotherapy with Hybrid Liposomes for Cancer Cells. . . 225



where Amean and Acontrol denote the absorbance of water-soluble formazan, which

was useful as an indicator of cell viability, in the presence and absence of sample

solutions, respectively. Fifty percent inhibitory concentration (IC50) values of

HL-23 were from one fourth to a half of those of the single-component DMPC

liposomes, indicating that the inhibitory effects of HL-23 are large when compared

with those of the single-component DMPC liposomes [10, 15, 33, 34]. These results

indicate that inhibitory effects of HL-23 should be advantage as compared with

single-component DMPC liposomes.

We also examined the morphology of HL composed of 95 mol% DMPC and

5 mol% C12(EO)23 on the basis of electron microscopy and dynamic light scattering

measurements. The electron micrograph of HL shows the presence of spherical

vesicles (Fig. 11.4). Interestingly, a clear stock solution of HL having a hydrody-

namic diameter of 80 nm with single and narrow distributions could be kept over

30 days, as shown in Fig. 11.5. These results indicate that the uniform and stable

structure of HL could be obtained and suggest that HL could avoid RES in vivo.

Fig. 11.4 An electron micrograph of HL composed of 95 mol% DMPC and 5 mol% C12(EO)23

Fig. 11.5 Time course of dhy change for HL composed of 95 mol% DMPC and 5 mol% C12(EO)23
(●; [DMPC]¼ 10 mM and ~; [DMPC]¼ 50 mM)
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11.5 Two Methylene Groups in Phospholipids Distinguish

Between Apoptosis and Necrosis

We examined morphological change in human promyelocytic leukemia (HL-60)

cells after the treatment with HL composed of phospholipids having the same

hydrophilic head group (phosphatidylcholine group) and different hydrophobic

alkyl chains (L-α-dilauroylphosphatidylcholine (C12: DLPC), L-α-dimyristoyl-

phosphatidylcholine (C14: DMPC), L-α-dipalmitoylphosphatidylcholine (C16:

DPPC)), and polyoxyethylene(23)dodecyl ether (C12(EO)23) using a time-lapse

video. As shown in Fig. 11.6, the formation of bleb and corpuscle indicating

characteristic feature of apoptosis were observed for HL of 90 mol% DMPC/

10 mol% C12(EO)23 [35, 36, 57]. On the other hand, swelling of cells and dissolving

of cell membrane, that is necrosis, were observed for HL of 90 mol% DLPC/10 mol

% C12(EO)23. It is worthy to note that two methylene groups of acyl chains in

phosphatidylcholines could distinguish between apoptosis and necrosis. Neither

apoptosis nor necrosis was observed for HL of 90 mol% DPPC/10 mol%

C12(EO)23.

Furthermore, apoptotic or necrotic rates of HL-60 cells after the treatment with

HL were examined using flow cytometry. The results are shown in Fig. 11.7.

Interestingly, almost the same large rates of apoptotic and viable cells were

obtained using HL of DMPC/C12(EO)23. On the other hand, a large ratio of necrosis

and almost no viable cells were obtained for HL-60 cells after the treatment with

HL of DLPC/C12(EO)23. In the case of HL of DPPC/C12(EO)23, a small ratio of

apoptotic and necrotic cells was obtained along with the large ratio of viable cells.

Fig. 11.6 Morphological changes in HL-60 cells treated with HL. Photographs taken 80�
magnification under confocal laser microscope. [Phospholipid]¼ 300 μM. [C12(EO) 23]¼ 33 μM
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Marked inhibitory effects of HL of DMPC/C12(EO)23 on the growth of HL-60

cells and induction of apoptosis were obtained without any antitumor drugs. It is

noteworthy that two methylene groups in phospholipids could distinguish between

apoptosis and necrosis in human leukemia cells.

11.6 Signaling Pathway for Apoptosis

The induction of apoptosis for HL-60 cells by HL composed of 90 mol% DMPC

and 10 mol% C12(EO)10 was examined using flow cytometry, microphysiometer,

immunoprecipitate, and western blot [31]. The time course of DNA fragmentation

in HL-60 cells treated with HL was detected by flow cytometry with propidium

iodide staining method. The results are shown in Fig. 11.8a. Apoptotic DNA

reached a constant state 5 h after the treatment with HL. In addition, microphy-

siometry analysis (Fig. 11.8b) detects cellular responses by measuring the rate of

acidification, indicating that induction of apoptosis had started after 1.5 h and

completed for 6 h. A transient increase of acidification was detected after the

treatment with HL (the first arrow from the left), which means that many protons

were released from the cells by the opening of ion channels. Continuous treatment

slowly increased the acidification and it reached a maximum (the second arrow

from the left) followed by a gradual decrease (the third arrow from the left). These

results indicate that a certain amount of HL accumulated in the cells and then

induced apoptosis.

It is well known that the apoptosis signal is transduced by sequential activation

of caspase family cysteine proteases. We examined caspase cascade for apoptosis

Fig. 11.7 Apoptotic and necrotic rate for HL-60 cells treated with HL. [Phospholipid]¼ 300 μM.

[C12(EO) 23]¼ 33 μM
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induced by HL. Figure 11.9a shows concentration dependence of caspase inhibitors

for apoptotic DNA rate of HL-60 cells. These results suggest that HL should induce

apoptosis through the activation of caspase-8, 9, and 3. We also examined the time

course of caspase activity for apoptosis induced by HL. The results are shown in

Fig. 11.9b, suggesting that the apoptosis signal should be firstly carried out through

the mitochondrial pathway and secondly through caspase-8 pathway.

Next, expression of Fas was observed, while Fas-associated death domain

protein (FADD) was observed (Fig. 11.9c). These results suggest that the apoptosis

signal induced by HL pass through Fas and FADD.

Fig. 11.8 (a) Detection of apoptotic cells treated with HL. (b) Acidification-rate response of

HL-60 cells after the treatment with HL
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We also examined activation of BH3 interacting domain death agonist (Bid) in

HL-60 cells by using western blotting analysis (Fig. 11.9d). Induction of Bid

cleavage was observed after the treatment with hybrid liposomes for 3 h. This

result suggests that the apoptosis signal could be transduced to mitochondria

through Bid. However, the apoptotic signal through the mitochondrial pathway

should be much faster than caspase-8 pathway.

We performed flow cytometric analysis of the mitochondrial transmembrane

potential in HL-60 cells treated with HL to clarify the involvement of mitochondria

pathway. The results are shown in (Fig. 11.10a). Interestingly, mitochondrial

transmembrane potential decreased by adding HL, suggesting that the mitochon-

drial pathway is also implicated in HL-induced apoptosis. The cytochrome c

released from mitochondria was detected 10 min after the treatment of HL

(Fig. 11.10b). We further analyzed the effect of HL on the activation of caspase-

9, which acts downstream of the mitochondrial pathway, using western blotting

analysis. HL induced cleavage of procaspase-9 for 30 min after the treatment with

HL.

Fig. 11.9 (a) Concentration dependence of caspase inhibitors on apoptotic DNA rate for HL-60

cells treated with HL (●; caspase-3 inhibitor, ■; caspase-8 inhibitor, and ~; caspase-9 inhibitor).

(b) Caspases activity of HL-60 cells treated with HL (●; caspase-8,■; caspase-3, and ~; caspase-

9). (c) Activation of Fas and FADD in HL-60 cells treated with HL. (d) Activation of Bid in HL-60

cells treated with HL
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We examined time-dependent caspase-3 activation by western blotting with an

antibody that reacts both with pro- and activated-caspase-3 (Fig. 11.10c). Caspase-3

activation was detected 2 h after the treatment with HL. In addition, we detected

85 kDa breakdown product of poly (ADP ribose) polymerase (PARP), which is a

substrate of activated caspase-3, using western blotting analysis. The p85 break-

down proteins (85 kDa) were detected 2 h after the treatment with HL. These data

together implicate caspase-3 activation in apoptosis induced by HL in HL-60 cells.

We propose the mechanism of apoptosis induced by HL as shown in Fig. 11.11.

That is, HL fused and accumulated into tumor cell membranes, and the apoptosis

Fig. 11.10 (a) Decrease in

mitochondrial membrane

potential for HL-60 cells

treated with HL. (b)

Detection of mitochondrial

cytochrome c derived from

cytosol release and

procaspase-9 cleavage in

HL-60 cells treated with

HL. (c) Detection of poly

ADP ribose polymerase

(PARP) and procaspase-3

cleavage in HL-60 cells

treated with HL
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signal passed firstly through mitochondria, caspase-9, and caspase-3, secondly

through Fas, caspase-8, and caspase-3, and then reached the nucleus [31, 57]. We

also reported that the mechanism of apoptosis induced by HL for lung cancer

(RERF-LC-OK and A549) cells (adherent cells) was similar to that for HL-60

(non-adherent cell) cells [31].

11.7 Membrane Targeted Antitumor Mechanism

Recently, lipid-mediated apoptosis for tumor cells has been observed [3, 6, 39,

40]. However, as far as we know, there is no report on antitumor effects in relation

to membrane fluidity of liposomes. Here, we describe the first successful experi-

ment resulting in a good correlation between antitumor activity on the growth of

human colon tumor (WiDr) cells and membrane fluidity of hybrid liposomes

(HL-n) composed of 90 mol% DMPC and 10 mol% C12(EO)n (n¼ 4, 8, 10,

21, 23, and 25) [20].

We evaluated the fluidity of HL-n from fluorescence polarization (P) of

1,6-diphenyl-1,3,5-hexatriene (DPH). The fluorescence depolarization is caused

by the molecular motion of the fluorescence probe, which reflects the

microviscosity of the surrounding region. The emission at 430 nm originating

from DPH was monitored upon excitation at 360 nm using a fluorescence polari-

zation spectrophotometer. P of DPH into HL-n was calculated by P¼ (Ivv�CfIvh)/
(Ivv +CfIvh), where I is the fluorescence intensity and the subscripts v and h refer to
the orientations, vertical and horizontal, respectively, for the excitation and ana-

lyzer polarizers in this sequence: e.g., Ivh indicates the fluorescence intensity

measured with a vertical excitation polarizer and a horizontal analyzer polarizer.

Fig. 11.11 Schematic

representation of the

signaling pathway for

apoptosis induced by HL
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Cf is the grating correction factor, given by Ihv/Ihh. The results are shown in

Fig. 11.12. It is worthy to note that a good correlation between the P values and

IC50 was obtained. This indicates that HL-n having larger fluidity could suppress

greater the growth of tumor cells.

Here, to get evidence about the fusion and accumulation of HL-n into tumor cell

membranes, total internal reflection fluorescence (TIRF) microscopy was examined

using 1-palmitoyl-2-[12-(7-nitro-2-1,3-benzoxadiazol-4-yl)amino]dodecanoyl]-sn-
glycero-3-phosphocholine (NBDPC) as a fluorescence probe with a fluorescence

microscope. TIRF micrographs of hepatocellular carcinoma (HCC: Hep-G2 and

HuH-7) and normal liver (HC) cells after the treatment with 90 mol% DMPC/

10 mol% C12(EO)23 (HL-23) including NBDPC are shown in Fig. 11.13a. In

addition, fluorescence intensity of NBDPC incorporated into HL-23 was measured

as shown in Fig. 11.13b. Interestingly, the fluorescence intensity of NBDPC

incorporated into HL-23 in tumor cell membranes drastically increased after

10 min, though that in normal cell was almost constant. These results suggest that

HL-23 could selectively fuse and accumulate into HCC cells but not so much into

normal liver cells [22]. As shown in Fig. 11.13c, the mean P values of DPH-labeled

both HCC cells were significantly decreased as compared to normal HC cells,

which suggest that both HCC cell membranes are more fluid than those of normal

liver cells. It was also found that the degree of accumulation of HL-23 into HCC

cells was positively correlated well with the fluidity of cell membranes. These

results suggest that HL-23 could selectively fuse and accumulate into the mem-

branes of HCC cells due to their larger fluidity compared to those of normal liver

cells (Fig. 11.13d).

Furthermore, we examined the IC50 of HL-23 on the growth of various tumor

(cervical, colon, lung, liver, and stomach) cells and membrane fluidity of these

tumor cells [21]. The results are shown in Fig. 11.14. The good linear correlation

between antitumor activity (IC50) and membrane fluidity of various tumor cells was

Fig. 11.12 Relationship

between P of DPH in HL-n

and IC50 of HL-n on the

growth of WiDr cells
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observed. This result suggests that the antitumor activity should be related to

membrane fluidity of various tumor cells.

A good correlation between membrane fluidity of HL-n and IC50 for the growth

of tumor cells was observed for the first time. Furthermore, HL-23 distinguished

between tumor cells and normal ones which had higher and lower membrane

fluidities, respectively, then fused and accumulated preferentially into the mem-

branes of tumor cells. It is worthy to note that a good relationship between

antitumor activity and membrane fluidity was obtained for various tumor cells

[57]. Thus, we have demonstrated that HL-n should target tumor cell membranes

in relation to their lipid fluidity that provide the possibility of novel nanotherapy

from a viewpoint of different biophysical characteristics of tumor cells and

normal ones.

Fig. 11.13 Selective accumulation of HL-23 into tumor cells. (a) TIRF micrographs of HCC and

HC cells after the treatment with HL-23. (b) Fluorescent intensity of NBDPC incorporated into

HL-23 in HCC and HC cells. (c) P values of DPH in HCC and HC cells. (d) A schematic

representation of membrane-targeted nanotherapy with HL-23 for tumor cells leading to apoptosis
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11.8 Therapeutic Effects and Toxicity In Vivo

Screening for therapeutic effects is generally carried out in mice or rats bearing

tumor cells. We have already reported the inhibitory effects of HL in mice intra-

peritoneally inoculated with mice B16 melanoma and B lymphoma cells in vivo

[10, 15–17, 28, 29, 35–37]. Here, we examined therapeutic effects of HL using a

mouse model of Lewis lung carcinoma [15], neuroblastoma [38], and human breast

carcinoma (unpublished result) in vivo. The animals were handled during the study

in accordance with the guidelines for animal’s experiment of Japanese law.

The therapeutic effects of 90 mol% DMPC/10 mol% C12(EO)10 (HL-10) using a

mouse model of carcinoma were examined in vivo. HL-10 were intraperitoneally

administered once each day for 13 days after Lewis lung carcinoma (LLC) cells

(1.0� 105 cells) were inoculated intraperitoneally to C57BL/6 mice. The median

lifespan was calculated using the following equation: median lifespan¼ (median

survival days for treatment group)/(median survival days for control group)� 100.

The results are shown in Fig. 11.15. Interestingly, remarkable prolonged survival

(>400 %) of mice was obtained after the treatment with HL-10. The survival times

in the treated groups with the HL-10 were more than 1 year [52]. This result

suggests that the lung carcinoma mice model treated with HL should be recovered

completely.

Next, we examined the therapeutic effects of 90 mol% DMPC/10 mol%

C12(EO)n (HL-n; n¼ 21, 23, and 25) using hepatic metastasis mice model

[53]. HL-n were intraperitoneally administered once a day for 14 days after mice

neuroblastoma (C1300N18) cells (5.0� 104 cells) were intrasplenic inoculated into

the A/J mice. A large number of hepatic metastasis was observed in the control

group, whereas no hepatic metastasis was observed after the treatment with HL-25

(Fig. 11.16a). Remarkable prolonged survival (140 ~ 190 %) was obtained in

hepatic metastasis mice after the treatment with HL (Fig. 11.16b). These results

Fig. 11.14 Relationship

between IC50 of HL-23 on

the growth of various tumor

cells and P of DPH in

various tumor cells
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suggest that HL should be effective for inhibiting metastasis of mice neuroblastoma

cells to liver.

Furthermore, we examined the therapeutic effects of 95 mol% DMPC/5 mol%

C12(EO)21 (HL-21) using xenograft mice models after the subcutaneous inoculation

of human breast tumor (MDA-MB-453) cells in vivo (unpublished result).

MDA-MB-453 cells (5.0� 106 cells) suspended into Matrigel were subcutaneously

inoculated to dorsal of nude mice. HL-21 was intravenously administered once each

day for 2 weeks. The tumor volume was calculated using the equation of

V¼ 0.5� a2� b, where a and b denote the smallest and longest superficial diam-

eter, respectively. The results are shown in Fig. 11.17a. Photographs of tumor in

xenograft mice model are shown in Fig. 11.17b. The tumor volume in the treatment

group was almost constant, although that in the control group increased. After the

Fig. 11.15 Survival curves

of mice treated with HL

after the intraperitoneal

inoculation of Lewis lung

carcinoma (LLC) cells.

Control (■), dose for

DMPC was 67.8 mg/kg (♦),
339 mg/kg (●), and 678 mg/

kg (~), respectively

Fig. 11.16 Therapeutic

effect of HL-n (n¼ 21,

23, and 25) for hepatic

metastasis mice model. (a)

Photographs of liver and

spleen in hepatic metastasis

mice model after the

treatment with HL-25. (b)

Survival curves of mice

treated with HL-n after the

intrasplenic inoculation of

mice neuroblastoma cells.

Control (○), HL-21 (~),

HL-23 (●), and HL-25 (■)
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administration of HL-21 for 2 weeks, the median of tumor volume was

458� 32 mm3 and 147� 61 mm3 in the control and treatment groups, respectively.

It is noteworthy that the remarkable reduction of tumor volume (70 %) in mice

inoculated MDA-MB-453 cells was obtained after the treatment with HL-21.

Furthermore, we examined the therapeutic effects of HL-25 using mice of acute

lymphatic leukemia (ALL) with peritoneal dissemination after the intraperitoneal

treatment with HL-25. The results are shown in Fig. 11.18 [11]. The photographs

show that the mice of the control group had distended abdominal regions

(Fig. 11.18a). Interestingly, massive ascites was obtained in the peritoneal cavity

of the mice of the control group after dissection. The results are shown in

Fig. 11.18b. The mice treated with DMPC (0.45� 0.16 g, p< 0.01) and HL-25

(0.62� 0.08 g, p< 0.01) had a significantly lower volume of ascites compared with

the mice in the control group (2.74� 0.46 g). Statistical significance between

DMPC liposomes and HL-25 was not obtained. Furthermore, survival rates are

shown in Fig. 11.19. The median survival time for mice treated with HL-25 was

higher than 420 days without death, although that for mice in the control group was

84.7� 2.2. On the other hand, the median survival time for mice treated with

Fig. 11.17 Therapeutic

effects of HL-21 for

xenograft mice models after

the subcutaneous

inoculation of human breast

rumor (MDA-MB-453)

cells. (a) The tumor volume

of mice treated with HL-21.

Control (○) and HL-21 (●).

(b) Photographs of tumor in

xenograft mice model
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DMPCwas 385� 62, and the statistical significance between DMPC liposomes and

HL-25 was obtained ( p< 0.05). It is noteworthy that a significantly prolonged

survival (>400 %, p< 0.01) was obtained in the mice treated with HL-25. These

results indicate that HL-25 could strongly inhibit the growth of MOLT-4 cells

in vivo.

Fig. 11.18 Therapeutic effects of HL-25 for model mice of ALL with peritoneal dissemination

in vivo. (a) Photographs of ascites-bearing mice of the control group or mice treated with HL-25

for 14 days after being inoculated with MOLT-4 cells intraperitoneally. (b) The weight of ascites

in mice inoculated with MOLT-4 cells. Dose for DMPC: 136 mg/kg
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Fig. 11.19 Survival curves for model mice of ALL with peritoneal dissemination treated with

HL-25 after the intraperitoneal inoculation of MOLT-4 cells. Dose for DMPC: 136 mg/kg
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The safety of 95 mol% DMPC/5 mol% C12(EO)23 (HL-23) was examined using

normal rats. Six rats were assigned to each group by the stratified continuous

randomization method and HL-23 (dose for DMPC was 67.8, 136, and 203 mg/

kg) were intravenously administered via a vein once a day for 6 months. The rats

were weighed during the experimental period. The numbers of red and white blood

cells of rats treated with HL-23 were within normal limits. In addition, all of the

other biochemical parameters, such as ALP, GOT, and GPT activities, as well as

levels of albumin, urea, nitrogen, creatinine, glucose, total protein, calcium, inor-

ganic phosphorus, sodium, potassium, and chloride, were not significantly different

from those observed in the controls. Furthermore, no weight loss was observed in

the rats. These results indicate that HL should have no side effects in vivo.

11.9 Clinical Application

Clinical applications of HL without any drug for 10 patients with lymphoma

(2 patients), gastric cancer (2 patients), kidney cancer (one patient), mammary

cancer (one patient), pharyngeal cancer (one patient), hepatoma (one patient),

gallbladder cancer (one patient), and rectal cancer (one patient) were examined

after passing the committee of bioethics at the different hospitals. Informed con-

sents were obtained in accordance with the Declaration of Helsinki. We report the

pilot study using 95 mol% DMPC/5 mol% C12(EO)23 (HL-23) for one patient with

advanced stage B lymphoma who did not recover by any chemotherapeutics after

the approval of the Bioethics Committee at the National Kumamoto Hospital.

HL-23 was administered intravenously once every day at a dose of 11.0–16.5 mg/

kg for DMPC for 10 months. HL-23 was also locally administered (two times/week,

dose for DMPC was 0.5 mg/kg) to the lymph node neoplasm (solid tumor) for

2 months and photographs were taken using ultra sonical echo [10, 57]. There were

no abnormal findings post administration on routine blood test and

hematochemistry (data not shown). A prolonged survival, more than 1 year, was

attained in this patient after the intravenous injection of HL-23 without any side

effects. It should be noted that a remarkable reduction of solid tumor was observed

after the local administration (two times/week) of HL-23, as shown in Fig. 11.20a.

Moreover, we examined induction of apoptosis in solid tumor using the TUNEL

method. Tissue sections were prepared from solid tumor and stained by a TUNEL-

based method. A fluorescence micrograph is shown in Fig. 11.20b. The green color

was obtained from a solid tumor after the injection of HL-23, indicating that HL-23

could induce apoptosis in solid tumor. During the period of treatment, no abnormal

findings were obtained on the basis of various hematological and biochemical tests.

These results demonstrate that HL should be safe and effective in clinical

applications.
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11.10 Conclusion

A summary of the noteworthy aspects of this study is as follows: (A) Two meth-

ylene groups in phospholipids distinguish between apoptosis and necrosis for tumor

cells were confirmed. High inhibitory effects of hybrid liposomes (HL) themselves

composed of 90 mol% DMPC/10 mol% C12(EO)23 on the growth of tumor cells

were obtained without any drug. It is also of interest that the induction of apoptosis

was obtained by HL. On the other hand, necrosis was observed for HL of 90 mol%

DLPC/10 mol% C12(EO)23. In the case of HL composed of 90 mol% DPPC and

10 mol% C12(EO)23, neither apoptosis nor necrosis was observed. From the above-

mentioned results, we have focused on chemotherapy with HL composed of DMPC

and C12(EO)n in vitro, in vivo, and in clinical applications. (B) Induction of

apoptosis by HL was obtained using flow cytometry, DNA agarose gel electropho-

resis, and fluorescence micrograph. The pathway of apoptosis induced by HL was

clarified. That is, HL fused and accumulated in tumor cell membranes, and the

apoptotic signal passed firstly through mitochondria, caspase-9, and caspase-3,

secondly through Fas, caspase-8, and caspase-3, and then reached the nucleus.

(C) A good correlation between the P values of 1,6-diphenyl-1,3,5-hexatriene

incorporated into HL-n (n¼ 4, 8, 10, 21, 23, and 25) and 50 % inhibitory concen-

tration (IC50) was obtained. This indicates that HL-n having larger fluidity could

suppress greater the growth of tumor cells. (D) A good linear correlation between

IC50 and membrane fluidity of various tumor (cervical, rectal, colon, lung, liver,

brain, and stomach) cells was also observed. This demonstrates that growth inhibi-

tion and apoptosis for tumor cells by HL-23 provides the possibility of therapy from

Fig. 11.20 A pilot clinical

test of HL in a patient with

recurrent malignant

lymphoma. (a) Lymph node

neoplasm (solid tumor)

after the local

administration of HL for

2 months. (b) A

fluorescence micrograph of

solid tumor using the

TUNEL method after the

treatment with HL
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a viewpoint of biophysical characteristics of tumor cell membranes.

(E) Significantly prolonged survival and remarkable reduction of tumor volume

were obtained using mice model of carcinoma after the treatment with HL-23

without any drug in vivo. There were no abnormal findings on blood test,

hematochemistry, relative organ weight, and autopsy of normal rats after adminis-

tering HL-23 on the basis of chronic toxicity tests. (F) In clinical applications,

prolonged survival was attained in patients with lymphoma after the intravenous

injection of HL-23 with a diameter of 80 nm, which could avoid RES, without any

side effects after the approval of the bioethics committee. Remarkable reduction of

neoplasm was obtained after the local administration of HL-23.

In conclusion, the membrane targeted chemotherapy with drug-free HL was

established without any side effects for the first time.
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Chapter 12

Antitumor Complexes Formed by Oleic Acid

and Molten Globule Intermediates

of Proteins

Kunihiro Kuwajima and Takashi Nakamura

Abstract Human α-lactalbumin made lethal to tumor cells (HAMLET), a complex

formed by human α-lactalbumin and oleic acid, has a unique apoptotic activity for

the selective killing of tumor cells. It has been hypothesized that HAMLET

expresses its antitumor activity in the stomach of breast-fed infants, thereby

protecting the infants from tumor development, and in this case the protein portion

of HAMLET is in a flexible molten globule state. On the other hand, the primary

biological function of α-lactalbumin in its rigid native structure is to modify the

specificity of galactosyltransferase to produce lactose in mammary glands.

α-Lactalbumin thus provides a unique example, in which a single globular protein

has two independent biological functions in quite different locations. In this article,

we summarize the historical background and recent progress of the studies on

HAMLET and related protein-fatty acid complexes. It is shown that oleic acid

forms an antitumor complex not only with α-lactalbumin but also with various

globular proteins in the molten globule state by nonspecific hydrophobic interac-

tions, although the strength of the activity varies somewhat depending on the

protein species. Similarly, not only oleic acid but also various cytotoxic fatty
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acids (mono- and polyunsaturated cis fatty acids) are bound to α-lactalbumin in the

molten globule state and exhibit the antitumor activities. It is thus concluded that

the protein portion of these complexes is not the origin of their cytotoxicity but

plays a role as the delivery carrier of cytotoxic fatty acid molecules into tumor cells

across the cell membrane.

Keywords HAMLET • α-Lactalbumin • NMR • Molten globule • Oleic acid •

Antitumor complex • Apoptosis

12.1 Introduction

The classical structure-function paradigm in protein science assumes that the

specific three-dimensional structure of a protein is required for expression of its

biological function. Therefore, one gene is translated into a protein amino acid

sequence, from which the unique three-dimensional structure of the protein is

organized, and finally the biological function is expressed. This classical view of

the structure-function paradigm has been the conceptual basis for protein-folding

studies [1] and a number of structural-genomics projects [2–4]. However, as written

in the chapter by Xue and Uversky [5] in this book, this classical view is changing

now. More than a decade ago, Dunker and his colleagues proposed a protein trinity

hypothesis [6], in which proteins can exist in a trinity of structures (the ordered

state, the molten globule, and the random coil), and any of the three states can

correspond to a biologically functional native protein structure [6].

Therefore, it is now increasingly evident that not only rigid ordered structures

but also fluctuating non-ordered structures are biologically functional. A number of

examples have been reported in the form of enzymatic molten globules [7–18], in

which an enzyme protein exhibits significant or even full enzymatic activity in the

molten globule state under a physiological condition. The enzymatic molten glob-

ule often has a broad substrate specificity, which might be important for changing

the specificity during the enzyme evolution [14–18]. There are also many examples

of functional molten globules other than the enzymatic molten globules. Many

bacterial toxins exhibit membrane-insertion and pore-forming activities during

endocytosis or translocation across biological membranes, and the biologically

functional state for these activities of the toxins is often the molten globule state

[19–26]. Similar functional molten globules are also found in a number of trans-

porter proteins, which transport a nonpolar ligand across biological membranes

[27–29]. Finally, a significant portion (30–50 %) of proteins in eukaryotic cells are

intrinsically disordered [5, 6, 30, 31]. Many of the intrinsically disordered proteins

fold into a specific three-dimensional structure when bound to their targets, but

some of them exhibit biological functions in the non-folded disordered state [5, 6,

30, 31].
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Human α-lactalbumin made lethal to tumor cells, called HAMLET, is a protein-

oleic acid complex that selectively kills tumor cells and primary immature cells

without affecting healthy mature cells [32–39]. The protein portion of HAMLET is

in a molten globule-like state under a physiological condition, and hence it has been

considered to be a novel type of functional molten globule [32, 40, 41]. This review

will summarize the historical background and recent progress of studies on HAM-

LET and related protein-fatty acid complexes, with a primary focus on our recent

study on the structure of HAMLET and the molecular mechanisms of its cytotox-

icity [42], which was performed with support from the “fluctuations and biological

functions” project.

12.2 Biological Functions and Physical Properties

of α-Lactalbumin

α-Lactalbumin is a major whey protein of mammalian milk, consisting of

123 amino acid residues with a molecular weight of 14,200 [43] (Fig. 12.1).

There are exceptions to these numbers, however—e.g., the rat protein has 140 res-

idues, the rabbit protein 122 residues, and the red-necked wallaby protein 121 res-

idues [43]. α-Lactalbumin contains four disulfide bonds [43] and a specific Ca2+-

binding site with a binding constant of 107–108 M�1 [43–47]. The primary biolog-

ical function of α-lactalbumin is to modify the specificity of an enzyme, galactosyl-

transferase, which catalyzes the transfer of galactose from UDP-galactose to an N-
acetylglucosamine moiety of glycoproteins [37, 43, 48]. When α-lactalbumin is

bound to galactosyltransferase, the substrate specificity of the enzyme is changed

from N-acetylglucosamine to glucose, resulting in the production of lactose [37, 43,

48]. Since galactosyltransferase is an integral membrane protein located in the

trans-Golgi with the catalytic site projected into the lumen of the Golgi apparatus

Fig. 12.1 The three-

dimensional structure of

holo human α-lactalbumin.

The X-ray crystallographic

structure of human

α-lactalbumin (PDB ID:

3B0I) [44]. α-Helices,
β-strands, and loops are

shown by red, yellow, and
green, respectively. The
magenta sphere between the

N-terminal end of the

C-helix and the C-terminal

end of the 310-helix

represents the bound

Ca2+ ion
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of lactating mammary glands [37, 43, 48], for some time it had been unclear why

α-lactalbumin is secreted into milk in such a large amount (~1 g/l); after all, there is

almost no lactose production within milk. Now this question has been answered,

since α-lactalbumin has been shown to perform the secondary biological function of

producing an antitumor complex (HAMLET in human α-lactalbumin) in the stom-

ach of breast-fed infants (see below). Therefore, α-lactalbumin is a unique example,

in which a single globular protein has two independent biological functions in quite

different locations: (1) substrate-specificity modification of the lactose synthase

system in mammary glands and (2) formation of the antitumor complex in the

breast-fed infant stomach.

In protein-folding studies, α-lactalbumin is a typical model protein, and it

exhibits a stable folding intermediate at an early stage of kinetic refolding from

the fully unfolded state in concentrated denaturant (guanidinium chloride or urea)

[49, 50]. The formation of the intermediate occurs within a dead time (~1 ms) of

conventional kinetic refolding experiments [50]; recently, Okabe et al. succeeded in

direct observation of this early stage by slowing the refolding kinetics using a silica

gel [51]. α-Lactalbumin is homologous to C-type lysozyme in terms of both the

amino acid sequences and the three-dimensional structures [52, 53]; accordingly,

there have been many comparative studies of α-lactalbumin and lysozyme [37, 43,

52–57]. The folding intermediate of α-lactalbumin is equivalent to an equilibrium

unfolding intermediate [50, 58–60], which has characteristics typical of the molten

globule state [50, 61], i.e., (1) the presence of a native-like secondary structure and

native-like backbone fold, (2) the absence of the specific tertiary packing of amino

acid side chains, (3) a compact molecular shape with a radius only 10–20 % larger

than that in the native state, and (4) the presence of a loosely organized hydrophobic

core, which is accessible to solvent and hence well characterized by ANS

(8-anilino-1-naphthalenesulfonic acid) binding [50, 61, 62]. α-Lactalbumin thus

provides a useful model of the molten globule, and the molten globule state of this

protein has been studied extensively [46, 47, 50, 61, 63–68].

The molten globule state of α-lactalbumin is stably populated under a mildly

denaturing condition, and hence the state is observed as the acid-denatured state

(<pH 3) [46, 50, 64–68], the alkaline-denatured state (>pH 11) [46, 50, 69], the

denatured state induced by an inorganic-salt denaturant [50], and the equilibrium

unfolding intermediate accumulated at an intermediate concentration of a strong

denaturant (e.g., 2 M guanidinium chloride) [50]. The removal of the bound Ca2+

stabilizes the molten globule state relative to the native state [50, 70], and

apo-α-lactalbumin forms the molten globule state in the absence of any stabilizing

ions (e.g., NaCl) at neutral pH [71]. The molten globule state of α-lactalbumin

shows rapid and tight binding to phospholipid membranes, and the binding of the

α-lactalbumin molten globule to membranes induces insertion of a protein portion

into the membrane interior and fusion of membrane vesicles [72–82]. These prop-

erties of the α-lactalbumin molten globule must be closely related to its formation

of the HAMLET complex with oleic acid and the molecular mechanisms of its

cytotoxicity.
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12.3 HAMLET and Its Beneficial Properties

In 1995, Håkansson et al. [83] reported that there was a component that selectively

induced apoptosis of tumor cells in human milk, and rather surprisingly, this

component was identified as multimeric α-lactalbumin [83]. The apoptosis-

inducing antitumor complex of α-lactalbumin has a molten globule-like conforma-

tion, as revealed by UV absorbance, fluorescence, and circular dichroism spectros-

copy [40]. However, the molten globule state of α-lactalbumin alone does not have

any toxicity to tumor cells, and oleic acid is required as a cofactor for formation and

stabilization of the antitumor complex [41]. Svensson et al. [41] thus first succeeded

in production of the antitumor complex from purified human α-lactalbumin and

oleic acid by using oleic acid-pre-conditioned ion-exchange column chromatogra-

phy, and they named this complex HAMLET (human α-lactalbumin lethal to tumor

cells). Essentially the same antitumor complex can also be produced from

α-lactalbumin of other mammalian species, including the bovine, goat, equine,

porcine, and camel proteins, when treated with oleic acid [84, 85], and the com-

plexes made from bovine and goat α-lactalbumin are called BAMLET (bovine α-
lactalbumin made lethal to tumor cells) [86] and GAMLET (goat α-lactalbumin

made lethal to tumor cells) [42], respectively.

Although the in vivo synthesis of HAMLET during milk digestion has not yet

been proven, it is strongly suggested that HAMLET is produced in the breast-fed

infant stomach, protecting infants from tumor development [32, 87]. α-Lactalbumin

is the most abundant whey protein in human milk [43, 88], and oleic acid is the most

abundant fatty acid, occurring as triacylglycerides in human milk [84, 89]. The

acidic environment of the stomach of a breast-fed infant is thus very favorable for

the production of HAMLET, because α-lactalbumin forms the molten globule state

at acid pH (see above), and significant amounts of milk triacylglycerides are

digested by lingual and gastric lipases, releasing oleic acid [89–91]. The generally

held idea that gastric lipase preferentially hydrolyzes short- and medium-chain fatty

acid was recently modified, and the main fatty acids released by gastric lipase in the

stomach were shown to be oleic acid and palmitic acid [90, 91]. It is thus quite

reasonable to postulate that HAMLET is produced in the breast-fed infant stomach.

HAMLET has also been used successfully for cancer therapy in treating glioblas-

tomas [92], skin papillomas [93], and bladder cancer [94].

Despite the above-described beneficial properties of HAMLET, the molecular

mechanisms of the formation and stabilization of HAMLET as well as the structure

of this protein complex, including the oleic acid-binding site, were not well

understood prior to our recent study [42]. Several issues, including (1) how many

oleic acid molecules are bound to α-lactalbumin in HAMLET, (2) whether HAM-

LET is monomeric or oligomeric, (3) where the oleic acid-binding site is located in

α-lactalbumin in the molten globule-like state, and (4) whether the oleic acid

binding to the molten globule-like α-lactalbumin is specific or nonspecific,

remained obscure. In this article, we address these issues, with a focus on our
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recent study of the structure of HAMLET and the molecular mechanisms of its

cytotoxicity [42].

12.4 Preparation of HAMLET

The original method for preparing HAMLET used an oleic acid-pre-conditioned

ion-exchange column [41] and was based on the purification procedure of the

antitumor complex from a human milk casein fraction [40]. Apo-α-lactalbumin

was added to the oleic acid-conditioned column, and the HAMLET complex was

eluted after 1 M NaCl [41]. Although this original column method has been

regarded as standard, it is rather cumbersome, and much simpler methods for

preparation of HAMLET and related protein-oleic acid complexes have been

reported. Kamijima et al. [95] thus reported a heat treatment method, in which

α-lactalbumin and oleic acid are directly mixed in phosphate-buffered saline, and

the mixture is heated at 50 �C or 60 �C for 10 min. A similar heat treatment method

was also used for production of BAMLET [95, 96], the β-lactoglobulin-sodium
oleate complex [96] and the complexes of camel α-lactalbumin with oleic and

linoleic acids [85]. Zhang et al. [97] reported that oleic and linoleic acids induced

the molten globule-like state of bovine α-lactalbumin at mildly acidic pH

(pH 4.0–4.5) to form amorphous aggregates, and the aggregates solubilized under

a physiological condition exhibited cytotoxicity to tumor cells in the same manner

as HAMLET. Simple mixing of an oleic acid solution into an apo-α-lactalbumin

solution in the presence of ~2 mM EDTA at neutral pH (pH 7.4 or 8.3) also

produced a HAMLET- or BAMLET-like complex exhibiting toxicity to tumor

cells [98, 99]. Permyakov et al. [100] reported a novel method (alkaline treatment)

for the preparation of HAMLET-like complexes by titrating a bovine α-lactalbumin

solution with oleic acid in the presence of 1 mM EDTA at pH 12.0 and 45 �C.
Because the apparent pKa of oleic acid is 9.85 [101], the carboxyl group of oleic

acid is fully deprotonated to form oleate at pH 12.0. The solution mixture at pH 12.0

was acidified down to pH 2.0, and the resultant precipitate was dialyzed and

lyophilized for use as BAMLET [100].

We prepared HAMLET and GAMLET from purified human and goat

α-lactalbumin and oleic acid by a slightly modified version of the heat treatment

method [95]; the mixture of α-lactalbumin and oleic acid was heated at pH 2.0 and

50–60 �C for 10 min, and this was followed by removal of excess oleic acid and

lyophilization [42]. We also prepared HAMLET and GAMLET by the original

column method of Svensson et al. [41], and the protein complexes prepared by the

two methods were compared. The antitumor activities of the HAMLET and

GAMLET complexes prepared by the two methods were identical [42]. The com-

plexes prepared by the two methods were also essentially identical with respect to

their oleic acid contents, their NMR spectra, and their hydrodynamic properties as

measured by a pulsed field gradient (PFG)-NMR technique [42]. Therefore, the

original column method is not the only method for preparing HAMLET and
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GAMLET complexes. In this report, therefore, we use the terms HAMLET,

BAMLET, and GAMLET to indicate the protein-oleic acid complexes that have

essentially the same antitumor activities as the original complexes prepared by the

column method.

12.5 Stoichiometry of Oleic Acid Binding to α-Lactalbumin

The stoichiometry of oleic acid binding to α-lactalbumin in HAMLET was first

reported to be 1 [102], but later many groups reported various stoichiometry values

for HAMLET and BAMLET, and the stoichiometries so far reported range from

less than 1 to 35 (the number of bound oleic acid molecules per molecule of

α-lactalbumin) [98–100, 102–109]. Different experimental methods have been

used for the quantification of oleic acid, including gas chromatography/mass

spectrometry after esterification of oleic acid [102–105], liquid chromatography/

mass spectrometry [100, 107], spectrofluorimetric titration of α-lactalbumin by

oleic acid [98, 106, 109], NMR peak area analysis [103], FTIR spectroscopy after

extraction of oleic acid into an organic phase [99], and a colorimetric method using

a reaction with diethyldithiocarbamate [108]. The variation in the stoichiometry

values of the bound oleic acids may reflect the nonspecific nature of the oleic acid

binding to α-lactalbumin in the complex, and the binding stoichiometry of oleic

acid depends on solution conditions and the preparation methods of the HAMLET

and BAMLET complexes.

We used a simple HPLC method to quantify the stoichiometry of oleic acid to

the protein in HAMLET and GAMLET [42], and the results for HAMLET are

shown in Fig. 12.2. Oleic acid and the protein in the HAMLET and GAMLET

complexes were first dissociated by guanidinium chloride at 6 M. An aliquot of the

protein and oleic acid mixture was then applied to a reversed-phase HPLC column

(octadecyl-4PW, TOSOH) and eluted with an acetonitrile linear gradient in 0.1 %

TFA. α-Lactalbumin and oleic acid were detected by absorbance at 280 and

215 nm, respectively. This method is one of the simplest, and we can detect both

the protein and oleic acid using the same column and the same elution conditions.

The first dissociation step by 6 M guanidinium chloride was indispensable, because

the direct application of HAMLET (or GAMLET) dissolved in 0.1 % TFA resulted

in the presence of a small peak of the complex together with those of the dissociated

protein and oleic acid. Therefore, there was a strongly bound oleic acid molecule

(or molecules), which was not dissociated under the HPLC conditions, in the

HAMLET and GAMLET complexes. The stoichiometries of oleic acid to the

protein thus determined were 8.5 and 6.9 oleic acid molecules bound to an

α-lactalbumin molecule in HAMLET and GAMLET, respectively (Fig. 12.2) [42].
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12.6 Is HAMLET Oligomeric or Monomeric?

Whether HAMLET or the other α-lactalbumin-oleic acid complexes that have

similar antitumor activities are monomeric or oligomeric has been a matter of

controversy. Spolaore et al. [99] reported that BAMLET is oligomeric with a

hydrodynamic radius (Rh) of 37 Å at pH 7.4 and room temperature as measured

by dynamic light scattering and gel filtration chromatography, and the oligomeric

species displayed cytotoxicity toward tumor cells. Similar observations were also

reported by Nemashkalova et al. [110] and Kohoe and Brodkor [109]. UV absor-

bance and transmission electron micrographs observed by Zhang et al. [97] also

Fig. 12.2 Reversed-phase HPLC profiles of HAMLET. HAMLET dissolved in 6 M guanidinium

chloride was applied to an HPLC column (octadecyl-4PW, TOSOH) and eluted with an acetoni-

trile linear gradient in 0.1 % TFA. (a) Oleic acid was eluted at 57 min as detected by absorbance at

215 nm. (b) α-Lactalbumin was eluted at 25 min as detected by absorbance at 280 nm. (c)

Calibration for the oleic acid peak area measured by the HPLC analysis is shown (black-filled
circles), and the red circle indicates the oleic acid peak of HAMLET. (d) Calibration for the

α-lactalbumin peak area measured by the HPLC analysis is shown (black-filled circles), and the

red circle indicates the α-lactalbumin peak of HAMLET. From the ratio of the peak areas, the

stoichiometry of oleic acid to the protein was determined at 8.5
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indicated the aggregated state of BAMLET at pH 4.3. On the other hand, Svanborg

and coworkers [33, 103] reported on the basis of their PFG-NMR experiments that

HAMLET existed in the monomeric form with an Rh value of 26.9 Å at pH 7 in the

presence of 2 M urea. They also reported a low-resolution solution structure of

HAMLET measured by small-angle X-ray scattering and showed that HAMLET

(0.2–0.5 mM of the protein in phosphate-buffered saline) had a radius of gyration of

17.8 Å and a molecular mass of 15,000, indicating that HAMLET was monomeric

under the conditions used [111].

To investigate the oligomeric state of HAMLET and GAMLET, we carried out

PFG-NMR analyses of the HAMLET and GAMLET complexes to obtain their Rh

values (pH 7.5 and 25 �C) [42]. The NMR spectrum of HAMLET was very similar

to that previously reported by the Svanborg group [103], and the spectra of both

HAMLET and GAMLET exhibited broad peaks at 0.745 and 1.375 ppm, which

arose from the bound oleic acids, as well as the native protein peaks in the aromatic

and upfield regions [42]. The analysis of the peak intensities of the individual NMR

signals as a function of the field gradient strength indicated that there were three

components, having different Rh values, in both HAMLET and GAMLET. These

three components were native α-lactalbumin (Rh¼ 20 Å), a monomeric molten

globule-like state (Rh¼ 23–25 Å), and an oligomeric species (Rh¼ 57–61 Å)
(Fig. 12.3a and b), and the oligomeric species was the major species. The Rh values

of the monomeric molten globule-like state were 10–20 % larger than the values

(20.8–20.9 Å) known for the molten globule state of α-lactalbumin [112, 113],

probably because of the presence of the bound oleic acid molecules in the mono-

meric HAMLET and GAMLET. The oligomeric species may consist of 13–17

protein molecules based on the volume ratios calculated from the radii of the

monomeric and oligomeric HAMLET and GAMLET complexes [42].

These results were thus inconsistent with the PFG-NMR results reported by the

Svanborg group, who proposed the monomeric nature of the HAMLET complex

[33, 103], and this discrepancy was rather surprising, because both investigations

used the same PFG-NMR techniques. The only significant difference in the exper-

imental conditions was the presence of 2 M urea in their experiments. We therefore

performed the PFG-NMR experiments in the presence of 2 M urea [42] (Fig. 12.3c

and d). The results again indicated the presence of the three components, the native

α-lactalbumin, the monomeric complex, and the oligomeric complex, and the Rh

values of native α-lactalbumin and the monomeric complex were the same as those

in the absence of urea. However, the Rh values of the oligomeric species became

significantly smaller, 36.5 and 35.0 Å for HAMLET and GAMLET, respectively, at

2 M urea, indicating that significant dissociation occurred in the presence of urea.

The average of the Rh values of the three components at 2 M urea was thus

calculated as 26.9 Å, which was identical to the value reported by the Svanborg

group [33, 103]. Therefore, it was concluded that HAMLET and GAMLET are

mainly oligomeric under physiological conditions in the absence of urea [42].

Nevertheless, the discrepancy between our results and the X-ray scattering

results by Ho CS et al. [111], who showed that HAMLET was monomeric in
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phosphate-buffered saline, is more intractable, and we can offer no clear interpre-

tation of this discrepancy at present. According to their report [111], however, they

might have used a monomeric fraction, obtained by gel filtration, for the solution

X-ray scattering experiments. If this was the case, we cannot say that HAMLET is

monomeric under physiological conditions. Furthermore, their X-ray scattering

patterns could have been affected by the presence of native α-lactalbumin [111],

which is present in the HAMLET complex at neutral pH.

However, it should be noted that the oligomeric or monomeric status of HAM-

LET and the other α-lactalbumin-oleic acid complexes may depend on pH. We

carried out PFG-NMR experiments at pH 2.0 and 50 �C, the conditions used for

preparation of HAMLET and GAMLET by the heat treatment method [42], and

under these conditions, both the complexes were in the monomeric molten globule-

like state. All the NMR signals, including those of the protein and bound oleic

acids, exhibited essentially identical decay curves, and the Rh values of HAMLET

and GAMLET thus obtained were both 25 Å. The finding that the decay curves for

Fig. 12.3 PFG-NMR analysis of HAMLET ((a) and (c)) and GAMLET ((b) and (d)). The

intensities of the NMR signals of native α-lactalbumin (black), the monomeric molten globule-

like complex (blue), and the oligomeric complex (red) are shown as a function of the square of the
field gradient strength. (a) and (b) show the results of the analysis in the absence of 2 M urea

(pH 7.5 and 25 �C), and (c) and (d) show the results in the presence of urea (pH 7.5 and 25 �C). The
inset in each panel shows the decay for dioxane, which was used as a reference compound, having

a hydrodynamic radius of 2.12 Å (Adopted from Ref. [42])
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the protein and oleic acid signals were coincident indicated that oleic acid was

strongly bound to the protein and not in rapid exchange between the bound and free

states. Recently, Rath and coworkers [105] reported small-angle X-ray scattering

and dynamic light scattering studies of the BAMLET complex at pH 12. According

to their data, BAMLET was monomeric at pH 12, and its molecular shape was

remarkably dependent on the content of bound oleic acids, adopting an unusual

coiled elongated structure at the highest oleic acid content (34 oleic acid molecules

per molecule of α-lactalbumin) [105]. α-Lactalbumin forms a molten globule state

under acidic (pH 2) and alkaline (pH 12) conditions (see above), and under such

extreme pH conditions, the charge density of the protein molecule is highest, which

may prevent the oligomerization of the protein-oleic acid complexes by electro-

static repulsion.

12.7 Identification of the Oleic Acid-Binding Site

in HAMLET and GAMLET

Prior to our recent study [42], there were no direct experimental data concerning the

oleic acid-binding site in the α-lactalbumin molecule of the HAMLET and the other

α-lactalbumin-oleic acid complexes. To identify the oleic acid-binding site in

HAMLET and GAMLET, we thus measured the 1H–15N heteronuclear single

quantum coherence (HSQC) spectra of the monomeric molten globule-like state

of HAMLET and GAMLET at pH 2.0 and 50 �C and compared these spectra with

those of the free molten globule state of human and goat α-lactalbumin without the

bound oleic acid at the same pH and temperature [42] (Fig. 12.4). As shown in

Fig. 12.4b and d, many cross peaks appeared at the same positions between

HAMLET and human α-lactalbumin and between GAMLET and goat

α-lactalbumin, indicating that HAMLET and GAMLET were in the molten

globule-like state under these conditions. However, several cross peaks showed

clear differences, and these cross peaks are encircled in Fig. 12.4b and d. From

these results, we identified the oleic acid-binding sites in HAMLET and GAMLET,

as shown in Fig. 12.5a and b [42]. Rather surprisingly, the oleic acid-binding site

was quite different between HAMLET and GAMLET, although both the protein-

oleic acid complexes showed essentially the same antitumor activities [42]. In

HAMLET, most of the residues affected by oleic acid binding were within the A-

and B-helices (Fig. 12.5a), while the residues affected by oleic acid binding in

GAMLET were located near the Ca2+-binding site of the protein and hence at the

interface between the α- and β-subdomains of α-lactalbumin [42] (Fig. 12.5b).

Although the oleic acid-binding site was markedly different between HAMLET

and GAMLET, the binding site in each complex was reasonably correspondent with

the most structured region in the molten globule state of each protein. From

previous hydrogen/deuterium (H/D)-exchange studies, the peptide NH protons

most highly protected in the molten globule state of human α-lactalbumin were
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located in the A- and B-helices [114], while they were located in the C-helix in the

molten globule state of goat α-lactalbumin [57] (Fig. 12.5c and d). These regions

are thus coincident with the oleic acid-binding sites in HAMLET and GAMLET

(Fig. 12.5a and b). Because the structured region in the molten globule state may

correspond to a loosely organized hydrophobic core accessible to solvent water, the

above results demonstrate that oleic acid is not recognized by a specific structure

Fig. 12.4 The 1H–15N HSQC spectra of human (a) and goat (c) α-lactalbumin in the free molten

globule state and the spectra of HAMLET (b) and GAMLET (d) (pH 2.0 and 50 �C). In (b) and (d),
the spectra of HAMLET and GAMLET, shown in red, are superimposed on the spectra in the free

molten globule state, shown in black. The NMR signal assignments are indicated with a one-letter

amino acid code and residue number. The cross peaks that show a difference between the free

molten globule state and the α-lactalbumin-oleic acid complex (HAMLET or GAMLET) are

encircled in (b) and (d) (Adopted from Ref. [42])
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but rather is recognized by nonspecific hydrophobic interactions in the loosely

organized hydrophobic core in the molten globule state. The notion that the binding

of oleic acid to the protein component is hydrophobic in nature is also supported by

the fact that HAMLET and the other related complexes can be prepared effectively

under opposite pH conditions, i.e., pH 2 [42] and pH 12 [100], because

α-lactalbumin is oppositely charged at these pH values, indicating that the electro-

static interaction is not a main contributor to the production of HAMLET.

Recently, Xie et al. [115] studied the effect of charge-specific chemical modi-

fications of lysine side chains on the formation of the BAMLET complex. They

observed that upon converting the original positively charged lysine residues to

negatively charged citraconyl or neutral acetyl groups, the binding of oleic acid to

the protein was eliminated and concluded that electrostatic interactions play an

essential role in the binding of oleic acid with α-lactalbumin in the BAMLET

complex [115]. However, according to their report, the chemically modified

α-lactalbumin had lost the capacity to bind to ANS, indicating that the loosely

Fig. 12.5 The oleic acid-binding site of α-lactalbumin in HAMLET (a) and GAMLET (b) and the

distribution of H/D-exchange protection factors for the free molten globule state. (a) and (b) The

binding sites were determined by differences in cross peaks between the free molten globule state

and the α-lactalbumin complex (HAMLET or GAMLET; Fig. 12.4b and d). The amino acid

residues represented by the space-filling model are those whose cross peaks in the 1H–15N HSQC

spectra are assigned (Fig. 12.4a and c) (Adopted from Ref. [42]). (c) and (d) The H/D-exchange

protection factors of the peptide amide protons are shown as a function of the residue number for

human α-lactalbumin (pHobs¼ 2 and 5 �C) (c) and goat α-lactalbumin (pHobs¼ 1.7 and 25 �C) (d)
((c) Adopted from Ref. [114] and (d) modified from Ref. [57])
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organized hydrophobic core of the protein in the molten globule state was disrupted

by citraconylation and acetylation. Therefore, their results can also be interpreted in

terms of the disruption of the loosely organized hydrophobic core, which is

indispensable for the binding to oleic acid, rather than by the simple electrostatic

effect. Fang et al. [116] studied the effect of pH on the oleic acid-binding ability of

bovine α-lactalbumin by the heat treatment between pH 2 and 9 and found that the

protein bound the greatest number of oleic acid molecules over the pH range of

7.0–9.0; this result cannot be interpreted by the electrostatic effect, because the

protein was negatively charged under these conditions.

The location of the oleic acid-binding site in the A- and B-helices in HAMLET

may not be inconsistent with the H/D-exchange and limited proteolysis studies of

HAMLET reported by Casbarra et al. [117], in which they observed that the

α-subdomain was resistant to proteolysis while the β-subdomain was more flexible

and susceptible to proteolysis. The A- and B-helices of human α-lactalbumin are

already significantly protected in the molten globule state [114], and the oleic acid

binding to these helices further stabilizes the helical structures and makes the

α-subdomain more resistant to proteolysis.

12.8 Antitumor Complexes Formed by Oleic Acid

and Other Proteins in the Molten Globule State

Our conclusion that oleic acid molecules in HAMLET and GAMLET are recog-

nized by nonspecific hydrophobic interactions has been supported by recent find-

ings that the complexes between oleic acid and the other proteins that form the

molten globule-like partially unfolded state express similar antitumor activities.

These protein complexes include those formed by equine and canine milk lyso-

zymes [42, 118, 119], bovine β-lactoglobulin [96, 110, 120], pike parvalbumin

[110, 120], apomyoglobin [42], β2-microglobulin [42], and bovine lactoferrin

[121]. Equine and canine milk lysozymes are both Ca2+-binding lysozymes and

homologues of α-lactalbumin [54, 55, 57, 122–126]. Among these protein-oleic

acid complexes, the equine lysozyme-oleic acid complex was prepared by the

original column method used for HAMLET [118, 119], but all the other complexes

were prepared by simple mixing of the protein and oleic acid followed by heat

treatment [42, 121] or alkaline treatment [110, 120]. Interestingly, the antitumor

activities, measured by the half lethal doses for tumor cells, of bovine lactoferrin

were about 10 times higher than those of BAMLET [121]. Although the strength of

the antitumor activity was thus dependent on the protein species, all the protein-

oleic acid complexes expressed similar antitumor activities [42, 96, 110, 118–

121]. Large fragments of α-lactalbumin, which were prepared by limited proteol-

ysis [127] or gene manipulation [107], had a partially folded molten globule-like

conformation in the presence of oleic acid and exhibited similar antitumor

activities.
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That similar antitumor complexes were formed by a variety of protein molecules

and protein fragments in the molten globule-like state indicates that there is no

specific binding site for oleic acid. The molten globule state in general has a loosely

organized hydrophobic core, which is accessible to solvent and hence detected by

ANS binding [50, 61, 62]. It is thus concluded that oleic acid in these antitumor

complexes is bound to the loosely organized hydrophobic core of the molten

globule state by nonspecific hydrophobic interactions and stabilizes the molten

globule structure of the protein portion, and hence the complexes keep the molten

globule structure under physiological conditions, whereas the free proteins without

oleic acid fold into the rigid native structures.

The expression of similar antitumor activities by the complexes formed between

oleic acid and a variety of proteins in the molten globule state also suggests that the

protein portion of these complexes may not be the origin of their cytotoxicity to

tumor cells. There is now ample evidence that oleic acid itself is cytotoxic and

promotes apoptosis in various tumor cells [128–133], and the mitochondrion-

related apoptotic behaviors, such as the reduction in mitochondrial membrane

potential and cytochrome c release, observed after treatment with oleic acid were

also observed in the HAMLET-induced apoptosis in tumor cells [134–

136]. Brinkmann et al. [137] also reported that the cell-killing mechanisms of the

BAMLET complex and of oleic acid alone examined by flow cytometry were very

similar to each other. It is thus strongly suggested that the protein portion of

HAMLET and the other HAMLET-like protein-oleic acid complexes probably

works as a delivery carrier of the cytotoxic oleic acid to tumor cells [38, 39, 99,

108, 127]. As mentioned in the Introduction section above, it is becoming increas-

ingly evident that not only the rigid native structures but also the flexible molten

globule structures are biologically functional, and many of the functional molten

globules play roles in the translocations of proteins or hydrophobic ligands across

membrane bilayers [19–29]; in addition, the interaction of HAMLET with artificial

and natural membranes has also been reported [138–141]. We thus conclude that

the molten globule-like state in HAMLET and the other related complexes plays a

role in transferring the hydrophobic oleic acid molecules into tumor cells across the

cell membranes.

12.9 Antitumor Complexes Formed by Other Unsaturated

Fatty Acids and α-Lactalbumin

It has been well established that not only oleic acid but also other monounsaturated

and polyunsaturated fatty acids are cytotoxic to tumor cells [142–150], and several

mechanisms have been proposed to play roles in the toxicity, including activation of

the caspase cascade coupled with mitochondrial membrane depolarization

[129, 132, 151], lipid peroxidation and production of reactive oxygen species

[131, 152–155], downregulation of the expression of genes involved in several
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metabolic pathways [156], and downregulation of the protein expression of Blc-2

and the Bim mRNA level [157], as well as end points such as loss of membrane

integrity and DNA fragmentation [158]. If the protein portion of HAMLET and the

other protein-oleic acid complexes acts as an oleic acid-transferring carrier,

α-lactalbumin in the molten globule state may also act as a carrier of the other

monounsaturated and polyunsaturated fatty acids in a similar manner.

We therefore prepared complexes between human α-lactalbumin and various

fatty acids (stearic acid, oleic acid, cis-vaccenic acid, linoleic acid, α-linolenic acid,
γ-linolenic acid, arachidonic acid, and docosahexaenoic acid) by the heat treatment

method at pH 2.0 [42] and investigated their levels of killing activity against L1210

leukemia cells by the trypan blue assay (Nakamura et al., unpublished data)

(Fig. 12.6). The results in Fig. 12.6b show that all the α-lactalbumin-fatty acid

complexes examined, except for the complex with stearic acid, exhibited significant

cytotoxicity to the tumor cells, strongly suggesting that α-lactalbumin in the molten

globule state formed stable complexes with these fatty acids, and acted as a

transferring carrier of the cytotoxic fatty acids to the tumor cells. The absence of

significant cytotoxicity of the protein-stearic acid complex is not surprising,

because saturated fatty acids such as stearic acid are known to be much less

cytotoxic [142, 143, 145, 152, 158].

The above results, however, were not consistent with the results reported by

Svensson et al. [102], who studied the antitumor activities of the complexes formed

between human α-lactalbumin and a variety of fatty acids, including palmitoleic

acid, palmitelaidic acid, stearic acid, oleic acid, elaidic acid, cis-vaccenic acid,

trans-vaccenic acid, petroselinic acid, linoleic acid, α-linolenic acid, γ-linolenic
acid, 11-eicosenoic acid, and arachidonic acid. They prepared the complexes by the

column method [41] and found that only the complexes with the C18:1:9 cis fatty
acid (oleic acid) and the C18:1:11 cis fatty acid (cis-vaccenic acid) showed signif-

icant cytotoxicity to L1210 tumor cells. The reason for the discrepancy between

their results and ours remains unclear, but differences in the methods used to

prepare the α-lactalbumin-fatty acid complexes may have played a role. The simple

mixing and heat treatment method [42] is effective for the preparation of the

complexes between α-lactalbumin and various fatty acids, while the column

method, which was originally developed for purification of the antitumor complex

from human milk [41, 83], might be effective only for the complexes with oleic acid

and cis-vaccenic acid, because the ion-exchange column may have different affin-

ities for the complexes with different fatty acids, and hence the elution conditions

used for the complex with oleic acid (HAMLET) may not always be useful for the

complexes with other fatty acids.

Recently, Brinkmann et al. [159] also studied the cytotoxicity of the complexes

between bovine α-lactalbumin and six different fatty acids (oleic, cis-vaccenic,
linoleic, palmitoleic, stearic, and elaidic acids). They prepared the complexes by

the heat treatment method and reported that all the unsaturated cis fatty acids (oleic,
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cis-vaccenic, linoleic, and palmitoleic acids) were significantly cytotoxic to human

promyelocytic leukemia-derived (HL-60) cells, which was fully consistent with our

results. The antitumor cell activities of the α-lactalbumin-linoleic acid complex

were also reported by Zhang et al. [97] and Atri et al. [85].

Fig. 12.6 Antitumor activities of the complexes between human α-lactalbumin and various fatty

acids as measured by the trypan blue assay. (a) The fatty acids used for preparation of the

complexes. (b) Images of L1210 cells obtained by the trypan blue assay with an optical micro-

scope after 4 h of incubation with the α-lactalbumin-fatty acid complexes. The concentrations

shown at left are the molar concentrations of the protein. The numbers at the top indicate the fatty

acid used for the complex formation: 1 oleic acid (60 μM), 2 linoleic acid (100 μM), 3 arachidonic
acid (80 μM), 4 α-linolenic acid (120 μM), 5 γ-linolenic acid (120 μM), 6 docosahexaenoic acid

(110 μM), 7 cis-vaccenic acid (110 μM), and 8 stearic acid (70 μM), where the numbers in the

parentheses indicate the protein concentrations, as measured by absorbance at 280 nm, of the

α-lactalbumin-fatty acid complexes (the first row in (b)). The protein concentration in the second
row is all 10 μM. All the complexes were prepared by the heat treatment method [42]
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12.10 Conclusions

HAMLET, the human α-lactalbumin-oleic acid complex that selectively kills tumor

cells without affecting healthy mature cells, has been considered to be a novel type

of the functional molten globule states. The marked difference in the location of the

oleic acid-binding site between HAMLET and GAMLET, and their locations in the

loosely organized hydrophobic cores of the individual proteins in the molten

globule state, led us to conclude that oleic acid molecules are recognized by

nonspecific hydrophobic interactions. This conclusion was further strengthened

by the following facts: (1) Similar antitumor activities were expressed by the

complexes formed between oleic acid and a variety of globular proteins in the

molten globule state, and (2) similar antitumor complexes were also formed by

other unsaturated cis fatty acids and α-lactalbumin in the molten globule state.

From these facts, we also conclude that the protein portion of these complexes is not

the origin of their cytotoxicity to tumor cells and that the protein portion plays a role

as the delivery carrier of cytotoxic fatty acid molecules into tumor cells across the

cell membrane. The selectivity of HAMLET and the other protein-fatty acid

complexes toward tumor cells is probably attributable to the dynamic and flexible

nature of the tumor cell membrane, which may readily permit the translocation of

the fatty acid across the cell membrane by the complexes. It is thus expected that a

protein in the molten globule state could be used as a novel type of drug delivery

carrier, which may selectively transfer a hydrophobic ligand into tumor or imma-

ture cells across the flexible cell membrane.
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