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Preface

This book has been developed from the lecture notes of a course in Advanced
Quantum Mechanics given by the authors at the Politecnico of Torino for students
of physical engineering, who, even though oriented towards applied physics and
technology, were interested in acquiring a fair knowledge of modern fundamental
physics. Although originally conceived for students of engineering, we have
eventually extended the target of this book to also include students of physics who
may be interested in a comprehensive and concise treatment of the main subjects
of their theoretical physics courses. What underlies our choice of topics is the
purpose of giving a coherent presentation of the theoretical ideas which have been
developed since the very beginning of the last century, namely special relativity and
quantum mechanics, up to the first consistent and experimentally validated quantum
field theory, namely quantum electrodynamics. This theory provides a successful
description of the interaction between photons and electrons and dates back to the
middle of the last century.

Consistently with this purpose (and also for keeping the book within a reason-
able size), we have refrained from dealing with the many important ideas that have
been developed in the context of quantum field theory in the second part of the last
century, although these are essential for a satisfactory understanding of the current
status of elementary particle physics. A prominent example of such developments is
the so-called standard model, in which for the first time all the (non-gravitational)
interactions and the fundamental particles (quarks and leptons) were coherently
described within a unified field theory framework. Looking at the past, however,
one recognizes that this achievement has its very foundations in the two building
blocks of any modern physical theory: special relativity and quantum mechanics,
which have been left essentially unaffected by the later developments.

Quantum electrodynamics has provided a basic reference for the formulation
of the standard model and in general for any field theory description of the fun-
damental interactions. In particular, a major role is played in quantum electrody-
namics by the concept of gauge symmetry which is the guiding principle for the
correct description of the interaction. Likewise, the standard model too, as a
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quantum field theory, is based on a suitable gauge symmetry, which is a
non-abelian extension of that present in quantum electrodynamics.

On the basis of these considerations, we hope the concise account of quantum
electrodynamics that we give at the end of our book can provide the interested
reader with the necessary background to cope with more advanced topics on the-
oretical particle physics, in particular with the standard model.

The present book is intended to be accessible to students with only a basic
knowledge of non-relativistic quantum mechanics.

We start with a concise, but (hopefully) comprehensive exposition of special
relativity, for which we have added a chapter on the implications of the principle of
equivalence. Here we have a principle whose importance can be hardly overesti-
mated since it is at the very basis of the general theory of relativity, but whose
discussion in a class, however, requires no more than a couple of hours.
Nevertheless, this issue and its main implications are rarely dealt with even in
graduate courses of physics. Can general relativity be totally absent from the sci-
entific education of a student of physics or engineering? Of course it can be, as far
as the full geometrical formulation of theory is concerned. However it is well
known that many technological devices, mainly the GPS, require for their proper
functioning to consider the corrections implied by the Einstein’s theories of special
and general relativity. Our account of the principle of equivalence and its main
implications will allow us to derive in a rather non-rigorous but intuitive way the
concepts of connection, curvature, geodesic lines, etc., emphasizing their intimate
connection to gravitational physics.

Thereafter, in Chaps. 4 and 7, we give the basics of the theory of groups and Lie
algebras, discussing the group of rotations, the Lorentz and the Poincaré group. We
also give a concise account of representation theory and of tensor calculus, in view
of its application to the formulation of relativistically covariant physical laws. These
include the Maxwell’s equations, which we discuss in their manifestly covariant
form in Chap. 5.

In Chap. 6, anticipating part of the analysis which will be later developed, we
discuss the quantization of the electromagnetic field in the radiation gauge. We
thought it worth illustrating this important example early because it clarifies how
the concepts of photon and of its spin emerge quite naturally from a straightforward
application of special relativity and quantum theory in a field theoretical
framework.

In Chap. 8 we review the essentials of the Lagrangian and Hamiltonian for-
malisms, first considering systems with a finite number of degrees of freedom, and
then extending the discussion to fields. Particular importance is given to the relation
between the symmetry properties of a physical system and conservation laws.

The last four chapters are devoted to the development of quantum field theory. In
Chap. 9 we recall the basic construction of quantum mechanics in the Dirac
notation. Eventually in Chap. 10, we study the quantum relativistic wave equations
emphasizing their failure to represent the wave function evolution in a consistent
way.
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In Chap. 11 we perform the quantization of the free scalar, spin 1/2 and elec-
tromagnetic fields in the relativistically covariant approach. The final goal of this
analysis is to provide the quantum relativistic description of fields in interaction,
with particular reference to the interaction between spin 1/2 fields (like an electron)
and the electromagnetic one (quantum electrodynamics). This is done in Chap. 12
in which the graphical description of interaction processes by means of Feynman
diagrams is introduced. After the classical example of the tree-level processes, we
start analysing the one-loop ones where infinities make their appearance. We then
discuss how one can circumvent this difficulty through the process of renormal-
ization, in order to obtain sensible results. We shall however limit ourselves to give
only a brief preliminary account of the renormalization programme and its imple-
mentation at one-loop level.

As the reader can realize, there is scarcely any ambition on our side to develop
various topics in an original way. Our goal, as pointed out earlier, is to give in a
single one-year course the main concepts which are at the basis of contemporary
theoretical physics.

A Note on the Bibliography

It is almost impossible to give even a short account of the many textbooks covering
some of the topics which are dealt with in this book. Any textbook on relativity or
elementary particle theory covers at least a part of the content in our book. We
therefore limit ourselves to quote those excellent standard textbooks, which have
been for us a precious guide for the preparation of the present work, referring them
to the interested reader in order to deepen the understanding of the topics dealt with
in this book.


http://dx.doi.org/10.1007/978-3-319-22014-7_11
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Chapter 1
Special Relativity

1.1 The Principle of Relativity

The aim of physics is to describe the laws underlying physical phenomena.

This description would be devoid of a universal character if its formulation were
different for different observers, that is for different frames of reference, and, as
such, it could not deserve the status of an objective law of nature. Any physical
theory should therefore fulfil the following requirement:

The laws of physics should not depend on the frame of reference used by the
observer.

This statement is referred to as the principle of relativity, and is really at the heart
of any physical theory aiming at the description of the physical world.

Actually, the physical laws are described in the language of mathematics, that
is by means of one or more equations involving physical quantities, whose value
in general will depend on the reference frame (RF) used for their measure. As a
consequence of this, any change in the reference frame results in a change in the
physical quantities appearing in the equations, so that in general these will satisfy
new equations, called transformed equations. The requirement that the transformed
equations be equivalent to the original ones, so that they describe the same physical
law, allows us to give a more precise formulation of the principle of relativity:

The equations of a physical theory must preserve the same form under transfor-
mations induced by a change in the reference frame.

By preserving the same form we mean that if the physical law is given in terms of
a single equation, the transformed equation will have exactly the same form, albeit
in terms of the transformed variables. If we have a system of equations, we can allow
the transformed system to be a linear combination of the old ones. Obviously, in
both cases, the physical content of the original and transformed equations would be
exactly the same.

Changes in the reference frame of an observer can be of different kinds: spatial
translations, rotations, or any change in its state of motion. As we shall see in the
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2 1 Special Relativity

sequel, the latter transformations are the most relevant as far as the implications on
the description of the physical world are concerned.

The simplest relative motion is of course the uniform rectilinear motion or inertial
motion, and the requirement that the physical laws be independent of the particular
inertial frame means that the theory satisfies the requirements of the principle of
relativity only as far as inertial frames are concerned. We recall that inertial frames
are those in which the Galilean principle of inertia holds, and that, given any inertial
frame such as, for instance, the one attached to the center of mass of the solar system,
with axes directed towards fixed stars (the fixed star system), all other inertial frames
are in relative rectilinear uniform motion with respect to it.

In the following two chapters we shall refrain from considering accelerated (and
thus non-inertial) frames of reference, restricting ourselves to the analysis of the
implications of the principle of relativity only as far as inertial frames are concerned,
which is the main subject of the special theory of relativity.

The extension of the principle of relativity to any kind of relative motion between
observers, that is to accelerated reference frames, however, has a very deep impact
on our ideas of space, time and matter and leads to a beautiful new interpretation of
the gravitational force as a manifestation of the geometry of four-dimensional space-
time. This analysis, which is the subject of Einstein’s general theory of relativity,
requires, for its understanding, a solid knowledge of differential geometry and goes
beyond the scope of this book; in Chap. 3, however, we shall give a short introduction
to general relativity by discussing the principle of equivalence and tidal forces.
Furthermore an intuitive picture of the four-dimensional geometry of space-time
and its relation to gravitation will be outlined.

1.1.1 Galilean Relativity in Classical Mechanics

In order to verify whether a theory satisfies the principle of relativity we need to
know the transformation laws relating the measures of physical quantities obtained
by different observers. When describing the motion of a system of bodies with respect
to a reference frame all the quantities we need can be expressed in terms of length,
time and mass.! It is therefore sufficient to find the transformation laws for these
fundamental quantities.

The principle of relativity was first applied to classical mechanics; in this context,
however, only the transformation law of the space intervals is relevant; indeed, as
it is apparent from the formulation of Newton’s second law, the inertial mass of a
point-like object is defined as the constant ratio between the strength of the force
acting on it and the modulus of the resulting acceleration, and this constant value

I'The reference frame associated with an observer is defined by a coordinate system, which we shall
choose to be a system of rectangular Cartesian coordinates (x, y, z) with origin O, with respect to
which the observer is at rest. The frame also consists of all the instruments the observer needs for
measuring the fundamental quantities: a ruler for lengths, a clock for time intervals and scales for
masses.
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is assumed to be independent of the actual value of the velocity of the body. Since a
change in the state of motion of a reference frame results in a different velocity of
the body as measured by the new observer, this implies that the value of the mass is
the same in all reference frames.

As far as time intervals are concerned, they were also assumed to be independent
of the particular inertial observer. In the words of Newton: tempus est absolutum,
spatium est absolutum. The first statement about the absolute character of time means
that time flows equably for all observers so that the same time-interval between two
events is measured by any (inertial) observer; the second statement space is absolute,
means that space-intervals, or lengths, do not depend on the reference frame in which
they are measured, and, as we shall show presently, it is actually a consequence of
the first.

To illustrate this we first need to derive the transformation law for the position
vector x(¢) of a material point due a change in the reference frame (for the sake of
simplicity, here and in the following, unless differently stated, when speaking of ref-
erence frames or observers, we shall be always mean inertial frames and observers).

Let us denote by S and S’ two inertial frames, as well as the observers associated
with them, and let (x, y, z), O and (x', y’, z'), O’ be their coordinates and origins,
respectively. Since S and S’ are both assumed to be inertial, their relative motion,
say of §" with respect to S, is of rigid translational type with constant velocity V.
Note that it is the same thing to say that S moves with velocity V with respect to S
or that S moves with velocity —V with respect to S’.

It is moreover convenient to make the following assumptions: The axes of §
and S’ are parallel and equally oriented, the x- and x’- axes coincide and have the
same orientation as the velocity V. If we denote by ¢ and ¢’ the times as measured
by the two observers S and S’ respectively, their common origin t = ¢ = 0 is
chosen as the instant at which the two origins O and O’ coincide: O = O’. With
these assumptions the relative configuration of the two frames is referred to as the
standard configuration, see Fig.1.1. As we shall see in the following, all the main
physical implications of the principle of relativity are already present in this simplified
situation.

Fig. 1.1 Position vectors of N
P relative to two inertial
frames, S, S’, in standard y y" p
configuration
X
; ——
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4 1 Special Relativity

Let the two observers S and S’ have identical instruments for measuring distances
and time intervals. The assumption of absolute time implies that the times measured
by S and S’ are the same:

t=t. (1.1)

Next, suppose that the two inertial observers are describing a same event, say the
position P at the time # = ¢/, of a particle moving along a given trajectory. The
position P with respect to O and O’ is described by two different vectors x(7) and
x'(r), whose components are:

x(1) = (x(1), (1), 2(1)), X' (1) = (x'(0), y'(1), 2 (1)). (1.2)
By trivial geometrical considerations we derive the relation between x(¢) and x'(¢):
x(t) =xX'@) +00' (1) =x'(t) + V¢. (1.3)

In the standard configuration we have V = (V, 0, 0), and Eq. (1.3) can be written in
components as follows:

x(t) =x'(t)+ Vi,
y() =y @), 1.4)
z(t) = 7 (1).

To obtain the relation between the velocities v and v’ as measured with respect to S
and S’, respectively, one must differentiate x with respect to 7 in S and x” with respect
to t’ in S’. However, because of Eq.(1.1), we can simply differentiate both vectors
with respect to the same variable r = ', obtaining:

dx , dx'dx
—_—, V. =—=—
dt dt’ dt

(1.5)

Using the above definitions and differentiating both sides of Egs. (1.3) or (1.4) with
respect to ¢, we find:
v=v +V, (1.6)

or in components:

v () = v (1) + V,
vy () = vy (1), (1.7)
v (1) = v.(1).

Equation (1.6), or (1.7), defines the composition law for velocities and implies that
velocities behave like vectors under addition.
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A further differentiation of (1.6), or (1.7), with respect to ¢ gives the relation
between the accelerations as measured by the two observers. Taking into account
that the relative velocity V is constant, we find:

a(r) =a'(1), (1.8)
or, in components,
ay = a_;s
ay = a/y, (1.9)
a. =a..

Equations (1.3), (1.6), (1.8), or, in components, Egs.(1.4), (1.7), (1.9), are called
Galilean transformations and represent the relations between the measures of the
kinematical quantities referred to two inertial reference frames in relative motion
with constant velocity V.

We are now ready to prove that the Newtonian statement about absolute space
(spatium est absolutum) is a consequence of the analogous assumption about time.
In other words, we verify that the spatial distance between two points is the same
for all inertial observers. As an example, let us consider, as shown in Fig. 1.2, a rod
placed along the x-axis whose endpoints A e B are at rest with respect to S’. The
position vectors of A and B in S are then X/, = (x/,,0,0) and x}3 = (x}, 0, 0), so
that their distance L’ in §’, corresponding to the length of the rod, is:

L' =xp —x). (1.10)

We note thatin S’ the coordinates x; and x', are time independent and therefore can be
measured at different times without affecting the value of their difference, that is the
measure of the length of the rod. In § instead the coordinates of the endpoints depend
on time, due to the relative motion of S" and S: x4 (t4) = (xa(ta), ya(ta), za(t4))
andxp(tp) = (xp(tp), yp(tp), zp(tp)). Their expression in terms of the coordinates
of A and B in S’ are given by (1.4):

Fig. 1.2 A rod at rest with

respect to S’

Y
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xa(ta) =xl, +Vita,  xp(tp) =xp + Vip,
ya(ta) =0, ye(tg) =0, (1.11)
za(ta) =0, zg(tg) = 0.

In order to compute the length L of the rod in S we must consider the coordinates of
the endpoints A and B at the same instant, since evaluating them at different times
would lead to a meaningless result. Setting t = t4 = tp we find:

xp —xly = (xp(tp) — Vig) — (xa(ta) — Vta) = xp(t) — xa(1). (1.12)

Equation (1.12) then implies:
L=1L, (1.13)

that is, the length of the rod is the same for both observers. Note that, in defining the
measure of the length L of the moving rod, we have used the notion of simultaneity
of two events, tp = t4. This concept is, however, independent of the reference frame
since, having assumed from the beginning the equality of time durations, that is
At = AY, in different frames, simultaneity in S (At = 0) implies simultaneity in
S’ (At" = 0) for any two inertial frames S and S’. We have thus proven that invariance
of the lengths (absolute space) is a consequence of invariance of the time intervals
(absolute time).

In the previous discussion we have considered the rod lying along the x- axis,
which is the direction of the relative motion. It is obvious that the distances along
the y- or z-axes are also invariant since y) = y e 7/ = z. This means that the
vector describing the relative position of any two points in space is invariant under
Galilean transformations. More specifically, if A and B are two points at rest in S,
(not necessarily along the x-axis) with position vectors x/,, X}, and relative position
vector AX' = xj; — X/, and if x4(t4), Xp(tp) are the position vectors of the two
points relative to S at different times, we define the relative position vector in § as
the difference between the position vectors taken at the same instant t:

Ax(t) =xp(1) —x4(t) = X3 + Vi) — (X, + Vi) =xp — X/, = AX".  (1.14)

We conclude that not only the spatial distance between A e B, but also the direction
from A to B, i.e. the direction and orientation of the relative position vector, is
invariant under Galilean transformations.

So far we have examined the change of inertial frames due to a relative motion
with a constant velocity V. The change of an inertial frame due to a rotation or to a
rigid translation of the coordinate axes are in a sense trivial. They correspond to the
congruence transformations of the Euclidean geometry leaving invariant the space
relations between figures and objects. They have the form

x =Rx+b,
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where R denotes a 3 x 3 matrix which implements a generic rotation or reflection.
Another trivial transformation is the change of the time origin, or time translation
namely

' =t+8.

In general one refers to the invariance of the laws of physics under rotations/reflections
R and translations b as the properties of isotropy and homogeneity of space, respec-
tively. Similarly the invariance under shifts in the time origin is referred to as homo-
geneity in time. Note that both transformations do not affect the Newton postulates
of absolute time At' = Ar and absolute space, | AX'| = | Ax|. Including the congru-
ence transformations and the time shift gives a more general form to the Galilean
transformations, namely:

X =Rx+b-Vr, (1.15)
' =t+p. (1.16)

Unless explicitly mentioned, when referring to Galilean transformations we shall
always refer to the simpler form given in Eq. (1.3) or (1.4), (1.6), (1.8).

1.1.2 Invariance of Classical Mechanics Under Galilean
Transformations

We have seen that under the assumption of the invariance of time intervals, the
Galilean transformations, expressed by Egs. (1.3), (1.6), (1.8), or, in components, by
Egs.(1.4), (1.7), (1.9), provide the relations between the kinematical quantities as
measured in any two inertial systems.

To verify that classical mechanics satisfies the principle of relativity, we need to
transform the fundamental equations of the theory and see whether they keep the
same form in the new reference frame.

Let us start from the principle of inertia: Suppose that in the frame S a free particle,
that is not subject to interactions, moves at a constant velocity v. From Eq.(1.6) we
see that in S’ its velocity v/ = v — V is also constant, owing to the constancy of V.
Similarly if v/ is constant, also v is and thus the law of inertia satisfies the principle
of relativity.

Let us now examine the second law, namely the Newtonian equation of motion:

F=ma. (1.17)

As already pointed out the mass appearing on the right-hand side of Eq.(1.17) is
assumed to be the same in any reference frame; furthermore Eq.(1.8) implies that
the acceleration has the same property. Thus the right-hand side is invariant under a
change in the reference frame. In order for the principle of relativity to be satisfied,
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the force on the left-hand side must be invariant under Galilean transformations as
well.

To ascertain this we recall that in classical mechanics a force? is defined as an
action at-a-distance between two interacting particles with the following properties:
Its direction coincides with the straight line connecting the particles, its strength only
depends on their distance and it acts on each of them according to the principle of
action and reaction. These properties define a conservative force. Explicitly, if Ax
is the relative-position vector of the interacting particles and | Ax| their distance, the
force F acting on one of them has the following form:

AX

F=F(A :
(1 XDIAXI

(1.18)

If we now recall that the vector Ax is left unchanged by Galilean transformations,
we immediately conclude that the force itself is invariant.

Thus both sides of Eq. (1.17) are invariant® under a change in the reference frame
and therefore the Newtonian equation of motion satisfies the principle of relativity.
We refer to this propriety as the invariance of classical mechanics under Galileo
transformations. We stress once again that this conclusion is valid only under the
assumption that the mass of a particle does not depend on its velocity.

The study of electromagnetic phenomena has revealed the existence of funda-
mental forces of a different kind, not fitting the characterization given in classical
(Newtonian) mechanics and described by Eq. (1.18). Think about the magnetic force
exerted by an electric current in a segment of wire on the magnetized pointer of a
compass. Its direction does not coincide with the straight-line connecting the wire to
the compass, and moreover this force is non-conservative. Besides the action at-a-
distance picture of classical mechanics turns out to be inadequate to describe electro-
magnetic interactions involving fast-moving charged particles. What these processes
suggest is that the interaction between two particles should rather be described as
mediated by a physical, propagating field, such as the electromagnetic field for inter-
acting charges. In this new picture a force on one particle originates from an action-by-
contact on it of the field electromagnetic field generated by another charged particle:
instead the action of the gravitational field generated by one mass on another mass
obeys the action at-a-distance principle in classical Newtonian mechanics.

Restricting ourselves, for the time being, to the purely mechanical case and to the
Newtonian description of forces, it is interesting to examine the implications of the
principle of relativity on the conservation law of the total linear momentum of an
isolated system of particles.

This property is usually seen as a direct consequence of the second and third
Newton laws. It is however well known that the law of conservation of linear

2Here we are referring to fundamental forces of the nature, like the gravitational force, not to
phenomenological forces like elastic forces, friction etc.

3In general we call covariant an equation which takes the same form in different frames; if not
just the form, but also the numerical values of the various terms are the same, we then say that the
equation is invariant.
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momentum can be taken, together with the principle of inertia, as a principle from
which both Newton’s law of motion and the action-reaction principle can be deduced.
Indeed, from a modern point of view, the law of conservation of linear momentum
is more fundamental than Newton’s laws in that it retains its validity also in those
situations where the concept of Newtonian forces is no longer applicable (provided
its definition be appropriately extended).

Consider, with respect to some reference frame S, an interaction process in which
two particles, not subject to external forces, with linear momenta p; and p2, and
masses m| and m», interact for a very short time (scattering), and give rise, in the final
state, to two free particles with momenta q; and qp, and masses 1 and po (which
can be different from mi, mo, as it generally happens, for instance, in chemical
reactions). Now suppose that the conservation of linear momentum is verified in S:

P1+P2=q1+q. (1.19)

Denoting by vy, v2 and by uj, uy the initial and final velocities of the two particles,
respectively, Eq. (1.19) can be written as follows:

my vy +my vy = ppuy + ppup. (1.20)

Let us now consider the same process in a new inertial frame S’, related to S by a

Galilean transformation. Substituting the old velocities in terms of the new ones and
using the relation (1.6), Eq. (1.20) becomes:

my(vy + V) + ma(vh + V) = p () + V) + pa(uh + V). (1.21)

Since m 1Vfl, maVy, puy, ,um’z are the initial and final linea}r momenta p/, p5, 4}, q5
of the particles, as measured in §’, (1.21) takes the following form:

P+ P, =4+, + (1 + po —my —mp)V. (1.22)

This relation implies that the conservation of linear momentum satisfies the principle
of relativity if, and only if, the total mass is conserved

w1+ po = my +my. (1.23)
Indeed, under this condition, Eq. (1.22) becomes:

PPy =d) + (1.24)
which expresses the conservation of momentum also in the frame S’, consistently
with the principle of relativity.

We end this section with a few observations. From the above discussion, it

follows that the conservation of the total mass is not an independent principle in
classical mechanics, but rather a consequence of the law of conservation of linear
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momentum and the principle of relativity, a fact which is not always stressed in
standard treatments of Newtonian mechanics.

Secondly, if we consider the more general Galileo transformations (1.15), the
invariance of Newtonian mechanics with respect to spatial translations and time
shifts is obvious. As far as the invariance under rotations of the coordinate frame is
concerned it is sufficient to observe that the equations of classical mechanics can be
written as three-dimensional vector equations; since vectors are geometrical objects
(oriented segments) independent of the orientation of the coordinate frame, the same
is true for the vector equations of the theory. As a third point it must be noted that
the fact that a theory satisfies the principle of relativity does imply that the same
physical laws hold true in every inertial frame, but it does not imply that the actual
description of the motion is the same in different frames.

For example, if a ball is thrown vertically (vy = 0) in S, in S’ it will have an
initial velocity v, = —V # 0. In S the trajectory is a vertical straight line, while
in S’ the trajectory is a parabola. Mathematically this follows from the fact that the
laws of mechanics are 2-order differential equations whose solution depends on the
initial conditions, which are different in different frames.

We also want to stress the different way the principle of relativity is implemented
for Newton’s second law, (1.17), and the conservation of linear momentum, (1.19):
In the latter case the same law holds in the new frame, but the physical quantities,
the momenta, have different values, while in the former case all the quantities, force,
mass, acceleration, have exactly the same values in the two frames. Under Galilean
transformations therefore the conservation of linear momentum is an example of a
covariant law, while the Newtonian law of motion is invariant.

As alast point we observe that the independence of the laws of classical mechanics
from the inertial frame, is easily verified in our everyday life. Everybody traveling
by car, train, or ship and moving with uniform rectilinear motion with respect to the
earth (considered as an inertial frame) can observe that the oscillation of a pendulum,
the bouncing of a ball, the collisions of billiard-balls, etc., occur exactly in the same
way as in the earth frame. These considerations (with reference to a ship in uniform
motion) were actually clearly illustrated and discussed by Galilei in his celebrated
book Dialogue Concerning the Two Chief World Systems, (1630). On the other hand
if the moving frame is accelerated the laws of mechanics are violated, since the new
frame is no longer inertial.

1.2 The Speed of Light and Electromagnetism

Itis well known that many mechanical phenomena, such as vibrating strings, acoustic
waves in a gas, ordinary waves on a liquid, can be described in terms of propagating
waves. These mechanical waves describe the propagation through a given material
medium of a perturbation originating from a source located in a point or a region
in its interior (like for instance the impact of a stone on the surface of a pond), the
propagation being due to the interactions among the molecules of the medium. If the
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medium is homogeneous and isotropic (which we shall always assume to be the case)
the speed of propagation of a wave has the same constant value in every direction
with respect to the medium itself.

For example, in the case of acoustic waves propagating through the atmosphere,
the speed of sound is v(,) 2~ 330m/s with respect to the air (supposed still).

Let S be a frame at rest with respect to the air and S’ another frame in relative
uniform motion with velocity V with respect to the former (we assume the stan-
dard configuration between the two coordinate systems). By means of (1.6) we may
compute the velocity Vz s) of a sound signal with respect to S’.

st) =vE — V. (1.25)

If the sound is emitted along the x-direction, that is in the same direction as the
relative motion, v(5) = (v(y), 0, 0) and one obtains:

vés)x =ve —V,

%)y =0, (1.26)
’

Vis), = 0,

so that the velocity of the sound measured in S’ along the x-direction will be lower
thanin S, v, . = v(5) — V < (). Viceversa, if the sound is emitted in the negative
x-direction, that is vy = (—v(y), 0, 0), then the modulus of the velocity measured in
S’ will be greater than in S; indeed

vEs)x = V) — v,

Uy, =0, (127
/

Vs, =0,

implying |v£s)x| = vy + V| > vg.

Let us now consider a sound wave propagating in S along a direction perpendicular
to the that of the relative motion, say along the negative y-axis, v(s) = (0, —v(), 0)
(see Fig.1.3). In S’ the velocity of the sound signal is:

Vi = Vi) = V= (=V, —v),0) (1.28)

It follows that for the observer in S’, the sound wave will propagate along a direction
forming an angle o with respect to the y-axis given by (Fig. 1.4):

Vv
tana = , (1.29)
U(s)
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Fig. 1.3 Sound wave 7
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while the modulus of the velocity v{s) = |V/(y)| turns out to be:

Uzs) =./v (s) +V2s V(s)- (1.30)

Note that, if V < v(s), the effect on the velocity of the motion of S’ relative to the

vz .
simce:
(:)

T 1v?
(S)+V = V() 1+_—U(§‘) I+ET . (1.31)
(Y) (v)

The example of a sound wave illustrates the general fact that the velocity of prop-
agation of a mechanical wave is isotropic, that is the same in every direction, only
in a reference frame at rest with respect to the transmission medium. In any other
inertial frame, the wave velocity is not isotropic, but depends on the direction.

medium is an effect of order %
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If we now consider the theory of electromagnetism, and in particular the propaga-
tion of electromagnetic waves, we immediately note some peculiarities with respect
to ordinary material waves.

Electromagnetism, ignoring quantum processes, is described, with extremely
good precision, by the Maxwell equations. Maxwell’s theory predicts that electric
and magnetic fields can propagate, in the form of electromagnetic waves, in the vac-
uum, that is apparently without a transmission medium, with a velocity, denoted by
¢, which is related to the parameters of the theory:

=2.997925 x 108 ms™".

€00

We refer to this velocity as the speed of light since, as is well known, light is just an
electromagnetic wave with wave-length in the approximate range between 380 and
780nm. According to the principle of relativity, this velocity, being determined only
by the parameters of the theory, should be the same for all the inertial observers. On
the other hand, we have learned that the velocity of a wave should change by a change
in the (inertial) reference frame. How can we resolve this apparent contradiction?

We note, first of all, that not only the velocity of electromagnetic waves changes
under a Galilean transformation, but, as one can easily ascertain, also the Maxwell
equations themselves are not left invariant by such transformations (in fact they
are not even covariant). Since we can not give up the principle of relativity for
electromagnetic phenomena, there are only two possibilities:

e Either the Maxwell equations and their consequences are valid only in a particular
frame, and thus should change their form by a change in reference frame;

e or the Maxwell equations are valid in every inertial frame, but the principle of
relativity should not be implemented by the Galilean transformations. Instead, the
right transformation laws should be chosen in such a way as to keep the validity of
this principle also for electromagnetism as expressed by the Maxwell equations.

Let us first discuss the former hypothesis. If there existed a privileged reference
frame in which the Maxwell equations hold, and thus with respect to which light
has velocity ¢, we should be able to experimentally detect it. In this respect, over the
course of the nineteenth century, physicists made various hypotheses, among which
we quote the following two.

A first hypothesis was that the frame with respect to which light has velocity
¢, is the frame of the light source; however this possibility was immediately ruled
out because it would have led to consequences in sharp contrast with astronomical
observations. Indeed, suppose we observe a binary system of stars, of comparable
masses, revolving around their common center of mass; since the respective momenta
are directed in opposite directions, there will be an instant when the motion of the
stars will be in the direction of the terrestrial observer, one approaching and other
withdrawing from it with velocities v and —v respectively. If the velocity of light
were ¢ with respect to the emitting source, with respect to the earth the velocities of
the light signals emitted by the two stars would be ¢ + v and ¢ — v, respectively, see
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Fig. 1.5 Light emitted from Vv
stars in a binary system S

Fig.1.5. Thus the two light waves would reach the terrestrial observer at different
times and the motion observed from the earth would appear completely distorted with
respect to that predicted by Newtonian mechanics. Needless to say that the motion
we observe from the earth instead perfectly agrees with Newton’s laws.*

A second hypothesis was based on the assumption that, in analogy with the
mechanical waves, also electromagnetic waves propagate through a material medium,
called ether; therefore, as it happens for the mechanical waves, the ether would be
the privileged reference frame where the velocity of light is ¢ and where the Maxwell
equations take their usual form. If this were true, the ether, whose vibrations should
propagate the electromagnetic waves, should fill the whole of space (thus allowing
the light from the stars to reach the earth) and also penetrate the interior of material
bodies. This hypothetical substance would actually have very unusual properties: It
should be stiff enough to give light such an enormous velocity, but also light enough
to allow for the motion of stars and planets through it.

If ether existed, it is reasonable to assume its rest frame to coincide, to a good
approximation, with the frame of the fixed stars, which, as is well known, is the
canonical reference frame where the principle of inertia and the whole of classical
mechanics hold. Accordingly, one should be able to detect the change in the velocity
of light (from the value c¢) as measured in a reference frame in motion with respect
to the fixed stars, namely, with respect to the ether.

Actually, when we observe the light coming from a star, we are in a frame which,
being attached to the earth, is moving with a velocity V ~ 30km/s with respect to
the fixed star system. The velocity of the light from such a star in the earth frame
should be related to ¢ by the Galilean transformations.

Let S be the fixed star frame, and S’ the earth frame moving with velocity V along
the x-direction. Suppose, for the sake of simplicity, that we are observing a light ray

4 Another reason for ruling out the emitting source as the privileged frame where the Maxwell
equations hold is the fact that, according to the laws of electromagnetism, an electric charge in
an electric field E acquires an acceleration a which must vanish when E — 0; when the frame
is accelerated, as it is generally the case for a moving source, a would preserve a non vanishing
component equal to acceleration of the reference frame even in the limit of vanishing electric field.
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coming from the negative direction of the y-axis in S; note that we are exactly in the
same situation as previously described for the sound waves (see Figs. 1.3 and 1.4).
Thus the same conclusions should hold provided we replace, in Egs. (1.27)—(1.31),
v(s) by ¢. In particular we find that the light ray will reach the telescope on earth at
an angle « with respect to the y’-axis given by

Vv
tano = —, (1.32)
c

and a speed

d=vVc2+V2>e. (1.33)

As far as the first effect is concerned, it implies that in order for the light ray to reach
the observer, the telescope should be adjusted by an angle o with respect to vertical
direction. Because of the revolution of the earth, in order to observe a same star over
one year, the orientation of the telescope should be continuously adjusted, so that it
describes a cone whose intersection with the sky defines a little ellipsis (Fig. 1.6).
This phenomenon is in fact observed, and is called aberration of starlight. Every star
on the sky is seen to describe an ellipsis over the course of one year. The angular
half-width of the corresponding cone is given by (1.29), that is, taking into account
of the numerical values of V and c, by (Fig. 1.6)

"

tana ~107* = a=20. (1.34)

The above value is consistent, in the limit of experimental errors, with the current
astronomical observations, and this therefore seems to support the hypothesis that
the velocity of the light is ¢ only with respect to the ether.

Fig. 1.6 Aberration of starlight: Figure to the left and to the right are referred to S’ and S, respec-
tively
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This experimental evidence, however, relies on the measure of the change in the
direction of the light ray, which is an effect of order % but does not verify that its
actual speed ¢’ differs from ¢ according to Eq. (1.33). To ascertain this we should be
able to detect a non-vanishing difference ¢’ — ¢, which, as observed in the analogous

. 2 ..
case of the sound waves, is an effect of order ‘;—2, that is, in our case,

V2 /o V2
c/=\/‘/27+62=c,/1+—2 = (C 0)2_2%]08'
c ¢ c

To verify so tiny an effect, it is therefore necessary to set up an experiment with a
very high sensitivity. In 1886 Michelson and Morley realized such an experiment.
The main idea behind it is that, if the ether existed, and if two light signals were
emitted on the earth, one in the direction of its motion (with velocity V relative to
the ether frame), and the other in the opposite direction, their velocities with respect
to the earth would be ¢ — V and —(c + V), respectively (Fig. 1.7). The experiment
was so designed as to make two light rays, emitted by the same source, interfere
after having traveled back and forth along two orthogonal paths. Under the ether
hypothesis, a rotation of the interferometer by 90° would have changed the velocity
of each light signal with respect to the earth, and this would have resulted in a shift
of the interference fringes due to the change in the optical paths of the two beams.

The result of the experiment was negative, indicating that, with respect to the
inertial frame tied to the earth, the velocity of light is c in every direction. Thus,
either the earth reference frame is the ether frame where the velocity of light is
the same in the every direction (this would give the earth back a central role in the
Universe, four hundred years after Copernicus), or this result should be taken as the
evidence that the ether frame, and the ether itself as a physical substance, does not
exist.

The outcome of the Michelson and Morley experiment has been later confirmed
by an unaccountable number of other experiments, in the course of the last century,
and can be regarded as the first experimental evidence that the velocity of light is the

Y
Perd

d=—(c+V) d=c-V

Z

Fig. 1.7 Two light rays emitted from earth in opposite directions
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same in every inertial frame. It is also consistent with the more general assumption
that all the laws of physics, including electromagnetism, have the same form in every
inertial frame, in agreement with the principle of relativity.

1.3 Lorentz Transformations

According to our discussion in the previous section, the apparent contradiction
between the principle of relativity and the constancy of the speed of light, finds its
natural solution in the possibility that the Galilean transformations, used for imple-
menting the principle of relativity in classical mechanics, are not the correct trans-
formation laws relating the fundamental kinematic quantities x, y, z, t in different
inertial frames. Indeed, as we have seen, the use of the Galilean composition law for
velocities leads to a speed of light which depends on the reference frame.

To find how the Galileo transformations must be amended, Einstein assumed as
fundamental postulates the principle of relativity, which must apply to every law
of physics (though restricted to inertial frames), and the following new proposition,
based on the experimental evidence discussed in the previous section, and known as
the principle of the constancy of the speed of light:

The speed of light in the vacuum is the same and is isotropic with respect any
inertial reference frame, regardless of the motion of the source.

As we shall see in the following, this latter assumption is crucial in order to extend
the validity of the principle of relativity from mechanics to electromagnetism and in
general to all physical laws.

Starting from these two postulates Einstein developed his theory of special rela-
tivity> which led to a deep re-examination, from an operative point of view, of the
very concepts of space and time and thus of the meaning of space and time intervals
as well as of simultaneity. In particular the notions of absolute space and time, which
the whole classical mechanics was founded on, were questioned.

Consistently with his two postulates (the principle of relativity and of constancy
of the speed of light) Einstein proposed new transformation laws for space and time
intervals which are known by the name of Lorentz transformations since they were
originally formulated by the Dutch physicist Hendrik Lorentz, albeit with a different
interpretation. These new transformation laws, together with all their consequences,
represent the basis on which Einstein’s theory is constructed. It is clear that the basic
postulate Ar = At’ used in deriving the Galileo transformations must be given up,
since, once taken for granted, the Galileo transformations are unavoidable.

To derive the new transformations let us start by writing down the most general
relation between the coordinates and times of a given event as seen from two inertial
frames S, S’. The validity of the principle of inertia in both framesa =0 < a’' =0

SHere special refers to the fact that it is restricted to inertial frames.
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requires that if the coordinates x, y, z depend linearly on time in S:

X = X0+ Uy 1,
y=yo+ovyt,
z=20+tv;1,

also x’, y', 7/ should depend linearly on ¢ in §’, and this can only happen if the
transformation is linear. We can therefore write:

x'= anx+any+aizz+aut +a,
Y = axx+any+anz+aut+b, (1.35)
7= anix+axny+anz+aut+oc, '

1" = aux+apy+az+aut +d.

Furthermore, for the sake of simplicity, we will also take the two frames, like in
the Galilean case, in the standard configuration, see Fig.1.1. We shall see in the
following (see also Chap.4) how the Lorentz transformations can be extended to
more general configurations.

We shall show presently, working in the standard configuration, that the twenty
undetermined coefficients appearing in (1.35) can be reduced by kinematical con-
sideration, to just one.

First of all, having chosen the origin of times = ¢’ = 0 as the time at which the
origins coincide O = O’, it immediately follows that, in (1.35),a =b=c=d =0,
sothatx =y =z =0impliesx' =y =7/ = 0.

Next we observe that the equation of the 7'y’ plane, with respect to S has the form:

x=Vt,
while for the observer S’ the corresponding equation reads
x'=0, 7

It then follows that
X =a(V)(x —=Ve), (1.36)

where the coefficient a(V) must be independent of the coordinates and time, and
can then only depend on the “kinematic parameter” V.

Secondly, as the planes xz ed x'z’ coincide at all times, y = 0 should imply y' = 0
and this constrains the relation between y and y’ to have the following form

y'=pBV)y. (1.37)

Note that had we started with the opposite orientation of the x- and x’-axes we would
have obtained:

y =B(=V)y. (1.38)
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The simultaneous validity of Eqs. (1.37) and (1.38) requires /3 to be an even function
of V:
BV) = B(=V), (1.39)

Furthermore the principle of relativity implies that nothing should change if we
exchange the roles of the two observers, that is if we consider S in motion with
respect to S’ with velocity —V; in that case the primed coordinates become unprimed
and viceversa, so that we may also write:

y=pB=V)y. (1.40)
Combining the Eqgs. (1.37) with (1.40) we readily obtain:
y=BV)Y =BV BV y =Ry = V) =1
which implies 3(V) = %1. On the other hand, since we have orientated y and y’ in

the same direction, we must have 3(V) = 1. By the same token we also find z = 7’.
Thus the first three equations of the transformations (1.35) take the simple form:

a(V) (x — V1), (1.41)
v, (1.42)
z. (1.43)

5!
’

y
’

Z

Let us now consider the fourth equation involving the time variable ¢'. Solving
Eq.(1.41) with respect to ¢ we find:

t:iG—X/» (1.44)
\% a(V)

Using the same argument which led to Eq. (1.38), if we consider S in motion with
velocity —V with respect to S’, the equation obtained from (1.44) by replacing ¢’
with ¢, x with x” and V with —V must also be true:

, 1/, x
=——|x' -
14 ( Oé(—V))
oy —vip - —F
= V(a( )(x ) a(—V))

:aWﬂ+%( —aWOx. (1.45)

1
a(=V)
We may then rewrite the transformation (1.45) as follows:

t'=aV)t+46(V)x. (1.46)
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Fig. 1.8 Light signal as seen by S and §’
where we have set )
oV)y=— —aV)). 1.47
V)= (a(_v) o )) (1.47)

By simple considerations we have reduced the problem of determining all the coef-
ficients in (1.35), to that of computing a single function a(V).

This coefficient will be now determined by implementing the principle of con-
stancy and isotropy of the speed of light.

Let us suppose that at t = ' = 0, when O = O’, a light (or electromagnetic
wave) source emits a signal isotropically, see Fig. 1.8. According to this principle,
the signal propagates isotropically with the same constant speed ¢ for both observers
S and S’. Thus with respect to the two frames the wave front of the electromagnetic
signal will be described by spheres of radii r = ¢t and r’ = ¢’ respectively. The
equations for the wave front of the spherical wave are thus given by:

for the observer S, and
x/2 + y/z + Z/2 _ cztlz — O, (149)

for the observer §’.
Since the four coordinates (x, y, z, ) and (x/, y', Z/, t’) refer to the same physical

events, that is the locus of points reached by the signal at a fixed time, they must hold
simultaneously. We must then have:

x4+ y2 +22 -t =k (x’z + y'2 +7% - 621‘/2) . (1.50)

where & is a constant.
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If we now substitute the expression of x’, y’, z/, ¢’ in terms of x, y, z, t as given
by Egs. (1.41), (1.42), (1.43) and (1.46), in Eq. (1.50), we obtain:

2y =k [az(x —V2 4y 42— Plar + (5x)2] . (15D

and this relation must be an identity in (x, y, z, 7).
Comparing the coefficients of z and y on both sides, we immediately find x = 1.
Next, equating the coefficients of 2, one finds:

1
—2WV) V2 =¢ (1 — az(V)) = V) =t———
Ji-&
Since att = ¢t = 0, x and x’ have the same orientation, we conclude that:

1

S
fi-%

One can easily verify that, with the above value of «(V), also the coefficients of x2
and x ¢ are equal. The transformation laws (1.41), (1.42), (1.43) and (1.46) now take
the following final form

a(V)=a(=V) = (1.52)

X =y(V)(x = V1), (1.53)
Y=y, (1.54)
7 =z, (1.55)

, \%
t=~vyV) (t— C—zx), (1.56)

where |

AV)= > 1. (1.57)

1- %

C

Equations (1.53)—(1.56) are the Lorentz transformations. They represent the correct
transformation laws connecting two inertial frames, which allow to extend the prin-
ciple of relativity to electromagnetism, as we shall discuss in detail in Chap. 5. In the
present chapter and in the following one we shall deal with the consequences of the
Lorentz transformations in kinematics and dynamics.

One can verify, however, that the well established equations of classical mechan-
ics, which are covariant under Galilean transformations, are not covariant under
Lorentz transformations. It seems as if, by requiring the principle of relativity to
hold for electromagnetism, we loose its validity in mechanics. In order to solve
this apparent inconsistency, we should consider the fact that, until the beginning of
the twentieth century, before the discovery of the subnuclear physics and of certain
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astrophysical phenomena, all the known physical processes involved bodies moving
at speeds which are much lower than the speed of light. Now it is easy to show that
the Lorentz transformations actually reduce to the Galilean transformations in the
limit in which the velocity of the moving frame V is much smaller than c. Indeed,
in this situation, applying the Taylor expansion to the factor v(V) in Eq. (1.53) and

. 2
neglecting terms of order ‘5—2,6 we find

= 1 (V)
= v 2 ¢? )
2

With the same approximation we may also set t — cll x 2~ t. Thus in this limit the
Lorentz transformations (1.53) reduce to the Galilean ones (1.4). The laws of classical
mechanics should then be regarded as valid only in the limit in which velocities are
much smaller than the speed of light (non-relativistic limit).

It is often useful to deduce from equations (1.53) the relation between the compo-
nents of the relative position vector and the time lapse between two events occurring
atpoints A and B and at different times. Let (x4, ya, z4), (xB, yB, zZp) be the coor-
dinates of A and B, respectively, and ¢4, ¢p the times of the corresponding events,
as measured in S, and let the primed symbols refer, as usual, to the same quantities
relative to S’. Writing (1.53) for the two events in A e in B and subtracting the former
from the latter we obtain:

Ax = y(V)(Ax — V Ab), (1.58)

Ay = Ay, (1.59)

A7 = Az, (1.60)
Vv

At = y(V) (At - Ax) , (1.61)
c

where we have set:

Ax =xp —xa ; AX = xp — x4,
At =tp—1ta ; A =15 —1).

Equation (1.61) implies that, in contrast to Galilean transformations, the time lapse
between two events is no longer invariant since At # At’. The postulate of absolute
time (and thus of absolute space), as anticipated, are then inconsistent with the
principles of relativity and of constancy of the speed of light and thus should be
given up.

To have an idea of this approximation, consider a very high velocity like, for instance, that of the
earth around the sun, which is about V 2 3 x 10*m/s. In this case we have V?/c? ~ 1078,
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1.4 Kinematic Consequences of the Lorentz Transformations

Let us now discuss some properties and physical implications of the Lorentz
transformations.

Reciprocity: We have already observed that, according to the principle of relativ-
ity, it is equivalent to say that " is moving at velocity V with respect to S, or that S is
moving with velocity —V with respect to S’. This in particular implies that the inverse
Lorentz transformations (1.53) expressing (x, y, z, #) in terms of (x/, y’, 7/, ') can
be obtained by simply interchanging in (1.53) primed with unprimed coordinates,
and V with —V. Indeed if we invert equations (1.53), we find:

x=yV)' + Vi),
y=y,

z=12,

t =~(V) (t’ + C%x’) ,

(1.62)

in accordance with the rule illustrated above.

Symmetry Between Space and Time Intervals: There is no doubt that the major
difference between Lorentz and Galilean transformations is the fact that the former
imply a non-trivial transformation of time intervals as opposed to the latter which
are based on the assumption of absolute time. In the former, there is, moreover, a
strong similarity between the transformation properties of space and time intervals
which becomes apparent if we use as new time coordinate x° = ¢ . In this notation
the spatial and time coordinates all have the same physical dimensions of a length.
Denoting x, v, z by x!, x?, x3 and defining the dimensionless number 3 = V /c, the
Lorentz transformations take the following form:

V= (V) = Bx),
2 = 52
vy (1.63)

x> =x°,
!/
2 =y(V) (= B,
where the symmetry between the transformation laws of spatial and time coordinates
is evident as they all appear in the above equations on an equal footing.”

The Speed of Light as the Maximum Velocity: Let us first observe that if S’

were moving at a velocity V > ¢ with respect to S, the factor vy = ,/1 — ‘Z—; would
be purely imaginary and thus the transformations (1.53) physically meaningless.

"The reader should not mistake the upper labels of the space-time coordinates x°, x!, x%, x3 as

powers of a quantity x! The mathematical difference between quantities labeled by upper and lower
indices will be extensively discussed in the following chapters.
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Let us now show that if we require the principle of causality to be valid in any
inertial reference frame, then no physical signal can travel at a speed greater than c.

Recall that the principle of causality states that if an event A causes a second
event B to occur, then the event A should always precede B in time: t4 < tp. If this
principle were violated, no physical investigation would be possible, since no theory
would be predictive.

Let us then consider two events A e B taking place in the reference frame S along
the x-axis at the points x4, xp at the times 4 and ¢p, respectively, and assume that
in the frame S the event in A precedes the event in B, that is tp — t4 = At > 0.
Now we ask whether is it possible to find a new reference frame S’ where A1’ < 0,
i.e. where the event in B precedes the event in A.

Suppose the answer is positive, so that if Az > 0 in S, there exists a frame S’ in
which Ar" < 0. Using Eq. (1.61) we then find

ar<0o 2.2 (1.64)
— > — >, .
At 1%
and this can only happen if
1% Ax
At < 5Ax < —, (1.65)
c c

where we have used % < 1.

On the other hand % has the meaning of the time 745 that a light ray takes to
cover the distance Ax = xg — x4; therefore the condition will be satisfied if:

At < TaB. (1.66)

When Eq. (1.66) holds one immediately finds that the velocity V of S” with respect

to S must satisfy the inequality:

At
V>c—, (1.67)

TAB

what is certainly possible with V' < c.

Having established under what condition it is possible to invert the chronological
order of two events by a change of reference frame, let us now assume that the event
A sends a physical signal at a velocity ¢’ > ¢ and that this signal determines the
occurrence of the event B. (For example, with reference to Fig. 1.9, the event A can be
the pressing of a switch by the observer S at 74 with the emission of a hypothetical
signal of velocity ¢’ > ¢ whose effect in B is the lighting of a lamp at a later
time 1g).

In this case the inequality (1.66) is certainly satisfied since At = % and ¢/ > c.

We then reach the conclusion that, if a signal propagating at velocity ¢ > ¢
existed, that is if it were possible to transmit information at a velocity greater than c,
then two causally related events in one reference frame would appear in a different
frame in the inverse temporal sequence, thus violating the principle of causality,
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Fig. 1.9 Event A causing event B

since the effect would precede its cause. Since we can not give up the principle of
causality, we conclude that:
No physical signal can propagate at a velocity greater than the speed of light.

Time Dilation: Equation (1.61) provides the explicit transformation law for the
time intervals.

Consider a reference frame S’ in motion at a constant speed V relative to another
frame S (the standard configuration of the two frames is understood). Suppose an
observer in S is measuring the time lapse At = tp — 14 between two events A and
B which occur in S’ at the same place but at different times, so that 1 > ), (for
instance two successive positions of the second hand of a clock at rest in S”). If the
events occur in S’ along the x’-axis, we then suppose Ax’ = x} — x/, = 0. From
Eq.(1.58) it then follows that Ax = V At. Substituting this relation in (1.61) we
find

At (V) { At v A Aty(V) (1 v Al (1.68)
= _— — X = _—— = —_— .
! 2 ! 2 v(V)
We conclude that the time lapse measured in S is
At =y(V) A > AY. (1.69)

This means that if an observer at rest in the frame S’ measures a time interval At’,
an observer in S will measure a lapse Ar greater than Az’ by a factor y(V). As an
example, let S’ be a spacecraft traveling at a high velocity V relative a laboratory
frame S on earth, and let time in S and S’ be measured by two identical clocks.
Suppose the observer in S measures the rate at which the clock inside the spacecraft
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ticks. He notices that the clock in S’ runs more slowly than his, that is time on the
spacecraft flows more slowly than on earth.®

Relativity of Simultaneity: Another consequence of the transformation law for
time is the relativity of simultaneity. Indeed, let us consider again the inertial frames
S and §’, and suppose that A e B are two events which are simultaneous in S, namely
ta = tg, (At = 0). When observed by S’ the two events will be separated by a time
interval

At = —~(V) CZZ Ax #0. (1.70)

This implies that two events which are simultaneous in S, but occur at different points,
are not simultaneous with respect to a frame S’ in motion with respect to S.
We refer the reader to Appendix H for a further elaboration on this issue.

Length Contraction: The fact that simultaneity between events is not an absolute
concept implies that the distance between two points depends on the particular ref-
erence frame in which it is measured.

Let us consider the situation described in Sect. 1.1, in which a rod is placed at rest
along the x’-axis of a frame S’ moving with respect to S at velocity V = (V, 0, 0).
Let the endpoints A and B of the rod be located in the points x, and x/,. We can
repeat one by one the arguments given in Sect. 1.1, from formula (1.10) to formula
(1.12), using now the Lorentz transformations instead of the Galilean ones. In S’ the
length is defined as:

Ax' =L =xp —x).

while the same length is measured in S as the difference between the coordinates of
the endpoints taken at the same time, that is simultaneously:

Ax = L =xp(tp) —xa(ta) = xp(t) —xa(t),
where we have set t = rp = t4. From Eq. (1.53) we then find:
L = Ax =vy(V)(Ax — VA) =~v(V) Ax =vy(V) L,

that is:
L=~W)"'L

. 1/2 . . .
Since v(V)_l =(1-— ‘;—22) < 1, the observer S in motion with respect to the rod

will measure a length L contracted by the factor (V)~! with respect to L', which
is the length of the object at rest. The conclusion is that:

8Note that the time dilation is a relative effect, that is if we have a clock at rest in S, from Eq. (1.61)
it follows that At” = (V) At, that is time in S’ is dilated with respect to S. The same observation
applies to the length contraction to be discussed in the following.
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The length L of an object in motion is contracted with respect its length L' at rest:

V2
L=\1-— L <L (1.71)

We note, instead, that lengths along the directions perpendicular to that of the relative
motion are not affected by the motion itself Ay = Ay’, Az = Az’. This in particular
implies that a volume AV = AxAyAz transforms like the length of a rod parallel
to the motion, namely:

1
AV = — AV < AV'. (1.72)
v

This in turn has the important consequence that the concept of rigid body, so useful
un classical mechanics, looses its meaning in the framework of a relativistic theory,
see Appendix H.

1.5 Proper Time and Space-Time Diagrams

We have learned, in the previous section, that both time and spatial intervals depend
on the reference frame, that is, space and time are not absolute as they were in
Newtonian mechanics, rather their transformation laws are combined in such a way
that only the velocity of light is absolute. Note that, in the standard configuration, the
transformation properties (1.58), (1.61) of Ax and At under Lorentz transformations
are reminiscent of the way in which the components of a vector on the plane transform
under a rotation of the corresponding coordinate axes. It is then natural to describe
the effect of a change in the inertial frame as a kind of “rotation” of the space and time
axes x, t. Considering also the other two coordinates y, z, which do not transform if
the two inertial frames are in the standard configuration, one may regard a Lorentz
transformation as akind of “rotation” in a four-dimensional space, the fourth direction
being spanned by the time variable.

A more precise definition of this kind of rotation will be given in Chap. 4; for the
time being we call this four-dimensional space of points space-time or Minkowski
space. Every point in space-time defines an event which occurs at a point in space
of coordinates x, y, z, at a time ¢, and is labeled by the four coordinates ¢, x, y, z.

In three-dimensional Euclidean space R> a rotation of the coordinate axes
imply a transformation in the components Ax, Ay, Az of the relative position
vector between two points, which however does not affect their squared distance
|Ax|? = Ax? 4+ Ay? + Az?. In analogy to ordinary rotations in Euclidean space, a
Lorentz transformation preserves a generalized “squared distance” between events
in Minkowski space which generalizes the notion of distance between two points in
space. To show this let us recall that, in determining the Lorentz transformations, we
required the equality:
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x2 + y2 + Z2 _ C2 1‘2 — x/2 + y/2 +Z/2 _ c2 t/2' (1‘73)

the left- and right-hand sides of this equation being separately zero, in accordance
to the constancy of the speed of light in every inertial frame. The two events in A
and B, in that case, were the emission of a spherical light wave in O = O’ at the
time 7 = ¢’ = 0 and the passage of the spherical wave-front through a generic point
of coordinates x, y, z,t and x’, ¥/, z/, ¢/, respectively. Consider now a light wave
which is emitted in a generic point, instead of the origin, at a generic time, and let
the spherical wave propagate for a time Af in S. Equation (1.73) can be written as:

|AX]? — P AP = Ax? 4+ AY? + A% — % AP
= Ax? + AY? + AZ? — P AP = |AX )P — AP (1.74)

It is now a simple exercise to verify that equality (1.74) holds even if the two events
do not refer to the propagation of a light ray. It is sufficient to express the primed
quantities on the right-hand side in terms of the unprimed ones by using the Lorentz
transformations (1.58)—(1.61). One then finds that Eq. (1.74) is identically satisfied.
Defining the four-dimensional distance AZ, also called proper distance between two
events, as

AL = |AX|* — P AP, (1.75)

Equation (1.74) then implies that:

The proper distance between two events in space-time is invariant under Lorentz
transformations. In particular, if there exists a frame where the two events are simul-
taneous, At = 0, the proper distance reduces in that frame to the ordinary distance
Al = | Ax|.

While the proper distance has the dimension of a length, we may define an anal-
ogous Lorentz-invariant quantity, called proper time interval AT, having dimension
of a time, as follows:

1 1
AT = At — = |Ax|? = —C—ZAEZ. (1.76)

Both A¢ and AT, being proportional to each other, are referred to as space-time
intervals. If we consider the reference frame, say S’, where a body is at rest, then,
since in this frame Ax’ = 0, we have:

AT = A,
so that the physical meaning of the proper time interval A7 is that of the time interval

between two events occurring at the same spatial point. In any other frame S, being
Ax # 0, the time interval At will be different, their relation being given by Eq. (1.69).
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Writing Eq. (1.76) in infinitesimal form (that is referring to infinitely close events),
we find

1 v?
dr* = di* — —|dx|* = di* (1 - —2) ,
C C

since fi—ﬂ is the velocity V of the frame S’ attached to the particle. It follows
dt =~v(V)dr.

consistently with (1.69).

1.5.1 Space-Time and Causality

When studying the properties of the Lorentz transformations we have seen that if two
events are causally related, namely if event A determines the occurrence of event B,
then they must be connected by some physical signal, having a velocity v < ¢ and
carrying to B the information of what happened in A (when A and B are the events
describing the passage of a particle through two points along its trajectory, it is the
very particle which carries the information).

Let Ax and At be the relative position vector and time lapse between the two
events; then the velocity of the signal will be:

AX
At

’

and we must have |v| < ¢ for the two events to be causally related.
Looking at the definition of proper time, given in Eq.(1.76), we see that in this
case we have:
AT? >0, (1.77)

or, equivalently
AL <0. (1.78)

Indeed:
AP >0 & AP — 1A = A2 - ) >0 & v <c.

We conclude that two events can be causally related, that is connected by a physical
signal traveling at a velocity |v| < c, if and only if A7?> > 0 or, equivalently,
A2 <0.

When (1.77) is strictly satisfied (i.e. when A2 > 0) we say that the space-time
interval between the two events is time-like, since we can always find a reference
frame where the two events occur at the same point in space (|Ax| = 0). Indeed,
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referring to the Lorentz transformation between two frames in the standard config-
uration, (Ay = Ay’ = Az = Az’ = 0) from Eq. (1.58) we see that

Ax
AX | = Ax' =~v(V) At | =— -V},
|AX'| x =) (At )

and since % < ¢ for a time-like interval, Ax’ = 0 in a new Lorentz frame moving

at velocity V = %.

If AT? = 0, the proper distance between the two events is zero and the corre-
sponding space-time interval is called light-like, since the two points in space-time
can only be related by a light signal: v = c.

If instead the proper time interval between two events A and B is negative

A2 <0 & A2>0 (1.79)

the interval is called space-like. In this case the two events cannot be causally related,
since from Eq. (1.75) |Ax|/ At = v > ¢, implying that no physical signal originating
from A, can ever reach the point B at a distance |Ax| during the time Az.
In this case, however, it is possible to find a new reference frame where the two
events are simultaneous; indeed, if
Ax

AT <0 = TRE (1.80)

from Eq. (1.61) it follows that we can choose a reference frame S’, moving at a speed
V < crelative to S given by

. ) At
V=c A <c, (1.81)
X

with respect to which A¢’ = 0.1f, moreover, V satisfies the inequality c > V > ¢? %
we can find a frame in which the chronological order of the two events is inverted.

It is useful to give a geometric representation of space-time, (that is of Minkowski
space) supposing, for obvious graphical reasons, to have a two-dimensional Euclid-
ean space spanned by the coordinates x, y instead of a three-dimensional one. The
time direction will be represented by an axis perpendicular to the xy-plane. It is
also convenient to measure time in units c ¢, so that all the coordinates of an event,
represented by a point in this space, share the same dimension. The origin O of this
coordinate system represents an event which has occurred in the point x = y = 0 at
t =0, see Fig. 1.10.

All the points A whose proper distance £> from O is time-like or light-like ¢>72 =
—0% = 2> — |x|? > 0 are enclosed within a cone in Minkowski space named the
light-cone. As discussed earlier, there can be a causality relation between the event in
O and any other point inside the light-cone. More precisely, referring to the figure,
O can determine the occurrence of A atr > 0 (A is said to belong to the future
light-cone of O), while it can have been determined by an event A" att < 0 (A is
said to belong to the past light-cone of O); in any case the physical signal correlating
the two events travels at v < ¢ (Fig. 1.10).
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Fig. 1.10 Light-cone

Any event outside the light-cone instead, like the point B in the figure, is separated
from O by a space-like interval 72 = —c2¢? = ¢2¢> — |x|> < 0, and thus can not be
in any causal relation with it.

For the sake of simplicity we have just discussed the possible causal relations of
events with a particular one located at origin of our space-time coordinate system.
More generally we may associate with any event A its own light-cone dividing all
events into two sets: Those in the interior of the cone, A72 > 0, which can be causally
related to A, and those outside the cone, AT2 < 0 which can not be correlated to A.

Let us focus on the plane described by the time- and x-axes and relabel the
corresponding coordinates as follows: x° = ct, x! = x. We choose these axes to
be orthogonal and their equations in this plane are x' = 0, x% = 0, respectively.
Going to another reference frame S’, by a Lorentz transformation, the old coordinates

x9, x! are related to the new ones x’°, x’! as follows:

A =0l = a0,

1.82
x/O — ')’(XO _ 6xl)’ ( )

so that the new time and x’-axes (x’' = 0, x’ = 0, respectively) are described, in
the old coordinates, by the equations:

xl Z/B_xo’

20— gl (1.83)
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This means that the ¢ - and the x’-axes, describing space-time in the new frame,
are rotated by an angle a with respect to the original c #- and x-axes, the former in
the clockwise direction and the latter in the counterclockwise direction, the angle «
being given by:
tga == L 1,
c

so that || < 7. This explains geometrically why points inside the light-cone can
always be brought, by means of a suitable Lorentz transformation, to the same point
in space (x = y = 0) by the clockwise rotation of the time axis, while events outside
the light-cone can be always made simultaneous to t = 0 by the counter-clockwise
rotation of the x-axis.

1.6 Composition of Velocities

So far we have examined the implication of the Lorentz transformations as far as
space and time intervals are concerned. Let us now consider how the velocities
transform under Lorentz transformations. In contrast to what we did for the Galilean
transformations, we can not simply differentiate both sides of Egs. (1.58)—(1.60) with
respect to time since dt # dt’. To find the correct relations we consider again two
frames of reference S e S’ as in Fig. 1.1, and a particle moving at velocity v = dx/dt
with respect to S and v/ = dx'/dt’ with respect to S’. Restricting, as usual, to
the standard configuration where the velocity of S’ with respect to S is (V, 0, 0),
Eqgs. (1.58)—(1.60), can be written in infinitesimal form:

dx' = v(V)(dx — V dt),
dy' =dy,
d7 =dz,

, Vv
dt =~(V) dt——2 .
c
From the above equations we easily find:

, _dx'  dx—-Vdt v, -V

CTar T a - Gax -

/_d_y’_ dy B vy

ST T L (ar — % ax) % (1-)
v, = b

vy (1= )
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We have thus derived the following composition laws for velocities:

;e —V
Ve = 1 Yoo
2
o= (1.84)
) (1= L)
v, = V2

v (1- L)

The different forms of the transformation of the x- component of the velocity v,
parallel to the relative velocity V between the two frames, with respect to the y-
and z-components (orthogonal to V) is obviously due to our choice of the standard
configuration.

In the non-relativistic limit V, |v| < ¢, we can neglect Vz/ ¢Zand Vo v/ ¢2 with
respect to 1, so that:

2

1V
YY) =14 S 4o L,
1 A
PR R E
c2

/
v, =v — V,
/
vy = Uy,

/

v, =1,

From Eqs. (1.84) we can easily verify that the composition of two velocities |V| < ¢
and |v| < ¢ can never result in a velocity |v/| > ¢, in agreement with the fact that no
signal or body can travel at a velocity greater than the speed of light. We can prove
this property as follows:

1 I V2
V)P = ———— | = V) + (1 - —2) W2+ vf)}
V vy c ’
(-
1 i V2
(1-)" ‘
02
1 i V2
= VP =2u, V+ V- 6—2(|v|2 - vf):|

2
(-t



34 1 Special Relativity
1 V2
= [8 — V=20 VA V- — (v - vf)}
) c
(%)
C

C

from which it follows that

|v/|2 . 1 . |V|2 | V2 -1
C2 - (] VUX)2 CZ C2 -
- T2

C

since [v| < ce V < c. In particular if |v| = ¢, then also |v/| = ¢, and we find that
the velocity of light is the same in every inertial reference frame.

This concludes the examination of the kinematical effects of the Lorentz trans-
formations. For the sake of simplicity we have used throughout standard Lorentz
transformations, as defined in Sect. 1.3. More general transformations where the rel-
ative velocity V is not directed parallel to the x-axis do not affect the kinematical
effects examined so far, as will be seen in the next chapter. Even the change of inertial
frame due to rotations and translations of the reference frame as well as the change
of the origin of the time coordinate do not affect the relativistic kinematics since they
do not involve the relative velocity between the frames, on which all the kinematical
effects depend. The explicit form of this more general change of frames will be dis-
cussed at the end of the next chapter, after the discussion of the relativistic dynamics.
Indeed a physical theory obeying the principle of relativity must be covariant under
any change of inertial frame and we shall see that the relativistic dynamics and the
Maxwell theory satisfy this requirement.

1.6.1 Aberration Revisited

The fact that the speed of the light ¢ is the same in every inertial system, does not
imply that its direction of propagation is invariant under Lorentz transformations.
We will illustrate this in the example of the aberration of starlight, which has already
been discussed within the framework of the Galilean transformations where it seemed
to find a natural explanation. Referring to the same configuration considered in that
discussion, let us suppose that a light ray in the fixed-star frame S reaches a telescope
on earth (frame S’) with velocity: ¢ = (0, —c, 0). Applying the composition laws of
velocities (1.84) we find:
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, 0o-V
& = 1 0-V = _V’
-y
1 c c
o =—= = ——, (1.85)
? v1-% v
c; =0, (1.86)
that is,
, c
c=-V,—,0]). (1.87)
Y

It follows that in order for the light ray to be received by the observer in §’, the
telescope should be adjusted by an angle « with respect to the vertical x’-direction,
given by:

Vv 1 Vv
tanag =y— = ———. (1.88)

c v2 ¢
W1 o

This formula, besides showing in a particular case how the direction of light changes
by a change in the reference frame, also illustrates why the Galilean transforma-
tion laws of velocities give a fairly good account of the phenomenon of aberration.
Indeed, comparing formula (1.88) with the Galilean expression (1.32), we see that
the relativistic correction given by the factor y(V) >~ 1 — %VZ J2~1—-10"8 ~ 1,
is completely negligible, thus explaining why the observed phenomenon seemed to
be in accordance with the ether hypothesis. On the other hand, note that the same
formulae (1.88), give for the modulus of the velocity of the light signal

2 2
2 ¢ 2__ 2 1 v _ 2
[’ ——72+V =c (—72+—C2)—c.

in agreement with the principle of the constancy of the speed of light (Fig. 1.11).

y y S
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z z'

Fig. 1.11 Aberration using Lorentz transformations
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1.7 Experimental Tests of Special Relativity

So far, apart from the aberration of starlight, we have never commented on the
experimental tests of special relativity.

Einstein’s special theory of relativity dates back to more than a century ago, over
the course of which, considerable advances have been made in our understanding of
the physical world, from the discovery of quantum mechanics to the developments of
cosmology, and the formulation of the Standard Model for elementary particles. The
latter theory, which receives almost daily confirmations from experiments carried
out at the various particle accelerators all around the world, simply could not exist
without a relativistic extension of the original quantum mechanics (called relativistic
quantum field theory). In the absence of Einstein’s theory, interaction processes
involving high-energy elementary particles would simply appear incomprehensible
while they are perfectly explained within the framework of relativistic kinematics,
which has never been contradicted by experiments so far. The same can be said for
our understanding of the universe as it results from the cosmological observations,
which are perfectly described by Einstein’s general theory of relativity, which extends
the results of special relativity to non-inertial frames of reference, thereby including
gravitation in the relativity principle (see late Chap. 3).

Nowadays the design of modern high-precision technological devices requires
taking into account relativistic corrections for their correct functioning.

We postpone to the following chapters a more detailed analysis of the impact
of special relativity on modern physics (restricting ourselves only to the quantum
description of electromagnetic interactions), and on technology (e.g. GPS devices).
For the time being it is interesting, from a historical point of view, to give a short
account of one of the first experimental evidences of special relativity, which dates
back to the thirties of the last century. In this experiment, which involved p-mesons,
the phenomenon of time dilation and length contractions were first observed.

The p-meson particles (or muons), which are about 200 times as heavy as the
electrons, can be produced in our laboratories, where they are observed to decay, in
a very short time, into an electron and two neutrinos (very light neutral fermions):

= e+ Ve + 1y,

v, and v, being the electron (anti-)neutrino and the muon neutrino, respectively. The
measured mean lifetime 7, of ji-mesons which are approximately at rest, turns out
tobe 7, >~ 2 x 10~ %s.

On the other hand a large amount of these particles is also produced from the
collisions of particles in the cosmic radiation against N2- and O»-molecules in the
top layers of the atmosphere. These muons are actually detected in our laboratories,
so that their velocity should be high enough as to reach our detectors before they
decay. If we were to perform a computation using classical Newtonian mechanics,
which is based on the assumption of absolute time, the mean lifetime of a muon is
the same in every inertial frame. Therefore the minimum velocity v for a u particle
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to reach the surface of the earth would be approximately given by the height £ of the
atmosphere divided its mean lifetime. In numbers:

h 10
v=—=~05x10"m/s > c.
Tu

Thus, according to Newtonian mechanics, they should have a velocity much greater
than ¢, while the actual measure of their velocity turns out to be less than c.

This apparent contradiction, however, disappears when we reconsider the compu-
tation of v in the framework of special relativity. Indeed we know that a time interval,
like the mean lifetime of a particle measured at rest, is not the same when measured
in a different reference frame; in our case we must consider the mean lifetime Tffab)
of the decaying muon as measured in the laboratory frame S tied to the earth, and

the lifetime 7, measured in the frame S’, moving at velocity v towards the earth,

in which the particle is at rest. From Eq. (1.69) we deduce T,Slab) = y(v) 7. As a

consequence the velocity is given by:

h 1 &

== (1.89)
T/(Llab) v(v) Ty

v

Solving for v one finds:

2 2
vz— l—v—2 ﬁ _—cz ﬁ ——1 c2<c2
o ) \r,) 2\r,)]  1+436x1073 ’
1 24 (L) 1
T

c

Thus the velocity that the meson must have to reach the earth is v & 0.998 ¢ < ¢, in
agreement with the experiments.

A possible objection to this result is the following: if we perform the computation
from the point of view of an observer moving with the meson, then its lifetime would
be measured at rest and so we should to use 7, instead of T,(fab). Note, however, that
the distance the meson should cover to reach the earth, as measured from its own
frame S’, would not be /4, but rather

1

h' = ——h,

7()
since now the distance £ is not at rest, but in motion with velocity v in the reference
frame of the muon. Therefore, in S’ the distance 4’ to cover is:

1
W=—h
~Y(v)
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And the corresponding velocity is

K1k

Tu Y() T ’
in agreement with the computation made in the earth frame S (1.89).

In conclusion, in both cases we obtain a result in agreement with experiment; in
the former case by virtue of time dilation, in the latter case of length contraction.

As already stressed, uncountable phenomena where time dilation (or length con-
traction) is at work are observed in the elementary particle experiments. Indeed most
of the particles created in high energy scattering processes have velocities close to
the speed of light, so that the consequent time dilation can be easily observed.

In the next chapter, when discussing the implications of the Lorentz transforma-
tions on mechanics, other important consequences of the principle of relativity will
be examined.

1.7.1 References

For further reading see Refs. [1, 11, 12].



Chapter 2
Relativistic Dynamics

2.1 Relativistic Energy and Momentum

In the previous chapter we have seen that a proper extension of the principle of
relativity to electromagnetism necessarily implies that the correct transformation
laws between two inertial frames are the Lorentz transformations. The price we have
to pay, however, is that the laws of classical mechanics are no longer invariant under
changes in the inertial reference frame.! We need therefore to re-examine the basic
principles of the Newtonian mechanics and to investigate whether they can be made
compatible with Einstein’s formulation of the principle of relativity which, together
with the principle of the constancy of the speed of light, requires invariance under
the Lorentz, rather than the Galileo, transformations.

We have indeed learned, form the discussion in the last chapter, that the relativistic
kinematics has an important bearing on the very concepts of space and time and, in
particular, of simultaneity, which are no longer absolute. This fact is incompatible
with some of the basic assumptions of classical mechanics. Let us recall that the
fundamental force of this theory, the gravitational force, is described as acting at-a-
distance. This gives rise to several inconsistencies from the point of view of special
relativity:

1. The instantaneous action of a body on another, implies the transmission of the
interaction at an infinite velocity. As we know, no physical signal can propagate
with a velocity greater than c. To put it differently, in the action at-a-distance
picture, the action of a body A and its effect, consisting in the consequent force
applied to B, are simultaneous events localized at different points (corresponding
to the positions of A and B respectively). Since simultaneity, in relativistic kine-
matics, is relative to the reference frame, there will in general exist an observer
with respect to which the two events are no longer simultaneous, or in which the
force is even seen to act on B before A exerts it, that is before A “knows” about B;

'Here by classical mechanics we refer to the Newtonian theory.
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Fig. 2.1 Action by contact Localized field-charge
interaction

9,

ar

2. By the same token also Newton’s second law should be revisited. This equation
indeed relates the acceleration of a point-mass to the total force exerted on it by
all the other bodies, which is given by the sum of the individual forces taken at
the same instant, that is simultaneously. These forces in turn will depend on the
distances between the interacting objects. According to relativistic kinematics
both simultaneity and spatial distances are relative to the inertial observer and
thus, with respect to a different reference frame, the same forces will appear to
be exerted at different times and distances.

The previous considerations imply that a proper formulation of mechanics (and in
particular of dynamics) has to be given in terms of localized interactions, that is in
terms of an interaction which takes place only when the two interacting parts are in
contact and which is then localized in a certain point. This is in fact what happens
when two point-charges interact through the electromagnetic field. The interaction
is no longer represented as an action at-a-distance between the two charges but as
mediated by the electromagnetic field, and can be divided into two moments (see the
Fig.2.1):

(a) acharge g generates an electromagnetic field,;

(b) The field, which is a physical quantity defined everywhere in space, propagates
until it reaches the charge ¢» located at some point and acts on it by means of a
force (the Lorentz force).

This mechanism is apparent when one of the two charges (say ¢ ) is moving at a very
high speed. One then observes that the information about the position of the moving
charge is transmitted to g, at the speed of light through the electromagnetic field,
causing the force acting on it to be adjusted accordingly with a characteristic delay
which depends on the distance between the two charges. In this action-by-contact
picture the interacting parts are three instead of just two: the two charges and the
field. The force acting on ¢» is the effect of the action of the field generated by ¢
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on g;. This implies that the action and the resulting force occur at the same time and
place (the position of ¢») and this property is now Lorentz-invariant. Indeed if

At = |Ax| = 0, 2.1)

in a given frame, using the Lorentz transformations (1.58)—(1.61), we also have
At' = |AX'| = 0 in any other frame. Thus the action-by-contact representation is
consistent with the principles of relativity and causality.

As for the electromagnetic interaction, we would also expect the gravitational
one to be mediated by a gravitational field. However, as we have mentioned earlier,
a correct treatment of the gravitational interaction requires considering non-inertial
frames of reference which goes beyond the framework of special relativity. In order
to discuss how classical mechanics should be generalized in order to be compatible
with Lorentz transformations (relativistic mechanics), we shall therefore refrain from
considering gravitational interactions.

Even in classical mechanics we can consider processes in which the interaction is
localized in space and time, so that the locality condition (2.1) is satisfied and we can
avoid the inconsistencies discussed above, related to Newton’s second law. These
are typically collisions in which two or more particles interact for a very short time
and in a very small region of space. Since the strength of the interaction is much
higher than that of any other external force acting on the particles, the system can be
regarded as isolated, so that the total linear momentum is conserved, and its initial
and final states are described by free particles. Let us focus on this kind of processes
in order to illustrate how one of the fundamental laws of classical mechanics, the
conservation of linear momentum, can be made consistent with the principle of
relativity, as implemented by the Lorentz transformations.

We shall first show that, if we insist in defining the mass as independent of the
velocity, then the conservation of momentum cannot hold in any reference frame,
thus violating the principle of relativity.”

Let us consider a simple process in which a mass m explodes into two fragments
of masses m; = my = m/2 (or equivalently a particle of mass m decays into two
particles of equal masses, see Fig.2.2). We shall assume the conservation of linear
momentum to hold in the frame S in which the exploding mass is at rest:

m m
Vin —O—EVl +5V2 = V] =-—V).

For the sake of simplicity we take the x-axis along the common direction of motion

of the particles after the collision, so that vi(y ;) = v2(y,;) = 0. Let us now check

whether the conservation of linear momentum also holds in a different frame S’.

We choose S’ to be the rest frame of fragment 1, which moves along the positive

x-direction at a constant speed V = vj(y) = v relative to S, and let the explosion

2Here and in the rest of this chapter, when referring to the conservation of the total linear momentum
of an isolated system of particles, we shall often omit to specify that we consider the fotal momentum
and that the system is isolated, regarding this as understood.
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Fig. 2.2 Decay of a particle Y y
into two particles of equal t<0 t>0
masses
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occur at the instant ¢t = ¢’ = 0, see Fig.2.3. In the frame §’, the velocity of the mass
m before the explosion is obtained by applying the relativistic composition law for
velocities (1.76):

00—
/ _ _ _ / _
Vonx = T 0wy = U T Vs Vanye =0
C2

Analogously, after the explosion, the velocities of the fragments in S” are given by:

—v; — V1
r_ r__ ;o
V=, =0, == ————0, vy, =0, =0
1
1—}-62

Having computed the velocities in S’ we may readily check whether the conservation
of linear momentum holds in this frame. It is sufficient to consider the components
of the linear momenta along the common axis x = x’; before and after the explosion
the total momenta in S’ are given respectively by:

Pi/n =m vém) = —muy, 2.2)
m m m muv
Piin =7 01+ 50 =70 =-—"%. 23)

1+ 3
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Since
m vq

muvy # 2 2.4
1+C—§

we conclude that, in S’ the total momentum is not conserved. Or better, the principle of
conservation of linear momentum (as defined in classical mechanics) is not covariant
under Lorentz transformations thereby violating the principle of relativity. As such
it cannot be taken as a founding principle of the new mechanics. It is clear that,
just as the principle of relativity cannot be avoided in any physical theory, it would
also be extremely unsatisfactory to give up the conservation of linear momentum;
in the absence of it we would indeed be deprived of an important guiding principle
for building up a theory of mechanics. To remediate this apparent shortcoming, it is
important to trace back, in the above example, the origin of the non-conservation of
the total momentum. ,

For this purpose we note the presence of the irksome factor 1+ z—z on the right hand
side of the inequality (2.4), which reduces to 1 in the non relativistic limit. This factor
derives from the peculiar form of the composition law of velocities, which, in turn,
originates from the non-invariance of time intervals under Lorentz transformations,
namely:

dﬂzywq(m—f;u)zyuqm(l—v?).
C C

Thus we see that the non-trivial transformation property of dr is at the origin of the
apparent failure of the conservation of momentum.

The same fact, however, gives us the clue to the solution of our problem: If
we indeed replace, in the definition of the linear momentum p of a particle, the
non-invariant time interval d¢ with the proper time dt, which is invariant under a
change in the inertial frame, we may hope to have a conservation law of momentum
compatible with the Lorentz transformations.

Let us then try to define the relativistic linear momentum of a particle as follows:

dx
=m—. 2.5
p=m (2.5
Recalling the relation between dt and dt, given by Eq. (1.76), and equations below,
of the previous chapter,

v2
dt = dt = .1 — —=dt, (2.6)
y(v) c?
we may write:
= 0 2 = ) 27
= _—= V) — = V)V .
p=mgy =myt) gy = muw,
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Fig. 2.4 Collision t /
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Note that the new definition of the relativistic momentum, (2.7), can be obtained from
the classical one by replacing the constant (classical) mass m, with the velocity-
dependent quantity m(v), called the relativistic mass, so that the classical mass m
coincides with the relativistic one only when the body is at rest: m = m(v = 0). The
mass m is then called the rest mass of the particle.

Let us now show that the conservation law of linear momentum is relativistic,
provided we use (2.7) as the definition of the linear momentum of a particle. To prove
the validity of this principle we would need to consider the most general process of
interaction within an isolated system. For the sake of simplicity, we shall still restrict
ourselves to collision processes, in order to deal with localized interactions, between
two particles only. Consider then a process in which two particles of rest masses
m1, my and linear momenta pp, p collide and two new particles are produced with
rest masses and momenta w1, w12 and qp, q2, respectively, see Fig.2.4.

We assume that, in a given frame S, the conservation of total linear momentum
holds:

P1+P2=q1+q. 2.9)

The above equation, using the definitions (2.7), can be rewritten in the following
equivalent forms

mi (Vi +ma(v2)v2 = w1 (upuy + po(u2)uy,
dX1 Xm di] diz (2~10)
mld_r] +m1d_1:2 = Mld_ﬁ +M2d—f2,
where we have marked with a tilde the quantities referring to the final state.
For the purpose of writing the conservation law in a new reference frame, we shall
find it more useful to work with the second of Egs. (2.10).
Let us consider now the process from a new frame S’ moving with respect to S
at constant speed, in the standard configuration. The two descriptions are related by
a Lorentz transformation. In particular, if we apply the Lorentz transformation to
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Eq.(2.10), we note first of all that the components of the same equation along the
y- and z-axes do not change their form since the lengths along these directions are
Lorentz-invariant (dy’ = dy, dz’ = dz), as well as the rest masses m;, p; and the
proper time intervals dt;, dt7;. We can therefore restrict to the only component of
Eqg.(2.10) along the x-axis and prove that

@2.11)

has the same form in the frame S’, namely that it is covariant under a standard Lorentz
transformation. This is readily done by transforming the differentials dx;, dX; in
Eq.(2.10), according to the inverse of transformation (1.58):

2 dx! d5] dt’
. L — P
Zm, (dr )y(m Zul( SV )y(V)
i=1 i=1

Let us now perform, using Eq. (2.7), the following replacement

d _did _ ()
dt drar "V

v being the velocity of the particle, so that, recalling the definition of the relativistic
momentum, (2.11) takes the following form3:

(Zp;i - Zq;i) =y(V)V D (miy)) — wiy@})) .

where v/ and u; as usual, denote the velocities of the particles before and after the
collision in the frame S’. The above relation can also be written in vector form as

follows:
(Zpﬁ —Zqﬁ)dZ(mi(vf)—m(uﬁ), 0. 0). (2.12)

is the relativistic factor associated with the motion of S’ relative to

3Note that (V) =
V2

1 and yu) = 1 are the relativistic factors depending on the

S, while y (v)) = \/7/7 ; =
1= l_i

velocities of each particle and relate the time dt’ in S’ to the proper times dt;, d7; referred to the
rest-frames of the various particles, according to

9]

d‘L’,‘Z 1—

dt = /1 - " dr'.
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Since the right hand side contains only the difference between the sum of the relativis-
tic masses before and after the collision, it follows that, in order for the conservation
of linear momentum to hold in the new reference frame

>pi=> 4. (2.13)

we must have:

D mi) =D wiu)), (2.14)

that is the total relativistic mass must be conserved. From this analysis we can con-
clude that:

Given the new definition of linear momentum, (2.7), the conservation of momentum
is consistent with the principle of relativity, i.e. covariant under Lorentz transforma-
tions, if and only if the total relativistic mass is also conserved.

Let us emphasize the deep analogy between our present conclusion and the analo-
gous result obtained when studying the covariance of the conservation law of momen-
tum under Galilean transformations in Newtonian mechanics (see Sect. 1.1.2).

2.1.1 Energy and Mass

We have seen that the concept of force as an action at a distance on a given particle
looses its meaning in a relativistic theory. However nothing prevents us from defining
the force acting on a particle as the time derivative of its relativistic momentum:

_dp

F=—. 2.15
I (2.15)

Recalling the definition of p, namely, p = m(v) v, we find:

o d _dm(v) dv
F_dt (m@)v) = I v+m(v)dt,

Note that F is in general no longer proportional to the acceleration a = (011_‘;' Writing
v = vu, where u is the unit vector in the direction of motion, we obtain
dv dv n v2
a=—=|—)u+—n,
dt dt 0

where, as is well known, the unit vector n is normal to u and oriented towards the
concavity of the trajectory, p being the radius of curvature.
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Computing the time derivative of the relativistic mass we find

dm(v) d 1 m vdv m(w) v dv
T =me = 32 2 g0 T 2 1 o gp
dt dt 1_%; (1_2_5) ¢t dt c 1_z_zdt

so that:

Fo 1 vdv dv v? _ m(v) dv v?
= m(v) —1_£C—ZE+Z u—i—m(v)?n——_ﬁzu—i—m(v);n.
CZ C2

We are now ready to determine the relativistic expression for the kinetic energy
of a particle by computing the work done by the total force F acting on it. For an
infinitesimal displacement dx = v dt along the trajectory, the work reads:

m(v) dvd =1 m(v)

dW =F -dx =F -vdt = d(v?).
1

e T e
2 2

C

Integrating along the trajectory I" (and changing the integration variable into x
=1- :—;), we easily find:

1 m 5 2 dx 2 1
W = F. -dx = Ewdlj =—Em mzmc m
r ro(-8)
m 2 2
= 7= + const. = m(v)c” + const.
-4
C

If we define the kinetic energy, as in the classical case, to be zero when the particle
is at rest, then the constant is determined to be —m (0)c?2, so that, the kinetic energy
E} acquired by the particle will be given by:

Er(v) = m(v) c* —mc?, (2.16)

where, from now on, m = m(0) will always denote the rest mass. Note that in the
non-relativistic limit v?/c? < 1, we retrieve the Newtonian result:

2 2
1 1
Eir(v) = Lz — mc? ~ mc? (1 + —U—z) —mc* = —mv°. (2.17)
1 _ v_2 2 C 2
C

where we have neglected terms of order O (v4 / c4).
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Let us define the fotal energy of a body as:
E =m®)c?, (2.18)

The kinetic energy is then expressed, in (2.16), as the difference between the total
energy and the rest energy, which is the amount of energy a mass possesses when it
is at rest:

Eress = E(v=0) = mc?. (2.19)

To motivate the definition of the total energy of a particle given in (2.18), we prove
that the total energy in a collision process, defined as the sum of the total energies
of each colliding particle, is always conserved. This immediately follows from the
conservation of the total (relativistic) mass, which we have shown to be a neces-
sary requirement for the conservation law of momentum to be covariant. Indeed by
multiplying both sides of

mi(vy) +ma(v2) + - - - + my(vr) = const.
by ¢? and using the definition (2.18), we find
E1(v1) + E2(v2) + - - - + Ex(vg) = const.

This fact has no correspondence in classical mechanics where we know that, as
opposed to the total linear momentum, which is always conserved in collision
processes, the conservation of mechanical energy only holds in elastic collisions.
This apparent clash between the classical and the relativistic laws of energy conser-
vation is obviously a consequence of the fact that the rest energy can be transformed
into other forms of energy, like kinetic energy, etc. We can give a clear illustration of
this by considering again the collision of two particles with rest masses m, mo and
velocities v| e v,. Suppose that the collision is perfectly inelastic, so that the two
particles stick together into a single one of rest mass M. It is convenient to describe
the process in the center of mass frame, in which the final particle is at rest. Let us
first describe the collision in the context of Newtonian mechanics. The conservation
of momentum reads:

pit+p2=P=0,
or, equivalently

mivy +movy = 0.
Moreover conservation of the classical mass is also assumed.

M = my + mj. (2.20)



2.1 Relativistic Energy and Momentum 49

The initial and final mechanical (kinetic) energies are however different since

: U2 U2 f
El = m171 +m2?2, E]l =0.

and thus

2 2
f i Ui )
AEk:Ek—EkZ— m17+m2? #0

In Newtonian physics, the interpretation of this result is that the kinetic energy of
the particles in the initial state is not conserved, while, from the thermodynamical
point of view it has been converted into heat, increasing the thermal energy of the
final body, that is the disordered kinetic energy of the constituent molecules.
Let us now describe the same process from the relativistic point of view.
Conservation of momentum and energy give the following two equations:

m1y()vy +may(v2)vy =0
my(v)e? 4+ ma(v2)c? = M(0)c?

where we have set M (v = 0) = M (0). Using Eq. (2.16) to separate the rest masses
from the (relativistic) kinetic energies, we obtain

Ex(v1) + mi1c? + Ex(v2) + mac? = EJ (0) + M(0)c?. 2.21)
where on the right hand side E,{ 0) = E,{(v = 0) = 0. It follows*
FAM(0) = A (M(0) —my —m2) = — (0 — Ex(v1) — Ex(v2)) = —AEy. (2.22)

From the above relation we recognize that the loss of kinetic energy has been trans-
formed in an increase of the final rest mass M = M (0); thus M is not the sum of the
rest masses of the initial particles (as it was instead assumed in the classical case,
see Eq. (2.20)).

If we consider the inverse process in which a particle of rest mass M decays, in
its rest frame, into two particles of rest masses m and m»>, we see that part of the
initial rest mass is now converted into the kinetic energy of the decay products. The
importance of this effect obviously depends on the size of the ratio (v%/c?).

These examples illustrate an important implication of relativistic dynamics: The
rest mass m of an object can be regarded as a form of energy, the rest energy m c2,
which can be converted into other forms of energy (kinetic, potential, thermal etc.).
Let us illustrate this property in an other example. Consider a body of mass M at
some given temperature: M will be given by the sum of the relativistic masses of its
constituent molecules, and its temperature is related to their thermal motion. If we

4Note that at order O(Uz/CZ) Eq.(2.21) can be written EAM(0) = (%mlv% + %mzv%),
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now transfer an amount of energy E, in the form of heat, to the body, the total kinetic
energy of its molecules will increase by E, thereby implying an increase in the mass
by E/c?, M — M + E/c%. Since all forms of energy can be transformed into one
another and in particular into heat, we see that we can associate an equivalent amount
of energy E with any mass, and, in particular, with the rest mass m = m(0). Vice
versa to each form of energy there corresponds an equivalent amount of mass given
by m(v) = E/c>.
The equivalence between mass ed energy, which is expressed by Eq.(2.18) or,
equivalently, by
AE = Am(v) ¢2, (2.23)

is one of the major results of Einstein’s theory of relativity. As a consequence, for a
system made of interacting parts we define the total energy as:

Ew=Eo+Ec+U+..., (2.24)

where the sum is made over all the forms of energy which are present in the system:
total rest energy, kinetic energy, potential energy and so on.

As a further example, let us consider a bound system. By definition a bound system
is a system of interacting bodies such that the sum of the kinetic and potential energies
is negative:

Er+U <0, (2.25)

provided we fix the potential energy U to be zero when all the components are at
infinite distance from each other and thus non-interacting: Uy, = 0. If we think of
the bound system as a single particle of rest mass M, in its rest frame we can write
its energy Eg = M c¢? as the total energy of the system,namely as the sum of the rest
energies of its constituents and their total kinetic and potential energies, according
to Eq. (2.24):

Eg=Mc* =) Eoi+E+U=> mcd+E+U. (2.26)

1 1

m; being the rest masses of the constituent particles. Equations (2.25) and (2.26)
imply that, in order to disassemble the system bringing its elementary parts to infinite
distances from one another (non-interacting configuration), we should supply it with
an amount of energy (called the binding energy of the system) given by

AE =—(Ex+U)>0.
Note that, being E + U a negative quantity, from Eq. (2.26) it immediately follows

that the rest mass of the bound state is smaller than the sum of the rest masses of its
constituents

AE
M:Zmi—c—2< m;, (2.27)
i

i
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the “missing” rest mass being the equivalent in mass of the binding energy, as it
follows from Eq. (2.26)

AE
AMEZmi—Mzc—z. (2.28)
L

Therefore when a bound state of two or more particles is formed starting from a
non-interacting configuration, the system looses part of its total rest mass which,
being the total energy conserved, is converted into an equivalent amount of energy
AE = AM c? and released as, for instance, radiation.

An example of bound state is the hydrogen atom. It consists of a positively charged
proton and a negatively charged electron, the two being bound together by the electric
force. The rest masses of the two particles are respectively:

my =938.3 MeV/c?;  m, =0.5 MeV/c?,

where, taking into account the equivalence between mass and energy, we have used
for the masses the unit MeV /c2.5 The corresponding binding energy

AE = 1R, = 13.5¢V,

is called a Rydberg. Since the rest energy of the hydrogen atom is
Mc* =mec® +myc® — AE = (938.3 x 10° 4+ 0.5 x 10% — 13.5) eV,

it follows that

Ximic? — M c? AM 13.5

Zmic2  me+m, 9388 x 106

~ 1078, (2.29)

Thus we see that, in this case, where the force in play is the electric one, the rate of
change in rest mass, AM /M, is quite negligible.

SWe recall that 1 MeV = 10 eV, where 1 eV is the energy acquired by an electron (whose charge
ise = 1.6 x 10712 C) crossing an electric potential difference of 1V:

leV=16x10"" 7.

Another commonly used unit, when considering energy exchanges in atomic processes, is the atomic
mass unit u, that is defined as 1/12 the rest mass M¢ of the isotope 12 of the carbon atom at rest;
this unit is more or less the proton mass. Precisely we have: 1 = 1.660538782(83) x 10724 ¢
= NLA g, where N4 is the Avogadro number. Taking into account the equivalence mass-energy we
also have

1
lu= 35 Mc = 931.494 MeV/c>.
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Let us now consider a two-body system bound by the nuclear force, The ratio of
the strength of the nuclear force to that of the electric one is of order 10°. An example
is the deuteron system which is a bound state of a proton and a neutron. In this case
we may expect a much larger binding energy and, consequently, a greater rest mass
variation. Using the values of the proton and neutron masses,

*mp = 938.272MeV ~ 1.00728 u,
2 m, = 939.566 MeV ~ 1.00867 u,
AE >~ 2.225MeV,

it turns out that the corresponding loss of rest mass is:

—AM 2.225

= =1.18 x 1073,
mp +my 1877.838

that is, five orders of magnitudes greater than in the case of the hydrogen atom. This
missing rest mass (times the square of the speed of light) results in an amount of
energy which is released when the bound state is created. A similar mass defect is
present in all atomic nuclei. In fact, as the reader can easily verify, the atomic mass
of an atom, which can be read off the Mendeleev table, is always smaller than the
sum of the masses of the protons and neutrons entering the corresponding nuclei,
since they form a bound state.

2.1.2 Nuclear Fusion and the Energy of a Star

Taking into account that life on earth depends almost exclusively on the energy
released by the sun, it is of outmost importance to realize that the source of such
energy is the continuous conversion of the solar rest mass into radiation energy and
heat that we receive on earth, through the so-called nuclear fusion; just as for the
reaction discussed above, leading to the creation of the deuteron, nuclear fusion
essentially amounts to the formation of a bound state of nucleons (protons and neu-
trons) with a consequent reduction of rest mass which is released in the form of
energy (radiation). The fact that the solar energy, or more generally, the energy of
a star, could not originate from chemical reactions, can be inferred from the astro-
nomical observation that the mean life of a typical star, like the sun, is of the order
of 10°~10'0 years. If the energy released by the sun were of chemical origin, one
can calculate that the mean life of the sun would not exceed 103-10° years. It is
only through the conversion of mass into energy, explained by the theory of special
relativity, that the lifetime of stars can be fully explained in relation to their energy
emission.
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Without entering into a detailed description of the sequences of nuclear processes
taking place in the core of a burning star (which also depend on the mass of the star),
we limit ourselves to give a qualitative description of the essential phenomenon.

We recall that after the formation of a star, an enormous gravitational pressure is
generated in its interior, so that the internal temperature increases to typical values of
10°-107 K. At such temperatures nuclear fusion reactions begin to take place, since
the average kinetic energy of nucleons is large enough to overcome the repulsive
(electrostatic) potential barrier separating them. At sufficiently short distances, the
interaction between nucleons is dominated by the attractive nuclear force and nucleon
bound states can form. The fundamental reaction essentially involves four protons
which give rise, after intermediate processes, to a nucleus of Helium, ‘Z‘H e, together
with two positrons and neutrinos:

4x1H - 3He +2et +2v,. (2.30)

where e™ denotes the positron (the anti-particle of an electron) and v, the (electronic)
neutrino, their masses being respectively: m,+ = m,~ >~ 0.5MeV, m,, =~ 0.
(Note that ionized hydrogen, that is protons, comprise most of the actual content of
a star.)

The reaction (2.30) is the aforementioned nuclear fusion taking place in the interior
of a typical star. To evaluate the mass reduction involved in this reaction we use the
value of the mass of a * He nucleus, and obtain:

AM = 0.0283 u = 0.0283 x 931.494 MeV/c? ~ 26.36 MeV /c2.

This implies that every time a nucleus of * He is formed out four protons, an amount
of energy of about 26.36 MeV is released.

Consider now the fusion of 1kg of ionized hydrogen. Since 1 mole of }H ,
weighting about 1g, contains Ny ~ 6.023 x 10> (Avogadro’s number) particles,
there will be a total of ~1.5 x 1076 reactions described by (2.30), resulting in an
energy release of ©:

AE(1kg) = 26.36 x 1.5 x 102 MeV ~ 3.97 x 10>’ MeV ~ 6.35 x 10'*].

On the other hand, we know that a star like the sun fuses Hll at a rate of about
5.64 x 10''kgs™!, the total energy released every second by our star amounts
approximately to:

AE
= = 6.35 x 10" x 5.64 x 101" ~3.58 x 10207571,

This implies a reduction of the solar mass at a rate of:

SNote that if we had a chemical reaction instead of a nuclear one, involving just the electrons of
two hydrogen atoms (H + H — H,) we would obtain an energy release of E ~ 2 x 10°J, which
is eight orders of magnitude smaller.
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Am = 1 AE ~3.98 x 10°kgs~.

At 2 At
Since the energy emitted over one year (=3.2 x 107s) is AEyeqr =~ 1.1 x 10347,
the corresponding mass lost each year by our sunis AMyeqr >~ 1.3 x 10'7 kg. If this
loss of mass would continue indefinitely,” using the present value of the solar mass,
Mg ~ 1.9 x 10* kg, its mean life can be roughly estimated to be of the order of

T = &(years) ~1.5x%x 10" years.
AM

2.2 Space-Time and Four-Vectors

It is useful at this point to introduce a mathematical set up where all the kinematic
quantities introduced until now and their transformation properties have a natural
and transparent interpretation.

To summarize our results so far, the energy and momentum of a particle of rest
mass m moving at velocity v in a given frame S, are defined as:

e cnergy: E = m@)c? = m)/(v)c2 = mj—;cz,

e momentum: p = mg—’; = m(v)v,

wherev =2 andm(v) = —2— =m &
—dr’ - - dt -

2
-y
o

From the above definitions we immediately realize that the four quantities:

E dt dx 231)
—, =\m—,m—, .
c P dt  drt

transform exactly as (cdt, dx) under a Lorentz transformation, since both m and
dt are invariant. Thus, using a standard configuration for the two frames in relative
motion with velocity V, we may readily compute the transformation law of E, p:

dx — V dt dx dt
mV(V)T=V(V) m—T—Vm— ,

, dx’'
= m-—
Px dt

(2.32)

I
<
=
—~
<
=
|
<
(3]
~

TThis does not happen however, because the nuclear fusion of hydrogen ceases when there is no
more hydrogen, and after that new reactions and astrophysical phenomena begin to take place.
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where we have used that m dt /dt = m y (v) = E/c?. Furthermore we also have

Py = py. (2.33)
p. = Pz (2.34)
E’ dt’ cdt — Y dx E %4
—=mc—=my(V)————=yp(V) (———px), (2.35)
c drt drt c c

where we have used the property that the proper time interval, as defined in
Eq.(1.76), is Lorentz-invariant: dt’ = dr. Comparing the transformation laws
for the time and spatial coordinates with those for energy and momentum, given
by the Eqgs. (2.32)—(2.35), we realize that, given the correspondences (px, py, p;) —
(dx,dy,dz) and E/c — cdt, they are identical:

py=v) (Px — Vcﬁz) dx’ =y (V) (dx — Vdt)
/A—
Py = Dy - dy’ =dy 2.36)
p; =Dz d7 =dz
7 ’ / _ Z
E=ym(£-%Lpy) cdt’ =y (V)(cdt = % dx)

‘We now recall the expression of the Lorentz-invariant proper time interval, as defined
in Eq.(1.76):

1
dv? =di* — C—2|dx|2. (2.37)

From the above correspondence it follows that the analogous quantity

E? m?c? v?
— —pP = my? P —mPy )’ = —— (1 - = ) = m??,
2 1 v

2

is Lorentz-invariant as well, being simply proportional to the rest mass of the particle.
Note that the relativistic relation between energy and momentum given by

E2
= - pl> = m*c> = E=.,/p*c®+m2c, (2.38)

separating the relativistic kinetic energy from the rest mass, can be rewritten as
follows:

2
pr el

2,2

me? + Erfl =me? |1+ (2.39)

m=c
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In the non-relativistic limit, neglecting higher order terms in v?/c?, Eq.(2.39)
becomes:

mc? 4 lm vVem 1+ —pz"’l = lm v? = pcla” (2.40)
2 N 2m?c? 2 2m '

in agreement with the standard relation between kinetic energy and momentum in
classical mechanics.

2.2.1 Four-Vectors

In the previous chapter we have seen that the time and space coordinates of an event
may be regarded as coordinates (ct, x, y, z) of a four-dimensional space-time called
Minkowski space, for which we shall use the following short-hand notation

) =0 xh a2 0 = (et x, y,2); (W=0,1,2,3),

The time coordinate x° = ¢ has been defined in such a way that all the four
coordinates x/* share the same dimension. These coordinates can be viewed as the
orthogonal components of the position vector of an event relative to the origin-event
O(x* =0).

Given two events A, B labeled by

xly = (cta,xa,ya.24), Xy = (ctp,Xp, yB.2B).
we may then define a relative position vector of B with respect to A:
Axt = xg —xA = (Ax?, Ax!, Ax?, Ax?) = (cAt, Ax, Ay, Az).

Using this notation, the Lorentz transformation of the four coordinate differences
Ax* (or their infinitesimal form dx*) is given, in the standard configuration, by (see
also Eqs. (1.58)—(1.61) and (1.63)):

Ax"0 =y (V) (Axo — %Axl) ,
Ax'N =y (V) (Ax! = L Ax0),
Ax"? = Ax?,
Ax3 = Ax3,

(2.41)
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which, in matrix form, can be rewritten as:

Ax"0 y —yB 0 0\ [Ax°
Ax’ —yB y 0 0f[Ax!
AT 0 0 1 o] |ax?]’ (2.42)
Ax" 0 0 0 1 Ax3

where, as usual, B = V/c. Restricting ourselves to a standard configuration we
shall provisionally call four-vector any set of four quantities that, under a standard
Lorentz transformation, undergoes the transformation (2.41) in Minkowski space. In
particular, recalling Eq. (2.36), we see that the four quantities®

0 2 3
P“Z(P vpl’p > P )E(E/C’PX’P)"PZ)v

are the components of a four-vector, the energy-momentum vector, which transforms
by the same matrix (2.42) as (Ax*). Since p° = E/c = m y (v) ¢, recalling Eq. (2.7),
the energy-momentum vector can also be written as

n

gy S
P dt

=my)(c, vy, vy, v;) =mUH, (2.43)
where U*, called four-velocity, is also a four-vector, since the rest mass m is an
invariant.

Recall that, in Egs. (1.75) and (1.76), we defined as proper distance in Minkowski
space the Lorentz-invariant quantity

A% = (Ax")? + (AxH? 4 (AxD)? — (Ax")? = —c? A (2.44)

which is the natural extension to Minkowski space of the Euclidean three-dimensional
distance in Cartesian coordinates. However in the following we shall mostly use
as space-time or four-dimensional distance’ in Minkowski space the quantity As>
= ¢? At? = — A2, that is the negative of the proper distance. This choice is dictated
by the conventions we shall introduce in the following chapters when discussing the
geometry of Minkowski space. Thus, for example, the square of the four-dimensional
distance or norm of the four-vector Ax* is defined as

[AXH)? = (Ax9)? = (Ax1)? — (AxP)? — (AxP)? = 2 At? = A, (2.45)

Note, however, that the square of the Lorentzian norm is not positive definite, that
is, it is not the sum of the squared components of the vector (see Eq.(2.44)) as

8 As for Ax* we define p® = E/c so that all the four components of p# share the same physical
dimension.

9 Alternatively also the denominations Lorentzian or Minkowskian distance are used.
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the Euclidean norm |Ax|? is. Consequently a non-vanishing four-vector can have a
vanishing norm.

In analogy with the relative position four-vector, we define the norm of the energy-
momentum vector as

Ip* 1% = (p*)? = (pH2 = (PH* = (pH* = (PH* — Ip~.

From Eq. (2.38) it follows that this norm is precisely the (Lorentz-invariant) squared
rest mass of the particle times 2 p*1? = m? 2. Using the notation of four-vectors,
we may rewrite the results obtained so far in a more compact way.

Consider once again a collision between two particles with initial energies and
momenta Eq, E; and pi, p2, respectively, from which two new particles are pro-
duced, with energies and momenta E3, E4, p3, p4. The conservation laws of energy
and momentum read:

E\+ Ey = E3 + Ey4,

(2.46)
P1 + P2 = Pp3 + p4.

If we now introduce the four-vectors p,’f ,n = 1,2,3,4 associated with the initial
and final particles

E,/c
o Pnx
Pn Pny |’
Pnz

and define the fotal energy-momentum as the sum of the corresponding four-vectors
associated with the two particles before and after the process, we realize that the
conservation laws of energy and momentum are equivalent to the statement that
the total energy momentum four-vector is conserved. To show this we note that
Eqgs. (2.46) can be rewritten in a simpler and more compact form as the conservation
law of the total energy-momentum four-vector:

Plor = PV + P5 = pi + Pl (2.47)

Indeed the Oth component of this equation expresses the conservation of energy,
while the components ;= 1, 2, 3 (spatial components) express the conservation of
linear momentum. Note that for each particle the norm of the energy-momentum
four-vector gives the corresponding rest mass:

2
E
nﬁw=(f)—mm=m%?

Until now we have restricted ourselves to Lorentz transformations between frames
in standard configuration. For the next developments it is worth generalizing our
setting to Lorentz transformations with generic relative velocity vector V, however
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keeping, for the time being, the three coordinate axes parallel and the origins coin-
cident at the time r = ¢’ = 0. Consider two events with relative position four-vector
Ax = (Ax"*) = (c At, Ax) with respect to a frame S. We start decomposing the
three-dimensional vector Ax as follows

AX = AX | —I—AXH,

where Ax| and Ax| denote the components of Ax orthogonal and parallel to V,
respectively. Consider now the same events described in a RF §” moving with respect
to S ata velocity V. Itis easy to realize that the corresponding Lorentz transformation
can be written as follows

AX' = Ax) +y (V) (Ax) — VA7), (2.48)

, Ax -V
At =y (V) (At— 2 ) (2.49)

Indeed they leave invariant the fundamental Eq.(1.50) or, equivalently, the proper
time (and thus the proper distance):

2 AP — |AX)? = ¢ AP — | Ax|A. (2.50)

Writing Ax; = Ax — Ax, y(V) = y and using the variables AxY = ¢ At and
B = %, Egs. (2.48) and (2.49) become:

AX = Ax + (y — 1) Ax — y B Ax°, (2.51)

Ax0 =y (Axo — Ax. ,3) . (2.52)

Recalling that the four-vector p = (p*) = (%, p) transforms as x = (x*) = (ct, x),
we also obtain

E
p/=p+(7/—l)pn—ch—2, (2.53)
E'=y(E-p-V), (2.54)

and since p = m(v)v = CEZV, the energy transformation (2.54) can be written as
follows:

E =y (E — g E) . (2.55)
C
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Observing that the vector Ax can also be written as

X B, the matrix form corre-

Iﬂl2
sponding to Eqgs. (2.51) and (2.52) is
1 2 3
Ax/ v ~vB —rB —vB Axo
0 1 =D 1 ()/ 1) 2 =D pl1p3
Avp| V/32 1 Ty Ifj)‘z 2/3 1IB (y 113) ,82 2 ()\/,3|21)ﬂ2ﬂ3 an
1= —
A v A L s SGEes ||aw
X3 _Vﬂ3 Tﬂ‘Z)ﬁ ﬂl )lfﬂl )ﬁ 132 1 + ()‘/m )/3 53 X3

(2.56)

In the sequel we shall use the following abbreviated notation for the matrix (2.56):

v —Bly
A/MU :( ; P ﬂiﬂj ) (257)
— B! ) — L

where i, j = 1,2, 3 label the rows and columns of the 3 x 3 matrix acting on the
spatial components x!, x2, %3, and

; V! 1
B=—=vyv=

c Jiop

where we have defined 8 = |B|. The symbol 8/ is the Kronecker delta defined by
the property:

s =1ifi=j, 87 =0ifi#].

In Chap.4 it will be shown that the most general Lorentz transformation A",
wv =0, 1, 2, 3 is obtained by multiplying the matrix A’*, by a matrix R = (R*,)

10
R = (0 R;) (2.58)

where the 3 x 3 matrix R; describes a generic rotation of the three axes (x, y, z),

so that A = A’ R. Itis in terms of this general matrix that the notion of four-vector
is defined: A four-vector is a set of four quantities that under a general Lorentz
transformation transform with the matrix A", For example Ax* and p* are both
four-vectors; indeed they have the same transformation properties under a general

Lorentz transformation
3
p//"- = Z AMU pv9
v=0

3
AMM::}ZA“UAXK
v=0

(2.59)
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To simplify our notation, let us introduce the Einstein summation convention: When-
ever in a formula a same index appears in upper and lower positions,'” summation
over that index is understood and the two indices are said to be contracted (or dummy)
indices."! Using this convention, when we write for instance A*, p¥, summation
over the repeated index v will be understood, so that:

3
Al pt = Z Al pY.
v=0

Using (2.59) it is now very simple to show in a concise way that the conservation of
total momentum P implies the conservation of the total energy E and viceversa.

Let us consider the collision of an isolated system of N particles each having
a linear momentum pfl, i,j = 1,2,3 and let us denote by P! = Zfl\’:l pil their
total momentum. For each i = 1, 2,3 the change AP! of the total momentum
Pl = fo:l p'. occurring during the collision will be:

AP = Zp;;) — Zp;;) ) (2.60)
fin

n n in

We assume that the total momentum is conserved in a certain frame, say S, that is:
AP =0, Vi=1,23, (2.61)

and carry out a Lorentz transformation to a new frame §’. Taking into account that
the momentum of each particle transforms as

pl= A pn+ Ay pl, (2.62)

in the new frame S’ the change of the total momentum is:

n n in n n in

AP = (z ) - (Z pr) =4 Zpi) - pr;)
fin fin
+4% (Z N (Z m) | (2.63)
fin

n n in

where Einstein’s summation convention is used and summation over the repeated
index j = 1,2, 3 is understood. Since the first term in square brackets on the right

1080 far the position of indices in vector components and matrices has been conventionally fixed.
We shall give it a meaning in the next chapters.

11 We observe that contracted indices, being summed over, can be denoted by arbitrary symbols, for
example A", p¥ = A¥, pP.
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hand side of Eq.(2.63) is zero by hypothesis, AP! = 0, requiring conservation of
the total momentum in S’, AP" = 0, implies:

(Z p,?) = (Z pS) : (2.64)
n fin n in

E
PIAIDIACEE (2.65)
n

that is, since

the total mass, or equivalently the total energy, must be also conserved.
Viceversa, if we start assuming the conservation of energy >, pg =>,Eu/c,
in S and write, for each n,

pY = A% pi 4+ A% pp, (2.66)

the same Lorentz transformation gives:

L, 0 0 0 j j
tae, =(208) ~(Zw) - |(24) (A
n fin n in n fin n in

+4A% (Z pg) —(Z pg) . (2.67)
n fin n in

The second term in square brackets on right hand side is AE;,;/c and is zero, by
assumption; Being A° ;j the three components of an arbitrary vector for generic
relative motions between the two frames, each of their coefficients must vanish
separately. We then conclude that the energy is conserved in S’ if and only if also the
total linear momentum is.

The notion of four-vector can be also used to give generalize the relativistic
vector Eq.(2.15) in a four-vector notation. Recalling the invariance of the proper
time interval, we may also define the force four-vector or four-force as:

f*= @ (2.68)
dr

To understand the content of this equation, let us consider, at a certain instant, an
inertial reference frame S’ moving at the same velocity as the particle. In this frame
the particle will thus appear instantaneously at rest (the reason for not considering
the rest frame of the particle, namely the frame in which the particle is constantly
at rest is that such frame is, in general, accelerated, and thus not inertial). We know
from our discussion of proper time that dt coincides with the time d¢’ in the particle
frame S’ so that Eq. (2.68) becomes:
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d2x/0 d2
0 —
I = me = =0, (2.69)
) d2x/i )
f/l = mW = Fl N (270)

where we have used dt’ = dt. It follows thatin §” f’° = 0 so that Eq. (2.70) becomes
the ordinary Newtonian equation of classical mechanics. To see what happens in a
generic inertial frame S, we perform a Lorentz transformation from S’ to S and find:

3
fl/« — ZAILU f/v ZA# 1i ZA# Fz 2.71)
v=0

The content of this equation is better understood by writing its time (1w = 0) and
spatial (u = i) components separately (here, for the sake of simplicity, we neglect
in the Lorentz transformation the rotation part):

3 3
fOZAO[FZZ?V'F, fl=§ Azjf/]:§ Asz]
— —

i i . , v
) FI=F +@y-1)=v-F, (272
v

Z (8’ + (= Uvzj

v being the velocity of the particle.

We observe that the expression v - F on the right hand side of the first of Eq. (2.72),
is the power of the force F acting on the moving particle. The time component of
Eq.(2.68) then reads

dP’ ydE y

0
_Ar _vdE __ Yy g 2.73
! dt c dt cV ( )

and is the familiar statement that the rate of change of the energy in time equals the
power of the force.
If no force is acting on the particle the equation of the motion reduces to:

dpPH
=0, (2.74)
dt
or, using Eq.(2.43),
dU*  d*xt
—_— = ——=0, (2.75)
dt dr?

Beingdt = /1 — ’Z—; dt, it is easy to see that this equation implies v = const. Thus
Eq.(2.75) is the Lorentz covariant way of expressing the principle of inertia.
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2.2.2 Relativistic Theories and Poincare Transformations

We have seen that the conservation of the four-momentum and Eq. (2.68) defining
the four-force are relations between four-vectors and therefore they automatically
satisfy the principle of relativity being covariant under the Lorentz transformations
implemented by the matrix A = (A*,). It follows that the laws of mechanics dis-
cussed in this chapter, excluding the treatment of the gravitational forces, satisfy the
principle of relativity, implemented in terms of general Lorentz transformations.

We may further extend the covariance of relativistic dynamics by adding trans-
formations corresponding to constant shifts or translations

X" = x* 4+ bH, (2.76)

b* being a constant four-vector. This transformation is actually the four-dimensional
transcription of time shifts and space translations already discussed for the extended
Galilean transformations (1.15). However, differently from the Galilean case, there is
no need in the relativistic context to add three-dimensional rotations, since, as men-
tioned before, they are actually part of the general Lorentz transformations imple-
mented by the matrix A.

It is easy to realize that the four-dimensional translations do not affect the proper
time or proper distance definitions, nor the fundamental equations of the relativistic
mechanics, Egs. (2.47) and (2.68).

We conclude that relativistic dynamics is covariant under the following set of
transformations

x™ = A%, xV + b, 2.77)

which are referred to as Poincaré transformations. Both the Lorentz and Poincaré
transformations will be treated in detail in Chap.4. Furthermore in Chap.5 it will
be shown that also the Maxwell theory is covariant under the transformation (2.77),
thus proving that the whole of the relativistic physics, namely relativistic dynamics
and electromagnetism, is invariant under Poincaré transformations.

One could think that the invariance under translations and time shifts should not
play an important role on the interpretation of a physical theory. On the contrary we
shall see that such invariance implies the conservation of the energy and momentum
in the Galilean case and of the four-momentum in the relativistic case (see Chap. 8).

2.2.3 References

For further reading see Refs. [1, 11, 12].
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Chapter 3
The Equivalence Principle

3.1 Inertial and Gravitational Masses

In this section we discuss the principle of equivalence. We shall see that, besides
allowing the extension of the principle of relativity to a generic, not necessarily
inertial, frame of reference, it allows to define gravity, in a relativistic framework, as
a property of the four-dimensional space-time geometry.

The principle of equivalence, in the so-called weak form, asserts the exact equiv-
alence between the inertial mass m and the gravitational one mg.

We recall that the inertial mass m; is defined through Newton’s second law of
dynamics:

F=mja. (3.1

Its physical meaning is, as is well known, that of inertia of a body, that is its reluctance
to be set in motion or, more generally, to change its velocity.

The gravitational mass m¢, on the other hand, enters the definition of Newton’s
universal law of gravitation according to:

mgMg

F=-G-%

ur (3.2)

r

where G = 6.6732 x 10~ N m? /kg? is the gravitational constant, mg and Mg are
the gravitational masses of the two attracting bodies.! For definiteness we refer to the
situation where the mass M attracts the mass m . We see that the gravitational mass
sets the strength of the gravitational force that, ceteris paribus, a given body exerts on
another one. In this sense it would better deserve the name of gravitational charge,

11t goes without saying that we are referring to two spherical bodies or to bodies whose dimensions
are negligible with respect to their distance r.
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in analogy with Coulomb’s law of the electrostatic interaction, where the electric
charge sets the strength of the electric interaction, the mathematical structures of the
two laws being exactly the same.

However, besides the enormous quantitative difference between the strengths of
gravitational and electrostatic forces” there is a major qualitative difference between
them: While any two bodies have mass, they do not necessarily have charge. As a
consequence the gravitational force is universal, while the electric force is not.

It is important to note that the equality between inertial and gravitational masses,
expressed by the principle of equivalence, is in some sense surprising, given the sub-
stantial difference between these two physical concepts, which reflects into different
operational definitions of their respective measures.

It is, however, one of the best established results from the experimental point of
view.

Indeed a large number of experiments were devised, since Newton’s times, to
ascertain the validity of this unexpected coincidence; among them, of particular
importance from a historical point of view is the Edtvos experiment, of which we
give a short description in Appendix A. The precision reached in this experiment is
such that fl—’l" = W ,is less than 2 x 1073, Thanks to the advanced technological
features of modern experimental physics, the above ratio has been pushed to less than
1075,

This justifies the theoretical assumption of the exact equality between inertial and
gravitational mass:

myp=mg, (3.3)

that is the principle of equivalence in its weak form, can be safely assumed as one of
the experimentally best established principles of theoretical physics.

The great intuition Einstein had at the beginning of last century, was to realize the
considerable importance of this seemingly curious “coincidence”, since it implies
that locally, it is impossible to distinguish between the effects of a gravitational field
and those of an accelerated frame of reference.

To justify such a conclusion we illustrate a so-called “Gedankenexperiment”, that
is a conceptual experiment, originally formulated by Einstein to be performed in a
frame of reference attached to an elevator; in our era of space journeys, it seems
however more appropriate to update this experiment by replacing Einstein’s elevator
with a spaceship. Note that the time duration of the experiment inside the spaceship,
together with its spatial extension, define a four-dimensional region of space-time. In
the following we shall moreover restrict ourselves to the framework of the Newtonian
theory of gravitation.

Let us now describe this conceptual experiment, in the following four steps:

(i) Suppose the spaceship, to be simply referred to by 4, be initially placed, with
the engines turned off, in a region of space which is far enough from any celestial

2We recall that the ratio between the electric and gravitational forces between two protons is of the
order of 1038,
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body for the net gravitational force acting on it to be negligible. By definition
this is an inertial frame of reference. If a physicist performs experiments within
the spaceship, he will find that all bodies (if not subject to other kind of forces)
move in a rectilinear uniform motion, according to Galileo’s principle of inertia.
(i) Let us assume next that, at some stage, the spaceship reaches the proximity of
a planet, and thus becomes subject to a gravitational acceleration of the form:

M
g(r) = —Gr—zur, 3.4)

M being the (gravitational) mass of the planet.

In the presence of such an attraction A starts orbiting around the planet, thus
becoming an accelerated frame of reference. The accelerated frame of reference
defined by any massive body which is not subject to forces other than gravity
is usually referred to as a free falling frame. Our spaceship A orbiting around
the planet, is an example of a free falling frame. In this situation an observer
inside A still finds that all bodies describe inertial motions: Indeed, the same
acceleration g(r), acting on the frame 4, also acts on each body inside of it. It
follows that the motion of bodies in A is inertial with respect to the spaceship
itself, since their relative acceleration with respect to A is zero.

Since in both cases (i) and (ii) the motion inside A is of the same kind, that is
inertial, there is no way an observer in the spaceship can distinguish between
the two situations. We conclude that:

It is not possible through experiments performed in the interior of A to tell
whether it is a free falling frame or an inertial one.’

(iii) Consider again the spaceship A in a region far from any celestial body, and
suppose that now, in contrast to case (i), its engines are turned on, thus producing
an acceleration ag which is uniform all over the spaceship and constant in time.
Since now A is accelerated, all bodies inside of it fall with the same acceleration
a’ = —ap, where a’ and aR are the accelerations with respect to A4 and the
relative acceleration of A with respect to an inertial system, respectively.

(iv) Finally consider the situation in which the spaceship is at rest on a massive
body (for example the earth) which creates a gravitational field of acceleration
g; because of the equality between inertial and gravitational masses, all bodies
inside A fall with the same acceleration g.

Comparing these two last examples, we see the an observer inside the space-
ship cannot tell whether he is in case (iv), where the observed acceleration is
due to a gravitational field and his frame of reference is inertial, or in case (iii)
where his frame of reference is accelerated by the engines of the spacecraft
with acceleration ar = —g with respect to an inertial frame. We conclude that:
It is not possible, through experiments performed in the interior of A, to

3The inertial motion inside a free falling system is a well known fact nowadays, think about the
absence of weight of astronauts inside orbiting spacecrafts.
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distinguish an inertial frame in the presence of a gravitational field from an
accelerated system of reference.

The previous discussion seems to lead to the conclusion that a perfect equivalence
exists between the effects of a gravitational field as observed in an inertial frame of
reference and those observed in an accelerated frame. This may seem very strange:
A gravitational field after all has its sources in the massive bodies where the field
lines converge, and its intensity is a decreasing function of the distance from them,
vanishing at infinity. The lines of force of the acceleration field a’, on the contrary,
are not converging and do not fall down to zero at infinity.

In fact, as we shall now show, a more accurate and quantitative discussion of
the “Gedankenexperiment” examined above, shows that the assumed equivalence
between gravitational field and non-inertial frames, holds only if we restrict ourselves
to events taking place in a small space region and during a small time interval, that
is, mathematically, in an infinitesimal region of space-time.

To clarify this point, let us examine the situations described in points (i) and
(i) in some more detail. It is not difficult to realize that the supposed equivalence
between the free falling frame and the inertial system holds only in the limit where
the gravitational acceleration g(r) can be regarded as uniform in the interior of A,
that is only if:

g(r) >~ g(ro), (3.5)

where ry is the barycenter of the spaceship.

Suppose indeed we have a system of particles of masses my, mj, ..., my in a
gravitational field, g, each obeying its own equation of motion; let us now rewrite the
equation of motion of, say, the kth-particle (3.1), in an accelerated frame S’ having
a relative acceleration ag with respect to an inertial frame S.* One has:

ma k) 8(rx) = myx) (a +ag) (3.6)

where a; is the acceleration of the particle in the frame S’. In particular, if S’ is the
free falling system, we have:

ag = g(ro), 3.7

so that Eq. (3.6) becomes:
MG k) 8(rk) — mi) g(ro) = myq) a. (3.8)
The discussion made in points (i) and (ii) holds provided we use the approximation
(3.5), g(ry) =~ g(ry), that is we consider a sufficiently small neighborhood of the

center of mass of A, such that the gravitational acceleration can be approximated by
a constant vector and higher order effects in the distance |ry — ro| can be neglected.

4We recall that the relative acceleration ag is given in general by the sum of four terms, the translation
acceleration a’, the centripetal acceleration @), the Coriolis acceleration a(cor) and a further
term proportional to the angular acceleration of S” with respect to S.
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In this case, taking into account the principle of equivalence, mg k) = mj k), from
(3.8) it follows:
a,/c ~ 0. (3.9

This more accurate analysis implies that the equivalence between the free falling
frame and the inertial frame described in the former two experiments only holds
locally, that is in an infinitesimal neighborhood where, up to higher order terms,
Eq.(3.5) is valid. The previous discussion can be made more general by assuming
that, besides the interaction with the gravitational field, the particles are also subjected
to reciprocal non gravitational forces Fy;. In this case let us write the equation of
motion of the kth particle in an inertial frame where a gravitational field g is present:

2

d Ive
mer gr) + D Fullry — 1)) = my PR
Ik

(3.10)

We may write the corresponding equation in the free falling system through the
coordinate transformation

1
ﬁzr—zg? (3.11)

In the same hypotheses made before, namely assuming Eq. (3.5), which implies

g = const. and (3.3), Eq. (3.10) takes the following form:
2

d )

PR (3.12)

> Fullr, — ) = mp
l

which is the equation of motion of classical mechanics in the absence of a gravita-
tional field.

As far as the other two situations (iii) and (iv) are concerned, it is clear that also
in this case the equivalence only holds if the approximation (3.5) is used, that is only
locally, since the gravitational field would in general be a function of the point inside
the spaceship, while the field of accelerations is, at each instant, exactly uniform.

Let us recall that our analysis so far has been made within the framework of clas-
sical Newtonian mechanics, without any reference to the implications of Einstein’s
special relativity. If we now assume that the statement of the local equivalence
between an inertial frame of reference in a gravitational field and an accelerated one
also holds in the framework of relativistic mechanics, described in Chap. 2, then we
may reformulate the conclusions of points (i) and (ii), as follows:

In the presence of a gravitational field, locally, the physical laws observed in a
free falling frame are those of special relativity in the absence of gravity.

As explained above, locally means, mathematically, in an infinitesimal neighbor-
hood or, more physically, in a sufficiently small neighborhood of a point such that,
up to higher order terms, the approximation (3.5) holds.
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The previous statement is referred to as the equivalence principle in its strong
form or simply strong equivalence principle.

In particular we see that when gravitation is included in the description of physi-
cal systems, if the strong equivalence principle is assumed to hold, the special role
played by inertial frames is lost, since frames of reference which are rigorously iner-
tial only exist in infinitesimal regions of space-time. Moreover, since acceleration
and gravitation are locally indistinguishable it is reasonable to assume that the phys-
ical laws should take the same form also in non-inertial frames, or, in other words,
to require that the principle of relativity be valid not only in inertial frames, but
more generally, in every frame of reference, described by generic four-dimensional
coordinate systems. Recall indeed that we restricted ourselves, in the first chapter,
to coordinate transformations which were linear, since we were only interested in
inertial frames of references (endowed with three-dimensional Cartesian coordinate
systems).> Anticipating concepts to be introduced in next chapter, this characterizes
the four-dimensional coordinate system associated with inertial frames of reference
to be Cartesian or rectilinear. Extending our analysis to non-inertial frames implies
considering general (four-dimensional) coordinate systems, related to one another
by non-linear transformations: Transformations to arbitrary accelerated frames of
reference are described by arbitrary transformations of the four coordinates labeling
space-time. It follows that in order to implement the principle of relativity on the
laws of physics, in the presence of gravitation, we must require these to have the
same form in any frame of reference, so that they be covariant under general coor-
dinate transformations, i.e. arbitrary changes of coordinates with a non-vanishing,
coordinate-dependent, Jacobian:

x =0 = 2t X XY, (3.13)

Summarizing, while in the special theory of relativity, where the gravitational inter-
action is not taken into account, the physical laws were required to be covariant only
under the linear Lorentz transformations, relating inertial frames, in the presence of
gravity the implementation of the principle of relativity requires that:

The laws of the Physics be covariant under general coordinate transformations
(3.13).

Note that covariance under general coordinate transformations means, as we
discussed in the case of the Lorentz transformations, that the equations describing
the physical laws have exactly the same form, albeit in the transformed variables, in
every coordinate system.

In other words: A theory including a treatment of the gravitational field must be
generally covariant.

SLinearity was then a consequence of the requirement that the principle of inertia holds in both the
old and the transformed frames: A motion which is uniform with respect to one of them cannot be
seen as accelerated with respect to the other.
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It is really amazing that this conclusion, assumed by Einstein as the starting point
for a relativistic theory of gravitation, can be drawn simply from the principle of
equivalence, that is the equality between inertial and gravitational masses.

Because of its general covariance the relativistic theory of gravitation is called
general theory of relativity.

3.2 Tidal Forces

We have seen thatitis always possible to locally eliminate the effects of a gravitational
field by using a free falling frame. It is then extremely important to examine those
effects of a gravitational field which cannot be eliminated in the free falling frame,
that is which manifest themselves when we go beyond the crude equivalence implied
by the approximate relation (3.5).

In the present section we shall work purely in the classical limit, that is with no
reference to the corrections implied by special relativity, and show that what remains
of a gravitational force in the free falling frame are the tidal forces, see Fig.3.1.

Let us start indeed from Eq. (3.8) which, in the classical case, assuming m; = mg,
contains no approximations:

g(r) — g(ro) = a’, (3.14)

the position vector r defining a generic point in a neighborhood of r¢. We shall also
denote by h = r — rg = (k') the relative position vector between the two points,
with components 2% = x¥ — x}, where k = 1,2,3 and (x*) = (x,y,2), (x}) =
(x0, Yo, zo) (see Fig.3.2).
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Fig. 3.1 Tidal forces
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Fig. 3.2 Coordinates

Let us compute, to the first order in /¥, the ith component of the gravitational
acceleration in the free falling frame. From Eq. (3.14) it follows:

0%

: W+ o@n?). @3.15
oot |,_, 1 T 0D (15

3
W+ o =->"
h=0 k=1

where i = 1, 2, 3 and ¢ denotes the gravitational potential.
Taking into account that

90 _ M

oxi r3

i

g:

) (3.16)

Equation (3.15) becomes to first order in /'

3 ik
. M , l
a'=-G— 2 (5”‘ - 3@)}#‘. (3.17)

o k=1 o

The acceleration field a’ = (a"'), defined in Eq.(3.17), is the remnant, to order
O (|h]), of the gravitational field in the free falling frame. We see that it is essen-
tially given by the gradient of the gravitational field and is called the tidal field.



3.2 Tidal Forces 73

Correspondingly, the force f = ma’ of the tidal field, acting on a given mass m, is
the tidal force.

We stress that all these considerations have been obtained using the classical
Newtonian formula for the gravitational field which is both static and non-relativistic.

In order to show what the effect of tidal forces on an extended body is, let us
consider two bodies, say A and B, subject to their mutual gravitational interaction,
and let us assume that A is free falling in the gravitational field of B, like for instance
an orbiting satellite. We also assume, for the sake of simplicity, that the free falling
body A is spherical. We call S’ the frame of reference attached to A and S the one
attached to B. Let the origin of S’ coincide with the barycenter ry of A, the z/-axis
coincide with direction joining rg to the center of mass of the attracting body B and
the x” and y’-axes lie, as usual, in the plane orthogonal to the z'-axis (see Fig.3.2).

With reference to this configuration we observe that xS = zg9 = ro, so that
Eq.(3.17) gives:

M
£ =26 r—;"hﬂ, (3.18)
0
Mm
[Y'==G—-h", (3.19)
o
M
Y =_G r—;"hy’, (3.20)
0
that is, in matrix notation:
M
o —G% 0 ; 0 RY
'l =m 0 —Gg 0 ', (3.21)
A 0o o 264] \n
G
where the entries of the matrix on the right hand side are ngi computed in ro. From

(3.18) it follows that f < is attractive or repulsive according to the sign of 4%’ that is,
referring to Fig. 3.1, it points downwards on the part of the body facing B (7' > 0),
and upwards on the opposite side (z/ < 0). The two horizontal components f*' e
f7, instead, are always attractive, that is they are directed towards the origin of §’.
The net result is an outward stress acting along the line joining A and B and an
inward stress on the horizontal planes 7/ = const.

Tidal forces can be very strong in the astrophysical phenomena; for example
the tidal forces exerted by the greatest planets of the solar system on their satellites
induce a tidal heating due to the consequent internal friction; in the case of the Jupiter
satellite To this results in dramatic volcanic eruptions.®

%In the proximity of the event horizon of a black hole tidal forces are so strong as to completely
disintegrate any body falling inside.
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In the case of a deformable body, tidal forces deform a spherical body to the shape
of an ellipsoid, the major axis lying along the A—B direction. This is in fact what
happens in the case of the earth where the corresponding phenomenon, induced by
the moon,’ gives rise to the ordinary oceanic tides, whence the denomination tidal
forces has its origin.

We may indeed think of the earth as the body A in free fall on the gravitational
field of the moon, the body B. The “thin” layer represented by the oceans covering
the earth’s surface is indeed deformable. It follows that on the side facing the moon
and on the opposite side tidal forces give rise to high tides, while in the directions
perpendicular to the line earth-moon tidal forces produce low tides (Fig. 3.1). Because
of the bipolar character of these bulges and compressions, the periodicity of tides is
of 12h.

We may make a crude estimation of the tidal size on the earth.

First we observe that tidal forces are conservative. Indeed from Egs. (3.18)—(3.20)
it follows that the associated tidal potential energy is:

GM 1 1 GM 1 3
gpz_ﬂ(z/z__x/z__y/z):_ﬂ (——R2+§Z/2)

r3 2 2 3 2
GM 3cos?f —1
= 2 R2( cos ) (3.22)
I 2

where we have introduced spherical coordinates with origin on the center of the earth
(see Fig.3.2), R being its radius, 6 the latitude and we have denoted by My, mr, ro,
the moon’s mass, the earth’s mass and the earth-moon distance, respectively.

The total potential energy of a water particle is obtained as the sum Ep + m g h,
where m g h is the potential energy of the terrestrial attraction. At the equilibrium
the form of the oceans’ equipotential surface is determined by the condition:

GM 3cos?f — 1

E;‘,” =mgh— ng RZ ( 0032 ) = const. (3.23)
e
0

Equation (3.23) implies & = h(0); the difference in height between high (¢ = 0) and
low (6 = %) tides turns out to be:

Ah = h(0) — h(x/2) = 32GA§’

gry

R? ~ 53cm. (3.24)

If the gravitational pull of the sun is also taken into account, one finds an additional
contribution about half as large as the previous one.?

"More correctly one should also consider the contribution of the sun which is not much less than
that of the moon. For the sake of simplicity we just illustrate the main contribution due to the moon.
8This crude estimate must be considered, together with the correction due to the sun, just a mean
value. It does not take into account resonance phenomena due to the earth rotation and the shape



3.3 The Geometric Analogy 75

3.3 The Geometric Analogy

In this section we try to explain how the equivalence principle discussed in the pre-
vious section naturally leads to a modification of the space-time geometry, described
in special relativity by the Minkowski space. To this end we need to anticipate part
of the discussion of next chapter.

We begin by recalling that in Euclidean geometry the distance between two points
P; e P,, which is invariant under rotations and translations of the Cartesian coordi-
nate system, can be written as’

AC = (ALY + (A + (A8 = D~ 5 Ad A, (3.25)
)

if and only if we are using Cartesian (rectangular) coordinates &'. By Cartesian
(rectangular) coordinates we mean rectangular (or rectilinear) coordinates, which, in
studying Euclidean geometry, are defined throughout the space. This is possible only
if the geometry is Euclidean, that is the properties of figures, the notion of parallelism
and so on are those derived by Euclid’s axioms.

In Eq. (3.25) we have adopted the following notation (see Sect.2.2.1):

=1 i=]},
0; =0 i#}j, (3.26)
that is, in matrix notation:
100
GpH)=(010]). (3.27)
001

The Kronecker symbol ¢;; defines the so called metric tensor.
If we adopt the Einstein convention that repeated indices are summed over, then
Eq.(3.25) can be written as follows:

Al = Z 85 AL ALT = 6 AT ALY, (3.28)
ij

or, if the two points are infinitesimally apart,

de* = o de'ded. (3.29)

(Footnote 8 continued)

of the oceanic depths which can locally alter in a sensible way the rough computation leading to
(3.24).

9In this section only we denote by &' the Cartesian coordinates, while the notation x' is used for
generic curvilinear coordinates.
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It is clear that the same considerations and formalism hold if the Euclidean space
has a generic number D of dimensions; in this case the indices i, j, ... would run
over D values instead of only three.

As we have already remarked in Sect. 1.5 of the first chapter, there is a close
analogy between the four-dimensional distance in Minkowski space-time and the
Euclidean distance (3.28) in D = 4 dimensions. Indeed the four-dimensional
distance between two events'? labeled by the four coordinates ¢°, ¢!, €2, &3 was

written as'!:

As? = A (A7) = (AL — (AE1)? — (AE) = (A = D map AL AT
o.f
=1ap A" AL (0, 3=10,1,2,3) (3.30)

thatis in a way which is strictly analogous to the four-dimensional Euclidean distance,
the only difference being the replacement of the metric d;; with minus the Minkowski
MELric 7q4:

1 0 0 O
0 -1 0 O
00 0 -1

where the extra fourth coordinate is related to time, £ 0 — ¢t. We stress that these sim-
ple expressions of distance in Euclidean space and of proper distance in Minkowski
case, are only valid if we use the three-dimensional Cartesian rectangular or the anal-
ogous four-dimensional Cartesian rectangular (also referred to as Minkowskian'?)
coordinates £, the latter being defined as the coordinates used to describe inertial
frames in terms of the spatial Cartesian rectangular coordinates and the usual time
coordinate ¢. In any other coordinate system, not related by a three-dimensional rota-
tion or a Lorentz transformation, respectively, the Euclidean distance (3.28) or the
Minkowski proper distance (3.30) would take a more complicated form.

Suppose indeed that in the Euclidean case we want to use an arbitrary system
of curvilinear coordinates x’, i = 1,2, 3 (an example would be the spherical polar
coordinates); we would then have:

¢ =), (3.32)

10Recall that the space-time (four-dimensional) distance was conventionally defined as the negative
of the proper distance, see Eq. (2.45).

HErom now on, we use Greek indices to label four dimensional space-time coordinates and Latin
ones for the coordinates in Euclidean space.

12We shall call Minkowskian the Cartesian rectangular coordinates in the four-dimensional
Minkowski space-time, with metric 7,3.
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In these new coordinates the infinitesimal distance (3.30) becomes:

o€t a¢l

de* =g Wwdxkdxe = gredx*dx®, (3.33)
where
gee = 05ViVy], (3.34)
being:
. 19) i
Vi = a_fk' (3.35)

The dimensionless quantity gy (x), replacing §;; in the formula for the squared dis-
tance, is called metric tensor or, more simply, metric'3 in curvilinear coordinates.

It is obvious that all the geometric quantities of Euclidean geometry (lengths,
angles, areas,etc) do not depend of the particular coordinates used for their descrip-
tion. However itis well known that in general it is much simpler to compute geometric
quantities using Cartesian coordinates, rather than the curvilinear ones. '

The same considerations would of course apply to Minkowski space-time in spe-
cial relativity, if we were to use arbitrary “curvilinear” four-dimensional coordinate
frames. The physical interpretation in this case would be the following: Since an
arbitrary change of coordinates would correspond to arbitrary functions of the origi-
nal Minkowski coordinates £y = ct, £1, &2, &3, the new frame of reference cannot be
inertial since the transformation is, in general, not linear as it is the case for Lorentz
transformations. It then follows that the new coordinate system (x*) must corre-
spond to an accelerated frame of reference. Moreover, as it happens in the Euclidean
case, instead of a constant Minkowski metric 7,3 we would end up with a met-
ric tensor depending on the four coordinates x* = x9, x1, x2, x3. This, of course,
would not change the physical laws, but only describe them in a more general, albeit
cumbersome, way.

Given these preliminaries we now define a space, or a space-time as flat if there
exists a special class of coordinates such that the metric assumes a constant value in
a finite or infinite domain of the space or space-time. In Euclidean and Minkowski
spaces this special class is given by the Cartesian coordinates (in particular the
Minkowski coordinates of special relativity), any two elements of this class being
related by a combination of rotations and translations in Euclidean space or of Lorentz

13Here and in the following of this chapter we use the word fensor, whose precise meaning will be
given in Chap.4, in a loose sense, that is as a quantity carrying indices and whose transformation
properties are fixed in terms of the change of coordinates (or of reference frame). In this chapter
the transformation of coordinates considered are either cartesian orthogonal, or Lorentzian or even
arbitrary, as explained below.

“When dealing with problems which exhibit some degree of symmetry it may, however, be more
useful to use curvilinear coordinates, like spherical, cylindrical, etc.
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transformations and translations in Minkowski space. Note that the computation
in generic curvilinear coordinates of geometric quantities or of physical laws in
Euclidean or Minkowskian flat space, respectively, would involve the use of the
metric g, (x”), that is of a matrix whose elements are function of the coordinates.
However, in the special class of frames, the corresponding metric is simply given by
the constant matrices (3.27) or (3.31).

If, however, such a special class of coordinates cannot be found in a large
domain,"> we then say that the space or space-time is curved, that is it exhibits
curvature, a concept which we dwell on in the next section.

3.4 Curvature

Suppose now we have a space (finite or infinite) which possesses a curvature, that is
in which it is not possible to introduce in a large domain Cartesian (Minkowskian)
coordinates. For the sake of simplicity, and to have a help from our intuition, we
suppose for the moment that the space in consideration has two space dimensions,
though it may not necessarily be the plane R?, but rather an arbitrary surface X. It is
well known that on a generic surface it is not possible to introduce in a finite domain
Cartesian coordinates, but only curvilinear ones xi=1,2.

Restricting our attention to an infinitesimal neighborhood of a point P, however,
we can approximate the surface by the tangent plane to X' at P. We say that the local
geometry of the surface at P is identified with that of the corresponding tangent
plane, the local coordinates on X, in the close vicinity of P, coinciding with the
Cartesian ones &, (i = 1,2) on the plane16 (see Fig.3.3).

In an infinitely small neighborhood of P we can then use Eq.(3.30) to compute
the infinitesimal distance between two points, and thus we conclude that locally
the metric can be always reduced to the form 6,-]-.17 However to compute geometric
quantities in a finite domain it is necessary to use general curvilinear coordinates by
transforming the local coordinates through Eq. (3.32).'8 This means that the geometry
in a large, possibly infinite, domain is determined by the metric tensor gij(xl ,x2),
function of the curvilinear coordinates. For example, the length of a curve v = ~(7)
can be computed as:

5By large domain we mean a domain whose extension is finite or infinite.
16Being the plane flat, we can describe it by Cartesian coordinates.

"Here and in the following by locally we mean that our statement is valid in an infinitesimal
neighborhood of a point where higher order terms can be neglected.

18 Alternatively one can use Cartesian coordinates at each point using the local tangent plane; in this
case, however, one needs a quantity, called connection, which relates the local geometries associated
with different tangent planes.
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Fig. 3.3 Local geometry and tangent space

1
2 dx' dx/\?
2
v v v

T being any parameter on the curve.

We conclude that on a surface with curvature the metric cannot be reduced to
the constant matrix &; in a finite domain; its geometry is therefore described by the
metric tensor gi¢(x) or, equivalently by the matrix Vki defined by Eq. (3.35).

Even if these considerations have been made in the special case of a two-
dimensional surface, they can be straightforwardly extended to three- or N-
dimensional curved spaces!? that is to spaces where Cartesian coordinates cannot be
introduced in large domains and, also, to spaces where the local metric is not 6;;, but
Ta3- as it happens for the Minkowskian space-time of special relativity.

We can now give a precise geometric interpretation of the strong equivalence
principle of the previous section: Saying that in a free falling frame the laws of
special relativity hold, means that the space-time geometry in such frame is locally
the same as that of the four-dimensional (hyper)-plane tangent to space-time at the
point in which the frame is located.

This (four-dimensional) tangent plane is of course the Minkowski space of special
relativity. Indeed we have learned that in a free falling frame, locally, that is in an
infinitesimal neighborhood of a point P = (x°, x) in its interior, up to higher order
terms, gravitation is absent, so that the metric tensor reduces to the constant metric
tensor 7,3 of special relativity.?? If instead we use a general frame of reference,
which is not free falling, the metric tensor g,,,,(x) must describe the presence of the
gravitational field.?!

We may thus establish the following correspondence between the presence of
curvature in a four-dimensional space which is locally Euclidean (metric ;;) and a
space which is locally Minkowskian (metric 7,,3).

19 A more precise definition of curvature will be given in the next section.

20Note that this implies that the free falling frames are the inertial frames described by special
relativity. However, in the presence of a gravitational field, they can be only defined locally, since
only locally the effects of gravity can be canceled.

21 A5 we shall see in the sequel of this chapter the space-time metric guv(x) is related to the
gravitational potential rather than to the gravitational field.
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Local space-time geometry
in the infinitesimal neighborhood of
an event described by a a free
falling frame where Minkowskian
coordinates are used and special
relativity holds

Local geometry in the
infinitesimal neighborhood of a point
approximated by the Euclidean PAEEN
geometry of the tangent space
described by Cartesian coordinates

Impossibility of introducing Impossibility of eliminating the
Cartesian coordinates in a finite gravitational field in a finite space-
domain time domain, so that the
Minkowskian coordinates of special
l < relativity cannot be introduced
!

Curvature of the space Curvature of the space-time

Summarizing, the geometry of space-time is the geometry of a four-dimensional
space with local Minkowski metric; this geometry cannot be flat in the presence of a
gravitational field. Space-time geometry must then be described by a metric g,,,, (x)
which depends on the presence of a gravitational field, each entry being a function of
the space-time coordinates x9, x!, x2, x3. The metric can be reduced to the special
relativity form 7,4 only locally, that is in an infinitely small neighborhood of an
event P, but not in a large region of space-time.

Generalizing Egs. (3.33) and (3.34) to a four-dimensional space-time, where £
(a = 0, 1, 2, 3) are the local Minkowskian coordinates and x* (u = 0, 1, 2, 3) are
the general coordinates parametrizing a large domain of the space, we have:

ds® = nag VoV dx'dx" = gy, dx'dx", (3.37)
where
8&'(1
« _
Vel = 5 R (3.38)

and £ are the local Minkowskian (i.e. inertial) coordinates in an infinitesimal neigh-
borhood of P.

3.4.1 An Elementary Approach to the Curvature

We recall that the Euclidean geometry is based on Euclid’s eleventh postulate which
states the uniqueness of the straight line passing through a given point P and parallel
to a given straight line. This postulate, in particular, implies that the three interior
angles of a triangle sum up to 180°, see Fig.3.4:
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Fig. 3.4 Euclidean geometry

Fig. 3.5 Spherical geometry N

a+B+y=m. (3.39)

Let us take again, for the sake of simplicity and intuition, a two-dimensional space,
more specifically a 2-sphere (see Fig.3.5). Let us then consider a spherical triangle
defined by joining along maximal circles three arbitrary points of the sphere.??

In spherical geometry one can show that the following relation holds:

A
atf+y=7m1+—5

2 (3.40)

where A is the area of the spherical surface enclosed by the triangle and R is the
radius of the sphere.
Let us define the curvature K of the sphere as:

K= (3.41)

22 A maximal circle is the shortest path joining two points on the sphere. It can be obtained by
intersecting the spherical surface with a plane determined by the two points and the center of the
sphere.
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the meaning of K is to indicate how much the geometry of the sphere deviates from
the Euclidean plane geometry where K = 0.

On the basis of its definition K seems to depend on the radius of the sphere
considered as a two dimensional manifold embedded in the ambient Euclidean space
R3. Equation (3.40) however tells us that the curvature K can be evaluated by just
performing measures of angles and areas on the two-dimensional surface of the
sphere. It follows that K has an intrinsic geometric meaning, that is independent of
its embedding in the flat 3-dimensional space, since it can be computed by only using
measures on the spherical surface.

If we had considered a Lobacevskij surface, where K is constant, but negative,
Eq. (3.40) is also valid.

Considering a generic surface X', K is of course no longer constant, but becomes
a function of the point on the surface. Indeed we may characterize the value of K at
P as the curvature of the sphere that best approximates the generic surface in a small
neighborhood of P. In this case Eq. (3.40) can be generalized by writing:

a+ﬁ+v—w=/K(xl,x2)dA, (3.42)
A

where d A is an infinitesimal element of the surface X and A is the integration
domain.

K (x', x?) is called the Gaussian curvature of S at P = (x', x?).

As it follows from the above discussion, K only depends on the intrinsic geometry
of X, while it does not depend on its particular representation in R, in terms of
parametric equations of the form:

x=x(xxY, y=yxlxH, z=z( %), (3.43)
where x!, x2, are curvilinear coordinates on X and x, v, z are Cartesian coordinates
on R3. In fact one can show that K is invariant if S is flexed without stretching or
tearing; for example, since K is zero on a plane, it will also be zero on a cone or a
cylinder or in general on any surface which can be unfolded on a plane. If instead
we are to map a portion of the terrestrial globe on a plane, stretching is necessary,
since we have to change the value of K from a positive constant to zero. In this case
the map can be considered a good approximation only if the area considered is much
smaller than % = R

3.4.2 Parallel Transport

There is an equivalent way of describing the curvature of a sphere.
Consider a cannon at the north pole (which may metaphorically represent a tangent
vector) and let us carry it along a meridian till it reaches the equator at a point A,



3.4 Curvature 83

Fig. 3.6 Parallel transport N

displacing it in such a way as to always keep it parallel to itself, so that the angle it
forms with the meridian remains constant (for example, in Fig. 3.6, the vector forms
an angle zero with the arcs NA and BN and 7/2 with the arc AB). This is what it
is meant by parallel transport. Eventually, the same kind of parallel transport is
performed along an arc AB of the equator whose length is ‘l‘ the circumference, and
finally we carry the cannon back to the north pole along the meridian BN, see Fig. 3.6.

We easily realize that after this tour the cannon arrives back rotated by an angle
of 7, which is exactly the angular excess described by the curvature:

3 T
AG:a—i—ﬂ—}—’y—w:zﬂ—W:E:KA. (3.44)
Indeed the ratio between the angular excess Af and the area of the spherical octant,
”TRZ, gives exactly the value of the curvature, namely % =K.

Although this result was obtained in a very particular case, it can be shown to
hold for a parallel transport along any closed path v, not necessarily along geodesic
triangles, enclosing an area A and on any surface. Indeed one can expect and actually
show that in the general case the rotation angle is found by first applying Eq. (3.44)
to an infinitesimal area d A and then integrating over the whole area A:

AH:/K(x)dA. (3.45)
A

where A is the area enclosed by the curve 7.

This alternative way of defining the curvature can be easily extended to manifolds
with any number of dimensions. Since our goal is to define the curvature for the four-
dimensional space-time with local Minkowski metric 7,4, we consider the parallel
transport of a vector v¥, (u = 0, 1, 2, 3) along a closed path y in a four-dimensional
manifold. After the trip, the vector will get back to the initial point “rotated” with
respect to the original direction. However, as we have previously learned, such a
“rotation” is a “four-dimensional rotation” in a space endowed with a metric which
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Fig. 3.7 Parallel transports along infinitesimal contours with opposite orientations

has the same signature as the Minkowski one 77%3,23 and therefore is a Lorentz
transformation.

In particular, if the closed path  is infinitesimal, we can obtain the analogous of
the Gaussian curvature as in the case of a two-dimensional surface.

However, while in two dimensions we just have one orientation for the infinites-
imal area dA enclosed by the path ~, (that of the plane tangent to the surface), in
four dimensions dA can have several different orientations. More specifically, if we
represent <y as an infinitesimal parallelogram, we have (;) = 6 orientations, which
we may label by the ordered couple of indices of the two infinitesimal displacements
dx’, dx? defining the parallelogram d A: (p, o) = (01), (02), (03), (12), (13), (23).

We can thus write:

dA — dA" = —dA°P = dx" N dx°, (3.46)

where the antisymmetry in the couple po, denoted by the symbol A, is due to the
orientation of d A”?, which is related to the orientation of the curve -y (in other words
the orientation of d A depends on whether the vector is transported along ~ in one
direction or in the other, namely if the displacement dx” precedes or follows dx?,
see Fig.3.7).

In conclusion, performing a parallel transport of a Lorentz vector along
an infinitesimal path in space-time the vector undergo an (infinitesimal) Lorentz
transformation given by:

Nz 24

vt = R¥ o v dxP A dx°. (3.47)

where Einstein convention of repeated indices is applied and we define R*,,,; to be the
curvature of the space-time manifold at a point P. We see that in four dimensions, the
curvature is actually described by an object carrying four four-dimensional indices,

231t can be shown that the signature of the metric, that is the number of positive and negative
eigenvalues of the matrix g, (x), is the same at each point of a manifold. Since at a given point the
metric can be taken to coincide with 7,5 this explains the meaning of the statement in the text.
24Note that since the closed path is infinitesimal we are allowed to use the in the tangent hyper-plane
the usual flat geometry of special relativity and therefore the reference to v# as a Lorentz vector is
appropriate.
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called Riemann curvature tensor, or simply Riemann tensor, providing the natural
generalization of the two-dimensional Gaussian curvature.

One can show that the number of independent components of R® 3.4 is 20 (instead
of 4%).

3.4.3 Tidal Forces and Space-Time Curvature

From the discussion in the previous section on the geometric analogy and from the
above geometric definition of the curvature, it follows that the Riemann tensor R,
describes the deviation of the actual space-time geometry from the flat Minkowski
geometry, in an intrinsic, coordinate independent way. On the other hand, we have
seen that, in the Newtonian approximation, tidal forces acting in the free falling frame,
also describe the deviation from the Minkowskian geometry of special relativity. It
is therefore obvious that there must be a close relation between curvature and tidal
forces.

To establish this relation, we recall that Eq.(3.21) gives the tidal force in the
classical Newtonian approximation, that is in the limit where the description of the
gravitational field is static, non-relativistic and to the first order in the displacement
vector h. )

We also note that the matrix in Eq.(3.21), which is the explicit form of % lr=rg>

has the physical dimensions of [T 2], while curvature has dimension [L~2]. Thus
if a relation between tidal forces and curvature exists, the two quantities must be

related by a factor ¢?. At first sight this could seem impossible, since % isa3 x3
matrix with only spatial indices, i, k = 1,2, 3, while the Riemann tensor has four
four-dimensional indices, o, 3,... =0, 1,2, 3.

This different structure of indices, however, simply means that only some com-
ponents of the Riemann tensor survive when we take the non-relativistic, static limit
of the full relativistic expression of the (gradient of the) gravitational field as given
by the Riemann tensor in the general theory. Indeed, from the exact formula of the
Riemann tensor of the general theory of relativity, one can see that, in the non rela-
tivistic limit ¢ — oo, denoting by Latin letters the space indices, to lowest order in
1/c one obtains:

1 0gk

9 3.48
2¢2 Oxt (3-48)

k
R"0e0 =

all the other components of the Riemann tensor being of higher order in 1/c. We
may therefore write:

= —2me? Rkpeo b (k, £ =1,2,3). (3.49)
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Comparing Eqs. (3.48) and (3.49) with Eq. (3.21) one obtains:

26400
1 roc GM
Rlow=—-5| 0 =z 0 |, (3.50)
0 0 _GM
i’g()z

We conclude that this matrix describes the curvature of space-time in the classical
non-relativistic limit.

3.5 Motion of a Particle in Curved Space-Time

To determine the trajectory of a particle in space-time we take advantage of the
principle of equivalence, by first writing the equation of motion in the free falling
frame and then transforming to a general frame.

Locally, in the free falling frame attached to the particle, there is no gravitational
field and the motion is purely inertial in the local special relativistic coordinates £~
(e = 0,1, 2, 3). On the other hand, in Chap. 2, the special relativistic inertial motion
was described by Eq. (2.75), namely:>

= —— = const. —> = — =0, (3.51)
dr dr? dr

[e%

We stress that this equation is valid in an infinitesimal four-dimensional space-time
neighborhood of the particle. Switching to the “laboratory” system where the general
coordinates x* are used, and using the general relation between the two coordinates
&Y and x*:

£ =& (1), (3.52)

we find

dee g dxt dxt
@ o ar TV (339

d*¢v  d (V“ dx“) o d2xt OV dxl dx”

- = =V =0. 3.54
dr? dr \'" dr modr? + oxV dr drt (3-54)

We solve this equation with respect to the second derivatives, by multiplying both
sides by the inverse matrix (V=H% | that we denote by

2With respect to the notations used in Chap. 2, we have changed notation for the locally inertial
coordinates from x* to £ (v = 0, 1, 2, 3) since in the present setting the latter describe the locally
inertial coordinates of special relativity, while the former describe a general frame, for example the
coordinates used in the “laboratory” frame, where the gravitational field is present.
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VE = (VvThE viye = gk, (3.55)

Equation (3.54) takes then the following form:

d?xh u dx” dxP
i Vg ar =0 (356
where we have set:
1 ove oV
Il =3 VE (6;) + 5L ) (3.57)

The number of independent components of FV’;), taking into account the symmetry
in the two lower indices, is 40.

Note that the second term on the left hand side of Eq.(3.56) can be given the
meaning of the gravitational acceleration impressed to the particle of coordinates
x#; thus Flflp, called affine connection, represents the relativistic generalization of the
gravitational field.

The solution to Eq.(3.56) for the spatial coordinates xt, @ =1,2,3), gives the
trajectory of the particle in the gravitational field while the solution for x* = cr gives
the relation between the local time ¢ and the proper time 7.

One can show that I"V*;) can be expressed in terms of the metric and its derivatives.
The quickest way do so is to observe that Eq.(3.56), from the four-dimensional
point of view, describes a free inertial motion in the curved space-time since the
gravitational field has been expressed in terms of the affine connection which is a
geometric property of space-time. From this point of view there is no force driving
the particle; instead, the very presence of a non-trivial geometry, characterized by
a non-vanishing Riemann tensor, implies that the free motion must be described by
Eq. (3.56).

This interpretation is corroborated by the observation that a free motion in a
curved space-time is the analogue of the inertial motion in flat space-time, given by a
straight line. We must therefore expect that the solution to Eq. (3.56) must represent
the analogue, in a curved space, of a straight line in flat space. Such curve is called
a geodesic and is defined as the shortest line joining two points.

Let us consider two points A and B (events) in the four-dimensional space-time
and let y be a generic curve joining them. Its four-dimensional length s() is given
by:

s(y) = / ds = / (guvdxtdx”). (3.58)
~+[A—B] ~+[A—B]
The analogue, in curved space, of the straight line in flat space can be obtained by

requiring the curve <y to be such that its length s(), as a functional of v, has a
minimum, as it is the case for the straight line in flat space.
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Solving the variational problem one precisely finds Eq. (3.56) with:

1 0 0 0
TH = —ghd |~ » —q, [ . 3.59
vp 29 ( ax(;g /J+ axpg 5+ ax‘/gp5) ( )

Note that since the relativistic gravitational field is given in terms of F,,“p, which
contains the first derivatives of the metric, the ten components of the metric g, (x)
are the relativistic generalization of the Newtonian gravitational potential.

To simplify formulas, in the rest of the book we shall often use the following
short-hand notation for partial derivatives:

0

OxH’

3, 0, (3.60)

0
oxi’
where p=0,1,2,3andi = 1,2, 3.

3.5.1 The Newtonian Limit

Since the geodesic equation (3.56) describes the trajectory of a particle in a gravi-
tational field, it must reduce to the usual Newtonian formula in the non-relativistic
limit. Recalling that the metric is related to the gravitational potential, we define
the classical Newtonian limit as that in which, besides the non-relativistic condition
v < ¢, we also require the gravitational field to be weak and static.

On the metric this implies:

G = NMuv + My + O(hz), 3.61)
m m

=c——F =0, 3.62

o a0 (3-62)

where A, (x) is the first order deviation from the flat Minkowski space corresponding
to the absence of gravitational field. In Appendix B we show that, in this case, the
only non-vanishing components of the affine connection are:

. 1 . 1 .. 1
Ty = 3 g'"(—=0ug00) = —3 n"0jhoo = 3 Oihoo, (3.63)

where i is a three-dimensional space index and we have used 77 = —§.
With these approximations the geodesic equation for the index pu = 0 gives

j—; =~ 1, while for the spatial index ;o = i we have:

1 d?x!

1
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Equation (3.64) then coincides with the Newton equation if we set:

o _1 h (3.65)

2~ 2" ’
where ¢ is the classical gravitational potential. With this identification, Eq. (3.64)
becomes:

d*x!
T — 0. (3.66)
In particular from Eq. (3.61) we find:
_ _ ¢
900 = 1+h00_1+2c—2. (3.67)

3.5.2 Time Intervals in a Gravitational Field

Equation (3.67) allows us to evaluate how time intervals are affected by the presence
of a gravitational field. Let us suppose that we are in a free falling frame, where the
Minkowskian coordinates £ can be used. According to the principle of equivalence,
a clock at rest in such a system measures a time interval which coincides with the
proper time in the absence of gravity:

1 ‘
dr’ = = 2 naﬁdfadgﬂ = 100 dr* = dr® (o, 3=0,1,2,3), (3.68)

since, for a clock at rest, % =
In any other frame of reference with coordinates x*, like our laboratory, the
gravitational field is present and the proper time interval will take the following

form:
2 1 w.v
dre = C—z g#l,dx dx”. (369)

If in this frame the clock has four-velocity dx*/dt = v*, then the time interval dt
between two consecutive (infinitely close) ticks satisfies the relation:

ar\* 1 dx" dxV
(z) = 29w (3-70)
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In particular, if the clock is at rest in the laboratory frame, that is if vl = 0, we obtain:

dt 1
— = (go0) " 2. (3.71)

dr
The dilation factor on the right hand side of (3.71), however, cannot be observed,
since the gravitational field affects in the same way the ticks of the standard clock
and those of the clock being studied. However, the difference between dt; e dt; in
two different points X1, X can be observed; indeed Eq. (3.71) implies:

dty = dt (goo(x1)) ™ 2, (3.72)
dt, = dr (goo(x2)) "2, (3.73)

so that:

(3.74)

1
dry _ [goo(x1) |2
dh ’

- 900 (x2)

In particular, in the classical Newtonian limit, we may use (3.67) and, recalling
Eq. (3.67), we obtain

1 1 1
an  [1+247 61?2 62\ . - Ad
dt 1+2%2 c c c

C

(3.75)

where we have defined ¢; = ¢(x1) and ¢» = ¢(x2) and used that é% is very small

in most situations.20

For example, if a clock is placed at the point x; far away from other bodies, so
that no gravitational field is present, we have ¢(x;) = 0, and therefore:

dt = dr, (3.76)

since goo(X1) = Moo = 1. The same clock placed at a point X, e.g. on the earth’s
surface, will tick time intervals dt, such that:

dty dn A »2
dy  dr 2 c? G-77

Since ¢ < 0 we find dt, > dty, that is time intervals are dilated in a gravitational
field by a factor (1 — f—%). In the case of the terrestrial gravitational field we have:

26 A5 usual the value at infinity of ¢ is set equal to zero.
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GM

dty =1+ ——) dr. (3.78)
c2r

where M is the earth’s mass.
In particular a same clock will tick at a different rate, depending on whether it is
placed at sea level or at height /. Indeed, since

GM GM

pr=—— 2= “Rih (3.79)

R

we obtain:

o GM (1 1
dt = (1 I ) dt) = |:1 T2 (E - m)] dni. (3.80)

In general we may say that the more negative the gravitational potential is, (or the
greater its absolute value is), the more dilated time intervals are.

Because of the factor 1/c?, these effects are generally small, however gravitational
time dilation has been experimentally measured in various different situations.

The first verification by a experiment on earth was performed by Pound and
Rebka combining the gravitational dilation with Doppler effect in the emission and
absorption of photons in Fe>”. Further experimental evidence can be inferred from
astrophysical observations (especially from the light spectra of white dwarfs). In this
case we can safely set to zero the earth’s gravitational potential being much smaller
in absolute value than the potential on the surface of a star. Thus, in this case, we
have:

o _ oy (3.81)
— = —>1, .
dt 1%}

where v denotes the light frequency and the suffix 1 and 2 are referred to the earth and
to the star, respectively. The frequency of the emitted light is then higher than that
observed on earth and we have a measurable shift towards the red of the wavelength.

In the eighties further confirmations were gained by experiments with time signals
sent to and from Viking 1 Mars lander and from time measurements using atomic
clocks on airplanes; the clocks that traveled aboard the airplanes, upon return, were
slightly faster than those on the ground.

However, the most spectacular evidence of the gravitational red-shift is nowadays
given by its technological application to GPS devices.

A GPS gives the absolute position on the surface of the earth to within 5-10m
of precision; this requires the clock ticks on the GPS satellite to be known with
an accuracy of 20-30ns. Such an accuracy cannot be reached if we neglected the
special and general relativity effects on time intervals . To compute these effects
we first observe that the transmitting clock is subject to the special relativistic time
dilation due to the satellite orbital speed, compared to an identical clock on the earth.

From our discussion of time dilation in special relativity the clock on the satellite
would run slower, compared to a clock on the earth, by the factor:
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v? v?

N . .
to first order in 5—2, since v, the satellite speed, is much smaller than c.
Suppose the satellite is orbiting at a distance from the center of the earth of about
four times the earth’s radius R. Using the classical result

2 GM
v (3.83)

l"2’

r

with r = 4R, we obtain a time loss of about —7 jLs/day.

We now compute the general relativistic effect. First we recall that a clock in a
greater gravitational potential runs faster than one on earth. Then, calling Azg and
At the time intervals on earth and on the satellite, respectively, we find:

R+h R

At
- =L =

A6 1 [ GM GM
Sk 3.84
Aty 2 2 [ :| (3:84)

and if R + h >~ 4R this gives a gain in time of =45 ps/day, six times larger than the
special relativistic effect.

Summing up the two effects we find that the clock on the satellite runs faster
~38us/day = 38 x 10°ns/day. We see that neglecting the relativistic effects,
would imply errors three order of magnitude higher than the necessary accuracy of
20-30ns!?’

3.5.3 The Einstein Equation

Until now we have been discussing some consequences of the principle of equivalence
in relation to the motion of a particle in a given gravitational field. We have seen
that the motion is essentially a free motion in a curved space-time, the generalized
gravitational potential being described by the metric g,,,,(x) which was supposed to
be a known function of the space-time coordinates.

The knowledge of the metric field is, however, not known a priori, and the descrip-
tion of the gravitational field requires the knowledge of the equation of motion of
the metric field.

To arrive to a rigorous determination of this equation the principle of equivalence
is no more sufficient and we must address the full geometric formalism of general
relativity.

Nevertheless, in this section, with no ambition of being rigorous or complete, we
shall try to develop some heuristic considerations to justify the actual form of the
gravitational equations.

27 We also note that the given error increases day by day, since it is a cumulative effect.
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We recall that in the Newtonian non-relativistic theory the gravitational potential
is static, that is, non-propagating, and, given a distribution of mass in space, it can
be determined through the Poisson equation:

V2 = —47G p(x), (3.85)

where p is the density of matter and, as usual, ¢(x) the gravitational potential. On the
basis of the discussions given in the previous sections, it is clear that the relativistic
extension we are looking for must be covariant under general coordinate transfor-
mations. Furthermore the ten components of the metric field g,,,,(x) must describe a
propagating field generalizing the single static component of the Newtonian grav-
itational potential ¢. Indeed, we know that already at the level of special relativity,
dependence on the spatial coordinates implies dependence on the time.

It then follows that the source term p must also be generalized, in a covariant
setting,?® in terms of ten quantities depending on the four space-time coordinates.
As we will show in Chaps. 5 and 8, such relativistic extension is given in terms of
the so-called energy momentum tensor T,,,, symmetric in pv, which describes the
density of matter four-momentum and of its current and can be shown to reduce, to
lowest order in v/c, to the single non-vanishing component Tog = pc = €/c, € being
the energy density.

On the other hand, on the left hand side, the Laplace operator in the classical
Poisson equation must be replaced by an expression satisfying the following require-
ments:

It must have the same index structure as 7};,;

It must be a second order differential expression on the metric field g, (x);

It must be covariant under general coordinate transformations;

It must reduce to the left hand side of Poisson equation in the non-relativistic
limit.

b S

Let us denote such unknown expression by G,,,. Then the equation we are looking
for should have the form:
G,uu = alyy, (3.86)

where « is a constant. On the other hand our previous discussion on the geometric
properties of space-time in the presence of gravitation tells us that the Riemann
tensor R, the relativistic extension of the tidal forces, determines the geometric
properties of space—time associated with the presence of gravitation. Thus we expect
that G, must be related to the Riemann tensor. Actually one can show that, in
Riemannian geometry, all the requirements enumerated before are satisfied if we
set:

1
G;u/ = Rau(w - 5 Guv RTp'rrr gpg’ (3.87)

28Here covariant means with respect to general coordinate transformations.
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and set the unknown constant « of Eq. (3.86) a = —87 G in order to reproduce in the
non relativistic static weak-field limit the Poisson equation (3.85). Thus we see that
the equation for the metric field, also known as Einstein’s equation, is a second order
differential equation whose source is 7},,,, which, as we shall see later on, describes
the distribution of energy and momentum in space-time. If such distribution is known
and the initial Cauchy data are given, we can determine the solution for the metric
field g, . In other words: The energy-momentum distribution, that is the content of
matter-energy and of its current, determines the geometry of space-time.

3.5.4 References

For further reading see Refs. [1, 11, 12].



Chapter 4
The Poincaré Group

In this chapter, after briefly reviewing the notions of linear vector spaces, inner prod-
uct of vectors and metric in (three-dimensional) Euclidean space, we shall focus
on coordinate transformations, namely maps between different descriptions of the
same points in space. This will allow us to introduce covariant and contravariant
vectors, as well as tensors, characterized by specific transformation properties under
coordinate transformations. Though we shall be mainly concerned with Cartesian
coordinate transformations, which are implemented by linear relations between the
old and new coordinates, the formalism is readily extended to more general trans-
formations relating curvilinear coordinate systems, and thus also to curved spaces
where Cartesian coordinates cannot be defined. We shall then study rotations in
Euclidean space and show that they close an object called a Lie group, whose prop-
erties are locally captured by a Lie algebra. This will lead us to the important concept
of covariance of an equation of motion with respect to rotations. The generalization
of all these notions from Euclidean to Minkowski space will be straightforward. As
anticipated in an earlier chapter, points in Minkowski space are described by a Carte-
sian system of four coordinates X0, x!, x2, x3 and the distance between two points is
defined by a metric with Minkowskian (or Lorentzian) signature. Poincaré transfor-
mations will then be introduced as Cartesian coordinate transformations which leave
the coordinate dependence of the distance between two points invariant. These lin-
ear transformations include, as the homogeneous part, the Lorentz transformations,
which generalize the notion of rotation to Minkowski space. Poincaré transforma-
tions also comprise, as their inhomogeneous part, the space-time translations, and
close a Lie group called the Poincaré group. The principle of special relativity is
now restated as the condition that the equations of motion be covariant with respect
to Poincaré transformations.
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4.1 Linear Vector Spaces

Let us briefly recall some basic facts about vector spaces. Consider the three-
dimensional Euclidean space E3. We can associate with each couple of points A, B
inEza vectorA_é originating in A and ending in B. If we arbitrarily fix an origin O in
E3, any other point A in E3 will be uniquely identified by its position vector r = 5)4

We can then consider the collection of vectors, each associated with couples of
points in E3, which constitutes a vector space associated with E3 and denoted by
V3. Indeed the space V3 is endowed with a linear structure, which means that an
operation of sum and multiplication by real numbers is defined on its elements: We
can consider a generic linear combination of two or more vectors Vi, ..., Vi in V3
with real coefficients and the result V:

V=aVi+- - arVg, 4.1)

is still a vector, namely an element of V3, that is there is a couple of points A, B in
E3 suchthat V = 1@ If A and B coincide the corresponding vector is the null vector
0= A—;l

A set of three linearly independent vectors {uy, up, u3} = {u;}! defines a basis
for V3 and any vector V can be expressed as a unique linear combination of {u;}:

V=V +Viu+ Vi => Vi, 4.2)
i

where V1, V2, V3 (with the upper index), are the components of V in the basis {u;}.
It is useful to describe the vectors {u;} as column vectors in the following way:

S = O

1 0
uy=[(0}; wm= cuz=10]). 4.3)
0 1

This allows to describe a generic vector V as a column vector having as entries the
components of V with respect to the basis {u;}.

1 0 0 vl
v=vijo]l+v2[1]+Vv3i{o]=|(V?]. 4.4)
0 0 1 V3

This formalism will allow us to reduce all operations among vectors to matrix oper-
ations. We shall also use the boldface to denote the matrix representation of a given
quantity.

IRecall that this property means that aju; 4+ apuz +azuz = Oifandonly if aj = ap = a3 = 0.
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@ (b)

Fig. 4.1 a Generic Cartesian coordinate system; b Cartesian rectangular coordinate system

A Cartesian coordinate system in E3 is defined by an origin O and a basis {u;} of
V3 and it allows to uniquely describe each point P in E3 by means of three coordinates
X, y, z, which are the components of the corresponding position vector r = &3, that
is the parallel projections along u;, see Fig.4.1a:

N X
r=0P=xu+yaqpy+zuz=|y|. 4.5)

<
It will be convenient to rename the coordinates as follows: x! = x, x2 = y, =z
This will allow us to use the following short-hand description of the position vector:

3
r= inui = {x}. (4.6)
=1

A frame of reference (RF) in Euclidean space will be defined by a Cartesian coordi-
nate system. In V3 a scalar product is defined which associates with each couple of
vectors V, W areal number V-W € R and which satisfies the following properties:

(@ V-W=W.V (symmetry),
(b) @Vi+bVy)-W=a(V|-W)+b(Vy-W) (distributivity), (4.7)
(¢ V-V>0; V-V=0= V=0 (positive definiteness)

With respect to a basis u;, i = 1, 2, 3, a scalar product can be described by means of
a symmetric non singular matrix called metric:

g=(gj)=@-w) i,j=123, (4.8)
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in terms of which the scalar product between two generic vectors V, W
3 3
VeX v we3 W
i=1 i=1

can be written as follows:

V-W=WVa+VZu+ Vi) Wa +W2a +Wuy)  4.9)

3.3 3 3
=D D VWuiu =D > VW, (4.10)

i=1 j=1 i=1 j=1
. s gi1 912 413 w!
=L vE v g gngs| W] =V gW, (4.11)

931 932 933 w3

where we have applied properties (a) and (b). Property (c) is specific to Euclidean
space and expresses the positive definiteness of its metric, namely that for any vector
V e V3, different from the null vector 0 = (0, 0, 0), the quantity ||V||2 =V.V=
Vi 9ij VI, called the norm squared of V, is positive. This in turn implies that the
symmetric matrix g;; has only positive eigenvalues. This property will not hold for
the metric in Minkowski space, which has three negative and one positive eigenvalues.

As an example let us consider a basis in which the scalar product is described by
the following metric:

100
g=(g)=1032
023

Given two vectors:

V =3u; +4u = (3,4,0) =V,
W = 5u; +2u3 = (5,0,2) = W,

their scalar product can be expressed in terms of the following matrix operation:

100\ /5
V-W=VigWw=3,40{(032][0] =31
023) \2

It is very useful, in writing this kind of formulae, to use the Einstein summation
convention introduced in Chap.2: Whenever in a formula a same index appears in
upper and lower positions, summation over that index is understood. We say that
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a contraction is performed over that index, which is also called dummy index. For
instance the formula (4.11) for the scalar product can be written as follows:

V-W:ZZVingij = Viwlg;, (4.12)
i=1 j=1

contraction being over the indices i and j. In what follows we shall always use this
convention in order to make formulae simpler and more transparent. Starting from the
notion of scalar product on V3 we can define a distance in E3: The d1stance d (A B)
between two points A and B, described by the position vectorsry = x, u;, rp = xB u;
respectively, is defined as the norm of the relative position vector x4 — rp:

(A B) = IIra — 15l = /ta —15) - (ra — 1) =/ (& — ) g5 (&, — .
(4.13)

where we have used the fact that
ry —rg = (x)\ —xB) uj + (xA —xB) up + (xA —xg) u3. (4.14)

From property (c) of Euclidean metric it follows that, if two points have vanishing
distance, they coincide. Indeed d(A, B) = 0 means that |[r4 — rg|| = 0, which is the
case only if the relative position vector r4 — rp equals the O-vector (0, 0, 0), i.e. if
r4 = rp, that is A = B. This will not hold in Minkowski space where two distinct
points (i.e. two different events) can have vanishing four-dimensional distance.

In V3 we can always choose a basis of vectors {u;} which are orthonormal (defin-
ing a Cartesian rectangular coordinate system, see Fig.4.1b), namely satisfy the
condition:

1 i=j
gijzu,--ujzé,»jz{o i#.; (4.15)

The unit vectors {u;} define three mutually orthogonal axes: X, ¥, Z.> The metric
matrix, in this case, reads:

100
g=[010]. (4.16)
001

The scalar product between two vectors in this basis acquires the following simple
form:

2When referring to the collection of Cartesian rectangular coordinates in our Euclidean three-
dimensional space we shall often use, as we did in Chaps.1 and 2, the symbol x instead of r:
X=(x,y,2).
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V-W=Vigw=vw4+vw?+viws. (4.17)
The squared norm of a non-null vector reads: ||V||2 = (Vl)2 + (V2)2 + (\/3)2 > 0.

Also the expression (4.14) of the distance between two points A and B simplifies
considerably:

d(A.B) =/ (ea — x8) + (4 — y8)? + (4 — )" (4.18)

The above formula could have been deduced directly using Pythagoras’ theorem.

4.1.1 Covariant and Contravariant Components

Consider a transformation of the Cartesian coordinate system which leaves the origin
ﬁxe;d but brings a basis {u;} into a new one {u’} and let us see how the components
V'tof a vector V in the new basis are related to those (V?) in the old basis. Each
vector u; can be expressed in terms of its components relative to the old basis {u;}:

u = Mu;, (4.19)
where M = (M i i), i labelling the rows, j the columns, has to be an invertible matrix
in order for u] to be linearly independent. For the sake of convenience let us denote
by D the inverse of M, so that M = D~!. Notice that in the expression on the right
hand side of (4.19) the summation is taken over the row-index of M. If we arrange
the basis elements u; in a row vector, Eq. (4.19) can be written in a matrix form:

(uf, uy, u3) = (up, wp, wz) D7, (4.20)
namely the row vector (u;) transforms by acting on it with the matrix D~! from the

right. Alternatively, thinking of (u;) as a column vector, it transforms by the action
of (D~ HT to the left. The components V' of the vector

V = Vi, 4.21)

will then transform with the matrix D. Indeed, if V'? and V' are different descriptions
of a same vector, we have

V=Vu=V'd, (4.22)
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which implies:
Viu; = V' D7V, u;. (4.23)
Being u; independent we find
VDY, =V (4.24)

Using the matrix formalism, we can describe the same abstract vector in Eq. (4.21)
in terms of two column vectors V' = (V') and V = (V) consisting of the cor-
responding components in the new and old bases respectively. Equation (4.24) can
then be recast in a matrix form:

D'V =V. (4.25)
We can solve Eq. (4.25) in V/ multiplying both sides by the matrix D~
V=DV & V' =D,V. (4.26)

Compare now the two Egs. (4.20) and (4.26). If the elements of a basis (which are
labeled by a lower index), as elements of a row vector, transform with a matrix D!
from the right (or D™!7 to the left if seen as a column vector), the corresponding
components of a vector (labeled by an upper index), as elements of a column vector,
transform with the matrix D from the left. We say that the elements of a basis trans-
form as a covariant vector (having a lower index), while the components of a vector
transform as a contravariant vector (having an upper index). In our conventions
we will often represent covariant and contravariant quantities, in matrix notation, as
components of row and column vectors respectively. Let us now consider the scalar
product (4.12) and define the quantities V; = g;; VJ. The presence of a lower index
suggests that it should transform as a covariant vector, as we presently show. Indeed,
from the definition (4.8) of metric and from (4.20) we can deduce its transformation
property:

g = (g =@ -u)=D"D"q)=DTgD" (4.27)
where we have used the distributive property of the scalar product and defined D7

as (D™7, namely the transpose of the inverse. The scalar product between two
vectors can be expressed in the following simple form:

V-W=VW=VWw,, (4.28)
or, in matrix notation
w! vl
V-W=(V, Vo, V3) [W? ] = (W), Wa, W3) | V2], (4.29)

w3 y3



102 4 The Poincaré Group
It is useful to define the inverse metric g~!, whose components are denoted by
g7 = g7, so that g’k g = 6’ From Egs. (4 27) and (4.15) it follows that the
inverse metrlc transforms as follows

=" =D g")=Dg ' D". (4.30)
From (4.27) we deduce the transformation property of V;:

Vi =gy V' =D D7 g DIy VP =D g 65 VS = DT W,
(4.31)

where we have used the definition of inverse matrix: D¢ | Dy = 65. Comparing
(4.31) with (4.20) we conclude that V; transform as the basis elements u;, namely
as components of a covariant vector. We say that V; are the covariant components
of the vector V, since they transform covariantly with the basis {u;}. To define them
we needed the notion of metric g;;. Equivalently we can write the contravariant
components in terms of the covariant ones by contracting the latter with the inverse
metric V! = gV V;. We conclude that a vector V can be characterized either in terms of
its covariant or of its contravariant components, and that we can lower a contravariant
index or raise a covariant one by contracting it with the metric or the inverse metric,
respectively.

From (4.31) we also conclude that the scalar product between two vectors is
invariant under a change of basis, as we would expect since the result of this product
is a number (scalar):

V-W=VW =D '""\D,Ww =, sk Wi = v, W =V.W,

Geometrically the covariant components of a vector are its orthogonal projections
along the coordinate axes. Indeed we can write:

Vi=giV=w-uV =u;- (wjV) =u; -V, (4.32)

recalling the geometric meaning of the scalar product between two vectors, V; is the
orthogonal projection of V along u; (provided u; has unit length), while the con-
travariant component is obviously the parallel projection, as it follows form (4.22).

Clearly if {u;} is an orthonormal basis, namely if u; - u; = 5,] the covariant and
contravariant components of a vector coincide: V; = J;; Vi=Vi

Letr = (x) andr’ = (x"*) denote the coordinate vectors of a point P with respect
to the two coordinate systems. By Eq. (4.26) we find the following relation between
the two:

r=Dr & x'=D¥. (4.33)

Let us now consider the most general transformation relating two Cartesian coordi-
nate systems. It is an affine transformation which acts not only on the basis of vectors
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but also on the origin, by means of a translation. Let O, (u;) and O’, (ug) denote
the origins and the bases of the two systems. The two bases are related as in Eq.

(4.20). A point P is described by the vector oP = x' u; with respect to the former

—_ ) —> .
coordinate system, and by O'P = x" u} with respect to the latter. Let 00" = x; u; be
the position vector of O’ relative to O in the new basis. From the relation:

0'P = 0P — 00/, (4.34)
we derive the following relation between the new and old coordinates of P
X'uf = x'w; —xful =¥ D'jul — x}ul. (4.35)
Equating the components of the vectors on the right and left hand side we find
X' =Dl —xi, (4.36)
or, as a relation between coordinate vectors,
r =D, rg) - r=Dr —ry, (4.37)

where rg = (xé). The most general transformation of a Cartesian coordinate system
is then implemented by a linear relation (4.36) between the old and the new coordi-
nates. In (4.37) this relation has been described as the action on r of a couple (D, rp)
consisting of an invertible matrix D and a vector r( defining the homogeneous and
inhomogeneous part of the transformation, respectively. Homogeneous transforma-
tions are those considered at the beginning of the present section, which do not affect
position of the origin, O = O’, and thus are just characterized by the matrix D, being
ro = 0. If, on the other hand, the homogeneous component of the transformation
is trivial, D = 1, the affine transformation (1, rp) only describes a rigid translation
of the frame of reference: x" = x' — xf). Let us stress here that the matrix elements
D/; and the parameters xé are constant, namely coordinate-independent. We can con-
sider the relative position vector between two infinitely close points. Its components
dr = (dx'), dr’ = (dx"), with respect to the two coordinate systems, are the infin-
itesimal differences between the coordinates of the two points, i.e. the coordinate
differentials. Their relation is obtained from (4.36) by differentiating both sides:

) . oxT .
dx') =D;dx' = — dx". (4.38)
Oox'
The matrix D thus represents the coordinate-independent Jacobian matrix of the
coordinate transformation.
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General coordinate transformations involve non-Cartesian, i.e. curvilinear coor-
dinate systems, and are typically described by non-linear coordinate relations?

¥ = x(x) = x(x', x2, x*), as anticipated in Chap.3. In this case the Jacobian
matrix D = (gi):) in Eq. (4.38) will no longer be coordinate-independent (think

about the relation between Cartesian orthogonal coordinates x, y, z and spherical
polar coordinates r, 6, <p).4 We shall come back to this point at the end of this section.

All that have been said about three-dimensional Euclidean space E3 can be easily
extended its n-dimensional version Ej,. It is sufficient to take the indices i, j, ... to
run from 1 to n instead of taking only three values.

So far we have been considering the transformation properties of the components
of a (covariant or contravariant) vector as the basis of the reference frame is changed.
In physics (and geometry) one in general has to deal with vectors which are functions
of the point in space through its coordinates V(r) = V(x', x%, ..., x"), namely with
vector fields. Nothing changes in the transformation rule of the (covariant or con-
travariant) components of the vector field, since, if we perform a Cartesian coordinate
transformation (4.36) (D, rp), at a given point P we will have:

V'{(P) = D'; V/(P), contravariant vector,

V/(P) = (D™"K, Vi (P), covariant vector. (4.39)

However the same point P, in the two reference frames, will be described by two
different sets of coordinates: r = (x') and r' = (x'’) respectively, i = 1,...,n.
Therefore the dependence of the components of the vector field on the coordinates
will in general change as a consequence of the transformation:

Vi) = V'i(Dr — 1) = D'; V/(r)
V') = V/(Dr — o) = (D H; Vi (1), (4.40)

where we have used (4.36). In what follows we shall, for the sake of simplicity, talk
about vectors even when dealing with vector fields, omitting their explicit coordinate
dependence, whenever this is not required by the context.’

The vector space V,,, with a positive definite scalar product, will capture all the
geometric properties of E,. In particular we can describe all the points in E,, in terms
of a Cartesian coordinate system defined by an origin and a basis {u;};=1,... , of V.
This is a feature of flat spaces in general (the Euclidean space being an example of
flat space) and in the following of this book we shall restrict to this kind of spaces
only. Let us just mention that non-flat spaces have been considered in Chap.3 and

3Such relations are, by definition, invertible, namely the Jacobian matrix (%) is non-singular.
4We shall use r = (x') to denote the collection of Cartesian coordinates. Generic coordinates will

also be collectively denoted by x = (x').
SThis remark will also apply to tensors and tensor—fields, to be introduced in next section.
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their features have been described in a non-rigorous way by the introduction of the
concept of curvature. In particular we have seen that if the space is not flat (consider
a sphere in the three-dimensional Euclidean space E3), its geometric properties are
no longer captured by a vector space (take two vectors in £3 connecting two couples
of points on the sphere, their sum in general does not connect two points on the
sphere). One can show, however, as was described in an intuitive way in the previous
chapter, that infinitesimal displacements in the neighborhood of any point P of the
space, do close a vector space, called tangent space at P. The latter therefore cap-
tures only the local properties of the space, just as the tangent plane to a sphere at
a point P approximates the sphere in the immediate vicinity of P. As anticipated in
Chap. 3, curved spaces can not be described, in a finite or infinite region, in terms
of Cartesian but only by means of curvilinear coordinates. If x* are coordinates in
this space, an infinitesimal displacement is a vector having, as components, the dif-
ferentials dx’ of the coordinates. All that has been defined for the vector space V,
associated with a flat space, such as the metric, covariant and contravariant vectors
etc. can now be defined on the tangent space to a curved space at a generic point, the
matrix D representing the coordinate-dependent Jacobian matrix of the general
coordinate transformation, see the end of this section. Since in this more general
situation, the coordinates x are no longer components of vectors, it is correct to
associate with the differentials dx’, rather than with the coordinates x’ themselves,
contravariant transformation properties. If the space is flat the tangent spaces at all
points coincide and the geometry is captured by a single vector space.

We end this section by giving a more general definition of contravariant and
covariant vectors, which holds also for non-linear coordinate transformations, and
thus extends the definition given earlier to generic coordinate transformations and,
in the light of our previous remark, to transformations on curved spaces. If we effect
a coordinate transformation:

d =R =10, (4.41)

the coordinate differentials dx’ transform through the (coordinate-dependent) Jaco-
bian matrix:
ax/i

i 2 g
dx'' = B dx . (4.42)

We shall call contravariant a vector V! whose components transform as the coordinate
differentials dx':

ox'1
Ox/

Vi vi=

Vi, (4.43)

In case the transformation (4.41) connects two Cartesian coordinate systems, it is
linear, of the form (4.36), and the Jacobian matrix coincides with the constant matrix
D relating the two bases, so that we retrieve the previous definition (4.26).
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Consider now the following differential operators:

0 of
a7 - — S 4.44
ox'! ! ox! (“444)
where % are the components of the gradient vector V f of a function
f(r) = f(x', x2, ..., x"). These quantities transform under (4.41) according to
the rule of derivatives of composite functions:
0 ox/
9 (4.45)
ox't Ox't Ox

We shall call covariant any vector whose components transform as a gradient vector,
namely as (4.45). For an affine transformation (4.36) we then find

. . o/ .
W=DV — 2 _pV (4.46)
ox'!

so that the components of the gradient vector transform as the basis elements {u;} of
the Cartesian coordinate system:

ox'i "o’

0 _p-u9 (4.47)

consistently with the earlier characterization of covariant vector.
In the following we shall restrict to Cartesian coordinate systems and thus will
only consider affine transformations, unless explicitly stated.

4.2 Tensors

Consider now the set of all quantities of the form V! W/, namely expressible as the
product of the contravariant components of two vectors. Under a change of basis
(4.20), resulting from a Cartesian coordinate transformation (4.36), we have:

V'iwl' =D D, vk wt. (4.48)
A collection of n2 numbers F¥ (i,j =1,2,...,n)isacontravariant tensor of order
2 and type (2, 0), if, under a change of basis, it transforms as the product of two

contravariant vectors, namely as in (4.48):

Fi’' = D\, D/, F*¢. (4.49)
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The set of all such objects form a vector space (i.e. a linear combination of two type
(2, 0)-tensors is again a type (2, 0)-tensor) which is denoted by V,, ® V,,. Let us recall
at this point, that given two vector spaces V,, V,,, the tensor product V,, ® V,,, is a
vector space containing the tensor products V® W of vectors V € V,, and W € V.
The tensor product operation ® is bilinear in its two arguments: (a« Vi + 3V2) ®
W=aViIW+V,3WandV® (a« W +3W2) =aVOW;+3V®W,.
Therefore, if {w;}i=1,....» and {W,}a=1,... m are bases of V,, and V,,,, respectively, all
products V. ® W can be expanded in the basis {u; ® w,} consisting of mn (linearly
independent) elements, their components being the product of the components of the
two vectors:

VOW=(VOWuw@w,=V W'y ®w,,

where the summation over i and « is understood. The tensor product space V,, ® Vj,
is defined as the vector space spanned by {u; ® w,} and has therefore dimension nm.
A generic element of it has the following form:

FeV,®V,, F=F%,@w,.

Notice that F is in general not the tensor product of two vectors: F'* £ VI W We
can generalize the above construction to define the tensor product of three or more
spaces: V, @ V,, @ Vi = (V, @ V) @ Vi (sothat Vi ®@ Vo ® Vi = (V] ® V2) ® V3,
for any Vi € V,, Vo € V,, V3 € V}) and so on. Given £ vector spaces Vj,,
k=1,...,¢, of dimension ny each, the tensor product V,;; ® V;;, ® - - - ® Vj,, is the

©)

vector space spanned by the £-fold tensor product ul(]]) ® ulf) ® ---®u; ’, where

7
{ugf)}ik: 1,..,n; 18 a basis of V.. The notion of tensor product of spaces is important
not just for the definition of tensors but also when describing, in quantum mechanics,
the quantum states for a system of non-interacting particles (see Chap.9).
The n? entries FX¢ can either be arranged in a nxn matrix or can be viewed
as the components of a n>-dimensional “vector” which transform linearly under a
change of basis. Indeed the quantities D'y D/, on the right hand side of (4.49) can
be thought of as entries of a single matrix M = (M¥;,) in which the row and
column indices are represented by the couples (i, j), (k, £), respectively, running
over the n? different combinations. This matrix would act on the column vector
F = (FF) = (F12, F13, ..., Frr=1 )y whose components are labeled by the
couple (k, £). We shall denote the matrix M by D ® D, also called Kronecker product
the two D matrices, so that we can rewrite Eq. (4.49) in the following form:

Fi" =D, D)y F** = (D @ D)¥ 1 F**. (4.50)
As anticipated, F’ kl, having two contravariant indices, is called contravariant tensor

of order (or rank) 2, or simply a (2, 0)-tensor, the latter notation indicating that it
has two contravariant (upper) indices and no covariant ones.
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Similarly we can define a covariant tensor of order 2, namely of type (0, 2) as a

quantity having two lower indices and transforming as the product of the covariant
components of two vectors V; W;:

1k ¢ _ _1\ k¢
F,=p""D lijgE(D @D 1) i Fue. 4.51)
Clearly (0, 2)-tensors form a vector space as well. Finally we can consider objects

whose components have the form F’ 7 and transform as the product of a covariant and
a contravariant vector V' W;:

VIiW =D D7V VEW,, (4.52)

Such objects are order 2 tensors called type (1, 1)-tensors and are therefore collec-
tions of entries F*; transforming as:

. , i;l
F/lj =leD71€ijg = (D@DiT) j;kag. 4.53)
Of this kind are the non-singular matrices A = (A’ j) defining linear transformations
on V,, i.e. linear mappings of (contravariant) vectors V = (V') into (contravariant)
vectors W = (W'):
V—W=AV & W =4,V (4.54)
To show that Aij is a (1, 1)-tensor, let us consider the effect on it of a change of
basis. The column vectors V and W are mapped into V' and W’, which still satisfy
a relation of the form:
W =AV. (4.55)
Expressing the transformed (primed) quantities in terms of the old ones we can write:
ADV=DW = (D—lA'D) V=W (4.56)
Being V and W generic, the above relation implies:

A’ =D 'AD, (4.57)

or, in components,

Ay =D D Ak, (4.58)

which shows that the matrix A = (A’ ) is a type-(1, 1) tensor.
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The transformation property (4.27) implies that the metric is a covariant tensor
of order 2, namely a type-(0, 2) tensor called metric tensor. Similarly, Eq. (4.27)
implies that the inverse metric g¥ is a type (2, 0) tensor.

The Kronecker symbol § J’ isa (1, 1)-tensor which has the property of being invari-
ant, namely to have the same form in whatever coordinate system:

, 10 1k 4

(5;»[ =D+ D j 51@ =D D j=(5;~. (4.59)
It is natural now to define tensors with more than two indices. We define a (p, ¢)-
tensor, an object having p upper and ¢ lower indices transforming as the product of
q covariant and p contravariant vector components:

—11 —11
T'4 a"bl...b,, = D“lc1 ...Dﬂpch lbl ...D qbq T C"ll..,lq- (4.60)
or, using the obvious extension of the notation used for rank two tensors
ray...a -T -T ar-apili...lq Cl...C
%y p,=(D® - DD ®---®D i A
1---bgici...cp
4.61)

with p factors D and ¢ factors D7,

We can convert covariant indices into contravariant ones using the metric tensor.
A typical example is the definition, given earlier, of the covariant components of a
vector, obtained from the contravariant ones V'’ by contraction with the metric tensor:
Vi = gi VJ. To start with, let us consider, as an example, a type (2, 1) tensor T k-
Multiplying this quantity by the metric tensor and contracting over one index, we
obtain a new 3-index tensor:

T/ = i Ty, (4.62)

which is of type (1, 2): The first index, which used to be contravariant, has become
covariant due to the contraction by g;;. In general this procedure allows us to map a
type-(p, q) tensor into a type-(p — 1, g + 1) one.

Similarly we can use the tensor ¢/* to convert a covariant index into a contravariant
one and thus to map a type-(p, g) tensor into a type-(p + 1, ¢ — 1) one. For example:

4.3 Tensor Algebra

We have previously pointed out that rank 2 tensors of the same type ((2, 0), (1, 1) or
(0,2)) can be considered as elements of a linear vector space: It is straightforward
to show that the linear combination of two rank 2 tensors of the same type is again
a tensor of the same type. The same property holds for generic type (p, g) tensors,
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which form, for given values of p and g a linear vector space: The linear combination
of two type (p, ¢) tensors F and G:

Sal...u,,blmhq _ aFal...a,,blmhq +,BGul"'aph1.~bq’ (4.64)

is again a type (p, ¢) tensor.

Moreover we can multiply tensors of different type to obtain a new tensor. Con-
sider two tensors F and G of type (p, g) and (r, s) respectively. We define the tensor
product F ® G of the two tensors, the following type (p + r, g + s) tensor:

(4.65)

(F ® G)al--'ap ap+1<~-ap+rb1mbqb — Falmapblmbq Gap+l-~ap+rb

q+1 --~bq+s q+1 »--bq+s ‘

Take for example a type (2, 0) tensor F' 7 and a type (0, 1) tensor Gr. We can construct
atype (2, 1) tensor from the tensor product of the two: 7Y, = (F ® G)Y; = FY Gy.
Indeed, from the transformation properties of F and G:

F'V =Dy D¢ F*; G;=D"Y:Gj, (4.66)
it follows that:
T = F'Y G, =D"D (D' F" Gy = D'yD) (D™ T,

The generalization of the above proof to tensors of generic rank is straightforward.
The set of all tensors, endowed with the tensor product operation, is called tensor
algebra.

Another operation defined within a tensor algebra is the contraction or trace,
which maps a type (p, ¢) tensor into a type (p — 1, ¢ — 1) one, and which consists
in taking the entries of a tensor with the same values of an upper (contravariant) and
a lower (covariant) index and summing them over these common values. We say
that the upper and lower indices are contracted with one another. This is what we do
when we compute the trace of a matrix with entries ' - We consider the entries with
equal values of i and j (i.e. the diagonal entries) and we sum them up, namely we
compute tr(a’;) = a'; = >, ;. In computing the trace of (a'}), in other words,
we are contracting the index i with the index j. Let us consider as an example the
tensor T%;, which transforms as follows:

TV, =D D, D', T, (4.67)
If we contract j with k, namely we set j = k and sum over j from 1 to n, we obtain:
7', =D D)), D71, T = D', 55, T""s = D'y T™,,. (4.68)

We observe that 7¢" m transforms as a contravariant vector, namely as a (1, 0) tensor.
In particular, if we have a tensor, or a product of tensors, with all indices contracted,
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the result is a (0, 0) tensor, which is a scalar, namely a quantity which does not
depend on the chosen coordinate system (an example is the trace a’; of the matrix
(d ). Consider, for instance, the transformation property of the product T Ujofa
(2,0) and a (0, 2)-tensors:

T'1U; = =D D/ D71 D1 T Uy = 6 60 T Uy = T Upe.

An other example is the scalar product itself V;W'.

Just as we did for vectors, we may define a scalar field, that is a (0, 0)-tensor as
a scalar quantity defined in each point is space, i.e. a function over space. As such,
its value at any point does not depend on the coordinates used to describe it:

f'(P) =f(P). (4.69)

This implies that the scalar function will in general have a different dependence on
the chosen coordinates, namely that, under a change of coordinates x' — x" = x"'(x)
it will be described by a new function f”(x’) related to f (x) as follows:

&) =fx). (4.70)

If the functional dependence of f on the new and old coordinates does not change,
that is if:

&) =f(&), 4.71)

the scalar function f is said to be invariant.®

A tensor field is a tensor quantity which depends on the coordinates of a point P
in space. A change in coordinates, besides transforming the tensor components, will
also transform the coordinate dependence of the tensor, as we have shown for the
vector and scalar fields. Take for instance a (2, 1) tensor field described by a set of
functions 7% (x) in a given coordinate system. Under a coordinate transformation
we have:

T'0 (") = D¢ Dy D™ T (). (4.72)
Using the explicit form (4.36) of a Cartesian coordinate transformation, we find:
Ty =Dy Dy D™V T (D' v + D™ rp), (4.73)

where, in the argument on the right hand side, we have expressed the old coordinate
vector r in terms of the new one r’ by inverting Eq. (4.37).

50f course Eq. (4.70) can be also written f”(x) = f (x), since x is a variable.
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The notion of invariance, which was given for scalar fields, can be extended to more
general tensor fields. Let us still take, for the sake of simplicity, the type (2, 1) tensor
field 7% (r). We will say that 7% (x) is invariant, if it transforms, under a coordinate
transformation, as follows:

Ty =D'¢ DV D™ T () = TVi (). 4.74)

The above invariance condition has an obvious generalization to tensors of type
(», ¢). An example of invariant tensor is the Kronecker symbol, as it was shown in
the previous section.

Let us now define a (2, 0)-tensor F¥ symmetric if F¥ = F/ and antisymmetric
if Fi = —F/'. Considering a generic type (2, 0) tensor F¥, it can be decomposed
into a symmetric and an anti-symmetric part, with respect to the exchange of the two
indices, by writing the following trivial identity:

Flk — 5 (Flk +Fkl) + E(};vlk _ Fkl) - FSlk +FAlk, (475)

where Fg'* = Fgk and F4,* = —F4¥ define the symmetric and anti-symmetric parts
of FU,

This decomposition does not depend on the coordinate basis we use, since under
a coordinate transformation a symmetric tensor Fs'* is mapped into a symmetric
tensor and similarly for the anti-symmetric ones:

FS/ij — Di( D]m F§n1 — Dié D]m anf — Djm Dil ani — Fs/ji,
Fo'Y =Dy D)y F{" = D' DV F{* = =D/, D'  F* = —F,"'. (4.76)

We conclude that the vector space of type (2, 0)-tensors can be decomposed into
the direct sum of two disjoint subspaces spanned by symmetric and antisymmetric
tensors. The same decomposition can be performed on the space of (0, 2)-tensors,
by writing a generic covariant rank 2 tensor Fj; into the sum of its symmetric and
anti-symmetric components: F;j = Fg; + F4 ;. Itis straightforward to prove that the
contraction over all indices of a type (2, 0) and a type (0, 2) tensors with opposite
symmetry (i.e. one symmetric and the other anti-symmetric) is zero. Consider, for
instance, the contraction of a symmetric (2, 0)-tensor with an anti-symmetric (0, 2)
one:

Fs® Fau = Fs" Fapg = —Fs™ Fpy = 0. 4.77)

By the same token we would have F4* Fg; = 0. As a consequence of this property,
any rank 2 tensor contracted with a symmetric or an anti-symmetric tensor gets
projected into its symmetric or anti-symmetric component. Consider, for instance,
a tensor T¥ with a definite symmetry property (i.e. it is either symmetric or anti-
symmetric) and let U;; be a generic type (0, 2) tensor, which has symmetric (Us ;)
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and anti-symmetric (U, ;) components. Contracting the two tensors over all indices
we find

TV U; =TV |:§ (U + Uii) + 3 (U — UJ):| =TY (Usij + Uajj).  (4.78)

Recall now that, according to (4.77), if T¥ is symmetric 7% Us;; = 0 and thus
TY Uj = TY Us;j, whereas if T is anti-symmetric, 7 Us;; = 0 and so TY Uj; =
TV U, Aij-

We note that the previous decompositions into symmetric and antisymmetric part
cannot be performed for (1, 1) tensors, since the two indices transform differently and
therefore the symmetry or antisymmetry properties are not preserved by coordinate
transformations.

Let us finally introduce the operation of differentiation over tensor fields. By
definition, tensor fields depend on coordinates, and thus can be differentiated with
respect to them. The partial derivative with respect to the coordinate x* of a type-
(p, q) tensor field is a type-(p, g+ 1) tensor, whose structure differs from the original
one by one additional lower (covariant) index k. Consider, for instance, a type-(2, 1)
tensor field 7% (r). Differentiating with respect to x* we find a new quantity U7y

Tiir) — Uly = iTijk(r), (4.79)

Oxt : Oxt

which transforms, under a coordinate transformation, as follows:

Uy = TV (') = Ox' [Diijanlpk Tmnl’(r)]

ox* 0
37 5 T o). (4.80)

Ox't
= D'l D™y

On the other hand (%) is the (constant) inverse Jacobian matrix of (4.36), that is
(D~'$,). Substituting this in Eq. (4.80) we find:

U'ly(r'y = DD D717 D715, U™ (),

that is the quantity U Upp(r) = %T"j x(r) is a tensor field, and, more specifically, a

type (2, 2) tensor. The operator %, to be also denoted by the symbol O, behaves,
by definition, as a type-(0, 1) tensor, i.e. as a covariant vector:

5 = D75, 7 = D75, ;. (4.81)
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4.4 Rotations in 3-Dimensions

As we have previously pointed out, the scalar product associates with a couple of
vectors a number which does not depend on the basis we use to describe the vectors.
However, its explicit expression in terms of the vector components is basis-dependent,
since the metric tensor changes: glfj # gij.
Suppose now the change of basis is such that the metric is invariant, that is glfj = gjj.
We will then have:
V-W=VigW=Vv'igw, (4.82)

that is the functional dependence of V - W over the old and new components of the
two vectors is the same. Let us denote by

- Rll Rlz R13
R=@®R) =R R, R3], (4.83)
R31 R32 R33
the matrix implementing such transformation: y/i = Ri b Vi, Wi =R i wi (or, in

matrix notation V' = RV, W' = R W). Expressing in (4.82) the new components
in terms of the old ones we find:

Vigi W = VAR g Ry W (4.84)

Requiring the above invariance to hold for any couple of vectors (V) and (W’), we
conclude that:

R g5 Re = gre. (4.85)
In matrix notation Eq. (4.85) reads
R7gR =g, (4.86)
where g = (g;;) is the matrix whose components are the entries of the metric tensor
gij- Recalling that g;; = u; - u;, the above relation is telling us that scalar products
among the basis elements are invariant under R. It is now convenient to use an
ortho-normal basis (u;) to start with:
u; - llj = gij = (51']', (487)
since the ortho-normality property of a basis is clearly preserved by all the transfor-

mations R which leave the metric invariant. In the ortho-normal basis the relations
(4.85) and (4.86) become:
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n
Ry OiR = RyRy = . (4.88)
i=1
and, in matrix form:
RT1IR=R"R=1, (4.89)
where
100
1=0)=(010]. (4.90)
001

Transformation matrices satisfying Eqgs. (4.88), or equivalently (4.89), are called
orthogonal. Orthogonal transformations can be alternatively characterized as the
most general Cartesian coordinate transformations in Euclidean space mapping two
orthonormal bases into one another, leaving the origin fixed, i.e. the most general
homogeneous transformations between Cartesian rectangular coordinate systems.’
Recalling from Eq. (4.13) that the distance squared between two points is defined as
the squared norm of the relative position vector, an orthogonal transformation leaves
its coordinate dependence invariant. Vice versa, if an affine transformation x' —
¥’ = R'; ¥/ — x{, of the Cartesian coordinates x' leaves the distance between any two
points, as a function of their coordinates, invariant, its homogeneous part, described
by the matrix R and defining the transformation of the relative position vector, is an
invariance of the metric tensor. This means that, starting from an ortho-normal basis
in which g;; = d;;, R is an orthogonal matrix. To illustrate the above implication,
note that the invariance of the coordinate dependence of the distance d (A, B) between
any two points translates into the invariance of the norm of any vector as a function
of its components. This latter property amounts to stating that, if V. = (V') and
V' = (V") are the components of a same vector in the old and new bases, related
by the transformation R, then |V||?> = VI'V = |[V/||> = VT V'. Applying this
property to the squared norm ||V 4+ W||? of the sum of two generic vectors V, W,
one easily finds that the scalar product (V, W) = VI W is functionally invariant
under R, namely that VI W = VT W = VT (RTR) W. From the arbitrariness of
V and W, property (4.89) follows. Rotations about an axis and reflections in a plane
are examples of orthogonal transformations in E3.

Since Eq. (4.89) implies (RT)~! = R, there is no distinction between the trans-
formation properties of the covariant and contravariant components of a vector under
orthogonal transformations, as it is apparent from the fact that, being the metric J;;

In what follows, when referring to Cartesian coordinate systems, the specification rectangular
will be understood, unless explicitly stated, since we shall mainly restrict ourselves to coordinate
systems of this kind.
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Fig. 4.2 Rotation about the .
X axis by an angle 6
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invariant, the two kinds of components coincide V; = d;; Vi =Viin any Cartesian
coordinate system.

A simple example of orthogonal transformation is a rotation by an angle 6 about
the X axis , see Fig. 4.2.3 The relation between the new and the old basis reads

u| =uy,
u) = cosfuy + sin O ug,
u;y = —sinfuy + cos f us. 4.91)

Being u; = R, Y, u;, from Eq.(4.91) we can read the form of the inverse of the
rotation matrix R,:

' 1 0 0
R;!=® Y)=(0cosh —sind |, (4.92)
0 sind cosf

from which we derive:

‘ 1 0 0
R, =R/)=1[0 cosf sinb |, (4.93)
0 —siné cos6

8In our conventions, the rotation angle @, on any of the three mutually orthogonal planes
XY, XZ, YZ, is positive if its orientation is related to that of the axis orthogonal to it (i.e. Z, Y, X)
by the right-hand rule.
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The new components V'? of a vector are related to the old ones V' according to:
V' =R,'; V/, that is

V/l — Vl,
V'? = cosOV? +sinf V3,
V'3 = —sinf V? +cos6 V3. (4.94)

The matrix Ry in (4.93), which describes this rotation, depends on the continuous
parameter 0: Ry = R, (). The reader can easily verify that Eq. (4.89) is satisfied by
R,. Let us observe that det(R,) = 1. This is a common feature of all the rotation
matrices and can be deduced by computing the determinant of both sides of Eq. (4.89)
and using the known properties of the determinant: det(A”) = det(A), det(AB) =
det(A) det(B):

det(R) det(R7) = det(R)2 =1 = det(R) = 1. (4.95)

Orthogonal transformations with det(R) = 41 are called proper rotations, or simply
rotations, while those with det(R) = —1 also involve reflections and are called
improper. A matrix R having this property is called improper rotations. A typical
example of improper rotation is given by a pure reflection, that is a transformation
changing the orientation of one or all the coordinate axes, e.g.

~10 0
0 —10]. (4.96)
0 0 —1

Let us now perform two consecutive rotations, represented by the matrices Ry, Rj.
Starting from a basis (u;), the components V' of a generic vector will transform as
follows:

vi B

V= Rllj vio2 oy Rzlj V= Rzllejk vk = R3lj v/,

or, in matrix form: V — V” = R3V, where R3 = R, R;. Let us show now that

the resulting transformation, implemented by Rj is still a rotation, namely that it is
orthogonal (i.e. R3T R3 = 1) and has unit determinant:

RIR; = RR)T RR) =R} RTR)R =R Ry =1,
det(R3) = det(Ry R;) = det(R») det(R;) = 1. 4.97)

This proves that the product of two rotations is still a rotation.
In general the product of two rotations is not commutative:

R R, # R Ro. (4.98)
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We can easily understand this by a simple example: If we rotate a system of Cartesian
axes first about the X axis by 90° and then about the Z axis by the same angle
or we perform the two rotations in opposite order, we end up with two different
configurations of axes.

Any orthogonal matrix is invertible, having a non vanishing determinant, and its
inverse is still orthogonal. Indeed let R be an orthogonal matrix and R™! its inverse.
We can multiply both sides of R” R = 1 by (R™!)7 to the left and by R~ to the
right, obtaining:

R IR =1, (4.99)

which proves that R™! is still orthogonal. Clearly, if R is a rotation, namely det(R) =
1, also its inverse is, since: det(R™') = 1/det(R) = 1.
Also the identity matrix 1 defines a rotation since it is orthogonal and has unit
determinant. It represents the trivial rotation leaving the system of axes invariant.
We have thus deduced, from their very definition (4.89), the following properties
of orthogonal matrices:

(i) The product of two orthogonal matrices is still an orthogonal matrix;

(i1) The identity matrix 1 represents the orthogonal transformation such that, given
any other orthogonal transformation R: R1 =1R = R;

(iii) For any orthogonal transformation R one can define its inverse R"!: RR™! =
R IR =1 R lisstllis orthogonal;

(iv) Letusaddthe associative property of the product of orthogonal transformations,
which actually holds for any transformation which is realized by matrices: Given
any 3 matrices R; (Ry R3) = (R Rp) R3.

The above properties define a group called O(3), where O stands for orthogonal,
namely for the defining property (4.89) of the transformations, and 3 refers to the
dimensionality of the space on which they act. The group O(3) contains the set of
all matrices describing rotations. This set is itself a group, since it satisfies the above
properties and thus is a subgroup of O(3), denoted by SO(3), where the additional S
stands for special, namely having unit determinant. Therefore SO(3) is the rotation
group in three dimensional Euclidean space.

4.5 Groups of Transformations

The orthogonal group is just an instance of the more general notion of group of trans-
formations. In general any set of elements G among which a product operation - is
defined and which satisfies the same properties (i), (ii), (iii), (iv) as the orthogonal
transformations, is called a group.

Consider general coordinate transformations and define the product A - B of two
such transformations A, B, as the transformation resulting from the consecutive action
of B and A on the initial coordinate system S: If B transforms S, of coordinates X,
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into a system S’, of coordinates x" = x"/(x), A maps S into S”, of coordinates
X" = x"(x"), A - B will transform S into §” and will be defined by the coordinate
relations x”* = x”"(x’(x)). Given a transformation A which maps S into ', defined
by the relations x”(x), its inverse A~! is the unique transformation mapping S’ into
S, and is defined by the inverse relations x’(x'). The identity transformation I is
the trivial transformation mapping a coordinate system S into itself. Finally we can
convince ourselves that the product of transformations is associative, namely that, if
A, B, C are three transformations, A - (B- C) = (A - B) - C. This proves that the set
of all coordinate transformations satisfy the same properties (i), (if), (iii), (iv) as
the rotations, and thus close a group called the group of coordinate transformations.

We can generalize the concept of orthogonal transformations and of rotations to
the n-dimensional Euclidean space E,, namely to a n-dimensional space endowed
with a positive definite metric g;;, i,j = 1, ..., n. Orthogonal transformations in n
are those which leave this metric tensor invariant, and are represented, in an ortho-
normal basis in which g; = d;;, by n x n matrices R satisfying the orthogonality
property: R” R = 1, 1 being the 1 x n identity matrix. These transformations close
themselves a group (i.e. satisfy axioms (i), (ii), (iii), (iv)), denoted by O(n), which
contains, as a subgroup, the group of rotations SO(n) over the n-dimensional space,
described of orthogonal matrices with unit determinant.

Let us consider the set of all Cartesian (not necessarily rectangular) n-dimensional
linear coordinate transformations, i.e. the affine transformations (4.36) and show that
they close a group. To this end, let us consider the effect, on a coordinate vector r of
two consecutive affine transformations (D1, ry), (D2, 12):

1 2
r— r=Dir—-r; — =Dyt —r,=DDir —Dor; — 1,
= (DD, Dory +12) - 1.

The result of the two transformations defines their product, which is still an affine
transformation:

(D3, r3) = (D2, r2) - (Dy, r1) = (D2D2, Dory +13). (4.100)

The identity element and the inverse of an affine transformation have the following
form:

I=(1,0), Da '=m! -Da). (4.101)

This proves that the affine transformations close a group, called the affine group. A
subset of affine transformations are the homogeneous transformations (D, 0) which
do not shift the origin of the Cartesian system, but describe the most general transfor-
mation on the basis elements, and are defined by an invertible matrix D. They close
themselves a group, as the reader can easily verify, which is the group of non-singular
n x n matrices, called general linear group, and denoted by GL (n). We say that GL(n)
is a subgroup of the affine group. In general if a subset G’ of a group G is itself a
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group with respect to the product defined on G, then G’ is a subgroup of G. For
instance the rotation group SO(3) is a subgroup of GL(3), since all its elements are
invertible 3 x 3 matrices. Similarly the rotation group in a n-dimensional Euclidean
space SO(n) is a subgroup of the general linear group on the same space GL(n). The
most general transformation relating two Cartesian rectangular coordinate systems
is an affine transformation of the form (R, rg):

=R, rg)-r=Rr—ry, (4.102)

where R is an orthogonal matrix, since the two bases {u;}, {u} are both ortho-normal,
and we allowed for a translation of the origin O — O'. Since this translation does not
affect the actual value of the relative position vector between two points, Eq. (4.102)
defines the most general Cartesian coordinate transformation leaving the distance
between two points, as a function of their coordinates, invariant. The reader can
verify that these transformations close a group, called the Euclidean or congruence
group E(n), which is therefore a subgroup of the affine one.’

We can now refine the notion of tensor, relating it to a certain group of trans-
formations. We have introduced tensors as quantities with definite transformation
properties relative to the most general homogeneous linear transformations, i.e. rela-
tive to the group GL(n). We can consider the transformation property of tensors with
respect to the subgroup SO(n) of GL(n). A tensor which is invariant with respect
to the latter, such as 6} , 18 a fortiori, invariant under any of its subgroups, including
SO(n). However, a tensor which is invariant with respect to SO(n) is not in general
invariant under GL(n). As an example consider the Ricci tensor €, i, j, k = 1,2, 3,
which is SO(3)-invariant but not GL(3)-invariant. Such tensor is defined as follows:
It is completely anti-symmetric in its three indices!” and therefore vanishes if any
couple of indices have equal value; Its value is +1 or —1 depending on whether
(i, ], k) 1s an even or odd permutation of (1, 2, 3) (for instance €123 = +1). Under a
SO(3) transformation:

e =R RV RT Y G e = det R e = e (4.103)

This proves that €5 is SO(3)-invariant. It clearly is not GL(3)-invariant since trans-
formations in GL(3) may in general have a determinant which is not 1. One can

9Let us recall that Euclidean geometry can be fully characterized by the invariance under the
corresponding congruence group.

10 Complete antisymmetrization in the three indices 1, v, p on a generic tensor Uywp, is defined as
follows:

1
Ulwp) = a(Uw’p + Uvpp + Uppw = Uppw = Uvpp — Upuyy)-
It amounts to summing over the even permutations of y, v, p with a plus sign and over the odd ones

with a minus sign, the result being normalized by dividing it by the total number 6 of permutations.
(see Chap.5).
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verify that for ¢ the following properties hold:

€ijk €ijk = 3!,
ke = 219y,
€ijk€ink = (010 — 0indj1).

Another tensor which is invariant under SO(3) (more generally with respect to O(3))
but not with respect to GL(3) is the metric g;; = ;; (note that this differs from the
tensor 6} in that both indices are covariant). This follows from the very definition
of orthogonal matrices (4.88). For the same reason ¢;, i,j = 1, ..., n, is in general
O(n)-invariant but not GL (n)-invariant. Note that 57, inverse of d;j, clearly coincides
with d;;, and thus is still O(n)-invariant.

Let us now consider the decomposition (4.75) for tensors transforming under the
subgroup O(n) C Gl(n). We have shown that the two vector spaces spanned by the

symmetric Fg ¥ and anti- symmetric F' y components of rank 2 tensors F¥ are invariant,
in the sense that a symmetric (anti- symmetrlc) tensor is mapped by any element of
GL(n) into a tensor with the same symmetry property. It is easy to show that, if
we consider transformations of tensors with respect to O(n), we can use the O(n)
invariant tensor J;; to decompose the symmetric component ng in Eq. (4.75) into a
trace part J;; F , Where

Ff =g, F1 = 6, FJ, (4.104)
and a traceless part F ;’ defined as:

R T T
FI= E(FU + Fhy — ;6’/ F¥. (4.105)

As the reader can easily verify from the definition of trace, 1:";] is indeed a symmetric

traceless tensor, namely: ng d0;; = 0. We can now decompose F i as follows
Fi = (F{+ DY) + F}, (4.106)
where
i Uik
DV = — 6V F, (4.107)
n
is the trace part, while, as usual

1 .. ..
Fi = E(F‘/ — FY), (4.108)
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is the anti-symmetric component. Let us show that the components F;] and DY of
all the type (2, 0) tensors span two invariant vector spaces with respect to O(n). We

need first to show that the O(n)-transformed of F’ ;j is still symmetric traceless:
ngj = Rik Rjg Fg@ EES (Sij ngj = 5,'jRik Rjg i;vég@ = (5ng§€ =0. (4.109)

Finally the trace part DY = 1 67 53, F¥* is also invariant being 67 O(n)-invariant.

4.5.1 Lie Algebra of the SO(3) Group

Let us consider some properties of the rotation group SO(3). This group has dimen-
sion 3, which means that the most general rotation in the three dimensional Euclidean
space is parametrized by three angles, such as for instance the Euler angles defining
the relative position of two Cartesian systems of orthogonal axes:

R=R(©O) =R@", 6> 6% 06=@). (4.110)

The Euler angles are often denoted by (6, ¢, ¥) and correspond to describing a
generic rotation as a sequence of three elementary ones: A first rotation about the Z
axis by an angle 0, followed by a rotation about the new Y axis by an angle ¢, and a
final rotation about the new Z axis by an angle /. The entries of the rotation matrix
R(0) are continuous functions of the three angles.

In general the dependence of the group elements on their parameters ¢ is contin-
uous and the parameters are chosen so that

RO =0)=1. 4.111)

We also know that the product of two rotations is still a rotation and one can verify
that the parameters defining the resulting rotation are analytic functions of those
defining the first two:

R(01) - R(62) = R(83), (4.112)

where 9§ = Hé (81, 0>) are analytic functions. In general a group of continuous
transformations satisfying the above properties is called a Lie group.

Since rotation matrices are continuous functions of angles, we can consider rota-
tions which are infinitely close to the identity element. These transformations, called
infinitesimal rotations, are defined by very small (i.e. infinitesimal) angles 6. We can
expand the entries of an infinitesimal rotation matrix R(6y, 65, 63) in Taylor series
with respect to its parameters and write, to first order in the angles:

OR .
R(01,02,03) =14+ — 0"+ 0(161%). (4.113)
A0 |pi_
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Introducing the matrices L; = % lgi—g. called infinitesimal generators of rotations,

the above expansion, to first order, reads:
RO =1+60'L;+0(0* ~1+0'L;. (4.114)
Let us consider, as an example, a rotation about the X axis, described by the matrix

R, in (4.93), by an angle # and let us expand it, for small 6, up to fist order in the
angle:

1 0 0 100 000
R, = (0 cosf sind | =(010]+60({0 0 1|+ 00>
0 —sinf cosd 001 0-10
~1+6L;. (4.115)

From this equation we can read the expression of the first infinitesimal generator L,
associated with rotations about the X axis:

0
0

L = (4.116)

[N eNe)
S = O

-1
Similarly, expanding infinitesimal rotation matrices about the Y and Z axes we find:

cos@ 0 —sinf
R,(0) = 01 O ~1+6L,, 4.117)
sinf 0 cos0

cosf sinf 0
R,(0) = | —sinf cosf 0| ~1+ 6Ls3, (4.118)
0 0 1

from which we can derive the corresponding infinitesimal generators:

00-1 010
L,={000 |, Ls={|—-100}. (4.119)
100 000

In a more compact notation we may write the three matrices L; as follows!!:

LY & = €. (4.120)

Recall that the orthogonal group makes no difference between upper and lower indices.



124 4 The Poincaré Group

Since a generic rotation R(6") can be written as a sequence of consecutive rotations
about the three axes:

R, 6%, 6°) = R,(0*) Ry(B*) R, (A, (4.121)
expanding the right hand side for small @', upto the first order, we find
RO, 62,63 =1+060"L +6°L, + 6’ L3, (4.122)

that is the infinitesimal generator of a generic rotation is expressed as a linear
combination (whose parameters are the rotation angles) of the three matrices L;
given in Egs. (4.116) and (4.119). In other words, any linear combination of infini-
tesimal generators is itself an infinitesimal generator, that is infinitesimal generators
span a linear vector space, of which the matrices (L;) define a basis. From Eq. (4.120)
it follows that the effect of an infinitesimal rotation R(46), by infinitesimal angles
56" ~ 0, can be described in terms of the following displacement of the coordinates:

Ki=x—epdx* & r=R@Or=~r—d0 xr, (4.123)

where x denotes the external product between two vectors: 00 xr = (e & xk ). The
reader can easily verify the following commutation relation between the infinitesimal
generators:

[Li,Lj] =L/ L, - L;L; = Cj* Ly, (4.124)

where

Ci* = —ej. (4.125)

In other words the commutator [,] of two infinitesimal generators is still in the same
vector space. As a consequence of this, in virtue of the linearity property of the
commutator with respect to its two arguments, the commutator of any two matrices
in the vector space belongs to the same vector space. The commutator then provides
a composition law on the vector space of infinitesimal generators which promotes it
to an algebra. Equations (4.124) and (4.125) define the structure of this algebra and
the constant entries of the SO(3)-tensor Cl-jk are called structure constants. From
(4.125) it follows that Cijk is a SO(3)-invariant tensor.

Let us now show how, from the explicit form of the infinitesimal generators L;,
we can derive the matrix defining a generic finite rotation. Consider a rotation R(8),
parametrized by some finite angles /. We can think of performing it through a
sequence of a very large number N >> 1 of infinitesimal rotations R(60) by angles

50" = % « 1. For large N, each infinitesimal rotation reads: R(60) ~ 1+ 60’ L; =
1+ ﬁ 6" L;. The finite rotation will therefore be approximated as follows:
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N
R(®) ~ [ROO = (1 + %0" Li) , N> 1. (4.126)

Intuitively, the larger N the better the above approximation is. Therefore we expect,
in the limit N — o0, to obtain an exact representation of the finite rotation:

: 1\
R(0) = Nh—>moo (1 + ﬁe L,) ) 4.127)

Recalling that, if x is a number, we can express its exponential ¢* as the limit ¢* =

limy— 0o (1 + ]iv)N, in a similar way it can be shown that the limit on the right hand

side of (4.127) is the exponential of the matrix 6' L;:
R(0) = exp(6' L), (4.128)

where the exponential of a matrix A is defined by the same infinite series defining
the exponential of a number:

o0

1
exp(A) = Z — (A" (4.129)
n=0 """

Therefore, knowing the infinitesimal generators of the rotation group (and, as we
shall see in Chap. 7, the same is true for any Lie group), we can express any rotation
as the exponential of an element of the infinitesimal generator algebra:

R@) = 'L, (4.130)

Obviously the determinant of the rotation matrix R(#"), being a continuous function
of its entries, will be a continuous function of the three angles as well. Since orthog-
onal matrices can only have determinant 1, and the matrix in (4.130) at 6 =0,
has determinant +1, in virtue of its continuity, the value of det(R(0)) cannot jump
to —1 for some values of the angles. We conclude that the exponential in (4.130)
has determinant +1 and thus that only rotations can be expressed as exponentials.
Therefore transformations in O(3) involving also reflections, which have determi-
nant —1, cannot be written in that form. As opposed to rotations, we will say that
these transformations of O(3) are not in the neighborhood of the origin in which the
exponential representation holds. We can however write a generic orthogonal matrix
with determinant —1 as the product of a rotation times a given reflection O, e.g.
O = diag(—1, 1, 1).

From the physical point of view the infinitesimal generators of rotations have an
important meaning in quantum mechanics. Let us define the following matrices:

M; = —ihL;, (4.131)
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which, in virtue of Egs. (4.124) and (4.125), satisfy the following commutation
relations:

[M;, Mj] = i e M. (4.132)

These are the commutation relations between the components of the angular momen-
tum operator in quantum mechanics. Aside from the new normalization, Eq. (4.131)
expresses the fact that the angular momentum components can be identified with the
infinitesimal generators of the rotation group SO(3). Similarly, when dealing with
symmetries in Hamiltonian (classical) mechanics, we will learn that we can asso-
ciate with any continuous symmetry transformation of the Hamiltonian, a conserved
quantity on the phase space. This quantity will be identified with the infinitesimal
generator of such transformations. In particular invariance under rotations will imply
the conservation of the corresponding infinitesimal generators, which we shall show
to be the components of angular momentum (see Chap. 8).

Let us observe that the infinitesimal generators L; are represented by anti-
symmetric matrices, as it is apparent from Eqs. (4.116) and (4.119). This is not
accidental, but follows from the defining property of the rotation group. Consider an
infinitesimal rotation R(66%) = 1+ 60" L; € SO(3), 60" ~ 0. Let us write for R(66)
the orthogonality condition:

1=R7(GO)TREO) = A +60'LH A +60 L) =1+ 460" (LT + L),

where we have neglected orders in 66’ higher than the first. Form the above condition
it then follows that:

L;=-L!. (4.133)

that is the infinitesimal generators of rotations, with respect to an ortho-normal basis,
are represented by anti-symmetric matrices.

Let us end this section by giving the explicit form of a generic rotation in terms
of the Euler angles:

R(, 6, ) = ! LsefLagvls, (4.134)

To construct the infinitesimal generators we have used the parametrization of a rota-
tion in terms of 61, 63, 3 and not the Euler angles. This is due to the fact that the
latter define a parametrization which is singular at the origin where infinitesimal
generators are defined, while this is not the case for the parametrization we used. If
we indeed expand the matrix (4.134) for infinitesimal Euler angles, we do not find
the complete basis of generators.
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4.6 Principle of Relativity and Covariance of Physical Laws

The tensorial formalism is particularly convenient since it allows to easily tell whether
physical laws are written in a form which does not depend on the frame of reference
we use, namely if the principle of relativity holds for the group of transformations
with respect to which the tensor quantities are defined. Indeed consider a group G
of Cartesian coordinate transformations (like the rotation group), subgroup of the
affine one.

If an equation is expressed as an equality between two tensors of the same type
with respect to G, if it holds in a RF; it will hold in any other RF related to it by a
transformation of the group G.

To prove this property, let us consider an equation which holds in a basis defining
a certain RF and which is written as an equality between tensors of the same type,
with respect to G:

Th-g o= U (4.135)

and define A"ty ;= Tk . —U"-4; . Inthe original RF Eq. (4.135) can
also be written as follows: o
All'“lkji...j,, = 0. (4.136)

In a new RF obtained from the original one by means of G-transformation, using
Eq. (4.60), we will have a new tensor A’, related to A as follows:

Jilddg . . il i —1my . —1my, pnj...ng
At DIt D, DT DT g (4137)

ATk Jidp the same equation as seen in a G-related reference frame, is still vanishing
due to Eq. (4.136); Indeed the action of the tensor (or Kronecker) product of D-
matrices on the right hand side is an invertible transformation, being the D-matrices
themselves invertible by assumption. This can be proven using the following general
property of the Kronecker product of matrices: (A ® B) - (C ® D) = AC ® BD,
which can be generalized to an n-fold tensor product. As a consequence of this, the
identity transformation on a tensor is the tensor product of identity matrices acting
on each index and, moreover, the inverse of a tensor product of invertible matrices
exists and is the tensor product of the inverses of each factor: If A and B are invertible,
A®B)1=A"1eB L

The physical law expressed by Eq. (4.135), will then hold also in the new RF,
obtained from the original one through a G-transformation. We say that this equation
is manifestly covariant with respect to the transformation group G.

As an example let us show that the fundamental law of dynamics does not depend
on the orientation of the Cartesian orthogonal axes of the chosen RF, namely that
it is covariant with respect to O(3). Let us consider the simple case of Newton’s
second law in the presence of conservative forces F = m a. Being the force conser-
vative, its contravariant components F' are expressed in terms of the gradient of a
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potential energy U, which is a function of the position of the point particle. Being
the components of a gradient covariant, this relation should involve the metric ten-
sor: Fi = —gli 0;U, where g7 = Y. Also the acceleration is described by contra-
variant components (a'), since it is expressed as the second derivative with respect
to time of the position vector r, which is described by contravariant components x':
a = %. Newton’s second law is then written as an equality between two type
(1, 0) O(3)-tensors (contravariant vectors):

ma =F = —¢"9;U. (4.138)

If we act on the original RF by a transformation in O(3) (rotations and reflections),
we find:

. 200 2
F/z_md_x :le (Fj_md_x) :0, (4.139)
dr?

which shows that the fundamental law of dynamics is covariant with respect to O(3),
namely with respect to rotations and reflections of the RF.

When we shall consider four-dimensional space-time instead of the three-
dimensional Euclidean space, among all the possible transformations on a RF, of
particular interest are the Lorentz transformations, on which Einstein’s principle of
relativity is based. We shall show, at the end of this chapter, that Lorentz transfor-
mations close a group, the Lorentz group. If we also include space-time translations,
this group enlarges to the Poincaré group. If physical laws are expressed as an equal-
ity between tensors of the same type with respect to the Lorentz group, we will be
guaranteed that the principle of relativity holds.

4.7 Minkowski Space-Time and Lorentz Transformations

In discussing special relativity, we have seen that space-time can be regarded as a
four dimensional space M* whose points are described by a set of four Cartesian
coordinates

@ = 0 xh % x%), 1=0,1,2,3, (4.140)

three of which (xi ) = (x1 L x2, x3) = (x, y, 2) are spatial coordinates of our Euclidean
space E3, and one x° = ¢ ¢ is related to time. A point on M* describes an event taking
place at the point (x, y, z), at the time ¢. Just as for the Euclidean space, we can define
vectors connecting couples of points in M*, like the infinitesimal displacement vector
connecting two infinitely close events:

dx = (dxty = (dx, dx', dx*, dx?). (4.141)



4.7 Minkowski Space-Time and Lorentz Transformations 129

These vectors span a four-dimensional linear vector space on which a symmetric

scalar product is defined by means of the metric g, = 10, where!?:
10 0 O
0-10 O
=100 -1 0 (4.142)
00 0 —1
Given two 4-vectors P = (P*) and Q = (Q"), their scalar product reads:
3
P-Q =Py, 0" =P'Q"-> PO (4.143)
i=1

This scalar product, in contrast to the one defined on the Euclidean space, is not
positive definite, namely does not satisfy property c) of (4.7), since the corresponding
metric has one positive and three negative diagonal entries (indefinite or Minkowskian
signature). As a consequence of this the squared norm of a4-vector P = (P"), defined
using this scalar product:

3
IPI> = P-P =Py, P" =P - > (P (4.144)

i=1

can vanish even if P is not zero. In particular a non-vanishing 4-vector can have
positive, zero or negative squared norm, in which cases we talk about a time-like, null
or space-like 4-vector, respectively. We can take, as 4-vector, the displacement vector
dx, whose squared norm measures the squared space-time distance ds” between two
infinitely close events:

ds® = ||dx|> = dx" ny, dx” = (@x°)? — (dx')? — (dxH)? — (dP)®. (4.145)

As pointed out when discussing about relativity, the distance ds in (4.145) should be
interpreted as the infinitesimal proper-time interval times (square of) the velocity of
light: ds = cdr. A four-dimensional space on which the metric (4.142) is defined,
is called Minkowski space (or better space-time).

Let us now consider linear coordinate transformations x* — x’# = x’#(x) which
do not affect the position of the origin of the coordinate system (i.e. the origins of
the two Euclidean coordinate systems O(x = 0,y =0,z =0) and O'(x' = 0,y =
0, 7 = 0) coincide at some common initial instant t = ¢ = 0). Such transformations

12§0me authors alternatively define the Lorentzian metric g as diag(—1, +1, +1, +1). This notation
is common in the general relativity literature and has the advantage of yielding the Euclidean metric
when restricted to the spatial directions 1, 2, 3.
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are defined by homogeneous relations between old and new coordinates
X = Al X = AP = A, dx. (4.146)

Just as we defined orthogonal transformations in Euclidean space, we can con-
sider homogeneous transformations (4.146) which leave the distance ds, in (4.145),
between two events, as a function of their coordinates, invariant (invariance of ds).
This condition defines the Lorentz transformations, which are thus implemented by
a 4 x 4 invertible matrix A = (A*,). We can alternatively characterize a Lorentz
transformation by requiring that its action on two generic 4-vectors P = (P") and
0O = (Q"), which transform as dx* in (4.146), namely

Pt — PP = A, P,
o' — Q"= A", 0", (4.147)

leaves their scalar product P - Q invariant:
P, QY =Pl Q. (4.148)

Substituting the expressions in (4.147) into the above equation, and requiring the
equality to hold for any choice of the two 4-vectors, we derive the following general
condition defining the matrix A

Ap,u A% Npo = Nuv (4.149)
or, in matrix notation, setting n = (7),,):
ATnA=n. (4.150)

Lorentz transformations are thus the linear homogeneous coordinate transformations
which leave the metric 7, invariant. Physically they represent the most general
coordinate transformation relating two inertial frames of reference, whose four-
dimensional origins x* = 0 and x’* = 0 coincide. Comparing Eq. (4.149) with
Eq. (4.88) we see that Lorentz transformations play in Minkowski the role that orthog-
onal transformation have in Euclidean space. The reader can easily verify that the
set of all matrices A, solution to Eq. (4.149), i.e. the Lorentz transformations, sat-
isfy axioms (i), (i), (iii), (iv) of Sect.4.4 which define a group structure. Lorentz
transformations therefore form a group called the Lorentz group. The elements of
this group depend on a set of continuous parameters, which are the entries A*,, of the
matrix A, subject to the condition (4.149). The Lorentz group is therefore another
example of continuous groups, together with the rotation group, which we have char-
acterized in the previous sections as Lie groups. The identity transformation 1 = (5/)
is in particular a Lorentz transformation corresponding to a particular choice of the
continuous parameters: A*, = 5t
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Consider now the component . = v = 0 of Eq. (4.149):
(A% = (A’ =1 = (A%’ =1, (4.151)

the above property implies that we can either have A% > 1 or A% < —1. Moreover,
from Eq. (4.149), it also follows that

det(A)> =1 = det(A) = %1. (4.152)

Lorentz transformations are then divided in the following four classes:

(i) A% > 1, det(A) =1 (proper transformations);
(i) A% > 1, det(Ad) = —1;
(iii) A% < —1, det(A) = —1;

(iv) A% < —1, det(A) = +1.

Lorentz transformations in the first class are called proper and, as the reader can easily
verify, close a group. An example of a Lorentz transformation of the second kind is
the parity P, which is implemented by the matrix Ap = n = diag(+1, —1, —1, —1).
Its effect is to reverse the orientation of the three Cartesian axes X, Y, Z:

W — Xt = Apt X o (4.153)

, P t— ' =t

X— X = —X
A transformation of the kind (iii) is the time reversal T, which consists in reversing
the orientation of time while leaving the space-coordinates inert. It is implemented
by the matrix A7 = —n = diag(—1, +1, +1, +1)

T t — ' =—t
M M= AP, K o i , . (4.154)
Xx— X =X

Finally a representative of last class is the product of the parity and time reversal
transformations, implemented by the matrix Ap Ay = —1. Its effect is to reverse the
orientation of the space and time Cartesian axes in Minkowski space-time.

Transformations with Aoo > 1 are called orthochronous since they do not involve
time reversal. Let us now prove an important property of Lorentz transformations:

Orthochronous transformations leave the sign of the time-component of time-like
(or in general non-space-like) four-vectors invariant, while non-orthochronous ones
reverse it.

To prove it let us consider a non-space-like four vector P = (P") = (PY, P):

IPI> >0 < 1P| <1. (4.155)
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Let A be a Lorentz transformation which maps P* into P’* = A*, P”. The time-
component of the transformed vector reads:

PO = A%P% 4+ A% P (4.156)

The second term on the right hand side has the form of a scalar product A°-P between
the vectors A = (A%) and P, which can be written as the product of their norms
times the cosine of the angle between them: A% P = |AO| |P| cos(f). Dividing both
sides of (4.156) by PO, we find:

P |A°| P 0
77 =A% | 1+ g g cos(@) | = A% (1 +4). (4.157)

From (4.151) we find that [A°| = /(A%)2 — 1 < |A%]. This property and Eq.
(4.155) imply that the constant A in (4.157) is, in modulus, smaller than one: |[A| < 1,
so that 1 4 A is positive and P’°/P" has the same sign as A%). This proves the
property stated above, namely that P’° and P° have the same sign if, and only if, the
transformation is orthochronous (A% > 1).

Let us now consider the product of two Lorentz transformations A3 = A Aj
and, in particular, the four-vector defined by the components A3y = A*, AxYo. It
is expressed as the transformed through A of the four vector A>"(. Both A3y and
Astq are time-like since, by virtue of Eq. (4.151), || A2%olI*> = || A3%0ll> = 1. As a
consequence of the previously proven property:

sign(A3%) = sign(A;%) sign(42°), (4.158)

namely the product of two orthochronous or two non-orthochronous transforma-
tions is orthochronous, while the product of an orthochronous transformation and
a non-orthochronous one is non-orthochronous. Since the product of two Lorentz
transformations in each class always has unit determinant, we conclude that the
product of any two transformations in each of the above four classes is a proper
Lorentz transformation. Consider now the inverse A~! of a Lorentz transformation
A.Since A”'A = 1, and 1 is orthochronous, A~ is orthochronous if and only if
A is. This implies that any two representatives of each of the above classes are con-
nected, through the right (or left) multiplication, by a proper Lorentz transformation.
Consider indeed two transformations A1, A within a same class. From our previous
discussion it follows that A = Ay A5 lisa proper Lorentz transformation such that

A1 = A A,. We conclude that any representatlve of the classes (ii), (iii), (iv) can
be written as the product of a proper Lorentz transformation times Ap, A7, Ap Ar,
respectively.

We shall be mainly interested in those transformations A*, which are continu-
ously connected to the identity transformation 1. Since (58 = l and det(1) = 1, these
transformations, by continuity, should be the proper Lorentz transformations. They
close a group denoted by SO(1, 3), which differs from the group SO(4) of rotations in
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a 4-dimensional Euclidean space in that the corresponding invariant metric, instead
of being 5#!/ with diagonal entries (+1, +1, +1, +1), is the matrix 7, defined in
(4.142), with diagonal entries (41, —1, —1, —1). The argument (1, 3) in the symbol
of the group refers then to the signature of the corresponding invariant metric.'3

Just as we did for the rotation group and the general linear group, we define vectors
(V#) which are contravariant and vectors (V,,) which are covariant with respect to
the Lorentz group as quantities transforming as (dx*) and as the gradient (% fx)
of a function f(x), respectively:

Vi VE= Al VY, (4.159)
Vi Vi=A"",V,. (4.160)

Using the metric tensor g;,,, = 7)., We can raise or lower indices, that is we can map
a covariant into a contravariant vector and vice-versa, as we have seen in the more
general case

Vi — Vi =nw VY,
Vy— V=9V,

where we have used ¥ 1), = 6l This is proven in the same way as in the general
case, this time using Eq. (4.149). Notice that, since 719p = 1, raising or lowering a
time component will not alter its sign, while, being 7;; = —d;;, the same operation
will invert the sign of the spatial components.

All the general properties that we have learned for tensors with respect to GL(4),
clearly apply to SO(1, 3)-tensors as well. For instance we can define a Lorentz tensor
of type (p, q), that is with p contravariant and ¢ covariant indices

THHr (4.161)

as a quantity transforming under A as follows:
Tty e = AP AP, ATETY AT, TP (4.162)

Tensors of the same type (p, g¢) form a linear vector space and the collection of all
possible tensors form an algebra with respect to the tensor product operation and
contraction.

Anticipating some concepts which will be introduced and discussed in Chap. 7,
tensors of a given type (p, q) form a basis of a representation of the Lorentz group,
on which the group action is defined by (4.162). Such property means that the effect
on a type (p, q) tensor of two consecutive Lorentz transformations A1, A, is the
transformation induced by the product of the two Ay Aj. This follows from the

I31f the invariant metric were diagonal with entries (41, +1, —1, —1), the corresponding group
would have been SO(2, 2).
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definition of the Kronecker product of matrices and in particular from the property
A®B)- (C®D) =(AC)® (BD), see Sect.4.6. This representation is in general
reducible, that is the vector space spanned by type (p, g) tensors may decompose
into the direct sum of orthogonal subspaces each of which are stable under the action
of the Lorentz group, and therefore define themselves bases of representations of the
group. As an example let us consider a Lorentz tensor with two contravariant indices
FH | transforming according to (4.162). Similarly to what happened in the case of
the rotation group, see Eqs. (4.104) and (4.109), we can decompose this tensor into
three components which transform into themselves under the action of SO(1, 3). Let
us define the trace operation:

Fl/j = F", (4.163)

and decompose F*" as follows
P = (B + D) + B (4.164)
The first term within brackets denotes the symmetric traceless component of F:

. 1 1 2
Fg' = "W+ P = g™ . Fg i =0.

The second term within brackets in (4.164) represents the trace part:

1
Wy WV P
D" = 2" Fy,

and, finally,
F/_u/ _ l(F;u/ _ F'LW)
A 2 .

is the anti-symmetric component. With the above definitions the proof that each of
these components, under a Lorentz transformation, is mapped into the corresponding
component of the transformed tensor, is the same as the one given for the rotation
group. We conclude that antisymmetric, symmetric traceless and the trace each span
three orthogonal subspaces of the total space of type (2, 0) tensors, which are stable
under the action of the Lorentz group. Since they cannot be further reduced, we say
that they define the bases of three irreducible representations of SO(1, 3). The same
result applies to (0, 2)-tensors as well.

We can now apply the discussion of Sect. 4.6 to the case in which the group G is
the Lorentz group and conclude that:

If a physical law is written as an equality between Lorentz tensors of a same type,
in a given RF, it will hold in any other RF connected to the original one by a Lorentz
transformation.

Since Lorentz transformations are the most general homogeneous transformations
relating two inertial RFs. in relative motion, we conclude that a physical law which
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can be expressed as an equality between Lorentz tensors of the same type, that is in a
manifestly Lorentz covariant way, is consistent with the principle of special relativity.

The principle of relativity in other words requires all physical laws to be written
in the following general form:

F/lll...}lpljl g — G/l/l -u/lpV] e (4.165)

where F' and G are Lorentz-tensors. As we shall see, this is indeed the case for
Maxwell’s equations. A tensorial equation of the form (4.165) is said to be manifestly
covariant under Lorentz transformations.

4.7.1 General Form of (Proper) Lorentz Transformations

In our discussion about special relativity in Chap. 1, we limited ourselves to reference
frames with parallel axes and whose relative constant velocity vector was oriented
along the common X axis (standard configuration). In Sect. 2.2.1 of Chap. 2, however,
we have also given the form of the Lorentz transformation when, keeping the three
axes parallel, the velocity has an arbitrary direction. In this subsection we shall
construct the most general proper Lorentz transformation through the construction
of its infinitesimal generators, just as we did in the case of the rotation group, showing
that for parallel axes it coincides with Eq.(2.57) and then generalizing to the case
where the axes of the two frames S and S’ are rotated with respect to each other.

Let us start considering an infinitesimal Lorentz transformation, i.e. a Lorentz
transformation which is infinitely close to the identity 1:

AP, >~ 58+ Wty (4.166)
where w = (w",) is the infinitesimal generator of the transformation. It has infinites-

imal entries, for which we use the first order approximation. Substituting Eq. (4.166)
into (4.149) we find

Nuo Wy = —Npow” ) & nw=—w’ 7, (4.167)

Defining the matrix w;,, = 1ue Wy, Bq.4.167 implies
Wy = —Wyy, (4.168)
namely the infinitesimal generator of the most general proper Lorentz transformation,
upon lowering one index by means of the metric, is represented by a 4 x 4 anti-

symmetric matrix. An anti-symmetric matrix has 4 x (4 — 1)/2 = 6 independent
entries, i.e. all entries above the main diagonal:


http://dx.doi.org/10.1007/978-3-319-22014-7_1
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0  wor w2 wo3
—w 0 wp w 1
(Wul/) = ol 12 s Woo (Lpg);w’
—we2 —wi2 0 w3 2

—wo3 —w13 —w23 0

where (L7?),, = 5ﬁ 09 — 5/‘1 o = —(L??)p is an ortho-normal basis of anti-
symmetric matrices labeled by the (anti-symmetric) couple of indices (po), p, 0 =
0, ..., 3. For notational convenience, we shall denote the entries w,, in the above
equation by 66, and write w,,,, = % 00,5 (LP?) . The generic infinitesimal gener-
ator is obtained by raising one index of wy,,, and has therefore the following form:

1 1
w= W) =" we) = 5 000 ((Lpa)ﬂy) = 5 00,0 L7, (4.169)
where the matrices L7 read:
L — ((L/w)u”) _ (77#6 (Lp”)[;l,) _ (np,u(;;r . WJM(S,//))- (4.170)

The matrices L”? play for the Lorentz group the same role that the matrices L;
had for the rotation group: They form a basis for the six-dimensional vector space
spanned by the infinitesimal generators of Lorentz transformations (recall that the
infinitesimal generators of the rotation group spanned a three-dimensional vector
space of which the matrices L; represented a basis). The parameters d0,; = —d0,,
(only six of which are independent!) play then the same role of the 3 angles 66 in
the SO(3) case. A generic Lorentz transformation depends then on six independent
continuous parameters, and therefore we say that the Lorentz group has dimension 6.

Using Eqgs. (4.166) and (4.169), we can write an infinitesimal proper Lorentz
transformation as follows:

1 1
Ay =0+ 5 0000 (L) & A =142 00,, L7, 4.171)

for infinitesimal 66,,. After some algebra the reader can show that the following
commutation relations among the infinitesimal generators hold:

[L/“}, Lp(f] — nup L/w + nuo LI//) _ ,'7/4,0 LI/O‘ _ 771/0 LMP. (4172)

In the sequel, we shall define a more general action of the Lorentz group on objects
which are not 4-vectors. In other words we shall consider different matrix repre-
sentations of the same Lorentz group. However the commutation relations (4.172)
between its infinitesimal generators, namely the structure constants, will not depend
on the particular matrix representation considered. For this reason they will charac-
terize the properties of the abstract Lorentz group in a neighborhood of the origin
(proper transformations). Let us observe that, aside from 5 there exist two invariant
tensors with respect to (proper) Lorentz transformations: The metric 7, (which is
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invariant under generic Lorentz transformations) and the Levi-Civita tensor €y,
defined as follows:

€ups = 1 (uvpo)even permutation of (0, 1, 2, 3), 4.173)
€uvpe = —1  (uvpo) odd permutation of (0, 1, 2, 3), 4.174)

so that €123 = +1. Indeed, in virtue of Eq. (4.149)

Nuv —> Ap;tAﬂunpa = Nuv>
€uvps —> Al m AV, AP P A%, Ewv'po = det(A) €uvpo = €pvpo-
Let us return to the basis of infinitesimal generators L”?. As previously pointed out,

only six of them are independent. It is therefore convenient to reorganize them as
follows:

L =-L% L,=-L% L;=-L'"? (4.175)
or, equivalently:
Liz—%g,-jkLi", i,j,k=1,2,3, (4.176)
and
K, =LY% i=1,23. 4.177)

The generators K; are given the name of boost generators. From (4.172) we may
deduce the commutation relations between the six generators L;, K;. For instance.
let us write the following commutator:

[Li, Ly = [L23, L31] — P2 = 12 = L, (4.178)

Similarly we can show that:

[Li. Lj] = —eiji L. (4.179)
[Li. Kj] = —ejix Ky, (4.180)
[Ki, Kj] = €jx L. (4.181)

By comparing Eq. (4.179) with Eqs. (4.124) and (4.125), we conclude that L; are the
generators of rotations since they satisfy the corresponding commutation relations.
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They generate Lorentz transformations of the form

(ArM)) = ((1) 13]_) € SO(3), (4.182)

which clearly leave 1), invariant. The Lorentz group therefore contains the rotation
group SO(3) as a subgroup.

Consider now the generators K;. As opposed to L;, they do not close an algebra.
From Egs. (4.170) and (4.177) we may deduce their matrix form:

0100 0010 0001
1000 0000 0000

Ki=1oo000|’ ¥=|1000|> ¥3=]0000]
0000 0000 1000

note that K; are symmetric matrices, as opposed to L;. Let us see what a finite
transformation A*,, generated by the set of K; looks like. Since the rotation generators
L; are not involved, this transformation will not affect the orientation of the Cartesian
axes and thus the two RFs will keep their axes parallel.

Let us denote by o' the parameters of the transformation. According to our pre-
vious analysis, to obtain a finite Lorentz transformation we need to exponentiate the
infinitesimal generators (in this case o' K;). We find:

o0
i 1 .
A:J&:§7W&ﬂ (4.183)
n.
n=0

where the parameters o' are identified with wp;. Let us now define the norm o and
the unit vector u = (u') associated with the vector (¢'):

] 3
; . . o! . . .
o= "= | E (eh?, u'=—, E uu' =1, o =cu.
g

Let us compute the following matrices:

| 000
k= () 4) « @h=(000),
" 000

0 u'
LK) = @ K)E G K)FT = W K).

W K)? = (1 Q-); WK) = WK): WK) =W K) ...
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We can now compute the exponential in Eq. (4.183):

2 3 4

A—1+U(uK,)+—(u’K,)2 3('K,>+ ' K;)? +

3 5 2 4

— LT L VUK L% Y W K?

_1+(o‘+3'+5 )(uK,)—l—(2+4‘+ )(uKz)

=1— (' K;)? + sinh o (' K;) + cosh o (' K;)?

_( cosho sinh o 1/

~ \sinhou' 6%+ (cosho — D uld )"
Let us take, for instance:

(@) =(0.0,00 > u=(@)=(1,0,0), (4.184)

The corresponding transformation reads:

cosho sinho 00
sinh o cosho 0 0

By —
At = 0 0 10 (4.185)

0 0 01
If we set in (4.185) sinho = —Z+v and cosho = ~, which is consistent with

the property cosh’? 0 — sinh> ¢ = 1 provided v = , the transformation A
-5

becomes:
v =700
v
-7 v 00
Ar, =1 ¢ ) 4.186
v 0 0 10 ( )
0 0 01

The transformation Ax'#* = A, Ax" is precisely the one which maps a RF S onto
a RF §’ in uniform motion with respect to the former with a velocity v = (v, 0, 0),
which we have derived in Chap. 1.

If, more generally, we define the following vector:

i 1 2 3 v v
B=pw ., uuw)y=(—)=-, (4.187)
c c
where # = v/c, so that we can write v = L and set sinho = -6,
J1-32

cosh o = =, the most general proper Lorentz transformation generated by K; reads:
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gl —By
a7 5 ). 4.188
(—ﬂ’v 5U+(v—1)ﬂﬁ;”) (4.188)

This is the Lorentz transformation which connects two frames of reference S and §’,
the latter moving with respect to the former with a translational uniform motion with
constant velocity vector v = (v’). It was also derived in Chap. 2, see Eq. (2.57). We
say that this transformation boosts the RF S onto S” and is therefore called a boost
transformation, to be denoted by Ap. Consequently the K; are called infinitesimal
generators of Lorentz boosts and their parameters are related to the relative velocity
vector.

The most general Lorentz transformation can be written as the product of a boost
Ap = exp(o’ K;) times a rotation Az = exp(#'L;):

A = Ap Ag = exp(c' K;) exp(¥'Ly), (4.189)

or, alternatively, as the exponential of a finite combination of the infinitesimal gen-
erators L”7: A = exp(% 0p0 LP7).

It is useful at this point to give the explicit matrix form of the Lorentz boost A,
which connects the rest frame Sy of a massive particle, in which p = 0 and thus
the corresponding four-momentum is p = (mc, 0), to a generic RF S in which the
particle has momentum p = (p") = (E/c, p):

Pl = Apul/ﬁy-

The energy and the linear momentum of the particle in S are related by Eq. (2.38)
of Chap.2: E? — |p|*c?> = m?c*. Moreover the velocity of the particle in S is pc/E.
Since S moves relative to So (in the standard configuration) with a velocity v which
is the opposite of that of the particle, we have to set in (4.188) v/c?> = —p/E. Using
the relation y(v) = E/(mc?) we find for A, the following matrix expression:

E_ 7
A, = [ ™ me 4.190
P P i Y ( )
mc m (E+mc?)

4.7.2 The Poincaré Group

We want now to write the most general coordinate transformation which leaves the
four-dimensional distance ds, as a coordinate function, invariant. It will generalize
the Lorentz transformation in (4.146) by allowing the four-dimensional origins of
the two systems of coordinates not to coincide. It will therefore be described by an
affine transformation (A, xg):

A=Al X =X = dxM = AV dx”, (4.191)
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whose homogeneous part A is a Lorentz transformation acting on the directions of
the space-time axes, while the inhomogeneous part xo = (xg ) describes a global
space-time translation. The reader can easily show, along the lines of Sect.4.5, that
these transformations, called Poincaré transformations, close a group, named the
Poincaré group. A generic Poincaré transformation depends analytically on the six
parameters of the Lorentz part and the four parameters xg associated with the space-
time translations. The Poincaré group is therefore a fen-parameter Lie group.

In this chapter we have been dealing with matrix representations of transformation
groups acting on component vectors. In order to characterize the algebra associated
with the Poincaré group, we would need to work out a basis of infinitesimal gen-
erators. Such basis would comprise the six generators L”? of the Lorentz subgroup
and the four generators P, of the space-time translations. It is useful work with a
matrix realization of a generic group element. This is done by associating with a
transformation (A, xg) the following 5 x 5 matrix

i
APy —x,

(A, x9) — (@V 1

) , [(@,)=1(0,0,0,0)], (4.192)

acting on the coordinate vector, extended by an additional entry 1: (x*,1) =
(xO, xl X2, x3, 1). The first four components of the resulting 5-vector are the trans-
formed coordinates:

i H /
xH N AFy —xg ) (X _ Al XV — xg _ X't C4193)

1 g, 1 1 1 1
This matrix construction applies to a generic affine transformation. We wish now
to write the matrix representation of the infinitesimal Poincaré generators. To this

end let us write an infinitesimal Poincaré transformation to first order in its small
parameters 60, 6xy:

AHy, _&Cg - (0" + %59pa (L)1, —5)65 _ 1 po 9
(@V "0) iy YO) =1+ 200, 17 + 65 P,

where 1 is the 5 x 5 identity matrix and L”? are now represented by 5 x 5 matrices:

oy, o
PO —
L _( o o)' (4.194)

The reader can verify that the commutation relations (4.172) still hold. The four
matrices P, generate the space-time translations and read:

o, —8H
P, = (@V 0”). (4.195)
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The effect of the infinitesimal transformation on x* is the following:

xt— M= x4 5xt, xt = 60", x¥ — ox}), (4.196)
where we have used the property %50,,0 (LPoYr, = 66", which follows from

Eq. (4.170). A finite Poincaré transformation, with a proper Lorentz component A,
can be expressed in terms of exponentials of finite combinations of the infinitesimal
generators:

/7 1% o
(A v xo) ) SEe Y v (4.197)
@, 1

As an example consider the subset consisting of pure translations (1, xp). The reader
can verify that it is a subgroup. Moreover the result of two consecutive translations
does not depend on the order in which they are effected: (1, xg) - (1, x1) = (1, xq) -
(1, xp). This property makes the group of translations commutative or abelian. Let
us verify that a finite translation (1, xo) is indeed represented by the 5 x 5 matrix

ng’Y;
H By P H I
S (xl) _ ((; fo) (xl) _ (" 1 XO), (4.198)
14

where we have used the definition (4.129) of the exponential of a matrix, and the
property that powers of xg P, higher than one vanish: (xg P)"=0,n>2.

Let us compute the commutation relations between the Poincaré generators. We
clearly have [P, P;] = 0. This represents the fact that the group of translations is
commutative. Let us now compute [L”?, P, ]. Clearly P, L"? = 0, while:

e

ot _npu(gg + nfw(;g

po _ypo _
L7, Pl =L PW,_(QV 0

) — (55 — V)P

Let us now summarize the commutation relations among the Poincaré generators:

[LA7, LP7] = P LI 4 pho LYP — P L7 — 7 LI, (4.199)
[L™, P,] = P!, — PV o, (4.200)
[P.. P,]=0. 4.201)

4.7.3 References

For further reading see Refs. [2, 5, 14].



Chapter 5
Maxwell Equations and Special Relativity

5.1 Electromagnetism in Tensor Form

As we have already noted in Chap. 1, Maxwell’s electromagnetic theory is by defin-
ition a relativistic theory, since it implies in particular the constancy of the speed of
light in every RF. As such it must be covariant under the group of Lorentz transfor-
mations, or, using the terminology of the previous chapter, covariant under the group
SO(1, 3).

In this chapter, using the tensor formalism developed for the Lorentz group, we
shall establish the covariance of the electromagnetic theory under the Lorentz group
by formulating the Maxwell equations as tensor equations, namely as equalities
between Lorentz-tensors of the same kind.

The use of the Lorentz-tensors notation, besides making the relativistic nature of
Maxwell’s theory manifest, will also be useful for deriving some consequences of
the electromagnetic theory in a simpler and more transparent way.

To begin with, let us write the Maxwell equations in the usual vector notation,
which, by definition, is manifestly covariant under the three-dimensional rotation
group SO(3):

V.E=)p, (5.1)
10E

VxB=-—+= 2

x c Ot +c’ (5:2)

V-B=0, (5.3)

vxE=_ 1B (5.4)

xE=——— .
c o’

where E(x) and B(x) denote as usual the electric and the magnetic field, respec-
tively, and we define x = (x*) = (ct, xb, %2, )63).1 In the following we shall use

IWe are using the so called Heaviside-Lorentz (HL) system of units, the most useful for theo-
retical considerations. It amounts to considering the electric charge as a quantity whose physical
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the compact notation (3.60) for partial differentiation with respect to Minkowski and
spatial coordinates. We first translate the vector notation into a 3-dimensional ten-
sor notation. For example, using the SO(3)-tensor notation, the three-dimensional
divergence and curl operators can be written as follows:

&‘Ei =V E, EijkajBk = (V x B);.

In the same notation, Egs. (5.1)—(5.4) are recast in the following equivalent form:

OEi = p, (5.7)
1 0E; Ji
k0 Br = — —- 4 11, 5.8
k0 Br = —— A (5.8)
0;B; =0, (5.9)
10
i Ex = —— 5 Bi. (5.10)

Of course, in this formalism, only covariance with respect to three-dimensional rota-
tions is manifest. Recall that, with respect to the orthogonal group SO(3) (or in
general SO(n) for a n-dimensional Euclidean space), there is no difference between
covariant (lower) and contravariant (upper) indices, since they transform in the same
way. Indices are raised and lowered by contraction with the identity matrix, which

(Footnote 1 continued)

dimensions are derived from the basic dimensional quantities [M, L, T] (the corresponding units

being [kilogram, meter, second]), by writing Coulomb’s law without additional physical constants,

namely in the following form:

1 ag
5

T An or

(5.5

In this way the electric charge has the physical dimensions [M ip3 T, and the electric field
[M%L_%T_l]. (Note that the presence of the factor ﬁ in Coulomb’s law means that the HL
system is rationalized, that is there are no factors 47 explicitly appearing in Maxwell’s equations).
Moreover the electric and magnetic fields are defined so as to have the same dimension, so that the

Lorentz force reads: v
F:q(E+7><B). (5.6)
c

The quickest way to translate formulae written in the international system of units (S.1.) into the HL
one, is to redefine the electric charge as follows: Let € and e be the measures of the electric charge
in the S.I. and the HL systems respectively. We then have:

_ &b
NG N
Moreover the electric and magnetic fields !:], B in the SI system are related to the analogous quantities
E e B in the HL system as follows: \/eE=E; B = ﬁ B.
0

. e = L (a2 £ BEY — L (g2 2
For example, the energy density takes the form: pg = 5 (£0|E|* + ) =2 (\El + |B| )
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does not affect the value of the corresponding components. For this reason, when
writing SO(3)-tensors like the Euclidean vectors E;, B; or the Levi-Civita symbol
€ijk» we shall not care about the position of their indices: E; = E i B; = B! and
SO on.

In order to make covariance with respect to SO(1, 3), that is Lorentz transforma-
tions, manifest, we introduce a 4 x 4 antisymmetric matrix F*” whose entries are
defined as follows:

FY% = —Fi0 = Fl = E;, (5.11)

FV—¢.B B<—l ik
= €jjkbk <& bi = 261jk s (5.12)

that is:

0o E!' E* E3
—E! 0 B3 —B?
—E*—-B* 0 B!
—E3 B2 —-B! 0

FM = (5.13)

The above quantity will be characterized as a Lorentz (i.e. a SO(1, 3))-tensor. The
position of its indices can be changed only with the Lorentz metric (4.142) 7,
(moo = 1, n;j = —6;j, noi = 0). As remarked above, when three-dimensional indices
i, J,...belong to SO(3)-tensor quantities, like the electric and magnetic fields, their
position is irrelevant since they are raised or lowered with the metric J;;. Instead
when indices i, j, ... are a subset of the four-dimensional ones , v, ..., namely
label components of SO(1, 3)-tensors, we must use the Lorentz metric, so that the
raising, or lowering, of three-dimensional indices implies a change of sign of the
corresponding components, while the same operation on time components p = 0
leaves their sign unchanged.

Therefore if we lower the two upper indices of F/¥ with the Minkowski metric
v, W obtain:

0 —E!' —E%2 —F3
E' 0 B3 -B?

Fu = nuaanFop =1 E2_B3 o Bl |- (5.14)
E3 B2 —B! 0

We shall prove in the sequel that F# (and F),,) are actually contravariant (and

covariant) antisymmetric tensors of the Lorentz group.
We further define the electromagnetic four-current or, in short, the four-current as:

1 1
JH = (p, Ejk) - J0=p, JF= Ej". (5.15)
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Note that we have denoted J#* as a Lorentz four-vector. The proof that the four
components of J# actually transform as a contravariant four-vector will be given in
Sect. 5.4

We now show that Eqgs. (5.7) and (5.8) can be written in the following compact
form:

Oy F"'F = —JH. (5.16)

Considering first the ;© = 0 component of Eq.(5.16) and, taking into account the
antisymmetry of F¥* (F% = 0), we have:

al'FiO = —&‘FOi =—p= 8iEi =p,

which coincides with Eq. (5.7).
Setting instead p = i in Eq. (5.16) one obtains:

-1

(9()F0i =+ 8]-F-” = —J?,
and since € = —¢jix,
; J' 19E: '
OE' — €1 0iBy = —— — €x0iBy = ——— + —,
0 Uk Pk c Y c

which coincides with Eq. (5.8).

Thus Eq. (5.16), written in terms of four-dimensional indices, is equivalent to the
two non-homogeneous Maxwell equations, (5.7) and (5.8).

Coming next to the homogeneous Maxwell equations (5.9) and (5.10), we show
that, using four-dimensional Minkowski indices, they can also be written in terms of
the following single covariant equation:

1
OuFop) = 5 OuFup + 0y Fop + 0y Fyu) = 0. (5.17)

The symbol [puvp] denotes the complete antisymmetrization in the three indices
i, v, p. On a generic tensor Uy, this operation is defined as follows:

1
Ulpwp) = §(Ul“’ﬂ = Uppv + Uppp = Uvpp + Upp = Upi).

In words, it consists in summing over the even permutations of p, v, p with a plus
sign and over the odd ones with a minus sign, the result being normalized by dividing
it by the total number 6 of permutations. Since F),;,, = —F},,, this definition applied
to 0, F,, gives Eq.(5.17).
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Let us write Eq.(5.17) choosing one time-index and two spatial indices, that is
n=0v=i;p=j:

O F;j+0;Fjo+0jFoi =0 & €j0oBr+0;Ej —0;E; =0,

where we have used E!' = E; = —Fy,, since Fo; = nounin F* = nooni FO =
—E;. This equation can be easily identified with one of the homogeneous Maxwell
equations; it is sufficient to multiply it by €;¢, summing over 7, j and using the
formula: €;ke;p = 20k¢. We find:

10B
200By + 2¢O, E; =0 & €0 E; :—;a—t(,

which coincides with Eq. (5.10).
If, instead, in Eq.(5.17) we consider three spatial indices, namely, u© = i,
v =j,p=k,wefind:

0; Fj 4+ 0j Fii + Ok Fij = 0.
In this case we multiply the above equation by ¢;; and sum over i, j, k, obtaining:
3 eijkai Fy =3 eijkej'k[ai By =6 523[3@ =60;B; =0.

so that Eq. (5.9) is retrieved.
Summarizing: We have defined two quantities F** and J# such that the Maxwell
equations are written as:

B F" = —J", (5.18)
O Fyp) = 0. (5.19)

In particular, if we compute the four-dimensional divergence 0, of Eq.(5.18) and
take into account that 9,0, F#* = 0, which follows from the fact that 9,0, = 0,0,
is symmetric while F*” is antisymmetric, we obtain the equation:

o,J" =0, (5.20)
which, in three-dimensional notation, reads

dp

V.j=0. 21
8t+ j=0 (5.21)

1 .
dop+-0ij' =0 &
c
We recognize the above equation as the well known continuity equation of the electric
current expressing, in local form, the conservation of the electric charge. Since this
property has been verified so far with no exception in different inertial systems, it is
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natural to expect Eq. (5.20) to be a Lorentz covariant equation,” namely independent
of the particular inertial system. This implies that J#* must transform as a Lorentz
Sfour-vector. In any case we will explicitly verify the four-vector nature of J# from
its very definition in Sect. 5.4.

Assuming, for the time being, J* to be a four-vector, we may readily show that
FH introduced as a matrix in Eq. (5.13), is actually a (contravariant antisymmetric)
tensor with respect to the group of Lorentz transformations, and that consequently
the inhomogeneous Maxwell equations are SO(1, 3)-covariant.

To show this, let us assume Eq. (5.16) to hold in a certain inertial RF S:

o F" ==-J". (5.22)

Since 6'/,, and J# are covariant and contravariant vectors, respectively, in a new RF
S, related to §” by a Lorentz transformation (i.e. an SO(1, 3) rotation), we have:

ATV 9, = — AV, 00,
Multiplying by the matrix A~!",, and summing over  we obtain:
1P 17 mo_
AT AT O F =T

Therefore in the RF S we may write:

17

FPrm=aA"Y A7l FH

Finally, solving with respect to F'*”, we conclude:
FIM = Al AY  FPO, (5.23)

expressing the fact that the matrix F"" is indeed a (contravariant) tensor of order
two.

It follows that the Maxwell equation (5.19) is also Lorentz covariant owing to the
four-vector nature of the differentiation operator 0,,.

In conclusion, the theory of electromagnetism, described by Mawxwell’s equa-
tions, is covariant under Lorentz transformations, a fact which is consistent with our
discussion about the principle of invariance of the velocity of light given in Chap. 1.
Moreover, recalling the definition of the Poincaré group given in Chap.4 and the
fact that Maxwell’s equations are obviously invariant under four-dimensional trans-
lations, we may assert that the electromagnetic theory is invariant under the full
Poincaré group as it is the case for relativistic mechanics, see discussion in Chap. 2.

2 Actually, since Eq.(5.20) contains no free indices, it is a scalar equation, namely OpJH(x) =
a,JM (x").
I
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5.2 The Lorentz Force

We recall that in the Maxwell theory the Lorentz force acting on a given charge e is
given by

er(E—i—ng), (5.24)

so that its equation of motion reads

F= d_p (5.25)
dt

Equation (5.24), as it stands, is not written in an explicit tensor form. However we
shall prove that it has the same form in all inertial frames (we wish to remark here
that the tensor form of a physical law is a sufficient, though not necessary condition
for its validity in every RF). To show that Eq.(5.25) holds in every RF, we use the
covariant form of the equation of motion in Eq. (2.68)

d
= Ep“, (5.26)

and define the four-force f* acting on the charge as follows:

pu € gy _ € pudry di

— (5.27)
c dr c dt drt

Note that Eq. (5.27) is a covariant equation.
Let us examine both sides of Eq.(5.26) in components. Considering the time-
component, we have:

o € o ;dt e dt dp® 1d¢& di

=-F —=-E.-v—, —=-——, 5.28
P=tva ="V e T caar (5:28)
respectively, where we have denoted by £ the energy of the charged particle. Equating

the two expressions we find that the ;1 = 0 component of Eq. (5.26) becomes:

d
e _ by
dt dt

where W is the work of the force. Thus we retrieve the general result given by
Eq. (2.73): The rate of change of the energy of a particle in time equals the power of
the force (in our case of the electric force only).
Let us now consider the ;1 = i component of Eq. (5.26); on the left hand side we
find:
fi=cE ﬂ—l—feijkvj Bkﬂ =e (Ei +eijkﬂBk) ﬂ,
dr ¢ dr c dr
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while, on the right hand side, we may write:

dp dp dt
dr ~ dt dr’

Therefore the spatial components of Eq. (5.26) become:

dt  dp dt
(E +2xB) = =22
dr — dt dr
Erasing the common factor d—; v, we obtain Eq.(5.24), corresponding to the

spatial part of Eq. (5.26).
Thus we conclude that Eq.(5.24), even if not written in a manifestly covariant
form, is covariant under Lorentz transformation and therefore valid in every RF.

5.3 Behavior of E and B Under Lorentz Transformations

Once we know the transformation properties of the electromagnetic tensor under
Lorentz transformations, we may easily find the corresponding laws for its three-
dimensional components E and B.

As FM is a Lorentz tensor its transformation under a change of RF is given by:

FM — F'M = Al AV, FP, (5.29)

where the Lorentz transformation matrix has been computed in the previous chapter.
For a generic boost it is given by Eq. (4.188), or Eq.(2.57), that is:

gl —B'y LV
A= o )i Li=123 fl=—,
’ (—375¢+W—D%$) ’ =

V = (V') being the velocity of S’ relative to S and V its norm. Recalling the
relations (5.11)—(5.12) and specializing Eq. (5.29) to the components (u, v = 0, 1)
and (u, v =1, j), a simple computation yields the following transformation laws for
E and B:

(1
52
a
52

E =+vE+73xB)+ (5 E) 3, (5.30)

B =B -3 xE)+

(ﬁ B) 3, (5.31)

where, as usual, we have set 3 = ¥ and denoted by f its length. An equivalent,
and somewhat simpler, way to write the previous transformations is to decompose
the electric and magnetic fields into components E;, B which are parallel and
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E, =E—-E;, B, =B — B which are transverse to V. It is not difficult to see that
in this case Eq. (5.30) take the following form:

Ei‘ = E”; Bi‘ = B||, (5.32)
1

E| =~(V) (El + EV X BL) , (5.33)
1

B, = (V) (BL — -V x El) : (5.34)
c

As an example, we compute the electromagnetic field of a charge e in uniform motion
with velocity v in a frame S.

Let the charge e be at rest at the origin of a RF S’. An observer in S’ will observe
a Coulombian field:

e X

E = ——,
47 73

(5.35)
and no magnetic field, B’ = 0.

Let the RF S be in standard configuration with respect to S’ so that V. = v =
(v, 0,0). To find the fields in S in terms of those in §, it is sufficient to exchange
the role of the two observers in Eq.(5.30), what amounts to exchange the primed
quantities with the unprimed ones and to change the sign of the velocity. One obtains:

E=~E —3xB)+ (lv—_zv)(v E)v, (5.36)

d=m
2

v

B=+ B +B8xE)+ (v-B)v. (5.37)
Taking into account that in S” we have B’ = 0, Eq. (5.36) becomes:

E=7E + (-7 E;%, (5.38)
B=-)08xE. (5.39)

Writing E in components we find:

E.=E., (5.40)
Ey = ny;, (5.41)
E.=~vE.. (5.42)

Moreover, substituting these values of E into the expression for B given by Eq. (5.38),
one finds that in the frame S the following relation holds:

E
B= 1" (5.43)
Cc
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which gives the value of the magnetic field generated by a charge moving at a constant
velocity vin S.

Since E’ depends on ¥/, to obtain the value of E in S it is still necessary to express
the position vector X', as measured in §’, in terms of the one (x) measured in S.

We may suppose, with no loss of generality, the field E’ to lie in the xy-plane of
the frame S’; then, taking into account the contraction of lengths along the direction
of motion, namely the x-axis, we have:

/

X =vx; y =y. (5.44)

Hence Eq. (5.40) can be rewritten as follows:

ve x
E, = ypreR (5.45)
ey
E, = yyrR (5.46)
E, =0,
that is:
ve X
=— —. 5.47
4 y73 (547)
We can then express r’ in terms of r by using the following relation:
x2 r?— %)’2 v2
n_ .2 2 __ 2 _ c _ 2.2 i 02
r=x"+y _—1—ﬁ+y =7 =~r (l—c—zsm 9), (5.48)
2 2

where sin 6 = y/r, 0 being the angle between the direction of x and the y-axis. From
Eq.(5.48) it follows:

v2 2
= (1 Y i 9) , (5.49)
¢
and substituting in Eq. (5.47) we obtain the final result:

2
1 1-5
E= — Sx ¢ 2

_ (5.50)
4 r? (1 — % sin? 9) ?
C

Moreover, substitution of Eq.(5.50) into Eq. (5.43) gives the value of the magnetic
field.
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The formula (5.50) tells us that when a charge is moving with constant velocity
v, the electric field differs from the electrostatic value by the relativistic factor:

f,0) = (5.51)

w

(1 _ g—jsinze)7

When the velocity v of the charge is much smaller than the speed of light, v < ¢, we
can set f ~ 1. However, when the velocity of the charge is close to ¢ the modulus
of E changes according to its direction, thus breaking spherical symmetry. Indeed,
since f (v, 0) is f-dependent, the strength of the field will be larger when sin 6§ ~ +1,
that is when ¢ ~ £7, while it will be smaller when 6 ~ 0.

Note, however, that the electric field is always radial, as in the static case.

5.4 The Four-Current and the Conservation of the Electric
Charge

In Sect. 5.1 the quantity defined in Eq. (5.15) was assumed to be a contravariant four-
vector under Lorentz transformations. An argument in favor of this was based on the
requirement that the conservation of the electric charge hold in any inertial frame.

In this section we shall construct the explicit expression of J# from which its
nature of Lorentz four-vector will be manifest.

Let us consider, in a given RF, a system of moving point-like charges
e (k =1,...n), and denote by x¢(¢) their positions at a given instant . We want
to derive the explicit expressions for the charge density p(x, 7) and the current den-
sity j(x, 7). In the three-dimensional notation they can be respectively written as
follows:

P, =D e 8 (x = X (1)), (5.52)
k
Sfxn=>ea dx; 5 (x — x¢. (1))
9 k dt 9

where 63 (x — X') is the three-dimensional Dirac delta function, defined by the prop-
erty4:

[ex s a—x) = .

3Note that x(¢) is a kinematical variable referred to the kth particle, while (x#) = (ct, x) are
space-time labels.

4In Cartesian coordinates, if x = (x, v, z) and x¢ (1) = (xx (1), yk (1), zk(¢)), the three-dimensional
Dirac delta function reads: 63 (x — xx) = 6(x — x(2)) Oy — v (1)) 6(z — zk (1)).
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To show that J# = (p, %) is a four-vector, we associate with each charge the coor-
dinate four-vector

xp (1) = (ct, (1)),
so that J# takes the following form:

JH = - Zek—53(x —xx (1)),

k

or, equivalently:
JH(x,t) = 1 Dle /dr’dx’g—(t/) S x—xx ()5t — 1)
s 1) = c - k dr’ k .

Since ¢’ is an integration variable, it can be replaced by any other variable. In par-
ticular, in the kth-term of the sum, we may replace ¢’ with the proper time 7 of the
kth-particle, thus obtaining:

JHx, 1) = Zek/di—§4(x“ x; (7)), (5.53)
where
x () = (eTk, X (TK)). (5.54)
and’

S — xf () = 8 (x — X (70)) 8 (e(t — 1))

%53(:( — X (1))t — Tp). (5.55)

We now observe that given a four-vector W, 54(W“) is a Lorentz scalar, indepen-

dently of W#. Indeed, by well known properties of the Dirac §-function we have®:
1

Wy = AP, W) = ———5 (W) = §H (W), 5.56

()(”)|det(A)|()() (5.56)

SWe used d(ax) = 0(x)/, a particular case of the incoming formula (5.56).

SThis property is easily proven on test functions f (x) = f(x"). Indeed we can write f d*x &
(A-x)fx) = [d*x* @) fFA™ - x) = [ L ldetw S f(AT ) = % where we
have changed the integration variable from x = (x*) to x’ = A - x. Recalhng that f(0) =

f d*x 6*(x) f(x), and being f(x) generic, we conclude that 5 (A -x) = Idet(A)I 5*(x).
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since the determinant of a Lorentz transformation is £ 1. It is then apparent that, since
in Eq. (5.53) both 74 and S (xt — x,ﬁ‘ (1)) are Lorentz scalars, J#* will transform as
dx,’: , that is as a four-vector.

We can also derive from the previous expression the continuity equation (5.21)
leading to the conservation of the electric charge. To this end, let us compute the
divergence of the current density j = (j'):

d
V-i=0j' —Z%%W&%(X—Xk(f))
d
=—Z}g%57ﬁ@—mm)
= > a2 = X)) = —p(x. ) (5.57)
— ot ot ’

Thus we retrieve the continuity equation of the electric current:

.0
aij'+§p=0©3,,,ﬂ‘=0

Letus recall how the conservation of the electric charge is obtained from this equation.
Let

Q=/#mmm

be the total electric charge contained in the volume V. Then

g _ [ 5 9 I R PN _ _/ .
o= [dx o= /d X0ijix ) =— [ dSn-jx, 1), (558
v v S

where § is the surface enclosing the volume V, and n is the unit vector normal to d S.
If V represents a finite domain of the space, then Eq.(5.58) expresses the fact that
the variation of the charge inside V' is compensated by the flux of current through its
boundary S, which is one way of characterizing the conservation of electric charge.

If, instead, V extends over the whole three-dimensional space, V = R3, then
S = S is a sphere located at infinity, and, since there is no current at the spatial
infinity, the last term on the left hand side of Eq. (5.58) is zero. It then follows that:

Y

= 0’
dt

that is, the total electric charge in the whole space is conserved.
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5.5 The Energy-Momentum Tensor

The procedure of assembling together the charge density and its current density into
the four-vector J# can be also used to construct a tensor quantity describing, together
with the energy and momentum densities associated with a system of electric charges,
the corresponding currents.
Let us denote by Tp‘;?[v the density of the total energy-momentum Py, of the
system of charges, defined as:

T =D ph ()8 (x — X (1)), (5.59)
k

where p,‘(" is the four-momentum of the single charge ex. Upon integration over the
whole space V, we find:

3¢ HO Iz M
/d XTpart‘ = Zpk = Ppan.’

v k
which is the total four-momentum of the system of charges. In particular its (00)
component reads: ngt = %pE where pg is the energy density of the system of
charges.

We now define the current density of P as the following three-vector:

i 1 /l,dxlic 3
Tpart. = - Zpk dr 07 (x — x (1)) .
k

In particular Tp];rL is the ith component of the current density associated with the jth
component of the total momentum of the system.

We may now set together Tp‘ffr)t and Tp‘:fn. to build a 4 x 4 matrix Ty, :

TW/ = l “% 63 t 5.60
part._C;pk dt (x —x¢(1)). (5.60)

. . dx}!
If we use the property that for each massive particle p,’j = m(vi) %, so that we can
write:
I I
P _ P
m(vy)  Eg

)

Equation (5.60) can be recast as follows:

no_v
v PLp
The =c¢ D —kEkk Fx = xi (1) = Toky (5.61)
k

showing that the matrix 7., is manifestly symmetric.
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We now prove that T, art is a tensor under Lorentz transformations. Indeed, fol-
lowing the same steps used to prove that J# is a four-vector, we can rewrite Eq. (5.60)
as follows:

w 1 dx]
Tl = ; / dr' > pl dt’j (1) 8 (x —xx (1) d(t — 1) (5.62)
k
L dx]
- Z/di L d—k(Tk) 5 — xL (7). (5.63)
k Tk

where we have used (5.54) and (5.55).
Since T‘;rt transforms as the product of the two four-vectors p;" and dx} it is,
by deﬁnmon a rank two tensor, symmetric in the two upper indices. It is called the
energy-momentum tensor of the charge system.’

Let us now compute its four-dimensional divergence a,qu!a.rt We first compute

its three-dimensional counterpart from the definition of 7, part. given above:

dx
i _ k 3
anart = - E IF& (X—Xk([))

t

1 d
- at( 21%553(?( Xk(t))) Z(El’f) 5 (x — xx(1)).

k

d
__Z W ;k = [ (53(X—Xk(l)) — __Z (5% (x — x¢ (1))

(5.64)
On the other hand, from the definition (5.59), we have:
d (1 0
: (E > Pl x - xk(t))) 30 Tk (5.65)
k
so that Eq. (5.64) becomes:
in 9 ou 1 d 3
Oi T, + 575 Tpare. = Z ) =X, (5.66)
that is:
uToamt, = G”, (5.67)

"Note that since Tpﬁrt is a tensor, and being the product p* p” a rank-two tensor as well, from

Eq. (5.61) it follows that B3 (x — x¢ (1)) / E transforms as a rank O-tensor, that is a scalar quantity.



158 5 Maxwell Equations and Special Relativity

where the four-vector G¥ defines the density of the total force acting on the system:
dp!’

Gl =" k& B x—x(1)). 5.68

; L0 = xu() (5.68)

It is important to note that, differently from the case of the four-current, where
OuJ" = 0, here we find:

OuTgan. # 0.

Actually, this was to be expected since 0, Tp‘f‘; = 0 would imply the conservation
of the total four-momentum P:arp of the system of charged particles, and this cannot
be true since the system is not isolated being in interaction with the electromagnetic
field.

We may however expect that, since the foral system consisting not only of the
particles, but also of the electromagnetic field, is isolated, its total four momentum
is conserved.

Let us show this in detail. We first observe that in the expression of the Lorentz

i
force-density, given by Eq. (5.68), we may replace on the right hand side (%" with
fr %. For our system of charges in interaction with the electromagnetic field we
may therefore write:

dr
Gl'= D f1 -8 (x = xu(0)
k
1 d dx?
= =S o, S x — x (1))
¢ dt dr
1 dx?
=—-F Zk:ekd—tk S(x —x¢(t)) = —F", J". (5.69)

where we have used the dynamic definition (5.27) of the four-force exerted by the
electromagnetic field on a charge. Using the Maxwell equation 0,F” = —J", G/
can be rewritten as follows:

G" = FM,0,F" = 8,(F',F™) — F(9,F",)
1
= ap(FMVF'm/) - Epr(apFMu - (9,,F#p)

= Op(F', F™) — %F,,V(aPFW + OV PR, (5.70)

where we have replaced 9,F", with its antisymmetric part in (p, v), since it is
contracted with F*”.
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Next, by using the homogeneous Maxwell equation 9!” F/**] = 0, we can make
the following replacement in the last term of the previous equation:

OPFM + QVFPF = —QHFYP = OF FPY |
and we find:

1 1
G! = 0p(FV', F™) = S Fp 0" F" = 0(F", F™) = 20" (Fp F™)

em?

1
=0, (F“VFP” - ZU”pFwFU") = —cO,TS}
where we have defined the energy-momentum tensor of the electromagnetic field:
ny o __ 1 nw pvp 1 N po 571
Tem__z FrF —Zn Fpo I . (5.71)

We note that, as for the particle energy- momentum tensor, T+ defines the distrib-
ution in space of the energy and momentum, and of their currents, associated with
the electromagnetic field.®

We now substitute the expression of f# into (5.67), to obtain:

1
pro pv _
3#Tpart. - EGV N a/t (Tpart. + Tel:#) =0.

Defining the sum of the energy-momentum tensors of particles and electromagnetic
field as the fotal energy-momentum tensor TH" of the system, we obtain the result:

8T = 0. (5.72)

As in the case of the four dimensional current, the vanishing of the four-dimensional
divergence (5.72) implies the conservation of the total four-momentum P, that is
of the total energy and linear momentum of the isolated system consisting of the
charges and the electromagnetic field.

Indeed, following the same steps as in the derivation of the charge conservation
from the continuity equation, and setting V = R3, we have:

/d3x80T“0 = —/d3x8,-T“i = —/dS TH n;. (5.73)

Seo

8Note that in our conventions all the components of T/, have the physical dimensions of a momen-
tum density.
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Since there is no energy or momentum density at spatial infinity, the last integral
vanishes and we obtain:
dP tl{ﬁt

9

— [ &xT1™ =0 =0. 5.74

8t/ X = dt ( )
\%4

Coming back to the expression (5.71) of the electromagnetic energy-momentum ten-
sor, we now show how to retrieve the familiar definitions of energy, linear momentum,
and Poynting vector from our four-dimensional formalism.

If we compute the density TL,(,)# in terms of the fields E and B, we find:

1 | | .
00 0 10 0
Tom = c (F P = EFOiF f— ZFijFU) (5.75)
1 1 1
=——|—-E/E;+—-E,E; — -B;B; (5.76)
c 2 2
= (IEP + BP) = - e, (5.77)
2c¢ c
where:
1 2 2
pe =5 (IEP + BP). (5.78)
is the energy density of the electromagnetic field.
Moreover:
0 = _Lpipo _ Lpipoj _ le~~kBkEj
em c I c
= l(ExB)" =l —ls" (5.79)
- c - "em T C2 ’ .
where:
i 1 i
Ty = Z(E x B)', (5.80)

is the momentum density of the electromagnetic field and S = ¢ E x B is the Poynting
vector measuring the energy current density carried by the electromagnetic field. Note
that |S| = pg c.

We can rephrase the previous results, by stating that the energy £ and the linear
momentum P associated with an electromagnetic field, in a given volume V, are
given by:

E= c/d3x 7Y :/d3xpE, (5.81)
v 14
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3 i0 i i
Pl= [dx15 =~ [ dxS'. (5.82)
Vv

Vv

As an example, suppose we consider a region where no charges are present. In this
case, Tp’art = 0, and Eq. (5.72) reduces to 9, Tl = 0. Separating the v = 0 and the

v = i components, we have:

0 .
— 0;8' =0,
8tﬂE+

which expresses the conservation of energy in its local form. Upon integration over
a volume V we have:

—/d3 = —/d3x6iSi = —/da n-S. (5.83)

Vv N

As is well known, the physical interpretation of this equation is the following: The
positive (negative) rate of change of electromagnetic energy inside the volume is
compensated by the incoming (outgoing) flux of energy across the boundary S.
In particular, when the integration volume is infinite, owing to the vanishing of the
surface integral, the equation implies the conservation of the electromagnetic energy,
in its global form:

dé _
dr
Similarly, when v = i, we obtain:

;Eﬂ'l +8jTej,ln = 0,

and, upon integration over V, we find:

1d N L
_Epl /d3x8jTe/,ln = —/dS T/ nl, (5.84)
C

\% S

where, as usual, we have applied the divergence theorem (over index j) to the volume
integral on the right hand side. As in the previous case, Eq.(5.84) means that the
positive (negative) rate of change of electromagnetic linear momentum inside the
volume V is compensated by the incoming (outgoing) flux of momentum across
S. In particular, when the integration volume is infinite, the equation implies the
conservation of the electromagnetic linear momentum:

d .
—P' =0.
dt
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5.6 The Four-Potential

‘We now observe that the homogeneous Maxwell equation (5.19) can be immediately
solved introducing a four-vector A, = (Ao, A;), i =1, 2,3, and setting:

F/w = 8/LAI/ - auAy,- (5.85)

Indeed, since on any function 0,0, is a symmetric tensor, the total antisymmetrization
of (5.19), using the definition (5.85), gives identically zero:

OuFup) = OOy Ay — 010,A0) = 20,0, A, = 0.

The four-vector A, is given the name of four-potential.
We may readily express E e B in terms of A, using Eqs. (5.14) and (5.85):

. 10
E' = —Fyi = —0pA; + 0;Apg = —ZEA,' + 0; Ag, (5.86)

1
B, = Eeijkp}k = EijkajAk. (5.87)

These formulae allow us to identify — Ao (x, t) and A; (x, t) with the electric potential
V and the vector potential A, respectively; indeed, as is well known in the electro-
magnetic theory, one has:

10
E=——A-VV. 5.88
c Ot ( )
and
B=VxA, (5.89)

which are the vector form of the previous Egs. (5.86) and (5.87). The four-potential,
however, is not uniquely defined; if we redefine A, by adding the four-dimensional
gradient of a scalar field,

Ap— Al = A+, (5.90)

where p(x) = @(x") is an arbitrary function of the space-time coordinates, then
F,,,, and therefore E and B, remains unchanged.9 Indeed:

9While in the classical theory the only measurable physical quantities are E and B, so that the four-
potential seems not necessary for a complete description of the electromagnetic field, in quantum-
mechanics the Aharonov-Bohm effect shows that the E and B fields are not sufficient for describing
the electromagnetic field in interaction with matter, and that for its full description the four-potential
A, (x) is necessary.
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Fu — Fl’w = 9,A), — 8,,A;L =0,A, —0,A,
+ 0,0y — 0,0, = 0, Ay, — Oy A, = Fpuy. (5.91)

From the invariance of F},,, under the change (5.90), it follows that Maxwell’s equa-
tions (5.18) and (5.19) are invariant as well. The transformation (5.90) is called
gauge transformation and the corresponding invariance of the Maxwell equations is
referred to as the gauge invariance of electromagnetism.

One can exploit the gauge invariance of electromagnetism to simplify Eq. (5.18).
Indeed one can choose the arbitrary scalar field ¢(x) in such a way that the trans-
formed four-potential satisfy an auxiliary condition. We may for example require:

10

Using Eq. (5.90), we see that we can always construct a four-potential AL satisfying
the above equation starting from one (A ) which does not, by choosing ¢ (x) in such
a way as to solve the equation:

8HA’“ =0,A" +0,0'p=0— 0,A" +p =0 (5.93)
where we have introduced the (Lorentz-invariant) d’ Alembertian operator:

. 1 92
O=09,0"= (00— » (0)*=—5+5 — V_
0" = (Do) g}» 557
Indeed, as is well known, given 9, A" and suitable Cauchy data, Eq.(5.93) always
admits a solution in the unknown function ¢(x).
Thus gauge invariance implies that we can always choose a four-potential A, (x)
satisfying

9, A" = 0. (5.94)

As the above condition fixes (though not completely) the gauge function ¢ (x), see
Eq.(5.111) and below, itis called a gauge-fixing condition. The corresponding choice
of ¢, such that (5.94) holds, is referred to as the Lorentz gauge.'” Note that the Lorentz
gauge fixing condition (or simply Lorentz gauge condition) is a scalar under Lorentz
transformations.

When the Lorentz gauge is used, Eq. (5.18) simplifies considerably. Indeed, writ-
ing on the left hand side of the inhomogeneous Maxwell equation (5.18) F},;, in terms

10This is not the only possible gauge condition. Several other choices are possible. In particular,
when discussing the quantization of the electromagnetic field in Chap.6, we shall use the more
convenient Coulomb gauge V - A(x) = 0. The Lorentz gauge has the advantage of being Lorentz
covariant. In Chap. 11, the same quantization will be performed using the covariant Lorentz gauge.
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of A, and using the Lorentz gauge condition (5.94) we obtain:
O F" = 0,0"A” — 0,0" Al = 0A" — 9" (0,A") = A",

that is, each component of the four-potential A, satisfies the well known wave equa-
tion in the presence of a source:

OAF = —J*~. (5.95)

Let us consider the case where, in some space domain, the source is absent, J*(x) =
0; then Eq. (5.95) becomes:

1874,
c2 o2
It is well known that the general solution to the homogeneous wave equation can
be written as a superposition of plane waves whose polarization is orthogonal to
the direction of propagation. Let us retrieve this result in our Lorentz- covariant
formalism.

We start solving Eq. (5.96) within a bounded region shaped as a parallelepiped,
with sides L4, Lp, Lc along the three Cartesian axes and volume V = L4LgLc,
requiring periodic boundary conditions on the solution in each coordinate. This
allows us to expand the field A, (X, t) in a triple Fourier series with respect to the
coordinates x = (x, y, z):

0A, = ~ V%A, =0. (5.96)

Au(x, 1) = Z Ak, (1) e %, (5.97)
kikoks

where the components of the wave number vector k = (ky, k2, k3) have the following
discrete values:

271'}11. . 27rn2. _ 2mns

ki = , (5.98)

ni,n2, n3 being integers. Reality of A, (x) further imposes that: A_k, ut) =
Ak,u(t)*. Inserting the expansion (5.97) in Eq.(5.96), in virtue of linearity of
Maxwell’s equations in the vacuum, A, (x) is a solution if and only if each of its
Fourier components are. Equation (5.96) on the generic k-component reads:

d2 A 2 2 X

ﬁAk, w(@) + ¢ K" Ak, (1) =0, (5.99)

where we have used the property that
i A(x) =3 ik A u(1) €K% = VZA,(x) = = k| Ak (1) e KX,
Kk k

(5.100)
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From Eq. (5.99) we see that each component of Ak, 1 (2) has to satisfy the equation
of a harmonic oscillator of angular frequency

wy = c k| (5.101)
and can thus be written in the form:
Ak, (1) = ek p(wi) e ey (—wp) ek (5.102)
where the reality condition on A, (x) further requires that:
ek, pu(—wi) = ek, u(wp)™ (5.103)

The solution (5.97) to Maxwell’s equation in the vacuum then reads:

Aux, 1) = Z ex, jn(wk) e Wk 1—kx) + Z e, p(—wi) ol (Wi tkx)

k Kk

— Z Ek,u(wk) e*i(o.)k t—Kk-x) + Ze—k,u(_wk) ei(wk t—Kk-x)
k k

_ Z (ek”ue—i(wkt—k-x) n 6;2’ . ei(wkt—k-x))
Kk

_ z —ik-x * ik-x

— (qwe +e e ) (5.104)
k

where we have defined e , = ek ,(wi) referred to as the polarization four-

vector and used Eq. (5.103). Moreover we have also defined the wave-number four-
vector as:

Wk

k=" =& k); K= ~ (5.105)

so that

k-x=kl'x, =kl'n,x" = K°x% —k - x,

Equation (5.104) represents an expansion of the electromagnetic potential A, (x) in
plane waves, progressing in the direction of the wave number vector k with angular
frequency wy = ZT” = c |k|. We shall also write the solution (5.104) in the more

implicit form:

A= (Ak,#(t) *F 4 A () e '”‘) , (5.106)
k

where Ak, (1) = ek, 4 e 1wkt and Ak, },,(t)* are the two independent solutions to the
harmonic oscillator equation (5.99).
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From its definition and taking into account (5.101), we see that k = (k") is
light-like
W2
K =k'k, = k)% — k> = £ — k]> =0.

iz 2
Anticipating part of the discussion of next chapter, we may give a quantum interpre-
tation to our result; indeed, from the quantum theory point of view, a monochromatic
plane wave can be interpreted as the relativistic wave function of a particle of energy

E = hwy and momentum p = LKk, that is having a four-momentum'":

Pt = kM = h(% k) . (5.107)

If we now recall the general relation between energy and momentum given in
Eq.(2.38) of Chap.2, we see that, from the quantum point of view, the Maxwell
equations imply:

m?c? = p*=n*k* =0, (5.108)

thatis the rest mass of a particle associated with the plane wave solution to Eq. (5.96),
called photon, is exactly zero.

5.6.1 The Spin of a Plane Wave

We must still require A, (x) to satisfy, besides the wave equation, the Lorentz gauge
condition (5.94).
As we are going to show, this requirement implies that, at each point x, the physical
degrees of freedom of a freely propagating electromagnetic field are just two.
Indeed, if we apply condition (5.94) to the generic plane wave superposition
(5.104) and separately equate each Fourier component k to zero, we easily find:

A" =0 & kl'e,, =0, Vk. (5.109)
Now we observe that, since k* is a light-like vector, i.e. k> = 0, it is always possible

to find a RF where it takes the form k* = (k, &, 0, 0) and thus k, = (k, —k, 0, 0).
In this RF, using Eq. (5.109), the polarization four-vector has the following form:

ek, u = (€k, —€k, €2, €3). (5.110)

One may conclude that, for each term of the expansion, the degrees of freedoms, that
is the independent components of the polarization four-vector are three: e, €2, €3.

"'This interpretation was already proposed by Einstein in 1905 for the description of the photoelec-
tric effect.
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However this is not the end of the story: As previously anticipated, the choice
of the Lorentz gauge does not completely fix the gauge freedom. We may indeed
perform on A, (x) a further gauge transformation

Ay — A+ Oup, (5.111)
still preserving d,,A* = 0, provided:
Op =0. (5.112)

This is easily shown by implementing such transformation on the four-potential in
the Lorentz gauge condition. Since it implies:

Al —> 9, (A" + "), (5.113)

if condition (5.112) holds, the transformed field will still be in the Lorentz gauge.
A solution ¢ to the wave equation (5.112), describing the residual gauge symmetry,
can be expressed by the same Fourier expansion (5.104) as A, (x):

p0) =D (Gee gl tT) s B =0,
k

so that:

Oup(x) = Z (—i k. &x ethkx 4 k& eik'x) .

k

Therefore under the transformation (5.111), supplemented by condition (5.112), the
solution (5.104) takes the form:

A;L(x) = Z (e;( i eihx 4 ei(*’ L eik"‘) , (5.114)
k

where

€k = €k, — ik §k = (e — iK€k, —ek +ikék, €2, €3). (5.115)

Being ¢, and therefore £, arbitrary, we may fix £ in such a way that the first
two components of the polarization four-vector both vanish. In particular, setting
{k = —i%, we obtain:

ek, = 0,0, €2, 63). (5.116)
We see that, once the gauge freedom has been completely fixed by Eqs. (5.93) and

(5.112), the independent components of the polarization four-vector are only two,
and precisely those transverse to the propagation vector Kk, namely e, €3.
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Since there are only two physical components of the four-dimensional polarization
vector for each wave vector k, we conclude that a generic electromagnetic wave
A, (x) has, at each point in space X, only two physical degrees of freedom, both
transverse to the direction of propagation.

This fact leads us to the concept of spin of a plane wave, or better, from the
quantum point of view, of spin of a photon.

Let us define the spin group of a particle as the residual subgroup of the Lorentz
group which remains once we fix our RF to be attached to the particle itself. Quite
generally when our particle has a non-vanishing rest mass this RF is defined as its

2
rest frame, in which p* = (mc,p = 0) — m? = f—z > 0. In this case the residual

group, that is the spin group, is the rotation group SO(3), subgroup of the Lorentz
group, which leaves the p® component of the four-momentum invariant.

If, on the other hand, the particle has vanishing rest mass, there exists no RF
where the particle is at rest, its velocity being c. In this case only rotations around
the propagation direction of the particle, corresponding to two-dimensional rotations
on the transverse plane, can be properly defined as the relevant spin group.

This latter is clearly the case of the electromagnetic field, the relevant particle being
the photon. We want to see how its physical degrees of freedom €3, €3 transform under
the SO(2) rotations in the transverse plane, in our case the y — z plane. This can be
easily found by recalling that A, (x) is a covariant vector field, thus transforming,
under Lorentz transformations, as follows:

Ap(x) > AL (X)) = A7 A (),

where X’ = A -x = x = A~ - x’. In our case, the subgroup of the Lorentz group
leaving the components p* = k% and p! = hk' (along the x-direction) of the
photon momentum invariant, apparently coincides with the SO(2) rotation subgroup
whose generic element A has the following matrix form:

10 0 0
01 o0 0
00 cosf sind
00 —sin6 cosf

AO = (5.117)

Since in this RF the polarization four-vector has the form: ¢, = (0, 0, €2, €3), the
spin group acts on the physical degrees of freedom as follows:

e, _ [ cosf sinf €
(6/3)_(—sin900s0) (63)' (5.118)

It is convenient to use the complex basis €3 & i3, so that the rotation matrix takes a
diagonal form and the transformation (5.118) becomes:

e2ties > €, tiey = eT(ey Lie3).
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In general, when the two polarization states of a massless particle transform, under a
rotation about the propagation direction, with a factor e¥"?, one defines n to be the
spin of the particle (the particle is simply said to have spin »). In our case we have
found n = 1, so that we conclude that the photon, the massless particle associated
with an electromagnetic plane wave, has spin one.

5.6.2 Large Volume Limit

In this section we have solved Maxwell’s equations in the vacuum within a finite
“box” of sides L4, Lp, Lc. This had the advantage of allowing us to work with
Fourier series instead of integrals, when expanding the solution A, (x) as a super-
position of plane waves. The components of the wave number vector k are indeed
discrete quantities, the step Ak; between two successive values of one of them k;
i=1,2,3)being Ak; =27 /L;, L;i = La, Lp, Lc.An elementary cell in the space
parametrized by k1, k2, k3 has then volume:

2 3
Ak = Ak Aks Ak = 0

(5.119)

We can write the discrete sum over the Fourier modes k of a function f(x) as:

ik-x Ak ikx
f(X)=§fk€k =§Ww‘kek . (5.120)

Inthe large volume limit, in which the size of the box becomes infinite, L4, L, Lc —
00, Ak; — dk;, the k;’s become continuous variables and the Fourier sum in (5.120)
is replaced by an integral in d*k = dk dkydks:

3

Ak d’k .
Fo0 = Z G V e /W VidERE (5121

where the notation f (k) = fx emphasizes the fact that we are now treating k as a
continuous variable rather than a discrete label.

Thus the passage to the large volume limit is effected by replacing, in the triple
Fourier series:

k
Z / oY (5.122)

which amounts to passing from a Fourier series expansion to a Fourier integral. The
general expansion (5.104) of the solution A ,(x), in this limit, reads
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d3k —ik-x * ikx
A#(x):/mv (eu(k)e kx e, (k)* ek )

(5.123)

Let us finally note that the delta-function dk i/, defined on discrete momenta as

follows
1 k=K
5k,k’ = , 5
0 k#k
so that
> okw fie = fio
k/
in the continuum limit becomes
2 3
S —> (% 8Bk — K).

Indeed we find:

2m)3 %

&k @2n)}
> ok fio = / v E B -k ) = £k,
k/

5.6.3 References

For further reading see Ref. [8] (Vol. 2).
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Chapter 6
Quantization of the Electromagnetic Field

In this section we shall analyze the general solution A, (x) to Maxwell’s equations
in the vacuum by choosing as gauge fixing condition the so called Coulomb gauge
differently from the Lorentz gauge condition used in the general discussion of the
electromagnetic field given in Chap.5. In this new framework we shall be able to
describe the electromagnetic field as a collection of infinitely many decoupled har-
monic oscillators. This will pave the way for the quantization of the electromagnetic
field and the consequent introduction of the notion of photon.

6.1 The Electromagnetic Field as an Infinite System
of Harmonic Oscillators

Let us now still consider an electromagnetic field, described by the vector potential
A, (x) = A,(x, 1) in a region which is “far away” from any charge and current. It is
a solution to the following Maxwell’s equations:

OuF"™ =0, Fp=0,A, —0,A,. 6.1)

As shown in the previous chapter, Equations (6.1) are invariant under gauge trans-
formations:

Ay — Ay +0,¢. (6.2)
We have also shown that, upon using the Lorentz gauge:
A" =0, (6.3)

and by suitably fixing ¢, we can set to zero, for each term in the Fourier expan-
sion, the time-component and the longitudinal component, proportional to k, of the
polarization four-vector €, ,, that is two components of the four-potential A, (x).
© Springer International Publishing Switzerland 2016 171
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For example, given an arbitrary wave propagating, say, in the x! direction we can set
to zero the components Ag, Aj. It is however possible to choose other gauge-fixing
conditions, as we are going to do in the present chapter. In particular we are going
to use the Coulomb gauge, which corresponds to imposing the condition:

3
VAA@ =0 & > 9Aix) =0. (6.4)
i=1

Let us notice that, in contrast to the Lorentz gauge (6.3), this gauge choice is not
Lorentz covariant, since if it is satisfied in a frame S in a new frame S’ we find
V' -A'(x) #0.

In a region in which J# = 0, the wave equation (6.1), which can be written in the
form:

8,0°A,, — 8,0,A" =0, (6.5)

when decomposed in the components ¢ = 0 and p = i, yields the following equa-
tions!:

(0000 — 0;0;)Ap — Op(0pAg — 0iA;) =0, (6.6)
(G000 — 0;0,))A; — 0;00A0 + 0;(0;A)) = 0. (6.7)

Using the gauge choice (6.4) the first equation becomes:
v2AY =0, (6.8)
whose solution is the electrostatic potential A = —V in the absence of charges,
which can be set to zero, A = 0. The second Eq.(6.7), in the Coulomb gauge,
becomes:
OA; =0, (6.9)
or, equivalently:
| 3
(6—28,2 — Za,-ai)A(x) =0. (6.10)
i=1

Equations (6.9) are wave equations for each component A; (x) of A (x) whose solutions
describe electromagnetic waves. Let us solve these equations, as we did in Sect. 5.6,

Recall that summation over repeated Euclidean indices (i, j or k), independently of their relative
position, is understood.
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within a box with sides L4, Lg, Lc and volume V = LsLgLc. This allows us to
expand the field A(x, ¢) in the form of a triple Fourier series with respect to the
coordinates x and write the solution to Maxwell’s equations in the vacuum in the
form (5.106):

A= > (Ak(r)e”"'x+Ak(r)*e—“‘"‘), 6.11)

k1koks

The choice of the Coulomb gauge V - A = 0 then implies, on each single Fourier
component, the transversality condition: kK - Ax = 0. Since we are working within
a finite size domain, the periodic boundary conditions on the surface of the cube
require the components of the wave number vector k = (ki, k2, k3) to have the
discrete values in Eq.(5.98). Substituting the expansion (6.11) into Eq.(6.9), and
using the linearity property of Maxwell’s equations in the vacuum, we find that each
Fourier component Ak (¢) satisfies the harmonic oscillator equation (5.99):

d*Ax
dr?

+ ?k|*Ag = 0, (6.12)

having used the property (5.100). The vectors Ag(¢) and Ak (7)* were defined in
Sect. 5.6 to correspond to the two independent solutions to Eq.(6.12):

Ak(t) = exe " Ak(D)* = €f KT, (6.13)

so that Eq.(6.11) represents an expansion in plane waves progressing along the
direction of k with angular frequency

el 1N (6.14)
Wy = —=20¢ . .
k=T
The following relations then hold:
Ax(r) = —iwp Ak (D) 3 Ax(D)* = iwp AL (D). (6.15)

The Fourier expansion (6.11) can then be also written in the form (see Eq. (5.104)):

Ax D= (ek ek et e””) . (6.16)

kikoks

Let us now consider the electric field vector:

10 10
E=———A+VA)=—— —A, 6.17
c Ot + VAo c Ot ( )
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and expand its components in Fourier series as we did for A (x):
E=Y (Ek(t) X L () e "'X) , (6.18)
k
where, in virtue of Egs. (6.17) and (6.13), Ex(?) are related to Ak(?) as follows:

Ex() = éwk Ax(r) = i |k Ak (D). (6.19)

Similarly we can Fourier-expand the magnetic field B =V x A:

B=> (Bk(t) XX L By e "'X) , (6.20)
k
and find
Bk =ik x Ax(t) = ng x Ek, (6.21)
where ng = % is the unit vector along the direction of propagation. Our aim is now

to compute the wave number expansion of the energy (5.81) of the electromagnetic
field enclosed in the box:

E= /d3x% (E)* + |B%). (6.22)
\%

Let us first compute |E|2. Using the expansion (6.18) we can write:

1 . / . ’
|E|2 — C_2 Z [Ek X Ek’ el(k+k )X + E]t . E]t/ e—l(k-‘rk )X
k. kK’

+ By -Ep KO LB R e*“"*k’)*] ,

where, for the sake of simplicity, we have suppressed the dependence of the Fourier
components on time. A similar expansion can be written for [B|?. Note that, in the
above expression for |E|?, the spatial coordinates x only appear in the complex
exponentials. It then follows that for computing the integral of |E|? over the volume
V we just need to integrate these exponentials. Consider the following integral:

Ly Lp Lc

/ Px o kH)x _ / dr / dy / de DT Gitkatky)y ilka k) 2
\%4 0 0 0
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It is the product of three integrals of the same kind. Let us evaluate for instance the
one in dx:

L

Ly 1 Ly 1 ) <"1+"/1)
/ deeikirkpx — 1 ita+kDx| i
ik + k) o ilki+kp
0
(6.23)

Since n1 + n) is an integer, the above integral is always zero unless k| 4k} = 0, in
which case fOLA dx elkitkpx — fol"‘ dx = Ls. We then find:

/ dPx e ®HDX = [ LpLe b =V 6k s (6.24)
\4
where
1 ifk=—K
Ok —k = [0 ik £ K (6.25)
Similarly:
/ BPxe &KX =y, (6.26)
v

We can now perform the volume integrals in the expression for [E|? and the analogous
ones for [B|? and then find the expansion in k of the energy & of the electromagnetic
field within V:

| 3 2 2 _V N
€_§/dx (|E| +|B|)—EZ[(Ek-E_k—f-Ek-Ek—i-c.c.)
v k
+ Bk -B_x + By - B +c.c))], (6.27)

where c.c. denotes the complex conjugate of the previous terms. The terms Ex - E_x
and B - B_x cancel since:

By -B_x = (ng x Ex) - (n_x x E_g) = —¢jj¢e 1} Ey €ipg My E1 )
= —|n|°Ex - E_x + (i - Ex) (g - E_y) = —Ey - E_y,

where we have set nk = —n_k and have used the transversality condition
ng - E1x = 0 and the contraction properties of two ¢;; symbols (see Sect.4.5).
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We also find:
2 2 wl%
|Bk|” = |Ek|” = ) (Ak - A}), (6.28)

which allows us to rewrite Eq. (6.27) in the form:
1%
E=2V D IE? = 5 > wi ((Ak- A + (AL - AW)
k k
—,Y Z(Ak - A} 6.29
=25 > wilAx-AD. (6.29)
k

(The symmetric form of the sum on the right hand side in the first line will be seen
to be convenient for the purpose of the quantization (see next section).)
Let us now introduce the following variables®:

JV —
Qx = — A+ AP Pr=—iwy — Ak~ Ap). (6.30)
Taking into account the time-dependence of Ax (1), see Eq. (6.15), itis straightforward
to verify that Py = Q. Equations (6.30) can be easily inverted to express Ak and
Aj in terms of Qg, Py:

C Cc
Ak = — = (P +wiQk); Af = ——= (—iPx + v Qx), (6.31)
2wV K 2wV

Using the above relations we can rewrite the energy in the new variables:
1 2 2 2
E=H=3 Zk‘,qm +wi 1Qx] )=§5k, (6.32)

where we have identified the energy £ with the Hamiltonian H of the system of
infinitely many degrees of freedom, described by Qx = (Q{(), each labeled by a wave
number vector k and a polarization index i (as a consequence of the transversality
condition, not all these polarizations are independent, as we shall discuss below).
We can easily verify that Pk, Qg are indeed the canonical variables corresponding
to the Hamiltonian 7 by showing that they satisfy Hamilton’s equations®:

OH

. ; OH
Ql L

i 2 i
k= a5 1k k=__l-=—kakv
OP;, 00,

. . . 1
Notice that the Py here have dimension (Energy)?.
3We are anticipating the Hamiltonian formulation of the equations of motion of a mechanical system,
which will be fully discussed in Chap. 8. However we assume the reader to have a basic knowledge
of the Hamilton formalism which is propaedeutical to elementary quantum mechanics.
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where, as usual, the dot represents the time-derivative. These equations can also be
written in the second order form:

O +wiok =0, (6.33)

which, given the relation (6.30), are equivalent to the Maxwell equations (6.12) for
each component Ag. We realize that the above equation in the variable Qf(, for each
polarization component i and wave-number vector K, is the equation of motion of a
harmonic oscillator with angular frequency wy. Note now that the vectors Pi and Qg
are orthogonal to k in virtue of the transversality property Ak and Ay:

k-Pxk=k-Qx=0. (6.34)

This allows us, for a given direction of propagation ny, to decompose Px and Qg
along an ortho-normal basis ux , @ = 1, 2, on the plane transverse to n:

2 2
Pi=> Protika, Qu =) Okallko-
1 1

The index « labels the two polarizations of the plane wave. Taking into account the
ortho-normality of the (uy ,) we can write the Hamiltonian as follows:

H= D 3 Eat =T =Y &= Y Ha 639
k k

k a=1.2 k a=1.2

which describes a system of infinitely many, decoupled, harmonic oscillators, each
described by the conjugate variables P,k, Qqk and Hamiltonian function H .

Summarizing we have shown that the electromagnetic field, far from charges and
currents, can be represented by a system of decoupled harmonic oscillators, each
associated with a wave-number vector K and polarization o and characterized by
an angular frequency wy = c |K|.

We can also compute the momentum P = (P') associated with the electromag-
netic field, given by the formula:

c

1
p-1 / XE x B, (6.36)
v
Using the mode expansion of the electric and magnetic fields we find:
14

P=- > [Ex x By + (B x B_y)* + Ei x B + B x By]. (6.37)
k



178 6 Quantization of the Electromagnetic Field
The first term in the above sum can be recast in the following form:
[Ex x B_k], = = [Ex x (k x E_1)]; = —€ji €ipg By g EZ e = —nj (Bxc - Ex),

which changes sign as k — —k, implying that >, Ex x B_j = 0.
On the other hand we have:

Ex x B = ng|Ex|>. (6.38)

Using Eq. (6.29) we then find:

Vv n
3 R =D (6.39)
k k ¢

6.2 Quantization of the Electromagnetic Field

We have described in the previous section an electromagnetic field in a box, far
from charges and currents, as a collection of infinitely many, decoupled, harmonic
oscillators, each described by a couple of conjugate canonical variables. The field
itself is then a system having infinite degrees of freedom, its physical state being
described by infinitely many canonical variables:

Peo. Okal. k= (27rz—1,27r2,27r”—3), (6.40)
A

where o = 1, 2 labels the physical components of Pk and Q, which are transverse
to the direction of propagation of the corresponding plane-wave. The dynamics of
the field is encoded in the Hamiltonian H given in (6.32). Having described the
degrees of freedom of our system in the canonical formalism, we can now proceed to
1ts quantlzatlon The canonical variables Pk, Qk o NOW become linear operators
Pk s Qk « in the space of states of the system, and the Poisson bracket between clas-
sical variables is replaced by the commutator between the corresponding operators
according to the rule {-, -}pp. — % [+, -]. Since the Poisson bracket between con-
jugate variables p, g corresponding to the same degree of freedom is {g, p}p.p = 1,
while that computed between variables associated with different degrees of freedom
vanishes, the operators Qka, Pk/ + satisfy the following commutation relations

[Ok.0r Pro.or] = i li0k i G- (6.41)

4 Although we assume the reader to have a basic knowledge of non-relativistic quantum mechanics,
the relevant notions will be reviewed in Chap. 9. We refer the reader to that chapter for the notations
used here.


http://dx.doi.org/10.1007/978-3-319-22014-7_9

6.2 Quantization of the Electromagnetic Field 179

To compute the Hamiltonian operator let us first define the operators Ay in terms of
the canonical operators Py, Qx using the same relations (6.31):

c

k= Zwkﬁ

A (i Py + wk()k). (6.42)

Next we expand Ax along the two transverse directions and define the dimensionless
operators ak ., as follows:

2
. B
Ax = lzw]( - (;ak,a u(k, a). (6.43)
where
ey = (iﬁk 04w O Q). (6.44)
V2 hoy ’ ’

As it is well known, when passing from classical quantities to quantum operators, the
complex conjugation operation is replaced by hermitian conjugation. The hermitian
conjugate of ay , is:

+ 1 N ~
f .
g 0 = m (_l Pk,a + wi Qk,a) . (6.45)

Using Eq. (6.41), we find that the operators ag , a]t ., satisfy the following commu-
tation relations:

-
lak.a, ak' o] = [y o» @y 1] =0,

[ak,ou alt’,a’] = 5k,k’ 604,(1’“ (6.46)

The operator A(x, 1) associated with the vector potential of the electromagnetic field
is then expressed by the Fourier series:

A(X, 1) = Z(Ak(t) kx4 Ak(t)”(r eiik‘x)
k

2
c [ A A .
= wk Ok a cos(k - xX) — Pk, sin(k - x)] Uk -
22 ‘

We can now use the expansions (6.18) and (6.20) as welAl as Eqgs.(6.19) and (6.21)
to define the electric and magnetic field operators E and B in terms of the operators
Ak, A;r( and thus of ayg ., ale:
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=3 (B + B ) B=3 (Bie™+Ble ™). (647)
k k

with:

2 2 2
A A . h,{uk A A A
Ex = E Exoug o = E l\/ﬁakauk,a; Bx = E Bg quk o = ng x Ex.
a=1 a=1 a=1
(6.48)

We are now able to compute the Hamiltonian operator H following the same deriva-
tion as in the classical case. Care, however, has to be used in deriving the operator
versions of Egs. (6.28) and (6.29) from (6.27) since, as opposed to the corresponding
classical quantities which were just numbers, the operators Ey and E!, as well as
their magnetic counterparts, no longer commute. As a consequence of this, in writ-
ing the expression for the Hamiltonian, we should keep the order of factors in each
product and thus, instead of translating in operatorial form the term in the second
line of Eq. (6.29) we use the symmetric expression (Akl&l + A;Ak) in the first line
of the same equation since Ay and A;E do not commute. The Hamiltonian operator
then reads:

1 = Z Z % (ak’“altu + alza“ka) Z Z (Nk a ) hwk, (6.49)
k «

where

N = ay, ,ax.a. (6.50)

The operator H, in terms of the canonical operators, has the same form (6.35):
A1 L, .
H= 5;%:[(})&@) + Wi (Qk,a) ] 6.51)

Equations (6.49) and (6.51) describe the Hamiltonian operator associated with the
system of infinitely many quantum harmonic oscillators (k, «) defined in the previ-
ous section. The quantities ak_ o and aIL are indeed nothing but the annihilation and
creation operators associated with the quantum oscillator (k, «), which are useful in
constructing the corresponding quantum states. It is now straightforward to determine
the expression for the momentum operator, by using Eqs. (6.39) and (6.49):

A 1 A l
=~ [ &@*xE B=§§hk1v —). 6.52
P C/ X X e (k,a+2) ( )
\%



6.2 Quantization of the Electromagnetic Field 181

Both H and P are expressed in terms of the occupation number operators ]Qlk,u
(6.50) associated with the quantum oscillators (k, o). We know from elementary
quantum theory that the states of each oscillator can be described as eigenstates of
the occupation number operator. These eigenstates of the (k, «)-oscillator at the time
t can then be written in the form |Nk ., ¢) and satisfy:

Ni.alNk.a» 1) = Nk alNk.a» 1), (6.53)

where Ny ., eigenvalue of Nk,a, is a positive integer. The energy and momentum of
this state is

Exa = o (Nk,a + %) . Pra =1k (Nk,a " %) L 654
Note that the operators Aka(t), and thus also ak.(?), depend on time through a
factor e~/ “k’ Tt is apparent however that neither the Hamiltonian and the momentum
operators, nor the commutation relations, depend on time. We choose to use the
Schrodinger representation in which states depend on time while operators are time-
independent: ak o = ak «(0). The state [Nk q, t) is constructed by applying Nk -

times the creation operator alt ., to the ground state |0):

Vi 1) = —==(ay )" 10.1). (655)

1
VDNk.o!

is a normalization factor, the states being normalized to one, and the

where —- :

k.o
ground state satisfies the relation:

ak. 10, 7) = 0. (6.56)

Equations (6.54) are telling us that the energy and momentum of a state are quantized
in units A wy and ik respectively.

The electromagnetic field, being a collection of decoupled harmonic oscillators,
is described by a state which is the tensor product of the states associated with each
oscillator. It will be then characterized by all the occupation numbers {Nk .} =
{Nk.ay> Nky,a,, - - - } of the constituent states:

|{Nk.a}»t> = |Nk1,a1’t>|Nk2,a2a[>"' . (657)

In particular the ground state of the system is the direct product of the oscillator
ground states. The energy and momentum of the field are the sum of the energies
and momenta associated with each oscillator state, as we easily find by applying the
operators in (6.49) and (6.52) to the state (6.57):
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H|{Ni.a). 1) [ZZ(NM ) hwk} [{Nk.a, 1),
1
P [{Nk.ob, 1) [ZZ(NM E) hk] [Nk}, 1), (6.58)

We observe that the above eigenvalues exhibit an infinite term, which is the ground
state energy & and momentum Py, sum over all the oscillators (k, «), of the corre-
sponding ground state energies hT and momenta —- hk

k a4
1
k o4

These terms have no physical meaning and make the energy and momentum oper-
ators, as given in (6.49) and (6.52), ill defined. In order to correctly define these
operators in terms of a and a', let us introduce the notion of “normal ordering” : :
for a generic bosonic field (such as the electromagnetic one, as we shall see), as the
operation by which all the operators a and a', in a product, are reordered so that the
a' are moved to the left and the « to the right:
Ta. (6.60)
For instance:
- q i Tt T 6.61
rarayapaza, i=a; a,a a as. (6.61)
We then give the prescription that all the operators associated with physical observ-

ables, should be defined as normal ordered products of the field operators. The
Hamiltonian operator H, for instance, should be defined as follows:

H VZ |Ek|2 zzhw}c (akaaka+akaak0)
- Z Z hwog (ak o 9k, a) = z Z hwka,a- (6.62)
k «

Similarly, the correct definition of the momentum operator is:

P = i_‘: D kB =D Mk N (6.63)
p ko«
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Let us note that using the normal ordering in the definition of H and P amounts to
subtracting to their eigenvalues the infinite un-physical contribution associated with
their ground state in the previous definitions (6.49), (6.52).

Having set the energy and momentum of the ground state [{0}, ¢) to zero, the
energy and momentum of a generic state [{Nk o}, t) of the electromagnetic field is
now simply given by the sum of quanta hwy and h k:

£ = Zk:ZNk,a hiwp, P = (Zk: ZNk,a hk), (6.64)

We associate with each oscillator (K, «), i.e. with each plane wave, a state of a particle
called photon and denoted by the symbol +, carrying the quantum of momentum,
hk, and of energy, 7wy, and having polarization «.. The state |Nx o, t) of the (k, «)-
oscillator is then then interpreted as describing Nk o photons in the state (k, o). Its
energy and momentum are N o /i wy and Ny o /i k respectively, namely the sum of the
Nk, quanta of the two quantities associated with each photon. The state | {Nk }, t) of
the whole electromagnetic field then describes N, photons in each state (k, ) and
its energy and momentum, as given in (6.64), is the sum of the energy and momenta
of the photons in the various states. A photon with energy E = hw; and momentum
p = Ak has a rest mass, given by:

m’ = C%Ez — CLZ Ipl* = 614712 Wi —c*k)?) =0, (6.65)
where we have used the definition of wy, (6.14). As was anticipated in Chap. 5, the
photon is therefore a massless particle. Its momentum four-vector p# is thus 7 times
the wave number four-vector k#* associated with the corresponding plane wave and
defined in Eq. (5.105).

The action of a; o Or of ak o on a state amounts to “creating” or “destroying”
a (k, a)-photon since they increase or decrease the energy and momentum of the
corresponding oscillator state by one quantum respectively. This can be seen by
recalling, from elementary quantum mechanics, the following relations which hold
for the (k, av)-oscillator:

af , INka ) = /Nia + 1 [Niko + 1,1),
ak,o |Nk,0u 1) = VvV Nk,a |Nk,a —1,1). (6.66)

Expressing the canonical operators in terms of ak o, a;f( o

A [ hwy

P ==y 5 (one =)

~ h n

Ok =[5 (e +ail,). (6.67)
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we find the following relations:

hNk,Uz
2wk

. [ hwi N,
(Nk,a|Pk,u|Nk,a —-1) = _(Nk,u - 1|Pk,(y|Nk,a> =1 Ta (6.68)

The representation of the states of the electromagnetic field in terms of occupation
number eigenstates associated with the constituent harmonic oscillators, is called
occupation number representation or second quantization. In this construction each
state is obtained by applying the a]t’ ., operators to the ground state.

We have been using, so far, the Schroedinger representation in which quantum
states evolve in time while operators are constant. The time evolution of a quantum
state |a, t) is described in this picture by the Schroedinger equation (see Chap. 9 for
a general review of the subject):

<Nk,a|Qk,a|Nk,(y - 1> = (Nk,a - 1|Qk,u|Nk,a> =

~ 0
Hla, t) =ih —|a,t), (6.69)
ot
where |a, t) describes the electromagnetic field at a time ¢ and is a generic linear
combination of the basis elements |{Nk o}, t). Let us recall that, if the Hamiltonian
operator, as in our case, does not explicitly depend on time, a solution to (6.69) at
a time ¢ can be expressed in terms of a time evolution operator of the form e h M
acting on the state at a given initial time t = 0

la,t) = e 7 ja, 1 = 0).
On the basis elements [{Nk o}) we have:

{Nia), 1) = e 7 T [Ny o), 1 = 0) = e ZkaMka@O T (N 11.0).  (6.70)

On the other hand operators are all computed at ¢+ = 0. In this representation Lorentz
covariance is not manifest.

If we adopt the Heisenberg picture (or representation) instead, see Chap.9,
the dependence on time is associated with operators, quantum states being time-
independent. We can easily obtain such representation by writing the matrix element
of the operator Ax (x), in the Schroedinger representation, between two states at a
time ¢ and equating it to the matrix element of a time-dependent operator A, 1)
between the same states computed at 1 = 0:

((Nie.ar} 1A (Vo) 1) = ((Nig.ar}, 0leT 7 A®) e L [Ny o} 0)
= (M.} OJA(X. )] { V.o, 0). 6.71)
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In Heisenberg’s representation we act on constant states by means of the time-
dependent operator A(x, ?):

Ara(x. 1) = ef T Ag(x) e~ 711 6.72)

The resulting expression is manifestly Lorentz-covariant, as we can verify by com-
puting the matrix elements of the Fourier components Ak (7) at a time ¢ between two
states:

(Mol Ak (D) INico + 1) = (Niale T A e 7 N o + 1)
= ¢ " (NialAkINia +1) = Ak(t) = Age ™
(6.73)

In the Heisenberg representation we can then write the electromagnetic field operator
on the space of states in the form:

A(X, t) = Z (Ak’aefi(wk t—Kk-x) + Ak,aei(wk t7k~x))
k

h —ik- ¥ .
c 2V ; ; I:ak,auk,ue KX 4 ak,nzult,ael x] ) (6.74)

From the above expansion it is apparent that the operator A, 1) depends on the
space-time coordinates, just as in the classical case, through the Lorentz-invariant
product: k - x = k;, x" = k9x9 — k - x, where, as usual, (k") = (‘%, k).

6.3 Spin of the Photon

We have learned, from our previous discussion, that each plane wave component
. i
A, 1) = ege M fce. = e e 7P e, (6.75)

in the expansion (6.16) of a generic solution to Maxwell’s equation in the vacuum,
is associated with the quantum state of a photon of energy £ = fwy, momentum
p = 7k and polarization €. It can thus be interpreted as the wave function of the
corresponding photon.

We know, however, that the photon is a massless particle and, as such, there exists
no RF in which its linear momentum vanishes: p = 0. This implies that there is no
RF in which the total angular momentum J = M + S = x x p + S, where M is
the orbital part and S is the spin (see Chap.9), coincides with S and thus acts on the
internal degrees of freedom only. The only component of J which acts only on the
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internal degrees of freedom of the photon and which thus can be taken as a definition
of its spin, is its component along p, called the “helicity” and denoted by I":

r=3- 2 —xxp - L+s. 2 —s.n (6.76)

pl pl Ip!

The helicity I" generates rotations about the direction nk of p:
Ag(@) = e 70, (6.77)

On the internal components (polarization) of the photon, which are components of
a four-vector (¢, (K)) = (0, ek) (transverse components of A,,), this transformation
acts as a particular Lorentz transformation. Let us choose a RF in which p is aligned
to the x-direction, p = (p, 0, 0) = i k. The infinitesimal generator of rotations about
the x axis is represented, on the four-vector k£, by the matrix J;:

o O O

0
(]) (6.78)
0

(=i e)
(=i e)

—1

Since e is transverse to the direction x of motion, we have: (¢,,(k)) = (0, 0, e2, €3),
we easily find that I" has two eigenvalues i (i h) = £h with eigenvectors:

P (k) = and €7 (k) = (6.79)

~ == O O

0

0

1
—i
We define the spin of a massless particle as the number s such that its states are
eigenstates of I” to the eigenvalues %7 5. It then follows that the photon has spins = 1.
Note that the transformation A g(6) precisely coincides with the transformation A (?

given in Eq. (5.117), so that the definition of spin of a photon given here corresponds
to the definition of spin of a plane wave given in Sect.5.6.1.

6.3.1 References

For further reading see Refs. [8] (Vol. 4), [9].
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Chapter 7
Group Representations and Lie Algebras

7.1 Lie Groups

As already mentioned in Chap. 4 several properties of the rotation group SO(3) and
of the Lorentz group SO(1, 3) are actually valid for any Lie group G and do not
depend of the particular representation of their elements in terms of matrices. Such
representation independent features are encoded in the notion of an abstract group.

In this chapter we give the definition of an abstract group, restricting to Lie groups
only. Without any pretension to rigour or completeness, we define the general concept
of representation and that of a Lie algebra. This will be essential for showing the deep
relation, existing in classical and quantum field theories, between symmetry and/or
invariance properties of a system, to be described in group theoretical language, and
conservation laws of physical quantities. These interrelations will be discussed in
the next chapters.

Let us first give the general axioms defining an abstract group.

Def: An abstract group G is a set of elements within which a law of composition
- (to be characterized as a “product”) is defined, such that, given any two elements
in it g1, g» € G, their product is an element of G as well: g1 - ¢» € G.

The following conditions are to be satisfied:

(1) Associative law: g1 - (92 - 93) = (g1 - 92) - 93;
(2) There exists an element g, called the identity! which leaves any g unaltered by
the group composition: go - g = g - go = ¢;

(3) Foreach g € G there exists an element called the inverse and denoted g~! such
that: g - g_l = g_l - g = go-

I'The identity element is also called the unit element and is sometimes denoted by e.
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In general, given two group elements g1, g2, g1 - g2 # g2 - g1. If forany g1, ¢» € G,
g1+ 92 = g2 - g1, the group is called commutative or abelian.> As shown in Chap.4,
the set of all non-singular n X n matrices close a group with respect to the matrix
multiplication, which is denoted by GL(n, C), for complex matrices, and GL(n, R),
or simply GL(n), for real ones.

In order to define a Lie group, we first define a continuous group. In general a
q-parameter continuous group G has its elements labeled by g continuously varying
parameters (") = (', ..., 09):

geG:g=g@)=g@,...,00, (7.1)

where continuity is expressed in terms of a (squared) “distance” d” in parameter
space, d* = >0 — 0'm)2.

A Lie group is a continuous group such that the dependence of its elements on
the parameters §" satisfies the following requirement: If g(07), g(63) are two generic
elements of it, the parameters (05) = 6L, ..., 02) defining their product

g(0y) - g(03) = g(63), (7.2)

are g analytic functions 05 = 05(607, 63) of (67) and (6%) (here the lower index on the
parameters refers to the corresponding group element). Moreover the dependence of
the group elements on the parameters is conventionally fixed so that

g(0" =0) = go.

For example, in Chap. 4, we defined the three-dimensional rotation group SO(3) as
the group of 3 x 3 matrices Rij acting on the three-dimensional Euclidean space
and leaving the metric g;; = J;; invariant. However the same group could have been
defined abstractly, that is independently of its matrix realization, as the group of
continuous transformations, depending on three parameters, and obeying a given
composition law 83 = 63(01, 0,) or, equivalently, as a Lie group described in the
neighborhood of the identity by an algebra of generators whose structure is defined
by Egs. (4.124) and (4.125).

2We could have used a different notation and characterize the composition law as a “sum” +:
g1, 92 € G, g3 = g1 + g2 € G. In this case the identity element is called the zero-element and
denoted by 0: Vg € G, g+ 0 = 0+ g = g. The inverse of g € G is denoted by —g. This is clearly
just a notation since in general the 4+ composition law has nothing to do with the ordinary sum of
numbers. As an example the real numbers form an abelian group with respect to the ordinary sum,
the zero-element clearly being number 0.
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7.2 Representations

The notion of an n-dimensional vector space V,, over the real numbers (real vector
space), introduced in Chap.4, readily generalizes to that of an n-dimensional vec-
tor space V,, over the complex numbers (complex vector space). The elements of a
complex vector space are uniquely defined by a collection of n complex numbers
representing their components relative to a given basis (0;): V = Viu; = (V9),
Vi e C. Three dimensional rotations, Lorentz transformations and homogeneous
transformations of Cartesian coordinate systems, discussed in Chap. 4, are examples
of linear, homogeneous transformations on vector spaces (three-dimensional rota-
tions act on vectors in E3, Lorentz transformations on four-vectors in M4 an so on). A
linear function, or operator, A on a vector space V,, is in general defined as mapping
of V,, into itself, which associates with any vector V € V), a vector A(V) in the same
space, and which satisfies the linearity condition: Given any two vectors V, W € V,,
and two numbers a, b (real or complex depending on whether V,, is defined over the
real or complex numbers):

A@@V +bW) = aA(V) + bAW). (7.3)

Suppose now A is invertible, so that one can define the inverse linear transformation
A 'on Vi, then A is called a linear transformation. Being A invertible, if V, W are
linearly independent, also A(V), A(W) are. A therefore maps a basis (u;) of V,, into
a new basis (u}) = (A(u;)). We have dealt in Chap. 4 with linear transformations on
vectors when describing the correspondence between Cartesian coordinate systems
with a common origin (homogeneous linear coordinate transformations). In that case
we have adopted a passive point of view and made transformations act on the base
elements (u;) of the coordinate system only and not on vectors in space. We have
then considered the relation between the components of a same vector V in the two
bases. In this perspective the action of A is uniquely defined by the n x n invertible
matrix A = (A’ ;) defining the components of the old basis relative to the new one.

u;, = A]illl/-.

(7.4)
The components V' = (V') and V = (V') of the same geometrical vector relative
to the new and old bases, respectively, are related by the action of A:

Vi=ALV & V =AV. (7.5)

With an abuse of notation we shall denote the array vector V' of the new components
by A(V).

The same relation is obtained if we use the active description of transformations
and view them as correspondences between different vectors (and in general points) in
space. Thenif V = Viu, is a vector in V,,, the active action of a linear transformation
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A .will map it into a different vector V' = A(V). If we now define the matrix elements
A'; as the components of the new basis element u} = A(u;) along u;:

u = A, (7.6)

using the linearity property of A we can write:
V =ANV) =V A@) = VA4 = V. (7.7)

Although we find the same relation (7.5), the quantities involved have a different
interpretation: V' and V' in the passive description are the components of the same
vector in the new and old bases, while in the active representation they represent the
components of the new and old vectors with respect to the same basis. We shall use the
active description when describing the effect of a coordinate transformation on the
quantum states (which are vectors in a complex vector space). From now on we shall
represent each vector by the array of its components V = (V) with respect to a given
basis, so that the effect of a transformation A, in both the complementary descriptions,
is then described by the same matrix relation (7.5): V— V' = A(V) = AYV.

If we have two linear transformations A, B on V,, their product A - B is the linear
transformation resulting from their consecutive action on each vector: If B maps V
intoV' = B(V) = BVandA maps V'into V' = A(V’) = AV, then A-B s the trans-
formation which maps V into V' = A(B(V)) = A(BV) = (AB) V. The product
of two transformations is thus represented by the product of the matrices associated
with each of them, in the same order.> The identity transformation 7 is the linear
transformation which maps any vector into itself and it is represented by the identity
n x n matrix 1. For any linear transformation A we trivially have A - I =1-A = A.
Finally, being a linear transformation invertible, we can define its inverse A~ such
that, if A maps V into V/ = A(V), A~! is the linear transformation mapping V' into
the unique vector V.= A~!(V’) which corresponds to V through A. It follows that
A~ is represented by the inverse A~! of the matrix A associated with A. Finally
the product of linear transformations is associative, the argument being substan-
tially the same as the one used for coordinate transformations in Sect.4.5. Linear
transformations on vector spaces close therefore a group. Given the identification of
linear transformations on V,, with n x n non singular matrices, the group of all such
transformations can be identified with the group GL(n, C), if V,, is complex, or GL(n)
if V}, is real (the symbol GL stands indeed for General Linear transformations).

3The action of a non-invertible operator A is also represented by a matrix A, its definition being
analogous to the one given for transformations. Such matrix, however, is singular. The product of
two generic operators A and B is defined as for transformations and is represented by the product of
the corresponding matrices in the same order. Examples of non-invertible operators appear among
the hermitian operators representing observables in quantum mechanics, V,, being in this case the
infinite dimensional vector space of quantum states. Another example of not necessarily invertible
operators are the infinitesimal generators of continuous transformations, to be introduced below,
which are indeed related, as we shall discover in the next chapters, to observables in quantum
mechanics.
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An n-dimensional representation D (or representation of degree n) consists in
associating with each element g € G a linear transformation D(g) on a linear vector
space V, in such a way that:

D(g) - D(g") = D(g - ¢). (7.8)

Since linear transformations on V,, are uniquely defined by n x n invertible matrices,
with respect to a given basis, Eq.(7.8) characterizes a representation as a homo-
morphic map of G into the set (group) of n x n invertible matrices.* Introducing a
basis (w;),i=1,...n,onV,, D(g) acts asann x n matrix D(g) = (D(g)';) on the
components of a vector V.= (V', ..., V") according to the law

Vi=D(@,V/ & V =DV,

We shall denote by the bold symbol D the representation of a group in terms of matri-
ces. The vector space V), is called the carrier of the representation, or representation
space. In the case of the rotation group, for example, the three dimensional Euclidean
space V3 is the carrier of the representation studied in Chap. 4:

D ; T
g(01,01,02) € SO3) — D(9)'; =R(01,01,02)";, i,j=1,2,3.

For a general representation the matrix D(g) is an element of GL(#n, C) or of
GL(n, R), depending on whether the base space is a complex or real vector space.

In the active picture, forany g € G, D(g) maps vectors into vectors, all represented
with respect to a same basis (u;). On replacing the original basis (u;) by a new one
(u)), related to it through a non singular matrix A, as in Eq.(7.4), the matrix D(g)
gets replaced by the matrix D’(g) = A D(g) A~! which represents the action of D(g)
in the new basis. This is easily shown starting from the matrix relation between the
components of a vector V; and its transformed V3 in the old basis: Vo, = D(g) V.
Being the components V| and V/, of the two vectors in the new basis given by
Vi =AVy, V, =AV;, we find:

V,=AV, =AD(g9) Vi = AD(g) Al Vi =D'(9) V. (7.9)
It is easily verified that the mapping D’ of a generic group element g into D’(g) is
still a representation, also denoted by D’ = ADA ™!,

The representations AD A~! and D are then said equivalent, and we write:

D~ADA L (7.10)

“It is obvious that the identity gy = e element of the group is represented by the unit n-dimensional
matrix that we will denote by 1 or else by /.
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If the homomorphic mapping:
g — D(g), (7.11)

is isomorphic, namely it is one-to-one and onto, then the representation is faithful,
otherwise itis unfaithful. A trivial, but important, unfaithful representation is obtained
by the mapping:

g — 1, Vg € G, (7.12)

and is called the identity, or trivial representation, simply denoted by 1.

Coming back to the general case, let us assume that there exists a subspace
Vin C V, of dimensions m < n such that every element of the subspace V,, is
transformed into an element of the same subspace under all the transformations of
the group G:

YVge G D(g):Vy— V.

If such a subspace exists it is called invariant under the action of G and the represen-
tation D acting on V, is said to be reducible in V,,. A representation is irreducible if
it is not reducible, that is if there is no proper invariant subspace of the carrier space.
If a representation is reducible, we may find a basis in V,, in which all matrices D(g),
with g € G, can be simultaneously brought to the form

D(9) = (D(9))) = (ﬁ g) (7.13)

where A, B, C are matrices of dimensions (n—m) x (n—m), mx (n—m)andm x m
and 0 is the (n — m) x m matrix whose elements are all zero. The corresponding
basis (u;) is chosen so that its last m elements (ug), £ = 1, ..., m, form a basis of
Vin, while the first m — n elements (u,),a = 1, ..., n —m, generate the complement
Vi—m of V,;, in V,,. The components of a generic column vector then split accordingly:
V = (V¢ V%), and transform as follows:

vie =A%, vb vt =ct, vt + B, ve. (7.14)

Therefore, if V € V,,,, V¢ = 0 and thus V"% = 0, that is V' = D(g)(V) € Vj,.

Ifitis possible to find a basis in which all the matrices of the representation assume
the form (7.13), but with B = 0, we say that the representation is fully reducible or
decomposable. In this case both V,,_,, and V,, are invariant subspaces.5 The space
Vi, as a vector space, is the direct sum of V,,_,, and V,,,, V;, = V,,_,,, & V,,, and the
representation D is said to be the direct sum of D,,_,, and Dy,

Dn = Dn—m ® Dm,

31t can be proven that, for groups which admit finite-dimensional representations in terms of unitary
or orthogonal matrices (like the group of rotations in the Euclidean space), all reducible represen-
tations are completely reducible.
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where D,,_,, and D,,, are the two representations of G defined, for any g € G, by the
upper and lower diagonal blocks of D(g)

_ (Dy_m(g) 0
D(g)_( 0 Dm(g)). (7.15)

The representations D,,, D,_,, may still be completely reducible, and thus may be
further decomposed into lower dimensional representations. We can iterate the above
procedure until we end up with irreducible representations: Dy, ..., Dy,, where
Zle k; = n. This corresponds to finding a basis in which the matrix representation
under D of a generic element g € G has the following block structure:

D@ 0 - 0
0 Dy 0

D(g) = : . : . (7.16)
0 0 Dy

We say that the original representation D is completely reducible into the irreducible
representations Dy, and write:

14
D=(D, =D, &D;, ®...Dy,. (7.17)
i=1

Correspondingly the representation space V,, of D has been decomposed into the
direct sum of spaces Vj, on which Dy, [¢] act:

Vi=Vi, ® Vi, @ ... Vg,. (7.18)

As a simple example we may consider the group SO(2) of rotations in the (x,y)
plane. The three-dimensional representation acting on a generic vector of components
(x,y, z) has the following form:

cosf sinf 0
—sinf cosf 0 |. (7.19)
0 0 1

We see that the representation is fully reducible into a two-dimensional representation
acting on the components x, y and a one-dimensional representation acting on the
component z (which leaves it invariant).

The simplest (faithful) representation of GL(n) is given in terms of the set of
matrices acting on the components of a vector V € V,, and is called the defining
representation.
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However, while studying the tensor algebra, we have emphasized that the (p, g)-
tensors can be thought of as vectors in a representation space of GL(n). More
precisely, the set of nf*t¢ components 77 ji..je of a tensor of type (k, £), can be
understood as the components of a vector in the representation space V,«+¢ on which
the linear action of an element ¢ € GL(n) is defined by Egs.(4.60) and (4.61),
that is by the tensor product D ® --- @ D®D~T ... @ D=1 of k matrices D and
¢ matrices D~7. As anticipated in Chap.4, using the properties of the Kronecker
product of matrices, one can easily verify that the action of the group on tensors
satisfies Eq. (7.8) and thus defines a representation.

As an example, let us recall from Sect. 4.3, that a generic tensor F i can be split into
asymmetric and antisymmetric component (¥’ y , F /{ , respectlvely) see Eq. (4.75). F
belongs to the vector space V,» of dimension n?, its n> components can be thought of
as the independent entries of the n x n matrix (F¥). This vector space is the base space
of a representation of GL(n), each tensor F¥ transforming according to Eq.(4.49).
The symmetric and antisymmetric components F’ y N y span orthogonal subspaces
V(S), V(A) of Vnz such that:

V&) contains as elements the symmetric tensors, F¢ = Fy;
V@ contains as elements the antisymmetric tensors, Fy = —F).

n(n 1)

, so that their sum matches the

n(n;—l) and

The dimensions of V(g) and V(4 are
dimension of V,:
1 -1
nn+1) n n(n ) _ 2
2 2

(7.20)
In other words V2 is the direct sum of V() and V(4):
vt =vO gyW,

Since symmetric (antisymmetric) tensors are transformed into symmetric (antisym-
metric) tensors, see Eqgs. (4.76), both V(sy and V(4 are invariant subspaces of V2,
and thus that the representation D ® D is fully reducible into the direct sum of a
representation D) acting on symmetric tensors and a representation D4 acting on
antisymmetric ones:

D®D = D) ® D). (7.21)

It must be observed that if we restrict the transformations of a group G to those
of a subgroup G’ C G, a representation which was irreducible with respect to the G
may become reducible with respect the smaller group G'. This is what happens, for
example, when we restrict the transformations of GL (1) to those of the subgroup O(n)
as it was observed at the end of Sect.4.5. In fact, with reference to Eqs. (4.106) and
(4.105), we see that if we restrict to O(n) transformations only, the space of symmetric
tensors, which was irreducible with respect to GL(n), becomes now a direct sum of the
subspace of the symmetric and traceless tensors and of the one-dimensional subspace
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of tensors proportional to 8% It then follows that the n2-dimensional space of rank-
two O(n)-tensors F¥ can now be reduced into the direct sum of three subspaces
according to the decompositions of tensors described in Egs.(4.106) and (4.105)
that here we rewrite, for the sake of completeness:

Fil = Fy + F} + DY,
where

o1 y 1 3
F§ = 2 (FU 4 ) =~ (0 F') 67,
n

1 | i
F{ = 3(F7 — F). DY = — (5 FP)s".

As it was shown in Chap.4 each of the three subspaces is invariant under O(n)
transformations, elements of each subspace being transformed into elements of the
same subspace. It follows that the n®-dimensional representation of O(n) is fully
reducible into three irreducible representations D(sy, Da), D1y = 1 of dimensions
"("Z—H) -1, ”("2—71) and 1, respectively:

D®D = D) @& D) & Drr, (7.22)

where D(g) act on symmetric traceless matrices and Dy on the tensors proportional
to 67 (traces).

The same decompositions hold if instead of the group O(n) we have anon-compact
form like the Lorentz group SO(1, 3) when n = 4. The only difference is that the
one-dimensional subspace is now proportional to the Minkowski metric 7, .

Let us now discuss a property in group theory which has important applications
in physics.

Schur’s Lemma: Let D be an irreducible n-dimensional representation of a group
G. A matrix T which commutes with all matrices D(g), for any g € G, is proportional
to the identity matrix 1,.

In formulas, if

Vge G: TD(g) =D(gT, (7.23)
there exists a number \ such that:
T=Al, & T;=\8, ij=1,...,n (7.24)

To show this, let A be an eigenvalue of T in V, (which always exists) and V the
corresponding eigenvector:

TV=AV. (7.25)
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Let V) = {V' € V,,| TV' = AV} be the eigenspace of the matrix T corresponding
to the eigenvalue A. This space is non-empty since V € V). It can be easily verified
that V), is invariant under the action of G. Indeed for any V' € V) and g € G the
vector D(g) V' is still in V), since:

TD(¢)V' = D(¢9)TV' = AD(9)V/, (7.26)

where we have used the hypothesis (7.23) of Schur’s lemma that T commutes with
the action of G on V,, defined by the representation D. Since V) is a non-empty
invariant subspace of V, and being D an irreducible representation by assumption,
V) can only coincide with V,,. We conclude that T acts on V,, as A times the identity
matrix.

An important consequence of Schur’s lemma is that, if D is a n-dimensional
representation of a group G and if there exists a matrix T which commutes with all
matrices D(g), for any g € G, and which is not proportional to the identity matrix
1,,, then D is reducible.

This property provides us with a powerful criterion for telling if a representation
is reducible and, in some cases, to determine its irreducible components: Suppose
we find an operator 7 on V,, which commutes with all the transformations D(g)
representing the action of a group G on the same space. The matrix representation
T of T will then have the form:

Cl llq 0
T = , (7.27)
0 Cy lky

where cp,...,cs; are the eigenvalues of T and the corresponding eigenspaces
Viys - -+ Vi, of T correspond to different irreducible representations Dy, . . ., Dy, of
G. Thus the degeneracies ki, . . ., ks of the eigenvalues of T are dimensions of irre-
ducible representations of G. It can happen that two or more eigenvalues ¢; coincide,
thus implying that T is proportional to the identity on the carrier spaces of reducible
representations of G (direct sum of the irreducible representations corresponding to
the same eigenvalues). In these cases we say that there is an accidental degeneracy.®

We shall show in Chap.9 how Schur’s lemma allows to deduce important infor-
mation on the degeneracy of the energy levels of a quantum mechanical system from
the knowledge of its symmetries.

6 An accidental degeneracy may hint towards the existence of a larger group G’ acting on the space
V,, and containing G, whose action on V,, still commutes with T, and of which the eigenspaces
of T define now irreducible representations. In Chap.9 we shall consider an important application
of Schur’s Lemma to quantum mechanics, in which 7" is the Hamiltonian operator H and G the
symmetry group of the system, whose unitary action on the space of states commutes with H.In
this case the eigenvalues c; corresponding to irreducible representations of G are the energy levels
of the system and the presence of an accidental degeneracy hints towards the existence of extra
hidden symmetries (not previously recognized) which enlarge G to a group G’.
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7.3 Infinitesimal Transformations and Lie Algebras

In the following we shall be mainly concerned with infinitesimal transformations of
a group G, generalizing the definition, given in Sect.4.5.1 for the rotation group, of
the Lie algebra of infinitesimal generators. As we shall show shortly, the knowledge
of the structure of the group in an infinitesimal neighborhood of the unit element
(i.e. of the algebra of its infinitesimal generators), is sufficient to reconstruct, at least
locally, the structure of the group itself.” In order to show this let us expand, as we
did for rotations, a generic group element in a given representation D in Taylor series

with respect to its parameters {0} = 6L, ..., 09, assuming them to be small:

oD

D(g(0) =1+6" +0(®)%
0" 0'=0
=1+0"L,+ 0O, (7.28)
where: oD
L, =
a0 0r=0

define the infinitesimal generators of D(g). These matrices clearly depend on the
representation D of the group G we are using.

Just as we did in Sect.4.5.1, let us write a generic transformation in G, defined
by finite values (6") of the parameters, as resulting from the iterated action of a large
number N of “small” transformations with parameters 66" = (]’V—r < 1:

0 \\
D(g(¢")) = D(g(30")" =D (g (ﬁ)) : (7.29)

To first order each infinitesimal transformation D(g(§6")) can be written using the
expansion (7.28) and neglecting second order terms in the infinitesimal parameters:

0}“
D(g(00") ~1+60"L, =1+ N L,. (7.30)
We can then write the following approximated expression:
o 1"
D) ~ |:1 + N Lr:| .
The larger N the better the above approximation is. In the limit N — oo we obtain

D) = exp(¥'L,), (7.31)

71t is important to note that locally the same Lie algebra can describe Lie groups which are globally
different. This is for example the case of the groups SO(3) and SU(2), see Appendix F.
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the exponential of a matrix being defined by Eq.(4.129). We can summarize the
above result as follows. Given an element g(f) € G in the neighborhood of the
identity element g = 1, that is for values of the parameters 6" in a neighborhood of
6" = 0, we may associate with it a unique matrix A(#")’ =0 (L,)’: j such that

e¢]

D(Gr)ij — (eA(er))ij _ Zr% [A(er)n]ij’

n=0

where we have used the short-hand notation D(6") = D(g(0")). A(0") is referred to
as the infinitesimal generator of the transformation D(g). As the parameters 6" are
varied A(6" )} = 0" (L,)'; describes a vector space A of parameters 0" with respect

to the basis of infinitesimal generators (L)’ j- In particular the higher order terms in
the expansion (7.28) are written in terms of powers of A(6"). For example, to second
order the Taylor expansion (7.28) of D(0") reads:

1
DO)=1+6"L, + EG’H‘YLF L, + O(|(0)|3). (7.32)
From (7.32) we compute, to the same order, the inverse transformation:
1 !
DE) ' =1-60"L, + S0 0Ly Ly + O((O%). (7.33)

Consider the matrix representation D(6), D(#,) of two group elements, g; =
g(01), go = g(6h), where, for the sake of simplicity, we write 6 for the set of n para-
meters {91 , ..., 0", the lower index in 01, 6, referring to two different elements. We
define the commutator of D(6}), D(6,) as the matrix D=1 (6;)D~" (62)D(6)D(65).
This matrix must be a representation D(63) of some group element g3 = g(63) =
g]_1 . gz_l - g1 - g2. Using Eqs. (7.32) and (7.33) a simple computation shows that the
terms linear in the 6 parameters cancel against each other so that the expansion of
the group commutator becomes

D' (@)D (6)D@)DB) =1+ 67 65 [L,, L]+ - - (7.34)

where [L,, L] is the algebra commutator defined as L, Ly — LiL,.
On the other hand from the group composition law we also have

D(03) =D~ (@)D~ (02)D(O)D(02) = 1+ 05 Ly + - - - . (7.35)
Since Eqgs. (7.34) and (7.35) must coincide, we deduce

0505 [Ly, L] = 05 Ly, (7.36)
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that is
Ly, Lj] = C"" Ly, (7.37)

where we have set
cu™ ool = g, (7.38)

The set of constants Cy;™ are referred to as the structure constants of the Lie group.
From (7.37) we see that the structure constants are antisymmetric in their lower
indices.

We can easily verify that the infinitesimal generators L, satisfy the identity

called Jacobi identity. As a consequence, by use of the Egs.(7.37) and (7.39), we
obtain that the structure constants must satisfy the identity

Cklncmnp + Clmn Cknp + kanclnp =0, (740)

or, equivalently:
Cit" Cnpn” =0, (7.41)

where the complete antisymmetrization in three indices has been defined after
Eq.(5.17) of Chap.5.

A vector space of matrices .4 which is closed under commutation, namely such
that the commutator of any two of its elements is still in A4, is an example of a Lie
algebra. Its algebraic structure is defined by the commutation relations between its
basis elements, as in Eq.(7.37), i.e. by its structure constants Cy,,,”. The Lie algebra,
as we have seen, describes exhaustively the structure® of the abstract group G in the
neighborhood of the identity of G. It follows that the structure constants C”, do not
depend on the particular representation D of G.

7.4 Representation of a Group on a Field

Let us consider an n-dimensional flat space of points M, and its associated vector
—

space V,, described by the vectors AB connecting couples of points in M,,. The space
M,, can be the Euclidean space E,, if the metric tensor defined on it is §;; (in this case
we shall be mainly interested in our three-dimensional Euclidean space E3), or, for
n = 4, the Minkowski space M} of special relativity if the metric is 1), It is useful at
this point to recall the notations used in Chap. 4 for describing Cartesian coordinates

8By structure we mean the correspondence between any two elements of G and the third element
representing their product.
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in the various spaces: The collection of generic Cartesian coordinates on M,, is
denoted by r = (x) while our familiar Cartesian rectangular coordinates are also
denoted by x = (x, y, z) and the space-time coordinates of an event in Minkowski
space are also collectively denoted by x = (x*) = (ct, x). Let us introduce a second
p-dimensional vector space V), and let us we consider a map @“: M, — V,, which

associates with each point P € M,,, labeled by Cartesian coordinates Xi=1,...,n,
a vector in V), of components @“(x'), a« =1, ..., p, with respect to a chosen basis,
2% Vil eM, — &G € V. (7.42)

This function is called a field, defined on M,,, with values in V,,. The index « is
called the internal index since it labels the internal components @< of the field,
which are degrees of freedom not directly related to its space-time propagation. An
example is the index « = 1, 2 labeling the physical polarizations of a photon. V), is
consequently called the internal space. If, as V), we take the space V,«+ of type-
(k, 1) tensors, the corresponding field @', (x') is called a tensor field. We have
already introduced the notion of tensor fields in Chap.4, Sect.4.3, and illustrated
their transformation properties under a change in the Cartesian coordinates (affine
transformations) on M,,. There we discussed, as an example, the case of a tensor
T4, (x) which has values in the n3-dimensional vector space V), = V3 of type-(2, 1)
tensors. Its transformation law is given by Eq. (4.73), its indices transforming under
the homogeneous part D = (D' ) (element of GL(n)) of the affine transformation,

according to their positions. Thinking of 7% as the p = n> components of a vector in

V,, they are subject to the linear action of the matrix (D ® D ® D~7)” ,; defining
the representation the GL(n) transformation on (2, 1) tensors. This transformation
property is generalized in a straightforward way to generic type-(k, /) tensor fields.
If we wish to restrict to transformations preserving the Euclidean or Lorentzian
metrics on E3 or M4, as we shall mostly do in the following, we need to restrict the
homogeneous part of the affine transformation to O(3) or to O(1, 3), respectively.

There are several instances in physics of tensor fields. In particular rank (1, 0)
and rank (0, 1) tensors are (contravariant or covariant) vector fields, while rank (0, 0)
tensors are scalar fields.

Let us give some examples. Well known three-dimensional vector fields are the
gravity field g(x, y, z) in Newtonian mechanics or the electric and magnetic fields
E(x,y,z,t) and B(x, y, z, t) of the Maxwell theory. More precisely they are vectors
with respect to the rotation group SO(3). They are instances of maps between the
Euclidean (E3) or Minkowski space (M4) and the Euclidean three-dimensional vector
space (V, = V3).

The four-vector potential A, (x") is again a vector field albeit with respect to
Lorentz transformations SO(1, 3). Here M,, = My, and V, = Vjy, the space of
four-vectors V = (V#) = (VO, vl vz, V3) associated with Minkowski space.

An example of rank (0, 2) tensor field is the covariant field strength F,,, = 0,A, —
0,A - Here again M, is Minkowski space M4 while V), is the six-dimensional space
of the antisymmetric tensors.
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The field of temperatures in a given region of ordinary space x, y, z (M,, = E3)
is an example of scalar field since V), is the one-dimensional vector space of the
real numbers V; = R; a scalar field is also the wave function ¥ (x, y, z, ), solution
to the Schroedinger equation, which associates with each point in space-time My a
complex number, that is an element of the two-dimensional space V» = C (in this
case we talk about a complex scalar field).

In all these examples the transformation group G on the tensors, is chosen to
be either SO(3) or SO(1, 3) (or their affine extensions, like the Poincaré group on
My, keeping in mind that tensor fields, just like vectors, always transform under the
homogeneous part of the coordinate transformation, like the Lorentz group).

We wish now to generalize this discussion to a generic transformation group G
and to a carrier space V), supporting a generic representation space, not necessarily
of vector or tensor character. Indeed besides the known cases of the electromagnetic
field A, (x) and of its field strength F,,,, (x), which are tensor fields, when discussing
the Dirac equation in Chap. 10, we shall be dealing with a field belonging to a
representation of the Lorentz group, called spinor representation, which cannot be
constructed in terms of tensors. This field will provide the relativistic description of
particles with spin 1/2 like the electron.

Let us denote by R(g) the representation of G acting on V,,, and by D(g) the one
acting on V,,. We shall always consider V), to be either the space of three-vectors on
E3, namely the vectors Ax, or that of four-vectors on My, Ax". If G acts as an affine
group on the chosen Cartesian coordinate system on M,,, like the Poincaré group on
My, the representations R and D only refer to the action of the homogeneous part of
G, like the Lorentz subgroup of the Poincaré group.

Let us now introduce a Cartesian coordinate system on M,, with origin O and
basis {u;} of V,,, and a basis {w,} on V,,. Under a generic transformation g € G two
vectors V = (Vi) in V,, and W = (W) in V), transform as follows:

Vi VIi=R(g);V/ & V=V =RV, (7.43)
W — W =D(g)*s W’ & W W =D(g)W. (7.44)

The transformation property of a generic field @ (r) = (@“(r)) on M,, with values
in V), under a transformation G is then the direct generalization of the analogous law
for tensor fields:

P(r) - @) = D3 @7 (r) = D5 PRI + 1))
& @) > &'(x)=Ddr) =DOR (' +19)), (7.45)

where, for the sake of notational simplicity we have suppressed the explicit depen-
dence of the matrices D = (D”j) and R’ ; (and of the translation parameters rg) on
the group element g € G. In the above equation R is a 3 x 3 rotation matrix on
r=x=(x,y,2) if M, = Ez and G = SO(3), or a 4 x 4 Lorentz transformation
matrix (A#,)onr = x = (x*) = (ct, x,y,z) if M,, = My and G is the Poincaré
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group. In this latter case, under a generic Poincaré transformation (A, xp) € G, the
space-time coordinates transform as in (4. 191)°:

Y=Ax—xg & xM=A"x"—x}, (7.46)

where xp = (x(’)‘ ) parametrize the space-time translations, and Eq. (7.45) reads:

P (x) = () = D &7 (x) = D3 P (AT (¥ + x0))
& X)) > O W)=Ddx) =DSA ' +x)), (7.47)

where D = (D%g) = D(A) is the matrix implementing the Lorentz transformation
on the internal space.

Besides considering groups of Cartesian coordinate transformations acting both
on the space-time vectors of V,, (e.g. the Lorentz group acting on Ax* as part of
the more general Poincaré group), and on the space V), we could consider groups
of internal transformations, namely transformation groups acting only on V), that is
on the internal degrees of freedom of the field, while the space or space-time vectors
are left unchanged. In this case R is the trivial representation 1 and ro = 0. Such
transformations act on a field as follows:

PUr) —> &(r) =D d°(r) & D) > &' (r) =D(r). (7.48)

An example is the group which transforms a wave function, i.e. a complex scalar
field @(r), by multiplication with a phase:

d(r) > &'(r) = D(p) P(r) = ¢'¥ d(r). (7.49)

The reader can easily verify that the set consisting of phases D(¢) = ¢/¥ is a one-
parameter abelian Lie group with respect to multiplication. It has the simple structure
D(¢1) D(¢2) = D(¢3), where ¢3 = @1 + 2. This group G is denoted by U(1) and
called the unitary one-dimensional group. When illustrating in the next chapters, the
relation between symmetry transformations and conserved quantities, we shall see
that the internal U(1) symmetry of a system, i.e. the invariance of a system under
internal U(1) transformations, is related to the conservation of a charge which, in
electromagnetism, is the electric charge.

Let us now come back to the case in which G is a transformation group acting
on the space-time reference frames. The simplest instance of field is the scalar field
in which D is the trivial representation 1, defining a type-(0, 0) tensor, with p = 1
that is V,, = R (real scalar field) or C (complex scalar field). A complex scalar field
@ (r) can be described as a couple of real scalar fields @1 (r), @2(r), defined at each
point r by the real and imaginary parts of @ (r):

9Note that the analogous of the Poincaré group in the three dimensional Euclidean space E3 is the
known group of congruences of Euclidean geometry, acting on the space coordinates as in (4.102).
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P(r) = D1(r) + i Pr(r) = (Pi1(r), Po()). (7.50)

The transformation law (7.45) reduces, for a scalar field, to
@' ) =) =R +1p)). (7.51)

If M, = M4 and G is the Poincaré group, r is the space-time coordinate vector (x*)
and R = A = (A*)) € SO(1, 3).

In general, as discussed in Sect. 4.3, the coordinates r = (x') andr’ = (x"’) refer to
the same point P of M,,, therefore the numerical value of the scalar field must be the
same, even if, when substituting x' = x'(x/) = (R™"); (x/ +x{)) the functional form
changes from @ to @’. Writing @’ (r') = @ (r) we are considering the transformation
r' = Rr — rg from a passive point of view since space-points are considered fixed
while only the coordinate frame is changed.

However the same transformation can be also considered from a different point
of view, namely as a change in the functional form of @ (r)

@(r) — ' (r), (7.52)

with @'(r) = ®(R~!(r — rp)). In this case we consider the transformation as an
active transformation, since the emphasis is on the functional change of @. The given
change of coordinate in this case is thought of as due to a change of the geometric
point.1°

When considering the change in the functional form from an active point of view
it is sometimes convenient to denote the new functional form @’ taken by @ as
consequence of the coordinate change induced by an element g € G, as the action
of an operator O, on @ .1 Eq.(7.51) takes the following form:

0,®(r) = 2R (r +1rp)), (7.53)
where, as usual, R = R(g) and rop = ro(g).

Consider, for the sake of simplicity, a group G acting in a homogeneous way on
the coordinates (i.e. ro = 0) and apply in succession two transformations g1, g2 € G,
the resulting transformation corresponding to the product ¢ - g1 € G. We have:

xS X =R(g) Y B X = R(g) R(g1Yix* = R(ga - g ¥

10Note that in the discussion of the vector and tensor calculus in Sect.4.1 the emphasis was on the
passive point of view since the reference frame was changed by the transformations. Therefore the
whole of the vector and tensor calculus was developed taking this point of view. The active point,
as previously mentioned, will be actually adopted in Chap. 9 when discussing the action of a group
on the Hilbert space of states in quantum mechanics.

THere by operator we mean a linear mapping of the vector space of square-integrable functions
on M,, into itself, according to the definition given earlier. O, is actually a transformation and it is
therefore invertible.
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or, expressing x’ in terms of x”%

x' = [R(g2- g1 ™.

Actually the operators Og give a homomorphic realization of the group G, where by
realization we mean a homomorphic mapping on the function space. Indeed from

P'(r) =0, ®(r) = 2(R(g)"'1), (7.54)
using the short-hand notation Ry = R(g;) and Ry = R(g»), it follows

Oy, - Oy, ®(¥) = 0y, (0g, D(r)) = Oy, @' (r) = &' Ry ' 1)
=R 'R, 1) = d(R2R) 1) = PR(g2- 1) '),
(7.55)

where we have defined @'(r) = 0419 (r).
However the same result is also obtained acting on @ with the operator Oy, .4, cor-
responding to the group element ¢> - g1:

0@ (x) = D(R(g2 - g1) "~ '1).

Therefore we conclude that
Ogy.g1 = Og, - Oy, (7.56)

O is thus a homomorphism of G into the group of linear transformations on the space
of functions @ (x) on M,,. It is easy to verify that O maps the unit element of G
into the identity transformation / which maps a generic function @ (x) into itself.
Moreover 0g_1 = O,-1. The mapping O : g € G — Oy, has the same properties as
a representation D. However the linear transformations O, are not implemented by
matrices, since they affect the functional form of the field they act on. For this reason
O should be referred to as a realization of G on fields rather than a representation.

7.4.1 Invariance of Fields

The relation (7.53) is referred to general transformations of Cartesian coordinates
(affine transformations), whose homogeneous part describes a linear transformation
on V,, (i.e. belongs to the group GL(n)). This relation is actually valid also for any
(invertible) coordinate transformation (thus including curvilinear coordinates)

P A C S R ) (7.57)

where f (x) = (f!(x)) are differentiable functions which can be inverted to express the
old coordinates (x!, ..., x") in terms of the new ones (x'', ..., x"): x! = f~1i(x)),
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or simply x = f~!(x'). Also the effect of this coordinate transformation on @ (x) can
be represented by the action of an operator Oy

Or @(x) = &(f ' (x)). (7.58)

Only for linear coordinate transformations (among Cartesian coordinates) f(x)
reduces to: x7 = R;x/ — x{. Let us now recall the definition of invariance of a
function @:

If the functional form of @ does not change under a coordinate transformation
(7.57), Or® (x) = P (x) then @ is invariant. From the relation (7.51) and the require-
ment of invariance we obtain

x) =2 (x). (7.59)

From the active point of view this means that even if the geometric point is changed,
the functional form remains the same.

As an example we may take the coordinate transformation corresponding to the
rotation of the Cartesian coordinate system by an angle # in the plane x, y, given by
the general SO(2) element

(7.60)

r' =f@r) =R@r, mm:(wwsm%.

—sin# cos

The function
D (x,y) = x* +y2, (7.61)

is not invariant, as can be easily verified by substitution of the coordinates in terms
of the new ones. Instead the function

D(x.y) =x"+)° (7.62)
is invariant; indeed
X2 4+y? = (x cosf +ysinh)?> + (—x sinf +y cos0)> = x> +y>.  (7.63)

In general to verify the invariance one replaces x with £ ~! (x) and checks if the same
function is obtained or not.

So far we have been considering the action of a group of transformations on a
scalar field. In the general case where the representation acts on a field @ (x') which
is not a scalar, but has internal components transforming in a given representation D
of G, the transformation law is given by Eq. (7.45). Also in this more general case it

12Equivalently, from the passive point of view, invariance means that a change in the coordinate
frame does not change the functional form.
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is useful to describe the effect of a transformation g € G in terms of an operator O
acting on the field:

geG: °r) L o) =0,0°(0) =D @ R (' +10)), (7.64)

where, as usual, we have suppressed the explicit dependence on g of D, R andry. Also
in this case the operators O, give ahomomorphic image of the group transformations,
their action on V), being given in terms of the matrices D of the representation of
G."? Indeed, using the matrix notation and restricting to homogeneous coordinate
transformations, for any two given elements g;, g» of G we have:

04,04, ®(r) = 0, ®'(r) =D, ®'(R; ' r) = DD @R 'Ry '), (7.66)

where, as usual we have used the short-hand notation: Ry = R(g;), Ry =
R(g2), D1 = D(g1), D2 = D(g2). On the other hand applying the operator cor-
responding to g» - g1 we also have

Ogp.01®(x) =D(g2 - g)PR(g2 - g1) " '1), (7.67)

Comparing Egs. (7.66) and (7.67) and taking into account that D and R are repre-
sentations of G

D(g2 - 91) = D(92) D(g1), R(g2-g1) = R(g2) R(g1) (7.68)

we find
092‘91 = ng 0g1~ (7.69)

Just as in the scalar field case, the homomorphism O between elements g € G and
operators O, defines a realization of G on the field @ (r). The reader can easily
extend the above proof to groups G acting as non-homogeneous linear coordinate
transformations: ro(g) # 0.'* The concept of invariance given for scalar functions
can be easily extended to functions transforming in a non trivial representation D of
G. We say that the field @“(x) is invariant under the action of G if

13Note that also in this more general case we may consider the given transformation from an active
point of view, by redefining in the two sides of last equality in (7.64) r’ — r:

®(r) % @ (r) = D5 R (r +19)). (7.65)

141f the transformation of the field is due to a general coordinate transformation the matrix D, which
is constant for linear transformations, will be given by the corresponding Jacobian at the point x.
For example, if a vector field v'(x) is invariant under x — f(x), then

V) =0 () = T v (),

where x = f~1(x') and J; (x) = %(x).
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®'(r) = @“(r) = D" 5@ R~ (r +19)), (7.70)

which, for tensor fields acted on by GL(n), reduces to (4.74) and its generalization.

7.4.2 Infinitesimal Transformations on Fields

In this subsection we consider a Lie group G of parameters (") and describe, just as
we did for a generic matrix representation, the action of the operator O, correspond-
ing to an element g € G in a neighborhood of the identity, in terms of infinitesimal
generators L, as follows:

0, =" Fr, (7.71)

where £, are operators acting on the basis @ (x) both linearly, that is as matrices on
the internal index o and as differential operators with respect to the dependence on
the coordinates x’. The presence of a differential operator in £, is due to the fact that
the operators O, which provide a homomorphic image of the group G, act simulta-
neously on the linear (internal) vector space V),, spanned by the vector-components
DY (xi), as well as on the functional dependence of the field on the coordinates X
Therefore the infinitesimal operators £, contain, besides the matrix algebra opera-
tors acting on the field components @ (x’), also infinitesimal differential operators
acting on the functional space. The proof that a generic Oy, in a neighborhood of the
identity operator /, can be expressed as the exponential of a Lie algebra element 6" L,
is analogous to the one given for matrix representations and thus we are not going to
repeat it here. In fact (£,) represent a basis for the Lie algebra of the generators of
G in the realization O. We are interested instead in deriving the general expression
of the operators L,.

Consider infinitesimal transformations defined by infinitesimal parameters
00" « 1. Expanding the exponential in Eq.(7.71) we can write O, to first order
in 60" as

Oy =1+00"L,.

It follows that
0,P°(r) = @%(r) + 60" L, @ (r) = &“(r) + 0P (r), (7.72)
where we have expressed the infinitesimal local variation of the field as given by
0P (r) = 60" L, ®%(r). (7.73)
In order to determine the action of £, on @ (x') we begin by writing the infinitesimal

form of R(g) and D(g), supposing at first the action of G on the Cartesian coordinates
r = (x') to be homogeneous:
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R(g)'j ~ 8! + 60" (L)'},
D(g)% 5 == 85 + 66" (L) 5. (7.74)
where (L,)! and (L,)“ 5 are the matrices describing the Lie algebra generators in the

two representations (recall that i, j = 1, .. ., n label the coordinates on the space M,
while v, 3 =1, ..., p are indices of the representation space V},). It follows that

X'=R(@)F = x40k = S =807 (L) ¥,
and
D 5(g) @7 (r) ~ 65 + 56" (L) 3 @7 (x).
Let us work out both sides of the finite relation

@' (r') = D(9)*5®" (r), (7.75)

to first order in the infinitesimal 6" parameters. On the left hand side we have

«

(" ~ @ 4 ox) = D) + i (') ox!, (7.76)

Ox!

where, expanding @ (x' + dx’) we only kept first order terms in dx’ (since ox' =
0(60")) and, for the same reason, we have replaced %cp’ o (x) with %(Da(xi) in
the derivative term.
On the other hand, using the infinitesimal generators defined in Eq.(7.28), the
right hand side of (7.75) reads, to first order in §6":
D(9)“s oF ~ [05 + 66" (L) 5] @7 (xh. (7.77)

From (7.72), (7.76) and (7.77) we find
ize « «a r «a r « o ¢ i 0 I3
P r) — P r) =09 (r) =00"L, 2% (r) = | 60" (L) — 65 ox e D" (r)
/ )
r @ « i.Jj 9 3

Since this equality must hold for each component 69’,_ r=12,...,q we finally
find the action of the infinitesimal operator £, on @*(x'):

0
L,0%(r) = [(Lr)% — 53] xf@] &7 (r). (7.79)
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In conclusion the action of the generators of the Lie algebra A of G on the component-
functions @“(r), is given by the following operator:

L= (L)"g— 6/63“ (L)'« % (7.80)
X
where the first term acts linearly on the vector space of the representation labeled by
the index «, while the second term is a differential operator acting on the dependence
of the field on the coordinates. Note that (L,)* 5 and (L, )’ ' are the same infinitesimal
generator albeit in different representations: the p-dimensional representation on the
space V), and the n-dimensional representation in the space of the coordinates.

The most interesting case for us is, of course, that in which G implements the
coordinate transformations corresponding to the relativistic invariance of a theory:
The Poincaré group on Minkowski space-time M,, = My. Let first G be the Lorentz
group SO(1, 3). We have

P = AP XY, (7.81)

where, according to our general conventions, the coordinate indices i, j, ... have
been renamed i, v . . .. Furthermore the infinitesimal parameters 6" will be written
as 0077, the infinitesimal Lorentz parameters in (4.171). According to Egs. (4.166),
(4.169), (4.170), the infinitesimal transformation is given by (the homogeneous part
of) Eq.(4.196)

1
Oxlt = 2 0055 (LP7)!' 2 = 06, 5" (7.82)

Inserting in Eq. (7.78) the general infinitesimal transformation of the field under the
Lorentz group takes the following form:

1
0D (x) = 5 60°7 Ly ®* ()

1
5 007 (L5 @7 + (5,0, = 350,07, (7.83)

from which we deduce the expression of the infinitesimal Lorentz generators £, as
differential operators acting on fields:

Ly = [(Lpg)“ﬁ + 65 (xp05 — xgap)]. (7.84)

So far we have mainly been considering groups, as the Lorentz one, acting on coordi-
nates as in Eq. (7.81) that is in a linear and homogeneous way. We know, however, that
the most general relativistic theory is invariant under the Poincaré group whose action
on the coordinates, see Eq.(7.46), is linear but not homogeneous since it contains


http://dx.doi.org/10.1007/978-3-319-22014-7_4
http://dx.doi.org/10.1007/978-3-319-22014-7_4
http://dx.doi.org/10.1007/978-3-319-22014-7_4
http://dx.doi.org/10.1007/978-3-319-22014-7_4
http://dx.doi.org/10.1007/978-3-319-22014-7_4

210 7 Group Representations and Lie Algebras

the subgroup of space-time translations, see Sect.4.72. Let us restrict ourselves to
the subgroup of constant translations on the x* coordinates
xt = = xt — Xl
and, more specifically, to infinitesimal translations, x(’; =e' <« 1.
Since constant translations do not affect the components of relative position vec-

tors, they have a trivial action on V,,. Moreover they do not affect the internal com-
ponents of a field @ as well. Therefore

(%

D
¢/(}t(x,u _ 6}1,) — @(},(x/i) — ¢/(M(x/l4) _ €l/ a
OxV

") = % (11, (7.85)

that is

§PY = P (xH) — PY(xH) = € 9
ox”

DO (x") = € P @ (xH). (7.86)

Thus a basis of infinitesimal generators of four-dimensional translations is given by

0

T 7.87
Dt 78D

P/ N

This is the representation of the infinitesimal generators of translations on the fields.
In Sect.4.7.2 we gave a matrix representation P, of the same generators. There we
have proven that the Lie subalgebra of translations is abelian, as it is apparent also
from this new realization P, of its generators, since

o 0
— . —1|=0
Oxt” OxV
This of course agrees with the Lie algebra of the Poincaré group worked out in
Chap. 4.
Putting together (7.83) and (7.86) we find the following result:

Under an infinitesimal transformation of the Poincaré group (7.46) the classical field
@ transforms as follows:

1
0D (x) = (5 0077 L5 + € PM) D (x)

1 o a 50 « 9 @
= 500" (L5270 + (505 = %,0)0° ()| + PO ).
(7.88)

In particular, for a scalar field, the term (L ;)" /3<1>ﬂ is absent, and we find:

1 0
dp(x) = 559’”()(,,30 — X50p)p(x) + e“@d)(x). (7.89)
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A finite Poincaré transformation (A, xg), A being defined by finite parameters 6",
can be written in terms of the action of an operator O, ) defined by exponentiating,
see Eq.(4.197), the infinitesimal generators in (7.88):

D'*(x) = O(A xp) P“(x) = D3(A) (A" (x + x0)), (7.90)
where

O xp) = 0 P 20" Lpo | DA 5 = (e% o L/’”)a 3. (7.91)
We close this subsection by observing that since the structure constants do not depend

of the representation, the infinitesimal generators close the same algebra irrespective
of the representation. Thus we have

representation D :  [L,, Ll = G (L),
representation R : [L,, LS]; =Gy (Lp)},
realization O : (L), L] = CxP Ly, (7.92)

as can be easily verified in general. In the case of the Poincaré group, we can verify,
using the explicit expression for the infinitesimal Lorentz and translation generators
L, Py, the following commutation relations:

[£17, L] = 0P LHT 4 ' LVP — P LV — oV L1, (7.93)
(1, Py] = PH oy, — PV o, (7.94)
[P, P = 0. (7.95)

which share the same structure constants with those in Eq. (4.201).

7.4.3 Application to Non-Relativistic Quantum Mechanics

Let us apply the previous considerations to the non-relativistic Schrodinger wave
function ¥(x, ), X = (x,y,z) € Ej3, describing the state of a particle at a time
t. Since we consider now only transformations in the Euclidean space M,, = E3,
we shall neglect the dependence of the wave function on time. Let us consider an
infinitesimal rotation R € SO(3)

K =RGN, (G, k=1,2,3),
where, for small angles 6", the rotation matrix is given by Eq.(7.74)

Ry ~ 61+ 60" (Lo)'j: 66" ~ 0.
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The infinitesimal generators L, L», L3 are represented by the matrices given in
Egs. (4.116) and (4.119). Since the wave function v is a (complex) scalar field, the
action of SO(3) on the (internal) space C of complex values of 13 is trivial:

Dag = (5aﬂ = (Lr)aﬁ =0.

Thus from (7.78) we find

Sp(x) = 06" Ly p(x) = —06" (L)' j %w(xx
X

where, according to (4.120)

0 0
_ 3 2
,Cl = —X @—HC ﬁ’
0 0
_ 1 3
Lz——x ﬁ—{—x @, (796)
0 0
2 1
Ly =—x Ox! T Ox2’

are the differential operators representing the action of SO(3) on the wave function
1(x). They can be rewritten in a more compact form as follows:

;0
E,’ = €jjk x @ (797)

Let us now consider the action of an infinitesimal three-dimensional translation
X =X —¢€,
where € = (¢), € <« 1. We have

;0
PE) =y x-6) =yx = Yx-¢ % = Y(x), (7.98)

that is, according to Eq. (7.86)

W) =YX —px) =€ Pp(x) = Pi=5o.
In conclusion, infinitesimal rotations and translations on the wave function (r)
are represented by the differential operators in (7.97) and (7.99), respectively. Form
the physical point of view the operators £; and P; are proportional to the quantum
mechanical operators M;, p; associated with the angular momentum (see Eq. (4.131))

I5Recall that, although complex numbers span a two-dimensional vector space, their components
are inert under the SO(3) group.
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and the linear momentum, respectively. In order to have hermitian operators with
the right physical dimensions one defines

pi=—ihPi= —ihi M; = —ihL;. (7.99)
ox'!

The identification of the above operators with the aforementioned physical quanti-
ties will be motivated in detail in the next chapters, when we will be dealing with
symmetries and conservation laws in quantum mechanics. Note that the M; matrices
in Eq.(4.131) and the operators M; are different realizations of the same physical
quantity, i.e. the components of the orbital angular momentum. The physical inter-
pretation of the operators p; and M; is consistent with the fact that, writing in the
expression for M; the partial derivatives in terms of the momentum operator we find

—~ . 0 .
M;=—ihL;= e ¥ (—ihw) = €k X P, (7.100)

or, simply

~

M =x x P,

where M = (M, M», M3) and p = (B1, pa, p3).!6

7.4.4 References

For further reading see Refs. [2, 5, 14].

16We shall use the convention of denoting by a hatted symbol 0 the quantum mechanical operator
acting on wave functions, associated with the observable ¢. Occasionally, for the sake of notational
simplicity, the hat will be omitted, provided the operator nature of the quantity be manifest from
the context.
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Chapter 8
Lagrangian and Hamiltonian Formalism

In this chapter we give a short account of the Lagrangian and Hamiltonian formulation
of classical non-relativistic and relativistic theories. For pedagogical reasons we first
address the case of systems of particles, described by a finite number of degrees
of freedom. Afterwards, starting from Sect. 8.5, we extend the formalism to fields,
that is to dynamical quantities described by functions of the points in space. Their
consideration implies the study of dynamical systems carrying a continuous infinity
of canonical coordinates, labeled by the three spatial coordinates.

8.1 Dynamical System with a Finite Number
of Degrees of Freedom

8.1.1 The Action Principle

Let us consider a mechanical system consisting of an arbitrary number of point-
like particles. We recall that the number of coordinates necessary to determine the
configuration of the system at a given instant, defines the number of its degrees of
[freedom. These coordinates are not necessarily the Cartesian ones, but are parameters
chosen in such a way as to characterize in the simplest way the properties of the
system. They are referred to as generalized coordinates or Lagrangian coordinates,
usually denoted by ¢;(¢),i = 1...n, where n is the number of degrees of freedom.
The space parameterized by the Lagrangian coordinates is the configuration space.
Each point P in this space, of coordinates P(t) = (q;(¢)), (i = 1...n), defines
the configuration of the system, that is the position of all the particles at a given
instant. During the time evolution of the dynamical system the point P will therefore
describe a trajectory in the configuration space.
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The mechanical properties of the system are encoded in a Lagrangian, that is a
function of the Lagrangian coordinates g; (), their time derivatives ¢; (t) and time ¢:

L:L(qt(t)1Ql(t))vt)v CI:(CII’QZs---7Qn)-

Given the Lagrangian, the time evolution of the system is then derived from Hamil-
ton’s principle of stationary action.

Let us define the action S of the system as the integral of the Lagrangian along
some curve -y in configuration space between two points corresponding to the con-
figurations of the system at the instants #1, 1,

9]
Slg; t1, 1] = / L(g(t),q(t),t)dt. (8.1)

Mn

Notice that while L depends on the values of ¢; and ¢; at a given time 7, S depends
on the functions g;, namely on all the values g; (¢), with #; <t < t», defining a path
~ in the configuration space. Thus, for fixed 1, 2, S is said to be a functional of g;.

Hamilton’s principle of stationary (or least) action states that among all the
possible paths v connecting the two points q(t1) = (qi(t1)) and q(t2) = (qi(t2))
in the configuration space, the actual path described by the system during its time
evolution between the instants t| and t; is given by the curve v corresponding to
an extremum of S. This extremum is found by performing a small deformation of
keeping its end-points fixed, that is by performing arbitrary variations 6q;(t) of the
coordinates at any instant t, obeying the condition

dq(11) = 0q(t2) =0, (8.2)

and by requiring S[q; t1, t2] to be stationary with respect to such a variation.
In formulae, the actual path v of the dynamical system in configuration space is
found by solving the variational problem?:

1)

L L
68 = / (6—5% + a—_éq‘,-) dt =0, dq(n) =dq() =0. (8.3)
9qi 9qi

()

Note that by dq;(t) we denote the infinitesimal local change of the Lagrangian
coordinates, namely dg; =~ ¢/ (1) — q; ().

"Here and in the following we shall often use the shorter notation ¢ (¢) for the set of the coordinates
{gi} = (q1. ..., qn) and similarly for their time derivatives, ¢ = {¢;} = (41, .. .. qn)-

2To avoid clumsiness in the following formulae we shall often adopt the Einstein convention of
summing over repeated indices i, j, ... of the Lagrangian coordinates, even though these indices
are in general just suffixes with no tensorial property.



8.1 Dynamical System with a Finite Number of Degrees of Freedom 217

To find the trajectory by extremizing of the action S[+; t, 2] one observes that,
being dg;(¢) a variation at a fixed instant 7, the variation symbol § commutes with

the time derivative:
d d

—4q;.-

s =
FTRT

Integrating by parts the second term in the integrand of (8.3), we obtain:

4]
oL OL\ d
5S = —0g;i + == ) ==0q: ) | 4 8.4
5= |G (5) o) | @
1
n

z/ci_iﬂﬂmmzq 8.5)

d

where we have used the fact that the total derivative term (g—qL.,éqi) gives a van-

ishing contribution by virtue of condition (8.2):

n

d (0L OL

—\ =% ) = | =94
/df (3lii q) (561}' q)

n

n
=0. (8.6)

n

Equation (8.4) has to hold for arbitrary variations dg;; this implies that the integrand
must vanish identically. We thus obtain:

— = =0 Vi=12,...,n. (8.7)

Equations (8.7) are the Euler-Lagrange equation of the system under study. They
are a system of differential equations whose solution for given boundary conditions
determines the time evolution of the system.

We note that the Lagrangian L(g(¢), ¢(t)), t) is not uniquely defined; adding to

it the total derivative % of an arbitrary function f (g, t), does not affect the Euler-

Lagrange equations.® Indeed, if we let:

. . ) d
L(g.4:) = L'(q. 4,0 = L(q. 4, ) + — f.

sothat S = [diL — &' = [dtL’, performing the variation ¢; (1) — g; (1) +
6q; (1), with dg; (1) = dg;(tz) = 0, we obtain:

3Note that the function f can depend on ¢; and 7 only, f = f(g,1), in order for df/dt not to
depend on derivatives of g; of order higher than one.
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n
d
5S’=6S+/Edfdt=6$+6f|§f.

n

However, by virtue of condition (8.2), 6 f = a—(iéqi , computed at the initial and final
instants, is zero, and we conclude that, being S = S, the same Euler-Lagrangian
equations are obtained.*

In order to determine the general form of the Lagrangian of a mechanical system
let us first work out the Lagrangian of a free particle in the non-relativistic case.

Anticipating our discussion on the symmetries of a system, we observe that this
Lagrangian cannot explicitly depend either on the position vector x or on time ¢, since
the classical theory is based on the assumption of homogeneity of space and time, as
discussed at the end of Sect. 1.1.1. Moreover, it cannot depend on the direction of the
velocity vector v, because of the isotropy of space (there is no preferred direction).
The Lagrangian must then be a function of the modulus v of v only: L = L(v?).
From the equations of motion it follows

d oL 0, Vi=1,2,3
diov 0 T o
so that v = const., that is we recover the principle of inertia.

As we shall discuss more systematically in the sequel, a transformation is a sym-
metry of a system if this leaves the Lagrangian invariant modulo an additional total
derivative. If we now perform a Galilean transformation with an infinitesimal velocity
€, requiring it to be a symmetry, the Lagrangian can vary at most by a total deriv-
ative in order to describe the same inertial motion. Now, an infinitesimal Galilean
transformation applied to L gives:

LW*) =L [v2 +2v e+ 0(6)2] =LY+ a—sz € (8.10)
Ov?

4We can directly show that the presence of an additional total derivative does not affect the equations
of motion by showing that df/dt identically satisfies Eq.(8.7). This is readily done by observing

that af of of
E(q,q,t) =qi 4 + 50
so that
o df . of 9 of

=Y _y, . 8.8
oq; di ~ Y 9q0q;, " 0gi o ®:8)

On the other hand we have

d 0 df d (O0f . Of 0 of
N ) ==\ )=+ 55 (8.9)
dt \0q; dt dt \ Oq; 0qi (961]‘ ot 0q;

Subtracting side by side Eq.(8.8) from Eq.(8.9) and using the property that the partial derivations

with respect to ¢; and t commute, we conclude that the Euler-Lagrange equations are identically
satisfied by the total derivative.


http://dx.doi.org/10.1007/978-3-319-22014-7_1

8.1 Dynamical System with a Finite Number of Degrees of Freedom 219

The term % 2v - € will be a total derivative if % is independent of v, namely it is
a constant a. It follows that:

L = —mv~, (8.11)

where we have set « = m/2. The right hand side of Eq.(8.11), defines the kinetic
energy of our system of particles.
Assuming that for a system of N non-interacting (i.e. free) particles the Lagrangian

be additive, we have:
N

1
L= Z Em(k)v(zk) =T, (8.12)
k=1

where we have denoted the total kinetic energy of the system by 7.

Let us now consider an isolated system of N interacting particles: the Lagrangian
is obtained by adding to the free Lagrangian an appropriate function of the coordi-
nates, that we will denote by —U':

L=T—-UXq,...,Xn))- (8.13)
where T in the kinetic energy defined by the sum in Eq. (8.12) and the function U

defines the potential energy of the system. Using the Cartesian coordinates of the
particles as Lagrangian coordinates, the equations of motion (8.7) read, in this case:

oL d OL
NPT =0, (8.14)
8x(k) t 8x(k)
where xék) (i = 1,2,3) denotes the ith coordinate of the kth particle, (k =

1,..., N).% Using the Lagrangian (8.13), the Euler-Lagrange equations give:

dxt ouU

(k)
m = ——. 8.15
® dt GxEk) ( )

Identifying the force acting on the kth particle with the right hand side of Eq. (8.15)

; ou
k= "5
8x(k)

(8.16)

we retrieve the Newton equation.

SThis last property gives a physical meaning to our definition of inertial mass m. Indeed, the
multiplication by a constant does not change the equations of motion, but it is equivalent to a
change of the mass unit in the Lagrangian (8.12). However all the mass ratios, having a physical
meaning, are unchanged.

5The number of degrees of freedom of the system is n = 3N.
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Finally we consider the case of a non-isolated system A interacting with a sys-
tem B, whose dynamics is known. For greater generality we use the generalized
coordinates g¢, £ =1, ..., n.

To determine the Lagrangian of the system A, we consider the Lagrangian of the
system A 4 B, and use for the coordinates of B their explicit time dependence. We
then start with a Lagrangian of the form

L =T(qa,qa)+T(gs,q8) —U(qa,qB), (8.17)

and replace the gp’s by their explicit dependence on time gp (¢). We can then neglect
the term 7' (¢p, ¢B), which, being an explicitly known function of time, can always
be written as a total derivative. The Lagrangian of A becomes:

La=T(qga,qa) —U(ga,qp@)). (8.18)

This means that if the system is not isolated the Lagrangian is written as in the case
of an isolated system, the only difference being that now the potential energy is an
explicit function of time through gp ().

8.1.2 Lagrangian of a Relativistic Particle

We may easily determine the Lagrangian of a free relativistic particle, by requiring
L to be invariant under the group of Lorentz transformations (we shall explain in
the following the concept of invariance in a more systematic way). This ensures
covariance of the equations of motion so that the inertial motion will be maintained
in any reference frame.

The simplest relativistic invariant quantity under Lorentz transformations, is the
proper time T defined by

d 2 2
dr? = ar? — 19X0 ’;' =d;2(1—%).
C C

It is natural to expect the relativistic action for a free particle to be proportional to
its proper time, namely:

n n h
s /d /det /‘/1 v (8.19)
= T = —_— = —_— ) .
dt c?
n n

n

where v = |v|. The corresponding Lagrangian reads:

d 2
L =al =aj1- 2L, (8.20)
dt c
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modulo a total time derivative. The constant o can be fixed by requiring that in the
non-relativistic limit, 7 < 1, the Lagrangian (8.20) reduces to the form L = % mv?.
Expanding the square root to order O (v?/c?) we find:

OéU2

Lv)xa— —— = ﬂvz—i—const
- 2¢2 2 '

Neglecting the inessential additive constant, we can then identify: & = —mc?.
The relativistic free particle Lagrangian is thus given by:

2

L) = —mc* |1 — = (8.21)

and for a system of N non-interacting particles, we have

N 2
L) =D [ =mayc? (00} 8.22
i) = € 2 | (8.22)

k=1

8.2 Conservation Laws

In this section we show that, if the Lagrangian of a system of particles is invariant
under a group of transformations, then the dynamical system enjoys a set of conser-
vation laws. In general we shall refer to the invariance property of a Lagrangian with
respect to a group of transformations G as a symmetry under this group.

We first show that if a Lagrangian is invariant under time translations, t — ¢+ d¢,
then energy is conserved.

For simplicity, we assume that the invariance under time translations is due to the
fact that the Lagrangian does not explicitly depend on ¢, namely, %—f = 0.7 Then we

may write:
dL 0L . 0L

T a—qi%‘ + a—q.i%‘-

We now use the equations of motion (8.7) and obtain:

dL _dOL . 0L d(aL,)

E_Eé)_cjiq"—i_a_qiq’.:d_t a_q,-q"
that is:
di _ 0 (8.23)
dr — 7 ’

"The proof in a more general case is given in the following subsection.
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where we have defined:
H=-L+ —¢i. (8.24)

We conclude that the quantity H(q, ¢) = —L + gTLcji is conserved.

It is easy to recognize that H is the energy of the system. To show this in a
general way, let us consider a system of particles interacting with a potential energy

U@qi,....qn):
L=T(q.q) —Ug.
Here T'(q, ) is the kinetic energy which, in Cartesian coordinates, reads:
1 N 3 ' '
T=3 ; l;m(k)x;k)xgk). (8.25)

Let us now switch to the generalized (or Lagrangian) coordinates g, writing®:

i i .i af(ik) .
Xy = f(k) (G, -+ qn); Xy = qu]' (8.26)

In terms of the Lagrangian coordinates the kinetic energy takes the form:
n
T = aij@)dig;. (8.27)
i,j=1
where we have set

N 3 afl afl
(@) = 9w 9
ag(@) = D> mw 9qe 0,

k=1 i=1

,j=1,...,n.

This shows that the kinetic energy is homogeneous of degree two in the Lagrangian
velocities g;. Applying the Euler theorem for homogeneous functions, we find:

=, OT
e =27 (8.28)
=1 qe
8With an abuse of notation, we shall use the same Latin indices i, J,k, ... to label the three-

dimensional Euclidean coordinates x? and the generalized coordinates ¢', though the reader should
bear in mind that in the latter case they run over the total number n of degrees of freedom of the
system. Moreover the index k, when written within brackets, is also used to label the particle in the
system. The meaning of these indices will be clear form the context.
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Moreover:
oL _ dT

dje — e’

It follows:

L " oT
—ge — L = —Gi—L=T+U.
04y ;8%

=1

However T + U is by definition the energy of the system and therefore our statement
is proven.’

Let us now consider a system of particles whose Lagrangian L (X(), X)), in
Cartesian coordinates, is invariant under translations of the coordinates xék); we
show that the total momentum is conserved.

Indeed, under a constant translation, the position vector of the kth particle trans-
forms as follows:

X(k) —> x’(k) =X —€ €= const. (8.29)

where € is a constant vector. In particular we have sz) = X). Invariance of L,
amounts to requiring it to have the same functional form in the old and in the new
variables, so that:

OL

L(x, %) = L(x', &) ¢ 0L = L(x', %) = L(x, %) = = > ——¢ =0. (8.30)
ox!
k) 77k
Being ¢’ arbitrary parameters, we conclude that
OL

— =0, 8.31
2. o0 (8.31)

(ky ~7 (k)
Using Eqgs. (8.7), the previous equation takes the following form:

d OL
= =0, (8.32)
o X

On the other hand, in Cartesian coordinates, one has:

oL orT .i ;
T A T MiXg = Py (8.33)
ﬁxék) Bxék)

Note that since we have assumed %—f = 0 we have U = 0, meaning that our system is isolated.
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so that Eq. (8.32) becomes:

d d
T > pw = P=0 (8.34)
(k)

where we have denoted by P the toral momentum of the isolated system. It follows
that:

The invariance of the Lagrangian under spatial translations implies the conser-
vation of the total momentum.

It is easy to see that if L is invariant only with respect to translations along some
directions (parametrized by the certain components of €), only the corresponding
components of the total momentum will be conserved. For example if we have an
external force with F; = 0 then the Lagrangian will be invariant only with respect
to translations along the z-direction, € = (0, 0, €;) and we reach the conclusion that
only P, is conserved.

Let us note here that invariance under the time and space translations are unrelated
in the classical theory, the former being related to time shifts and the latter to space
translations of the general Galilean group (1.15). In a relativistic theory, instead,
both invariances are part of the invariance of the Lagrangian under the subgroup of
four-dimensional translations of the Poincaré group, namely

xt— xt — .

Therefore, energy and momentum conservation, which may hold separately in the
classical theory are strictly related in relativistic mechanics, as discussed in Chap. 2,
and we may speak of the conservation of the total four-momentum p* = (E/c, p).

Finally let us assume that the Lagrangian of the system is invariant under spatial
rotations. In Cartesian coordinates, an infinitesimal rotation changes the kth position
vector as follows (see Eq. (4.123)):

X(k) —> X/(k) = X(k) — 00 x X(k)» (8.35)
where 60 is a constant infinitesimal vector whose direction coincides with the rotation

axis and whose modulus is given by the infinitesimal rotation angle §6.
Requiring invariance amounts to setting L (X, X) = L(x’, X), that is:

oL _;
0=0L = Z( 5x{y + = m §x(k))
(k) (k)

(k)

Using the Euler-Lagrange equations, we have

OL OL
0L = —Z(a - 6,15(59 x(k) + — BF 6,155(9 )C(k))
) \ %% x(k)
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It follows that
d i ¢ i d
E 259 (Cijex(k)p(k)) =00 - E ZX(k) XPw | = 0.
(k) (k)

Since the 50’ are independent parameters, we obtain

dMyor _
dt

where

Moot = D Xy X Pk
(k)

is the total angular momentum. Therefore the invariance of a Lagrangian under
rotations implies the conservation of the total angular momentum. As in the
previous case, if we have invariance only under a rotation about the ith-axis
(X, Y or Z), parametrized by the ith component 66’ of the infinitesimal rotation
vector, only the corresponding component of M;,; ; will be conserved.

8.2.1 The Noether Theorem for a System of Particles

The three conservation laws described in the previous subsection are associated with
the invariance properties of the Lagrangian under space and time transformations.
That means that the isotropy and homogeneity of space and time are not spoiled by
interactions.

Actually, these conservation laws are just some of the implications of a general
theorem, the Noether theorem, which we shall discuss in the present subsection. It
essentially states that a conserved quantity is associated with each invariance of the
action.

Let us first define our setting: We consider a system with a finite number of degrees
of freedom, which, in the reference frame S, is described in terms of a Lagrangian
L(q, q.t) function of the generalized coordinates ¢g;, i = 1,...,n), their time
derivatives ¢; and time z.
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Let the Lagrangian coordinates and time be subject to an arbitrary transformation
of the form:

=1, q(t)=4qiq.0), (8.36)

the only restriction being that Eq. (8.36) be invertible. Such transformations of the
Lagrangian coordinates are often referred to as point transformations. In a different
reference frame §’, where the coordinates ¢/, ¢/ are used, the Lagrangian of the
system will be given by a different function L'(¢’, ¢, t") of the new set of coordinates
g/, (i=1,...,n),q and of time ¢'.

We now observe that the action S of a dynamical system is a scalar under the
transformations (8.36), so that, taking into account the discussion made in Chap. 4,
the two actions S and S’ written in terms of their respective coordinates and times,
are related by the condition:

S'laf; 11, 5] = Slgis 11, 12]. (8.37)

where
n

Slgi: 11, 12] = / diL(q (1), 4(1). 1), (838)

1

in the reference frame S and

/

153
S'lgls 11,151 = /d[’L’(q’(t/), q'(t), 1), (8.39)
f

in the reference frame S’. Similarly also L transforms as a scalar quantity, so that L
and L' in the two RF’s are related by:

L'(q'(t), 4'(t),1") = L(q(), 4(0), 1). (8.40)

The new equations of motion in S’ are clearly derived in the same way from the new
Lagrangian:

oL d oL
dq]  dt’ pq /

Vi=1,2,...,n. (8.41)

However, the functional dependence of L' (g’ (t), ¢’(¢),t") on its arguments g’ (1),
q'(1), t' is in general different from that of L(g(¢), ¢ (), t) on g(¢), ¢(t), t. Similarly
the actions S and S’ are different functionals of (¢;) and (¢;), respectively. It follows
that the equations of motion derived from them will in general have a different form.
A transformation of the kind (8.36) is a symmetry of the system, namely the
system is invariant under (8.36), if the equations of motion, as a system of differential
equations, have the same form in the new and the old variables q{ (t') and g; (¢).
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In light of our discussion in Sect.8.1.1 we can easily convince ourselves that
the Euler-Lagrange equations in the two reference frames, described by different
generalized coordinates and times, will have the same form provided the functional
dependence of L’ and L on their respective arguments is the same, modulo an addi-
tional total derivative which does not affect the equations of motion. Using the general
relation (8.40), this amounts to saying that

af

L(q'(t),4'(t),1") = L(q(1), 4(1), 1) + T (8.42)

At the level of the action the above property can be stated as follows:

/

15} 13
Slgis 11,151 = / di'L(q’.4',1") = / dtL(q,q,t) = Slgi; 11, 2], (8:43)

! t
f 1

where we have ignored the total derivative since it yields equivalent actions.

Summarizing we have seen that a transformation of the kind (8.36) is a symmetry
of the system if it leaves the action invariant, that is if the actions S and S’ exhibit
the same functional dependence on the paths described by ¢; and g;:

Slgjs 11,151 = Slgis 1, 121, (8.44)

or, equivalently, if

’
15}

)
oS = /dt’L(q/, gt — /dt L(g,q,t)=0. (8.45)

13
1 1

After these preliminaries we may state the Noether theorem as follows:

If the action of a dynamical system is invariant under a continuous group of
(non singular) transformations of the generalized coordinates and time, of the form
g = qi(q.,1), 1" = t'(t), and if the equations of motion are satisfied, then the
quantity:

oL _ .
0= Z a—qiéql + Lét, (8.46)

is conserved.

We stress that the variations dq; = qi’ (t) — gi(t) corresponding to infinitesi-
mal local transformations of the form (8.36), are not arbitrary as those used in
the discussion of the Hamilton action principle, but correspond to the subclass of
transformations leaving the action invariant.
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Let us now start from the invariance property (8.45) to derive the conserved
quantities.
We set

’
19}

o)
58 = / 4 L@ (), &' (). 1) — / di Lq (1), 4(1). 1)

1 I
5 15)
= /dr L' (0).4'(t). 1) - /dr L(g.q.1). (8.47)
1 ol

where, on the right hand side of the above equation, we have used the fact that ¢’ is
an integration variable. We now decompose the integration over (¢}, 11) as follows:
Setting 1] = 11 + 011, 15, = 1 + 012, we can write

%) th+dn  H+0n

fh
[-[+]-T 59
[i I3 n 11

1

so that the first integral of Eq. (8.47) can be written as follows:

’
153 t

/dtL(q/(t),c}/(t),t) E/dtL(c/(t),c}/(t),t) + 02 L (q(12), 4(12), 12)

/ t
L& 1

— ot L(q(t1),q(t), t1). (8.49)

In deriving (8.49) we have replaced, in the last two terms

L(q'(1).4'(t),t) = L(q(t)+dq,q) +64(t), 1), (8.50)

with L (g(t), ¢(¢), t) since their difference is infinitesimal (of order O(dg)) and
therefore its product with the infinitesimal quantities dz», d¢; is of higher order.
Next we substitute Eq. (8.49) into Eq. (8.47), obtaining:

5]
68 = / [L(q'(1).d' (), 1) = L(q(t),q(t), )] dt + L(q(t),q(t), 1) 51| .
1

(8.51)
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The integral on the right hand side can be now expanded as follows:

[5)
/ [L(q'().4'(),1) = L(q(t), (), )] dt
t

oL oL _.;
:/(55 +815 )dt

1

%]

oL d OL . d (0L _ .
/([aql dtacr} Tt (aq'l q)) S
1

OL d

where we have integrated by parts §q 947 dr

into (8.51), we find:

)
L L :
55 — [‘9_, - ia_,} i+ [ (%&1 4 L(St) (8.53)
q

454" Upon substituting Eq. (8.52)

3| 3l
where we used the obvious equality:

5]
d
Lot|? = / th(Lét). (8.54)

3]

If the equations of motion are satisfied, the first integral on the right hand side of Eq.
(8.53) vanishes and Eq. (8.53) becomes:

5S = / - (—5q +L5t) dt. (8.55)

From this it follows that, if the action is invariant, 0S = 0, the quantity

oL .
JOEDY a—qi(sq’ + Lt, (8.56)

i

is conserved, which is the content of the Noether theorem. Indeed from (8.55), taking
into account the arbitrariness of », 1, we have:

dQ

0) =0(1), Yu,nh & o= 0. (8.57)
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Quite generally the transformations leaving the action invariant form a group with g
parameters 6" (r = 1,2, ..., g), so that we may write

85q' = 066" fl(q.1).

For instance, rotations in space close the three-parameter group SO(3), the parameters
being the three angles. Factorizing the linear dependence of Q on the infinitesimal
parameters 00", Q = §0" Q,, and being the parameters 6" independent, we end up
with g conserved charges associated with the variations dg; (g + 1 if we include also
the time translations).

The conserved quantities Q, are referred to as Noether charges.

As an application, let us derive the conservation laws of energy, momentum and
angular momentum directly from the Noether theorem.

Suppose the Lagrangian is invariant under time translations:

' =t—dt = §t=—dt, (8.58)
Then the coordinates used in the two RF’s only differ by the infinitesimal time delay,

so that qlf (t") = g; (¢). From this relation we deduce the infinitesimal relation between
the two coordinate systems

¢"t—dt=q'(t) = ¢")—¢' ®)dt =4 (1)

=00’ =q"(1)—q'@) =¢'()dr.  (8.59)
Correspondingly we find:
L .
0 =0,0t= (%q" — L) ot = H ot. (8.60)
ql

We see that invariance under time translations implies that we have one conserved
charge corresponding to the energy: H = Q (Note that the time translation depends
on one parameter, 0t).

We have thus generalized our proof of the energy conservation given earlier since
the invariance under time translations is satisfied if, in particular, the Lagrangian does
not explicitly depend on time, %—f = 0, as was assumed in the previous subsection.

If the Lagrangian is invariant under space translations and rotations the value of
the conserved charges Q; is also readily computed using the variations dg; given,
in Cartesian coordinates, by Egs.(8.29) and (8.35). In the case of constant space
translations, after renaming dg’ = —¢', following the same steps as for the energy
conservation, we find:

0=0id == 1%

k (k)

== pu-e=-P-e (8.61)
k
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implying conservation of the total momentum. The Noether charges Q;, Q; in
Egs. (8.60) and (8.61) can be grouped in the four-vector (%, Qi) =(Z,-p)=

"
P,, = 1., P¥ which s the total energy-momentum four-vector with the index lowered
with the metric. Analogously, setting 6g’ = —!™36'x™, invariance under spatial

rotations gives

oL .
0=-> a,—ieilmaelx(k) =—060- D X@) x P =—00-M,  (8.62)
k

PRRI(5)

implying the conservation of the total angular momentum.'”

8.3 The Hamiltonian Formalism

In this section we give a short review of the Hamiltonian formalism for the description
of mechanical systems with a finite number of degrees of freedom.

The Hamiltonian formulation of mechanics can be obtained from the Lagrangian
one by introducing the canonical momenta p;, conjugate to the Lagrangian coordi-
nates, defined as:

OL .
pi = a—.(q, q,1). (8.63)
qi

Barring degeneracies, Eqgs. (8.63) can be solved with respect to the Lagrangian veloc-
ities, obtaining: ¢; = ¢;(p, q).
Next one defines the Hamiltonian of the dynamical system as:

H(p,q.0)= D pidi(p.q) — L(q, 4(p, ). D). (8.64)

Comparing the definitions (8.24) and (8.64), with see that the physical meaning
of H(p, q) is that of the energy of the system H = H(q, q) and indeed, by an
abuse of notation, they have been denoted by the same symbol. However it must be
kept in mind that while in the Lagrangian formalism H is a function of ¢, ¢, in the
Hamiltonian formalism H = H (p, q), so that their functional definition is different.

Let us now see how the equations of motion are derived in the Hamiltonian
formalism.

By differentiating both sides of Eq.(8.64) one finds (using Einstein convention
for summation over repeated indices):

10 A5 noted in the previous discussion invariance under transformations parametrized by just some
components of the vector parameters € and 06, implies the conservation of the corresponding
components of the vector quantities P and M.
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. 0qi 0q; oL
dH =dpiqi + pi5——dpj + pi5—dq; — -—dq;
l ap; 7 oq; ' ogi
OL 0g; OL 0g; oL
qi d qi 9L 4

T 0gop; T 9gi0g, "V T o
. OL\ 0q; oL OL\ 0q; OL
~anfa+ (=57 ) gyt + oo |~ + (- 7 ) | - o

Upon using Eq. (8.63) and the Euler-Lagrangian equations (8.7), one obtains:

H=deiqz qulpz dta—

OH OH OH
dp; —dg; + — dt, 8.65
api pi Jq; 4 ot ! ( )

where the last equality represents the general expression of the total derivative of H.
From the above equation we conclude that

OH OH
ji=—-—3; pi=——), 8.66
1 Opi P 0qi (8.66)
OL OH
—_ = . 8.67
ot ot ( )

Equation (8.66) represent a first order system of differential equations for the
Lagrangian coordinates ¢; and their conjugate momenta p;, which is referred to as
the Hamilton equations of motion. The physical content of the Hamilton equations
and of the Euler-Lagrange equations is of course the same, however each formalism
gives different insight into the properties of the mechanical system.

Considering g; and p; as coordinates of a 2n-dimensional space, called the phase
space, the state of a mechanical system is completely determined at each instant ¢
by a point in this space labeled by the 2n coordinates ¢i, ..., g, and pi, ..., px.
The time evolution of the system will then be described by a trajectory in the phase
space. The Lagrangian variables ¢g; and their conjugate momenta p; are referred to
as canonical coordinates.

Let us note that the Hamilton equations (8.66) can be also obtained from the action
principle S = 0. Indeed, in terms of the p; and ¢; variables, the action takes the
form:

n
S= / (X pidi = Hp. @) dr. (8.68)
1

If we require stationarity of the action with respect to arbitrary variations ¢ p; and dg;,
with the constraint that they vanish at the end points of the time interval, § p; (f;) =
0qi(t1) = dp;i(tr) = dq;(t2) = 0, one obtains:
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9}

0=08=9 /(qui —H(p,q))dt

I

5]
o d OH OH
= / Z [5piqi — pidgi + E(Pi&li) - a_q5Qi - a—p5pi] dt
4]

5]
. OH .  OH
= /dt > [(5pi (qi - 5) — 0gi (Pi + %)} + D (pidailz,
1

where the last term is zero. Being § p; and dg; arbitrary, Eq. (8.66) are retrieved.

Let us now consider a dynamical variable f (g, p, t), function of p;(¢), g; (t) and
carrying in general also an explicit dependence on ¢. Computing its time derivative
we find

d N (0f, L0 ), O
T fpan = Z (a—ql_ql o p,) + 5

s (2rom _oromy or_os

where

_~N"(9f0H Of O0H
U= IZ (3%’ dp;  Op; 3%‘) ’ (8.70)

defines the Poisson brackets of f with H. From Eq. (8.69) it follows that the dynam-
ical variable f(q, p, t) is a constant of motion if

of
— ,H} = 0. 8.71
o T {f. H} (8.71)
In particular, (8.69) implies that if f does not explicitly depend on time, %—[ =0,
then f is a constant of the motion if and only if
{f,H} =0. (8.72)

The definition of the Poisson brackets can be extended to any pair of dynamical
variables f(p, q) and g(p, q). We define Poisson brackets of f and g, denoted by
the symbol { f, g}, the following quantity:

_N (9L 99 _9f 99 _ _
i g}—Z(a—qia—pi T 8%_) = —{g. f}. (8.73)

i
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From the definition it follows that the Poisson bracket is antisymmetric in the
exchange of its two entries. In particular { f, f} = 0.

Moreover, given three dynamical variables f, g, i, the following Jacobi identity
holds (see Appendix D):

{filg: b1} +Hg. th, fH + {0, {f. 9}} = 0. (8.74)

Of particular relevance are the Poisson brackets between the Lagrangian coordinates
and the conjugate momenta, which are readily found to be:

{gi, pj} = dij, (8.75)
{gi»q;} = {pi. pj} = 0. (8.76)

It is important to observe that when the action S is evaluated along an actual tra-
Jjectory, defining the evolution of the system in phase space, we can regard S as a
function of the upper limit of the integral; from Eq. (8.68) it follows that the increment
of the action between the instants ¢ and ¢ + dt, is given by:

dS = pidq; — H(p, q)dt,

that is:

oS oS
— = p;: — = —H. 8.77
£y Di o1 ( )
Using Cartesian coordinates for a single particle, Eq. (8.77) can be written in a Lorentz
covariant way as follows:

% = —nuwp”, (8.78)
where p¥ = (% p) and we have considered for simplicity a single particle.

As a simple application of the Hamilton formalism we compute the relativistic
Hamiltonian of a free particle.

Using as Lagrangian coordinates the Cartesian ones, from the relativistic
Lagrangian (8.21) we compute the conjugate momentum:

pi = — = —Ui Zm(v)vi, (l = 1729 3)5

which coincides with the relativistic momentum. The relativistic Hamiltonian is then
computed from Eq. (8.64):
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2 2
H:pw—Lz—ﬂl;+mé L—% (8.79)
-5
m62 2
= ﬁ =m(v)c”, (8.80)
2

which coincides with the relativistic expression of the energy.'!

8.4 Canonical Transformations and Conserved Quantities

In this section we describe the canonical transformations of the Hamiltonian for-
malism. This will allow us to give a new interpretation of the conserved quantities
as generators of those “canonical transformations” which are symmetries, namely
invariances, of the dynamical system.

We observe that the point transformations of the g-variables used in the Lagrangian
formalism for the discussion of the Noether theorem, if symmetries, do not change
the general form of either the Euler-Lagrange equations, or the Hamilton equations
of motion.

In the Hamiltonian formalism, however, we have as independent variables not
only the canonical coordinates g;, but also their conjugate momenta p; playing
the role of additional coordinates. The space parametrized by the 2n coordinates
pi, qi was called phase space. Taken together these 2n canonical coordinates admit a
much larger class of transformations. We may indeed consider arbitrary non-singular
transformations on the 2n canonical variables ¢;, p;:

pi — P, =Pi(p,q,t),
8.81
gi — 0i = 0i(p.q.1), 8.31)

where, for the sake of clarity, we have denoted the new variables obtained after the
transformation by Q;, P12

We then define canonical transformations the subgroup of transformations leading
to canonical variables Q;, P; satisfying a system of Hamilton equations of the same
form as in (8.66) though characterized by a different Hamiltonian function H’!3:

0 o, p of (8.82)
I 8Pl ’ I 6Ql M
1 Ttoni o i : 2 _ ol
From the Hamiltonian point of view we must substitute v= = Tk ipE

1ZNote that the transformations (8.81) form a group, the group of coordinate transformations in
phase space.
13We do not consider in this case transformation of the time variable.
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Note that in general H'(P, Q,t) # H(P, Q, t), thatis we do not require these trans-
formations to leave the functional form of the Hamiltonian H invariant. Therefore
in general, the new canonical equations will have a different form compared to those
in the old variables p;, g;.

To derive the conditions under which a general transformation (8.81) is canonical,
we observe that the new variables P;, Q; will satisfy Eq.(8.82) if and only if these
equations can be derived by the stationary action principle, as it is the case for the old
variables p;, g;. Therefore, under arbitrary variations of the canonical coordinates,
we must have:

68 = 5/Z(pidq,-—Hdt) =0< 68 = 5/Z(P,-in—H’(Q,-, P;, t)dt) = 0.

This can only happen if the integrands of oS and oS’ differ by the total differential
of a function F:

dF +> PdQ; — H'dt = pidg; — Hdr. (8.83)
i i

If this equation is satisfied then the general transformation (8.81) is canonical and
the function F is called the generating function of the canonical transformation.
Equation (8.83) implies a set of equations defining F' in terms of g;, Q; and :

oF L P;; oF H — H 8.84
aC]i_pl’ 8Qi_ LT . (8.84)
From Eq.(8.84), we deduce that the generating function F can be regarded as a
function of the old and new Lagrangian coordinates ¢;, Q;.
We may, however, construct a new generating function @ (g;, P;) depending on
the old coordinates ¢; and the new momenta P;. This can be obtained from the
generating function F by the following Legendre transformation:

@(q, P.1)=F + D PQi. (8.85)
i
Substituting indeed F in terms of @ in Eq.(8.83), we obtain:
do =" QidPi + Y pidg + (H' — H)dt,
i i

that is: 9 9 9
5 = Qs 5 =pis EZH/—H. (8.86)
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Other Legendre transformations can be defined in order to obtain generating functions
of any couple of old and new canonical coordinates. For our purposes however we
shall only use the generating function (8.85). The reason is the following. Choosing
®(q, P) = qiPi, Eq.(8.86) gives:

l

Qi=qi: Po=pi: H=H, (8.87)
that is the corresponding canonical transformation is the identity transformation.

This allows us to generate infinitesimal canonical transformations considering
transformations differing by an infinitesimal amount from the identity one (8.87):

®(q.P.1)=D qiPi— 00" Gr(q. P.1) 60" <1, (8.88)

where 60" (r = 1, ..., g) are the infinitesimal parameters of the canonical transfor-
mation. For this kind of transformations, Eq. (8.86) takes the following form:

G,

i =qi — 00—, 8.89
0i=gq ap, (8.89)
pi = P — 60" —aG’, (8.90)

0q;
oG
H — H=-60"—_. 8.91
B (8.91)

On the other hand, on the right hand side of Eq. (8.89) we may replace 9G: with ‘?)—il_’

i

since their difference, multiplied by the infinitesimal 66", is of higher order and can
thus be neglected. The previous equations, using the definition of Poisson brackets,
become:

0G,

0qi = Qi —q; = —060" 9 = —40,{qi, G/} (8.92)
i
oG,
opi =P —pi = 59rT = —60"{pi, G, }; (8.93)
0H=H —H= —69’%. (8.94)

Accordingly, the quantity 60" G, is called infinitesimal generator of the canonical
transformation and the G, ’s build a basis of generators.

Let us now consider a dynamical variable function of P;, g; and let us compute
its transformation under an infinitesimal canonical transformation:
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6 a
o (OF0G,  Of OGN _
- (5611' dpi  Opi Oqi ) = —00'{1. Grl, (8.95)

where, by the same token as above, we have approx1mated 9P, G by 5 86* and af by

g—i since they are multiplied by an infinitesimal quantity. It is easy to Verlfy that
under the infinitesimal canonical transformation, using (8.92), (8.93) and the Jacobi
identity (8.74), we have

oagi, pj} = 0. (8.96)

That means that the fundamental canonical brackets between the Lagrangian coor-
dinates and conjugate momenta are left invariant under an infinitesimal canonical
transformation and therefore also by finite ones.

It is important to observe that the time evolution of a dynamical system, i.e. the
correspondence between the canonical variables computed at a time t and those
evaluated at a later time t' > t, can be considered as a particular canonical trans-
formation whose infinitesimal generator is the Hamiltonian.

Let us indeed consider the change of the canonical coordinates when the time is
increased from 7 to ¢ + dt:

qi(t) = ql(t) = qi(t +dt) >~ q; (¢) + dtg; (1),
pi(t) — pit) = pi(t +dt) =~ p;(t) +dt p; ().

It is easy to show that the infinitesimal generator of this transformation is H. If we
indeed identify
@(q, P)=qiPi+dt H(p.q,1),

and use Egs. (8.92), (8.93), upon identifying G = —H and §6 = dt, we find

oG OH
0q; = —dt — =dt — = dt q;,
qi £ ap; qi
oG OH
O0pi =dt — = —dt — =dt p;,
Pi 66]1' aqi Pi

where we have used the Hamilton equations (8.66). We may therefore state that The
Hamiltonian is the infinitesimal generator of the time translations. In other words H
generates the time evolution of the dynamical system.

We further note that if we compute the Poisson brackets of the canonical variables
with the Hamiltonian we find:

OH

{pi. H} = —— (8.97)

(0 H) = OH
qla - 8qla

opi '
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so that the Hamilton equations of motion (8.66) can be also written as follows:

gi =1{qi, HY ; pi =1{pi, H}. (8.98)

8.4.1 Conservation Laws in the Hamiltonian Formalism

In the Lagrangian formalism the conservation laws were derived by requiring the
symmetry transformations on the Lagrangian coordinates to leave the functional
form of the Lagrangian invariant, modulo an additional total derivative. Applying
this requirement to translations in space and time, and to rotations, we derived the
conservation laws for the linear momentum, energy and angular momentum.

Let us apply the same argument of invariance to the Hamiltonian of a dynamical
system: A canonical transformation is an invariance of the system if it leaves the
Hamilton equations of motion invariant in form, and this is the case if the functional
dependence of the Hamiltonian on the old and new canonical variables is the same'*

H(p',q'.t)=H(p' ¢ 1). (8.99)

If we consider infinitesimal canonical transformations (8.89), (8.90), (8.91), p’, ¢’
differ from p, g by infinitesimals d p, dg, so that Eq.(8.99) amounts to requiring:

§H =H(',q)— H(p,q) = —00"{H, G} = —59f%, (8.100)

where we have used Eqgs. (8.94) and (8.95). From Eqgs. (8.69) and (8.100), being §6”
arbitrary, we conclude that

dG, oG,
_— = — G,, H} =0,
dt ot +{Gr, H)

namely that G, are constants of motion. In particular we see that the infinitesimal
generators G, of the canonical transformations in the Hamiltonian formalism cor-
respond to the Noether charges Q, of the Lagrangian formalism.

As an example, we want to retrieve once again the three conservation laws of
linear momentum, angular momentum and energy, in the Hamiltonian formalism.
Let us start implementing the condition of invariance of a system of n particles under
space translations. The (Cartesian) coordinates and momenta of the particles are
denoted, as usual, by x(x) and P> (k =1, ..., N), respectively. Let us perform the
infinitesimal translations

X = Xy =Xp — € el <1

1411 this subsection we use the notations plf, ql./ instead of P;, Q;.
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Py — Py = Py

which are supposed to leave the action invariant. To compute the infinitesimal gen-
erator of a translation on the kth particle we use Egs. (8.92) and (8.93):

j 9Gi
Py

j 8Gij =0
8x(k)

i

= —¢; 61’ék) = e

5xék) = —¢

From the above equations it follows that

0G; 0G; ; j j
o =05 o =05 = 6w, Pwy) = 2Pl = Pitony
*) Py k
where P(]t. of) is the jth component of the total linear momentum.

If the Hamiltonian is invariant under space-translations then the total linear
momentum P;,, has vanishing Poisson bracket with the Hamiltonian, which in turn
implies that it is conserved:

dPuory

dt

0.

By the same token we deduce the conservation of the total angular momentum.
Indeed under an infinitesimal rotation we have:

X(k) — X/(k) = X(k) — 00 x X(k)>»
Pw — Py =Py — 96 X Py,
from which it follows that

0G,

Oxlyy = —00" =" = =00 cipjxly = — (00 x xv) . (8.101)
0Py,
. 9G, . i
5Py = 59’87 = —€irj00" ply = — (00 x py))" - (8.102)

(k)
From (8.101) and (8.102) we obtain:

Gi = Zei.ifx(]k)pfk) = Mi (tot)
k

where M; ;) is the ith component of the total angular momentum. Therefore, if the
system is invariant under rotations, the total angular momentum M,,) commutes
with the Hamiltonian, implying that it is conserved:

d
EM(;m) = O
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Finally we note that if the Hamiltonian does not explicitly depend on ¢, so that we
have invariance under time translations,

8H:0

o
then, since {H, H} = 0, from (8.72) it follows:

dH
— =0,
dt

that is the energy conservation in the canonical formalism. In fact, as we have seen,
the Hamiltonian is the infinitesimal generator of time translations, which is a
symmetry if neither the Lagrangian, nor the Hamiltonian explicitly depend on time.

8.5 Lagrangian and Hamiltonian Formalism
in Field Theories

Our discussion has been confined so far to mechanical systems with a finife number
of degrees of freedom, q1(?), ..., gn(?).

This, however, has been propaedeutic to our principal objective, namely the
description of continuous systems, hereafter called fields. A well known example
of field is the electromagnetic field whose description is given in terms of the four-
potential A, (x, ¢); that means that, at any instant ¢, its configuration is defined by
associating with each component 4 the value of A, (X, 1) at each point X in space.

In this case we have a continuous infinity of canonical coordinates q;(t) =
Ap(X, 1), labeled by the three coordinates x for the space-point and the index ud
Other examples of fields are the continuous matter fields like fluids, elastic media,
etc.

Quite generally we may view a continuous system as the limit of a mechanical
system described by a finite number of degrees of freedom ¢; (discrete system), by
letting i become the continuous index X. As a consequence every sum X; over the
discrete label i will be replaced by an integration on d>x over a spatial domain V,

usually the whole three-dimensional space'®:

Z—> /d3X.
i v

15More precisely, since x = (x!, x2, x3), we have a triple infinity of Lagrangian coordinates g; (1)
for each value of the index ;1 = 0, 1, 2, 3. The three components of x and the index p play the role
of the index i of the discrete case.

16 Actually in our treatment of a discrete number of degrees of freedom, we have often omitted the
symbol X' when there were repeated indices.
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In the following we shall consider fields ¢®(x, f) carrying an (internal) index c,
where « labels the components of a “vector ¢ = (¢“)” on which a representation
of a group G acts. If o has just one value, it will be omitted and we speak of a
scalar field. In relativistic field theories, the group G will often be the Lorentz group
O(1, 3) so that the index will label a basis of the carrier of a representation of the
Lorentz group.'” For example, in the case of the electromagnetic field, the role of c is
played by the index p pertaining to the four-dimensional fundamental representation
of SO(1, 3).

8.5.1 Functional Derivative

When we think of fields as a continuous limit of discrete systems, the corresponding
Lagrangian obtained in the limit, L (%, 0;¢%, 1), will depend, at a certain instant t,
on the values of the fields p®(x, t) and J,p*(X, t) at every point in the domain V of
the three-dimensional space. We say in this case that the Lagrangian is a functional
of p(x, t) and 0" (X, t), viewed as functions of x. It will be convenient in the
following to denote by ¢ (¢) the function ¢ (x, ) of the point x in space at a given
time ¢, and by ¢“(¢) its time derivative % (X, 1) = Jyp“(X, t). We shall presently
explore some property of functionals.

Let us consider a functional F[¢], and perform an independent variation of ¢ (x),
at each space point x. The corresponding variation of F[¢] will be:

OF[p]
SFp] = Flio + 6] — Flp] = / ST S0 dx (8.103)
dp(x)
where, by definition, gggf)] is the functional derivative of F[y] with respect to ¢ at

the point x. Here we have suppressed the possible dependence on time of ¢ and of
the functional F either explicitly or through ¢: ¢ = (X, 1), F = F[p(?), t].

From its definition it is easy to verify that the functional derivation enjoys the same
properties as the ordinary one, namely it is a linear operator, vanishes on constants
and satisfies the Leibnitz rule.

When the functional depends on more than a single function, its definition can
be extended correspondingly, as for ordinary derivatives. Of particular relevance for
us is the additional dependence of F on the time derivative 0, (X, t) of p(x,t).
Moreover we may consider a set of fields ¢ labeled by the index « pertaining
to a given representation of a group G. This is the case of the Lagrangian F =
L(p“(1), 9™(1), t), where we recall once again that, in writing ¢(¢), ©(¢) among the
arguments of the Lagrangian, we mean that L depends on the values ¢ (x, 1), ¢(X, t)
of these fields in every point X in space at a given time 7. Applying the definition

17Somewhat improperly, by the word representation people often refer to the carrier space V), of
a representation. We shall also do this to simplify the exposition and thus talk about a basis of a
representation when referring to a basis of the corresponding carrier space.
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(8.103) to the two functions ¢“(¢) and ©“(¢) we have:

« PXe _ 3 oL « oL PXe%
SL(™ (1), §°(1). 1) = / d x[—w(x’ 0RO + s r)].

(8.104)

Note that the Lagrangian depends on ¢ either through ¢ and ¢©® or explicitly. The
Lagrangian, as a functional with respect to the space-dependence of the fields, can be
thought of as the continuous limit of a function of infinitely many discrete variables:

L(pxi (1), 9i(t). 1) =3 L(p(x. 1), $(x, 1)).

Here and in the following we shall often omit the index « if not essential to our
considerations. Correspondingly, we can show that the functional derivative defined
above can be thought of as a suitable continuous limit of the ordinary derivative with
respect to a discrete set of degrees of freedom ¢;, described by a Lagrangian L(g;, g;).
Let us indeed regard the values of ((x, t) at each point x as independent canonical
coordinates. To deal with a continuous infinity of canonical coordinates, we divide
the 3-space into tiny cells of volume ¢ Vi, Let i (t) be the mean value of (X, t)
inside the ith cell and L(r) = L(p;(t), p;i(t), t) be the Lagrangian, depending on
the values ; (¢), ¢;(¢) of the field and its time derivative in every cell. The variation
0L (i, ;) can be written as:

. oL oL .
OL(pi(0), $i(0), 1) = Z (?&Pi + 6_¢>i5%)

1 L oL ;
—ZW (a 7001+ 5 1(590) SV (8.105)

If we compare this expression with Eq. (8.104), in the continuum limit one can make
the following identification:

oL , 1 JL
= lim — —,
dp(x,1)  §viso OVE Oyt
oL . 1 0L
=1 (8.106)

5o, 1) svio oVI A(gh)

where x is in the ith cell. In the limit §V; — 0 we can set 6V; = d°x. Thus the
functional derivative 0L (t)/d¢(X, t) is essentially proportional to the derivative of
L with respect to the value of ¢ at the point X. Since in the discretized notation the
action principle leads to the equations of motion:

OL(t) _a OL(t)
dpi (1)

=0 (8.107)
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in the continuum limit the Euler-Lagrange equations become:

oL oL
SO (x, 1) % 5P (x, 1) 0

(8.108)

where we have reintroduced the index « of the general case.

In the discretized notation we shall assume the Lagrangian L, which depends
on the values of the fields and their time derivatives in every cell, to be the sum of
quantities £; defined in each cell: £; depends on the values of the field ¢ (¢), its
gradient Vf* and its time derivative ({*(¢) in the ith cell only:

Lgi (1), @7 (1), 1) = Zﬁi(%o‘(t), Vit (), ¢ (), ). (8.109)

1

Multiplying and dividing the right hand side by §V; and taking the continuum limit
8V; — d’x, the above equality becomes

L(g™(1), (). 1) =/d3xﬁ(<ﬁa(X),Vtﬂa(X),W(X);X, 1), (8.110)
4

where x = (x*) = (ct, x) and we have defined the Lagrangian density L as:

1
« V& ¥ (x): = 1 — Li (1), Voi(t), o (1), 1).
L™ (x), Vo (x), 9% (x); X, 1) (ngo 5V Li (i (1), Vi (1), i (1), 1)

Justas £; depends, at a time ¢, on the dynamical variables referred to the ith cell only,
L is a local quantity in Minkowski space in that it depends on both x and . We note
the appearance in £(x) of the space derivatives Vo (x, ). This follows from the fact
that in order to have an action which is a scalar under Lorentz transformations, £
itself must be a Lorentz scalar. Since Lorentz transformations will in general shuffle
time and space derivatives, £ should then depend on all of them. The action, in terms
of the Lagrangian density, will read

n

Sl 11, 1] :/dtL(t) =/dtd3x£(x) = é/d“x,c(x) (8.111)

1 Dy

where Dy is a space-time domain: An event x = (x*) in D4 occurs at a time ¢
between 71 and #, and at a point X in the volume V. In formulas we will write Dy =
[t1, ] x V C M. Since S does not depend only on the time interval [#{, t>] but also
on the volume V in which the values of the fields and their derivatives are considered,
we will write S = S[p“; Dq4]. The boundary of Dy, to be denoted by d Dy, consists
of all the events occurring either at + = #| or at # = f,, and of events occurring at a
generict € [t1, t2] in a point X belonging to the surface Sy which encloses the volume
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V:x € Sy = 0V. The measure of integration d*x = dx%dx'dx?dx> = cdtd’x
is invariant under Lorentz transformations A = (A*,), since the absolute value
|det(A)| of the determinant of the corresponding Jacobian matrix A, is equal to one:

i — = AP, XY = dPx — d*X = |det(A)|d*x = d*x.  (8.112)

It follows that in order to have a scalar Lagrangian density, £ must have the same
dependence on V (X, 1) as on ©“ (X, t), that is it must actually depend on the four-
vector @Lgo“ (x, t). Moreover, being a scalar, it must depend on the fields and their
derivatives 0, (x, t) only through invariants constructed out of them. For the same
reason it cannot depend on ¢ only, but, in general, on all the space-time coordinates
xH.

Let us now consider arbitrary infinitesimal variations of the field ¢ (x) which
vanish at the boundary 0Dy of D4: §p®(x) = 0 if x € OD4. The corresponding
variation of L can be computed by using Eq. (8.110):

5L = / d%{ OLCD 50,1y 4+ —2EX D55 0 x, 1)

O (x, 1) 90;p* (x, 1)
L)
I ’)]
_ 3 OL(x, 1) s OL(x, 1) o 0L(X, 1) .,
-/ X{[awx’o [)]5!,9 (0,0)+ Gy (x,t)}, (8.113)

where we have written V = (0;)i=1,2.3, used the property that 60; p® = 9;d¢“ and
integrated the second term within the integral by parts, dropping the surface term,
being 0p“(x) = 0 forx € Sy = 9V.

Taking into account that the quantity inside the curly brackets defines the func-
tional derivative of L, by comparison with Eq. (8.108) we find:

oL [ OL(x) . IL(x) ]
S (x)  [Op(x) T 00i¢(x) ]’
oL OL(x)

= . 8.114
5 0g ) (®419
It is important to note that, using the Lagrangian density instead of the Lagrangian,
the derivatives of £(x, t) with respect to the fields in (x, #) are now the usual partial
derivatives, since they are computed at a particular point x. Using the equalities
(8.114) the Euler-Lagrange equations (8.108) take the following form:

g 0L 0L, 0L
PO T B T A

(8.115)
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or, using a Lorentz covariant notation:

oL oL
—8“( ) =0. (8.116)
Op® 0(0,9%)

8.5.2 The Hamilton Principle of Stationary Action

In the previous paragraph the equations of motion for fields have been derived using
the definition of functional derivative and performing the continuous limit of the
Euler-Lagrange equations for a discrete system.

Actually Egs. (8.116), can also be derived directly from the Hamilton principle
of stationary action, considering the action S as a functional of the fields ¢ and
depending on the space-time domain D4 on which they are defined:

1
Sle®: D4 = _/d4x L%, 9™, x1). (8.117)
Cc
Dy

Here d*x = dx°d3x = c dtd®x is the volume element in the Minkowski space My,
and the integration domain D4 was defined as [#1, 2] X V C M4.

We can now generalize the Hamilton principle of stationary action to systems
described by fields, namely systems exhibiting a continuous infinity of degrees of
freedom. It states that:

The time evolution of the field configuration describing the system is obtained by
extremizing the action with respect to arbitrary variations of the fields 6@ which
vanish at the boundary 0Dy of the space-time domain Dy.

More precisely, we require the action S to be stationary with respect to 6, that
is to satisfy

0§ =0,

under arbitrary variations of ¢ at each point x and at each instant #:
P (x) = 9 (x) + 69" (x),

provided:
Jo%(x) =0  Vx" € 9Dy. (8.118)

Let us apply this principle to the action (8.117). We have:

1 oL oL

5S=-[a* 5™ 50,0 ). 8.11

S c/ x(@w@ P @ OO )) ®119)
Dy
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ct ct
to [
0D
0D
31
@] %4 2t @] 2t

Fig. 8.1 Space-time domain Dj: of the form [#1, 2] x V (left), of generic form (right)

Now use the property d(9,¢“) = 0,,(d¢“), and integrate by parts the second term
in the integral:

oL oL oL
4. V= a _ 4 I~ s o) 4 I~ «
/ L @) 1% / 4" Oy (a@w‘”’ ) / d xa’"‘(a@w)‘s‘”

Dy Dy Dy
oL oL
= d _— 5a—/d4x8 (—)50‘
/ o (a@so%) 7 ACIGHEDY A
0Dy Dy
oL
J— d4 5 «
/ xa“(a@,ma)) .
Dy

where we have applied the four-dimensional version of the divergence theorem by
expressing the integral of a four-divergence over D4 as an integral (boundary inte-
gral) of the four-vector #ﬁmég@a over the three-dimensional domain 0 D4 which

encloses D4. We have used the notation do;, = d3on 1> d3c being an element of
0Dy to which the unit norm vector n,, is normal, see Fig. 8.1. As for the last equality
we have used Eq.(8.118) which implies the vanishing of the boundary integral.'®
Thus the partial integration finally gives:

1 4 [ OC oL o
6S = B /d X I:&PC“ oy (8(8u<pa)):| o™, (8.120)

Dy

18This is true if the boundary 9 D4 does not extend to spatial infinity; when the integration domain
Dy fills the whole space, we must require that the fields and their derivatives fall off sufficiently
fast at infinity, or we may also use periodic boundary conditions. In any case the integration on an
infinite domain can always be taken initially on a finite domain, and, after removing the boundary
term, the integration domain can be extended to infinity.
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From the arbitrariness of §¢ it follows:

oL oL
-9 =0 (8.121)
o (3(6‘,,,s0“))

which are the Euler-Lagrange equations for the field ¢, coinciding with Eq. (8.116).
As we have previously seen in the case of discrete dynamical systems, Lagrangians
differing by a total time derivative lead to the same equations of motion. Similarly for
field theories we can show that Lagrangian densities differing by a four-divergence
Op f* yield the same field equations.
Indeed, let the Lagrangian densities £ and £’ be related as

L (% (x), 09" (x), x) = LV (x), ™ (x), x) + Iy f,

where f* = fF(p™(x), x), then the two actions differ by a boundary integral:

1 1
S = —/d4x£/(gaa, M(P(y) — ;/d4x£((pa7aﬂﬁpu)

C
Dy Dy
L[, 1
+= [ d*x0, =S+ - [ do,fr (8.122)
C C
Dy 0Dy

‘We therefore have: .
0SS =68 + - / do,df! =08,
c

0Dy

since § f# = %&p”‘(x) = 0 on the boundary 0Dj.

8.6 The Action of the Electromagnetic Field

As an application of our general discussion, we construct the action of the electromag-
netic field in interaction with charges and currents and show that the stationary action
principle gives the covariant form of the Maxwell equations discussed in Chap.5.
To this end we shall be guided by the symmetry principle. As it will be shown in
detail in Sect. 8.7, the invariance of the equations of motion under space-time (i.e.
Poincaré) transformations or under general field transformations is guaranteed if the
Lagrangian density, as a function of the fields, their derivatives and the space-time
coordinates, is invariant in form, up to a total divergence, see Eq. (8.150). As far as
space- time translations are concerned, this is the case if £ does not explicitly depend
on x*. Covariance with respect to Lorentz transformations further requires £ to be
invariant as a function of the fields and their derivatives, namely to be a Lorentz
scalar as a function of space-time.
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The construction of the action for the electromagnetic field is relatively simple
once we observe that:

e For the field A, (x) describing the electromagnetic field the generic index « coin-
cides with the covariant index p = 0, 1, 2, 3 of the fundamental representation of
the Lorentz group;

e The equations of motion (the Maxwell equations) are invariant under the gauge
transformations:

Ay — A+ Oup.

This is guaranteed if the Lagrangian density is invariant under the same transfor-
mations, since the action would then be invariant. In the absence of charges and
currents, the action should be constructed out of the gauge invariant quantity F);,;
e The Lagrangian density must be a scalar under Lorentz transformations;
e In order for the equations of motion to be second-order differential equations, £
must at most be quadratic in the derivatives of A, (x), that is quadratic in Fj,,.

To construct Lorentz scalars which are quadratic in F,,, we may use the invariant
tensors 7)., €,po of the Lorentz group SO(1, 3).19 It can be easily seen that the most
general Lagrangian density satisfying the previous requirements has the following
form:

LAy, 0,A)) =a Fu F*" +beype FFFP, (8.123)

where F*' = n/n"? F,; and a and b are numerical constants. On the other hand,
the second term of Eq. (8.123) is the four-dimensional divergence of a four-vector so
that it does not contribute to the equations of motion. Indeed:

€pvpo F'Y FP7 = 26,5 0" AV FP°
= 0" (2€p0 AV F ) — 26,0 AV O" FP7
= 0" (2€p0 AV F"7) — 2€,p5 AV O FP7)
=, f",

where we have set: f# = 2¢""P?A, F,, and use has been made of the identity:
ol Frol — .
Therefore the Lagrangian density reduces, up to a four-dimensional divergence
to the single term:
Lem =a F, F'.

The value of the constant a is fixed in such a way that the Lagrangian contains the
positive definite (density of) “kinetic term” 1/ (2¢?) 9,A;0; A; with a conventional

19Recall that the latter tensor €uvpo 18 not invariant under Lorentz transformations which are in
O(1, 3) but not in SO(1, 3), namely which have determinant —1. Examples of these are the parity
transformation A p, or time reversal Ar.
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factor 1/2 which is remnant of the one appearing in the definition (8.25) of the kinetic
energy.” Expanding F F" = (0,A, — 0,A,)(O"AY — 0¥ A*) one easily finds
1
a = -7
In the presence of charges and currents, the interaction with the source J#(x)
requires adding an interaction term L;,; to the pure electromagnetic Lagrangian.
The simplest interaction is described by the Lorentz scalar term:

Ling =bA,J". (8.124)

This term seems, however, to violate the gauge invariance of the total Lagrangian,
since a gauge transformation on A, implies a correspondent change on the Lagrangian
density:

5Au = 8/180 = 6(gauge)£int = (aLL(P) J".
On the other hand, by partial integration, 6 L;,; can be transformed as follows:
6£int = 8,u(90~]ﬂ) - (pauJH-

The first term is a total four-divergence, not contributing to the equations of motion
and thus can be neglected; the second term is zero if and only if 0,J" = 0, that is if
the continuity equation expressing the conservation of the electric charge holds. We
have thus found the following important result:

Requiring gauge invariance of the action of the electromagnetic field interacting
with a current, implies the conservation of the electric charge.

In conclusion, the action describing the electromagnetic field coupled to charges
and currents is given by:

1 1
S = —/ 4)C (_ZELI/FHV + bA,u,J'u) s (8125)
C

My
where the (four)-current J#(x) has the following general form (see Chap. 5)>!:

/,
dx(

1 4
) = ; e 7")53@( — X (). (8.126)

We may now apply the principle of stationary action to compute the equations of
motion. Recalling the form Eq.(8.121) of the Euler-Lagrange equations for fields,

20Note that the kinetic term for Ay is absent because of the antisymmetry of F -

21Note that we are describing the interaction of the electromagnetic field, possessing infinite degrees
of freedom, with a system of N charged particles, having 3N degrees of freedom represented by
the N coordinate vectors X)(¢), (k = i, ..., N). The Dirac delta function formally converts the
3N degrees of freedom of X (t) into the infinite degrees of freedom associated to X.
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oL oL
-0 =0. 8.127
oa, (a@,}Au)) (6127

we have:

The first term of Eq.(8.127) is easily computed and gives:

oL
0A, bJH(x).

As far as the second term is concerned, only the pure electromagnetic part —1/4F,,,
F" contributes to the variation, yielding:

F,, FP° F,s Ag
O(F, ):2|: OF, :|F/m_4MFW:5555F””=4F’“’(x).

0(uAy) 9(puAv) —0(0uAY)
Putting these results together, Eq. (8.127) becomes:
OuF" (x) +bJ"(x) = 0. (8.128)

Finally the constant b is fixed by requiring Eq. (8.128) to be identical to the Maxwell
equation®?:

(9#Flw — _JI/’

and this fixes b to be 1. The final expression of the Lagrangian density therefore is:
1
L="Lem+ Lint = —ZFM,,F’”’+A#J“. (8.129)

In order to give a complete description of the charged particles in interaction with
the electromagnetic field, we must add to £ (8.129) the Lagrangian density £
associated with system of particles.

Let us consider for the sake of simplicity the case of N particles of charges e; and

masses my, k = 1, ..., N. The total action will have the following form?23:

Stot = Sem + Sint + Sparts (8130)

where:

1 1 »
Seml0uAL] = 2/d4x (—ZFH,,F/‘ )

22Note that this condition just fixes the charge normalization.

2The index k given to X (k) in the following formulae has the function of indicating that the coordinate
vector X ) (1) is a dynamical variable, and not the labeling of the space points, as is the case for x.
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Spart[x(k)] ( mic )/dt( (k)) ,

. 1
o[ A (1), Xg0+ K] = / d*x A, (x, I (x, 1)

dx
— /dtZ/d3 [%Au(x)ém(x X)) ”}

1
- —Z/dte—kA#(xk,
C % C

dx"
d(t"), (8.131)

where in deriving the expression of Sin,z“ we have used the explicit form of the
four-current given in (8.126).

dx"
(473 k
Lin = / XA DT 1) = D]~ Aulxp). 1) d(t>
k
ey ;
= E (ekA()(X(k), 1)+ ?A,‘(X(k), t)v(k)) . (8.132)

k

We recall that x are labels of the points in space, while x()(?) are the particle coor-
dinates, that is dynamical variables, as stressed in the footnote.
We now observe that since S,,; does not contain the variables xék), we may

compute the equation of motion of the kth charged particle by varying only L=
L part + Li nt-

L= Lpart + Lips = —Z (mkc y 1 ( ) + e AoX k), 1) + A i Xy l)v(k)>
k

For the sake of simplicity in the following we neglect the index (k) of the particle.
The first term of the Euler-Lagrange equations:

oL  d oL

— — —— =0, 8.133
Ooxt  dt Ot ( )

24Note that also S part €an be written as a four-dimensional integral:

1 (dx\>
Sint = kac/[ﬂxé(?)(x—x(k))( (E) )



8.6 The Action of the Electromagnetic Field 253

reads:

oL  IL; Ao e (OA}\

IR it GT0 L SR i, (8.134)
ox! ox! Ox! ¢ \ Ox!

The second term contains the time derivative of the canonical momentum p' conju-

gate to x', namely:

OL  O(Lpar + Lin .
_ 0L _Opar A Lind) _ i A, (8.135)
ot ov! c

i

4
We see that in the presence of the electromagnetic field the canonical conjugate

momentum is different from the momentum péo) = m)V' of a free particle.” In
fact we have the following relation:

. . e
P =yt A (8.136)

Taking into account (8.133), (8.135) and (8.136), the equation of motion of the
charged particle becomes:

d . e e .
ar (on) + ZA:') —ediAg — EaiAj v/ =0. (8.137)
We now recall that Ag = —V, where V is the electrostatic potential. Moreover, since

dA;  0A; dx’ OA;
— = tCc—F,
dt OxJ dt Ox0

and E' = Fjg = 0; Ag — OpA;, Eq.(8.137) becomes:

i
dri) _

dr eEi — g (ajA,- — 8,-Aj) Uj

—e¢E! eF..j_ E! e I B
=e —; jivi =e —i—ze,]kv &

=e (Ei+l(va)i).
¢

Thus we have retrieved from the variational principle the well known equation of
motion of a charged particle subject to electric and magnetic fields, since the right
hand side is by definition the Lorentz force.

254Here and in the following we use the subscript 0 to denote the usual free-particle momentum
P(g) = m(v)v' and the symbol p* for the momentum canonically conjugated to x".
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8.6.1 The Hamiltonian for an Interacting Charge

As we have computed the Lagrangian L;,; + L 4, for a charged particle, we pause

for a moment with our treatment of the Lagrangian formalism in field theories and

compute the Hamiltonian of a charge interacting with the electromagnetic field.
From the definition (8.64) we find2°:

2.2
e m-c
H(P,X)=P'V—Lint—Lpar=P'V—€A0——A'V+ s
c m(v)
where we have used the relation
L 2 4 v2 m?c?
— = mc - — = .
part 6‘2 m(v)
It follows:
e 2c?
H(p,x) = (p— -A) v teV(x). (8.138)
c m(v)
We now use Eq.(8.135) to express v’ in terms of p':
e
_(P-2A) _ po
m(v) mv)
Taking into account the relativistic relations:
E? = |pgl*c? + m*c*;  m(v) = E/c?, (8.139)
where E is the energy of the free particle, we can write:
E? e |2
Hp,x)=——+eV =c mzcz—i—‘p— —A‘ +eV(x). (8.140)
m(v)c? c
From the above equation we find:
‘ 2
(H+eAp? =2 > (pl _¢ A,-) = m2c, (8.141)
N C

i=1

26Recall that the vector A = (A;) is the spatial part of the four-vector A, = (Ao, A), so that A* =
(Ao, —A). On the other hand p is the spatial component of p# = (p°, p), so that Py = (P°, —p).
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Next we use the property AV = Ay, A" = —A; to put (8.141) in relativistic invariant
form: ¢ ¢
(p"+248) (put+ S4,) = m?e, (8.142)
c c

where we have set % = pO.
Note that Eq.(8.142) can be obtained from the relativistic relation pﬁ)) POy =
m?c? of a free particle through the substitution:

e
Ploy = P+ AV, (8.143)

in agreement with Eq. (8.136). This substitution gives the correct coupling between
the electromagnetic field and the charged particle and is usually referred to as minimal
coupling.

8.7 Symmetry and the Noether Theorem

In this section we explore the connection between symmetry transformation and
conservation laws in field theory.
We consider a relativistic theory described by an action of the following form:

1
S [go“, D4] = —/d4x£(g0“, Lo, xH). (8.144)
c
Dy
where L£(¢, 0,0, x) is the Lagrangian density.
We consider a generic transformation of the coordinates x* and of the fields :

xH e Dy — x'* = x""(x) € D},
P = Pt =" (", ), (8.145)
alu(pa N aLQO/a — 8/290/0[(800[, M(pa’x).
where 8L = c‘?xi’/‘ A transformation on space-time coordinates will in general deform
the domain D4, which we had originally taken to be a direct product of a time interval
and a space volume V/, into a region D), with a different shape.

As already discussed in the case of a discrete set of degrees of freedom the actual
value of the action computed on a generic four-dimensional domain D4 does not
depend on the set of fields and coordinates we use, since it is a scalar; in other
words:

S'[¢*: Dy = S[¢": D4]. (8.146)
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or, more explicitly

1 1
; / d*x' L (@ (). 0,9 (&), x') = - / d*x L(p"(x), Bup® (x), x), (8.147)
Dz/l Dy

where the transformed Lagrangian density £ in &’ is given by:
E/(SO/ag a;ll@/(l’x/) — E(SOQ, aﬂ@us x), (8148)

the transformed fields and coordinates being related to the old ones by Eq. (8.145).
However, as we have already emphasized in the case of a discrete system, the fact
the action is a scalar does not imply that the Euler-Lagrange equations derived from
S ed 8’ have the same form. The latter property holds only when the transformations
(8.145) correspond to an invariance (or symmetry) of the system. This is the case
when the action is invariant, namely when:

S[¢": Dy] = S[¢"; D4]. (8.149)

Note that Eq. (8.149) implies that the Lagrangian L is invariant under the transfor-
mations (8.145) only up to the four-divergence of an arbitrary four-vector f#, which,
as we know, does not change the equations of motion:

L), 0,9 (X)), x') = L™ (x), 0™ (x), x) + Iy f1, (8.150)

where f* = fF(p®(x), x).2’

In the sequel we shall consider transformations differing by an infinitesimal
amount from the identity, to which they are connected with continuity. We write
these transformations in the following form:

xP = x" 4 §xH,
©(x) = ¥ (x) 4+ 6" (x), (8.151)

where dx* and d® (x) are infinitesimals and, just as we did in Chap. 7, we define the
local variation of the field as the difference d¢p®(x) = ¢'*(x) — ¢*(x) between the
transformed and the original fields evaluated in the same values of the coordinates
x = (x"), see for instance Eq. (7.72). The invariance of the action under infinitesimal
transformations is expressed by the equation

2TWe note that the invariance of the action means that two configurations [¢%(x), x* € Dy4] and
[¢ (), x"" € Dj] related by the transformation (8.145) are solutions to the same partial differ-
ential equations.


http://dx.doi.org/10.1007/978-3-319-22014-7_7
http://dx.doi.org/10.1007/978-3-319-22014-7_7

8.7 Symmetry and the Noether Theorem 257

85 = [ L. 00 0.6 - [ dxLe 0. 0, 0. 0) =0,
D, Dy
(8.152)
where, for the time being, we do not consider the contribution of a four-divergence
Oy f* since it leads to equivalent actions.?® The Noether theorem states that:

If the action of a physical system described by fields is invariant under a group of
continuous global transformations, it is possible to associate with each parameter
0, of the transformation group a four-current J!' obeying the continuity equation
Oy JI' =0, and, correspondingly, a conserved charge Q,, where

0, = /d3x AR (8.153)

Here by global transformations we mean transformations whose parameters do not
depend on the space-time coordinates x*.

The proof of the theorem requires working out the consequences of Eq. (8.152)
along the same lines as for the proof of the analogous theorem for systems with a
finite number of degrees of freedom. For the sake of clarity we shall give, at each
step of the proof, the reference to the corresponding formulae of Sect. 8.2.1.

We begin by observing that since x’ is an integration variable, we may rewrite 6S
as follows (cfr. (8.47)):

c58:/d4x£(ap’a(x),8ucp’a(x),x) —/d4xﬁ(<,0a(x),au90a(x),x)‘ (8.154)
Di Dy

The integration domains of the two integrals of Eq. (8.154) are D} and Dy respec-
tively. In the discrete case we had [¢{, 73] and [11, 12] instead of D)y and Dy. It is then
convenient to write the first integral over D as the sum of an integral over D4 and
an integral over the “difference” DA" — D4 between the two domains:

[-f.]

D, Di Dj—Dy

The domain Dg — Dy, see Fig.8.2, can be decomposed in infinitesimal four-
dimensional hypercubes having as basis the three-dimensional elementary volume
d3o on the boundary hypersurface d D4 and height given by the elementary shift §x*
of a point on d3o due to the transformation (8.145). We also define do# = n* d3o
as explained after Eq. (8.122).

28This freedom will be taken into account when discussing the energy momentum tensor in the next
section.
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Fig. 8.2 Space-time e
domains Dy and D, ’ S

Thus we may write an elementary volume in D) — Dy as follows:
d*x = do,ox",

so that the first integral on the right hand side of (8.154) reads

/d4x(~~~) =/d4x(-~~)+ / (~~)d4x=/d4x(-~)

Di Dy D‘,‘ —Dy Dy

+ / do,6x(---). (8.156)

0Dy
A comparison with the analogous decomposition made in the discrete case, (8.48),
reveals that 0 D4 plays the role of the boundary of the interval #; — #, (consisting in

that case of just two points) and dx* generalizes Jt.
We may now insert this decomposition in Eq. (8.154) obtaining (see Eq. (8.51)):

¢S = / d*x L(" (x), 8™ (x), x) — / d*x L(p"(x), 9up” (1), x)
Dy Dy

+/dauéx“’/.:(go“(x),8M<p”(x),x), (8.157)
0Dy

where, in the lastintegral, we have replaced £ (¢ (x), 0,,¢"“ (x), x) with L(¢® (x), 0,
©“(x), x), since their difference, being multiplied by x* would have been an infin-
itesimal of higher order (see the analogous equation (8.49)).
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On the other hand the difference between the first two integrals can be written as
follows (see (8.52)):

/ dhx [0 @), 0 (@), ) = L"), e (@), ) |

oL
a* 50,0% 8.158
/x[ 50 a(aﬂ)uw] (8.158)
Dy
oL oL
4 (e} 4 «
/d x[ T )]5*” (x”/d xa”'(a@w)w )
Dy Dy

where, as usual, we have applied the property
3(0up™) = 009",

Finally we substitute Eqgs. (8.157) and (8.158) into Eq. (8.152) obtaining, for the
variation of the action (see (8.53)):

oL oL
) d4 " % d4 . " so”
€08 = / [ z ’a@uw)} o) +D/ x0, (a@uw) g”)

4

+ / do, 6x" L(p" (x), 0™ (x), x). (8.159)
0Dy

If the Euler-Lagrange equations (8.121) are satisfied, the first integral in Eq. (8.159)
vanishes; moreover the last integral can be written as an integral on 0 D4 by use of
the four- dimensional Gauss theorem (or divergence theorem) in reverse:

/ do,6x'L = / d*x9,(6x"L). (8.160)
0Dy Dy
‘We have thus obtained:
1 oL
58S = —/d4x8 [—5 “+5xﬂc] (8.161)
e ] 0@ 4
4

The above equation gives the desired result: It states that when 6S = 0, the integral
in Eq. (8.161) is zero. Taking into account that the integration domain is arbitrary,
we must have:

ouJ" =0, (8.162)
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where: ar
P = ———— 50" 4 0xH L. (8.163)
8(8;1900) 4
In terms of the infinitesimal, global parameters 660", r = 1, ..., g of the continuous

transformation group G, the infinitesimal variations §¢® and dx* can be written as:
o =00" @)t oxt =507 X1 (8.164)

where @' and X " are, in general, functions of the fields ¢“ and coordinates x*.
Thus we may write:

Jh =507 JH,

where

oL
== + Xﬁtﬁ) . (8.165)
(a(au@a)

Taking into account that the 50" are independent, constant parameters, we can state
that we have a set of g conserved currents J,, J} = 0. To each conserved current J/*
there corresponds a conserved charge Q,:

0, = /d3x1,0, (8.166)
R3
where we take as V the entire three-dimensional space R>. Indeed:

3

doQ 0 0 . o

d[r :C/dSXmJ;):—/d:;XﬁJ; :—/dZO' E J;I’ll =0.
i=1

R3 R3 Seo

where the last surface integral is zero being evaluated at infinity where the currents
are supposed to vanish.

8.8 Space-Time Symmetries

As already stressed in the first Chapter of this book, in order to satisfy the princi-
ple of relativity a physical theory must fulfil the requirement of invariance under
the Poincaré group. The latter was discussed in detail in Chap.4 and contains, as
subgroups, the Lorentz group and the four-dimensional translation group. Invariance
of a theory, describing an isolated system of fields, under Poincaré transformations
implies that its predictions cannot depend on a particular direction or on a specific
space-time region in which we observe the system, consistently with our assumption
of homogeneity and isotropy of Minkowski space.
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The Noether theorem allows us to derive conservation laws as a consequence
of this invariance. Let us first work out the conserved charges associated with the
invariance of the theory under space-time translations:

xP— xH = xH — P — fxH = —€H, (8.167)
I (x) ,
et

OxH

Px — ) =" (x) = dpT(x) =" (x) — " (x) = (8.168)

Comparing this with the general formula (8.164) we can identify the index r with
the space-time index v, the parameters 66" with €* so that

PO =0 = 0,0 XV =XV = oL

r

Requiring invariance of the action under the transformations (8.167)—(8.168), and
inserting the values of dx* and “ in the general expression of the current (8.163)
we obtain:

ac (e% L

where we have introduced the energy-momentum® tensor T),|:

1 oL ,
%pf;[aagg@wa—mﬂﬂ, (8.170)
so that we have the general conservation law
0u,TH, =0. (8.171)

We note that both the indices of 7),,, are Lorentz indices, but we have separated
them by a bar since the first index is the index of the four-current while the second
index is the index r labeling the parameters. This being understood, in the following
we suppress the bar between the two indices of 7},

The four Noether charges associated with the space-time translations are obtained
by integration of J{ = ¢T°,, over the whole three-dimensional space:

Q,=c /d3x Tou = ¢ Py, (8.172)

and, from the Noether-conservation law 9, T"* = 0, we obtain in the usual way that:

< pi o,
dt

29The alternative name of stress-energy tensor is also used.
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To understand the physical meaning of the energy-momentum tensor and of the
conserved four-vector

Pl = /d3x32“ = /d3xT0", (8.173)
\% 1%

where we have defined 22* = T, we recall that in the case of systems with a finite
number of degrees of freedom, the conserved four charges associated with space-
time translations are the components of the four-momentum. It is natural then to
interpret P# as the total conserved four-momentum associated with the continuous
system under consideration, described by the fields ¢ (x).

As a consequence of this the tensor 7}, can be thought of as describing the
density of energy and momentum and their currents in space and time. In particular,
P = T represents the spatial density of the four-momentum. We conclude that the
four conserved charges Q,,/c associated with the space-time translations, which are
an invariance of an isolated system, are the components of the total four-momentum.

Let us now consider the further six conserved charges associated with the invari-
ance with respect to Lorentz transformations.

Under such a transformation, the fields ¢® will transform according to the
SO(1, 3) representation, labeled by the index «, which they belong to; its infini-
tesimal form has being given in Eq. (7.83), namely:

1
56 = 300 [(Lpo) 0" + (50 — %600 | (8.174)

If the action is invariant under the Lorentz group, substitution of the variations (8.174)
and (7.82) into Eq. (8.163) gives the following conserved current:

c
Ju= —3 06077 My po» (8.175)
where we have introduced the tensor:
1 oL 3
Mmpo = s [W ((Lpa)ag‘P + (xpaa - xcrap)(pa)
+ (Yo Mup — Xpuo) £] (8.176)

and used the identification of the index » with the antisymmetric couple of indices
(uv) labeling the Lorentz generators, so that

o= XM §H oy e
X} =X, =0, x5 — 04 xp,

D = D = (Lpo)" 3" + (xp05 — x50,)¢". (8.177)
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Comparing (8.176) with the definition of the energy-momentum tensor T,
Eq. (8.170), little insight reveals that the two terms proportional to x,, within square
brackets in the former can be expressed in terms of 7}, as x,7},, — X, T,s. Therefore
the conserved current M ,|,, takes the simpler form:

1 ocC
= |

 (0rpn) (L) 50" + (X, T — XUTHP)} . (8.178)

Being this current associated with Lorentz transformations which are always a sym-
metry of a relativistic theory, the Noether theorem implies:

OuM*,, = 0. (8.179)

Using the explicit form (8.178) in the conservation law (8.179) together with (8.171),
we derive the following two equations:

8NI—Iupcr + Tpv - TUp =0, (8.180)
Ty = 0. (8.181)
where we have set { oc
Hypo = ————(L o) 5¢". 8.182
1po - 3(8#90”‘)( po’) B3P ( )

‘We have encountered instances of the energy-momentum tensor earlier in this book:
On the right hand side of the Einstein equation (3.86) as the source of space-time
curvature and in Chap.5 in relation to a system of charged particles and to the
electromagnetic field, see Eqs.(5.61) and (5.71), respectively. In all these cases it
described the matter-energy distribution in space and its currents and was introduced
as a symmetric matrix. This is not the case for the quantity 7" defined in Eq. (8.170),
which, in general, is not a symmetric tensor. In fact its antisymmetric part is related
in equation (8.180) to the divergence 0/ H,,, of H,,,,, which can be non-vanishing
whenever the field ¢ carries a Lorentz-representation index «, related to its internal
degrees of freedom. As we show below, it is possible to define a symmetric tensor
®"" having the same physical content as 7#". This is the energy-momentum tensor
we have introduced in our earlier discussions (Egs. (3.86), (5.61) and (5.71)), as we
shall show at the end of this section for the case of the electromagnetic field. In
terms of the symmetric energy-momentum tensor @#", as we illustrate shortly, the
conserved currents associated with the Lorentz generators will also acquire a simpler
expression which is analogous to that of angular momentum in terms of the position
vector and the linear momentum.

We first notice that the definition (8.170) does not determine the energy-momentum
tensor uniquely. If we indeed redefine T#" as:

T — T 4 0,U"" U = -U"m (8.183)


http://dx.doi.org/10.1007/978-3-319-22014-7_3
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http://dx.doi.org/10.1007/978-3-319-22014-7_5
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it still satisfies the conservation law, since 9,,0,U""# = 0, due to the antisymmetry
of U”FP in its last two indices. This possibility is related to the freedom we have of
adding to the Lagrangian a four-divergence 0, f*. Although we had neglected such
freedom when proving the Noether theorem, one can exploit it to obtain a symmetric
energy-momentum tensor.>

To show this, let us perform the following redefinitions:

@/w =Tw+ a)\UVN)\ ; Uvpr = —Uprps (3.184)
Muipor = Mups — 8 (xpUspr — XoUpp») - (8.185)

where @, is the new energy momentum tensor. As already remarked these rede-
finitions do not spoil the conservation law associated with the energy-momentum
tensor, since, due to the antisymmetry of Uy, in the last two indices, we still have

o+ ©,, = 0. Moreover, by the same token, it is easily shown that M ulpo 18 still
conserved, i.e. 0¥ M|, = 0, since taking into account (8.179) the additional term

o (Xonu A — XUy ,\) is divergenceless by virtue of the antisymmetry of Uy, in
its last two indices:

"0 (xpUspr — xoUpyr) = 0. (8.186)
Let us now show that M upo €an be written in the simpler form:

Moips = —%pOp0 + X6 Opp, (8.187)

by a suitable choice of Uy ). If we prove this, then, from the conservation of the
current M, ,, we have

0= 0"Myps = =040 + 4 Oyy = —O 5 + Oy, (8.188)

which implies that ®,,,, is symmetric. To prove Eq. (8.187) we first write the explicit

form 0f/\>lw,g by expressing T;,,, in Eq. (8.178) in terms of &,,,, and use the following
identity:

—xpﬁ’\U,,M + xaaAUmM =—0 (xpUspur — x4 U, P/M) = Uppo + Uspip-

The four-divergence on the right hand side cancels against the opposite term in
(8.185) and we end up with:

Muipoe = —Hyupo — XpOpo + %6O0pp — Uspp + Uppio. (8.189)

30We shall illustrate an application of this mechanism to the case of the electromagnetic field at the
end of this section.
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Thus in order for M to have the form (8.187) we need to find a tensor Uy satisfying
the following condition:

1 oL p
Uppo = Uopp = EW(L””)%SOJ = Hypo. (8.190)
The solution is3! X
Uppo = 5 [Hupo — Hopp — Hpop] - (8.191)

Let us now discuss the physical meaning of the conservation law (8.179), by com-
puting the conserved “charges” O, associated with the 0-component of the current
M po (8.188). Let us rename Q,» — J), since, as we shall presently see, they are
related to the angular momentum. Then, integrating over the whole space V = R?:

oL ,
Jpo = /d3xM0,m = —/d3x [W(L,m)awﬁ + (x,Tor —x{,To,,)} . (8.192)
\%4 |4

are the conserved charged associated with Lorentz invariance:

d
ZJW =0. (8.193)

In particular for spatial indices (uv) = (ij) we find:

oL ;
Jij = —/d3X I:W(Lij)a/jgﬁu + (x,u@j — ngzi):| = —€jjk Jk, (8.194)

where 7' is the momentum density.

Let us first consider the case of a scalar field ¢ which, by definition, does not have
internal components transforming under Lorentz transformations, so that the first
term of Eq. (8.194) is absent. The second term in the integrand of Eq. (8.194) is easily
recognized as the density of orbital angular momentum. Therefore J;; = —¢;xM k
is the conserved orbital angular momentum, which, for a scalar field, coincides with
the total angular momentum.

If, however, we have a field p® transforming, through the index «, in a non-trivial
representation of the Lorentz group, the first term in Eq.(8.178) is not zero; it is
clear that it should also describe an angular momentum which must then refer to the

3I'The solution (8.191) can be obtained by writing, besides Eq. (8.190), two analogous equations
obtained by cyclic permutation of the indices puo. Subtracting the last two equations from the
first and using the antisymmetry property (8.183) we find (8.191).
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intrinsic degrees of freedom of the field.>? In fact the first term describes the intrinsic
angular momentum or spin of the field.

In general if the field is not spinless the conservation law implies that only the
sum of the orbital angular momentum and of the spin, that is only the rotal angular
momentum is conserved.

Note that so far we have been discussing the conservation of the three charges J;;
associated with the invariance under three dimensional rotations and corresponding
to the components of the total angular momentum. It is interesting to understand the
meaning of the other three conservation laws (8.179) associated with the invariance
under Lorentz boosts, that is with the components J* of the J#¥ charges. Restricting
for the sake of simplicity to the case of a scalar field, we have from (8.192) and (8.193),
setting (L;j)%g =0,

d . .
T |:x0 / Ax1% — / x’T00d3xi| =0. (8.195)

Taking into account the conservation of P’, defined by the first integral, we obtain:

) d .
cP = E/XZTOOdSX. (8.196)

On the other hand since ¢ T% represents the energy density, we have T7%d*x =
dE/c = cdm, where E is the total energy related to the total mass by the familiar
relation E = mc?. It then follows:

d
P= —/de. (8.197)
dt

In words: The conservation law associated with the Lorentz boosts implies that the
relativistic center of mass moves at constant velocity.

Let us end this section by proving that, in the case of a free electromagnetic field,
the tensor @*” coincides with the symmetric energy-momentum tensor 7, defined
in (5.71). To this end let us compute, by using Eq. (8.170), the Noether currents 7},
associated with the invariance of the action S, of a free electromagnetic field under
space-time translations. From Eq. (8.129), with J,, = 0, and Eq. (8.170) we find:

1 OLem
1 1 :
== (—@LA(,@,,A" + e Ap0p AT + 2y F55F°f) - (8.198)
32Recall from Chap. 4 that, since L, are Lorentz generators, L; = —e¢;j L ji/2 are generators of

the rotation group.
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Notice that this tensor is not symmetric: 7}, # T),. Next we evaluate H,;,,,, defined

in (8.182), using the explicit form (4.170) of the infinitesimal Lorentz generators on
the internal index p of the field A

(SR

Hypo = = (=458, A, + ApduAo + AsD,A, — AydsA,) . (8.199)

From Eq. (8.191) we can now compute the tensor U ,:
1
Uppo = - (ApauAg - Ap(“)gAﬂ) = —Upop. (8.200)

Finally, using (8.184) we evaluate &, to be
A 1 o 1 po
Oy =T +0"Uypn = — Fuo b, — 1 Nuw Fpo B . (8.201)

As expected the symmetric tensor @*” coincides with the definition of the energy-
momentum tensor 7, for the electromagnetic field, given in (5.71).

8.8.1 Internal Symmetries

The symmetries and the associated conserved charges discussed in the previous
section are space-time symmetries, namely symmetries associated with translations
and Lorentz transformations under which, in a relativistic theory, the action is invari-
ant.

We now want to give an example of a symmetry which does not involve changes
in the space-time coordinates x*, but that is rather implemented by transformations
acting on the internal index « of a field ¢ (x). In this case the index « labels the
basis of a representation of the corresponding symmetry group G. Such symmetries
are called internal symmetries and G is the internal symmetry group:

= P =xt = 6xF =0,

Y (x) > PU(x) = e (x) + 0™ (x), (8.202)

where
5% = 60" (L) 50" 60" < 1.

From Eq. (8.163) the conserved currents have the simpler form:

50" 1 = a(g—fpa)wa' (8.203)
1
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The simplest, albeit important, example is the case in which we have rwo real scalar
fields @1, @2, or, equivalently, a complex scalar field ¢, ¢*, the two descriptions
being related by:

1 . _ b
s01—72(<p+<p% 2 = ﬁ(¢ ®),

and a Lagrangian density of the following form:

m?c?
L=c? (aﬂ@*aw - go*go) . (8.204)
The Euler-Lagrangian equations are:
h20,0" o +m?c*p =0 (8.205)

and its complex conjugate.

As will be shown in the next chapter this equation is the natural relativistic exten-
sion of the Schrodinger equation for a particle of mass m and wave function .
It is referred to as the Klein-Gordon equation, and the Lagrangian (8.204) is the
Klein-Gordon Lagrangian density.

We observe that the Lagrangian density £ of Eq.(8.204) is invariant under the
following transformation:

P(x) = ©'(x) = e p(x) (8.206)
where « is a constant parameter.

In the real basis, the transformation belongs to the group SO(2):

) .
(‘@):( cosa Smo‘)(‘p‘). (8.207)

© —sino cos o w2
In the complex basis the transformation (8.206) defines a one-parameter Lie group
of unitary transformations denoted by U(1), which is isomorphic to, i.e. has the same

structure as, SO(2).
The infinitesimal version of Eq. (8.200) is:

o(x) = @' (x) = px) —iapx) = dp(x) = —iapx); d¢* =iap®.

Using a suitable multiplicative coefficient to normalize the conserved current J* to
the dimension of the electric current, we obtain from (8.203):

oL oL

== 5 St | = iS5 [polg* — g*0o] o (8.208
‘ ch[a(am“a(aw*)“”] T Lot m e e 8209
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Let us verify the conservation law 0, J* = 0 explicitly:

h
l;@MJ“ = 0ot " + 00,0 p* — 0, O — 90,0 ¢
m2c? . omPc?
=T T T =0

where we have used the equation of motion (8.205). We shall see in Chap. 10 that
the conserved charge:

0= / PxJ0 = i% / Bx(p* 0o — ") (8.209)

can be identified with electric charge of a scalar field ¢ interacting with the electro-
magnetic field.

Let us note that if the field were real, p(x) = ¢*(x), thatis if we had just one field,
there would be no invariance of the Lagrangian and the charge Q would be zero. As
it will be shown in the sequel, this is a general feature: when a field is interpreted as
the wave function of a particle, a real field describes a neutral particle, as it happens
for the photon field A, (x) = AZ(x), while fields associated with charged particles
are intrinsically complex.

8.9 Hamiltonian Formalism in Field Theory

In the previous section we have described systems with a continuum of degrees of
freedom using the Lagrangian formalism. We want now to discuss the dynamics of
such systems using the Hamiltonian formalism.

The most direct way to derive the Hamiltonian description of field dynamics is to
use the limiting procedure discussed in Sect. 8.5.1 for the Lagrangian formalism.

Consider a theory describing a field ¢ (x) (let us suppress the internal index « for
the time being). Just as we did in Sect. 8.5.1, we divide the 3-dimensional domain V
in which we study the system, into tiny cells of volume § V', defining the Lagrangian
coordinates ; (¢) as the mean value of ¢ (x, ¢) within the ith cell. We thus have a
discrete dynamical system and define the momenta p; conjugate to ¢; as

_OL@)
0N

pi (8.210)

The Hamiltonian of the system is given by:

H=Y pipi—L, (8.211)
i
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with equations of motion:

OH . OH

_ 97 9 8212
op; D (8212)

bi

Recall now from the discussion in Sect. 8.5.1 that, in the continuum limit (§ V; infin-
itesimal)

oL v OL(X, 1)

L
=V, — =0V, — =8V m(x, 1), (8.213
0p; (1) 0p(x, 1) 0p(x, 1) @0, ( )

pi(t) =

where x € §V; and we have defined the field 7 (x, 1) as:

_O0L(x,1)

T = B

, (8.214)

so that p; (r) represents the mean value of 7 (x, ) within the ith cell § V; (multiplied by
0V;). Thefield 7(x) is the momentum conjugate to the p(x). Expressing p; (¢) interms
of 7(x) through Eq. (8.213), upon identifying in the continuum limit §V; = d>x, we
may write the Hamiltonian (8.211) as:

H= / [T (x)p(x) — L(x)]d’x, (8.215)
\4

where we have used the definition (8.110) of Lagrangian density. The integrand in
the above equation
H=7m(x)ox) — L(x), (8.216)

defines the Hamiltonian density. Using the notion of functional derivative, the Hamil-
ton equations of motion can be derived in a way analogous to Eq. (8.106):

OH(1) lim L OH (1)
Sp(x, 1) sviso0V; Opi(t)’
OH (1) ) 1 OH(1)

= lim — ,
om(x,t)  svieso0V; Omi(t)

(8.217)

and combining Egs. (8.106), (8.217) with Egs. (8.212) and (8.213) we obtain:

CSH() ()
Sp(x) — Opx)’

_GH@  OH()

T oom(x, 1) Om(x)

w(x) =

(8.218)

o(x) (8.219)
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Using the same limiting procedure one can see that the Poisson brackets of two
functionals F[y, 7], G[p, 7] is defined as:

(F,G} = / ( O0F oG O0F oG )d3x, (8.220)
1%

So(x) 6m(x)  om(x) dp(x)

so that, the time derivative of F gives:

. OF oF . oF 3
F@) = B +/ (&p(x)ap(x) + 57T(x)7r(x))d X (8.221)
_8_F+/(5F oH B oF §H)d3
ot dp(x) om(x)  om(x) dp(x) X
oF
= o +{F, H},

where we have used Eqs. (8.218 and 8.219).
In particular, if F' does not have an explicit dependence on time:

F(t) = {F, H}.
In this case the dynamical variable F is conserved if and only if its Poisson bracket

with the Hamiltonian vanishes.
Writing:

px. 1) = / Px — X, Ddx
v
(X, 1) = /53(x —x)n(x, Hd>x
v
from the definition of functional derivative we have:

dp(x, 1) _ om(x, 1) 5
Spx/, 1) om(x, 1) 0°(x —x). (8.222)

Applying this relations we find:

{ 1),H} = il 8.223
SO(X, )v - (S?T(X, t) ( . )
O0H

dp(x, 1)’
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and using the Hamilton equations (8.218-8.219):

o(x, 1) = {p(x,1), H}, (8.225)
7(x, 1) = {m(x, 1), H}. (8.226)

From Eq. (8.222) we also derive the fundamental relations:

{ox, 1), 7(x', 1)} = 5> (x — X)), (8.227)
{ox, 1), p(x', 1)} = {7(x, 1), 7(x', 1)} = 0. (8.228)

In order to simplify notation, we have developed the Hamilton formalism using just
one field. If we have several fields in some non trivial representation of a group G,
we need an additional index «. The extension of the previous formalism to several
fields is, however, straightforward. For example the momenta conjugate to the fields
are defined as:

0L(x)
P (x)

Tal(x) = (8.229)

Similarly, in defining the Poisson brackets, we need, besides the integration on the x
variable, also a sum over the index «:

5F 6G \ 4
IF, G} = Z/ (&oau) Sra®)  07a(0) wu)) axo 6230

Furthermore, the relations (8.227) and (8.228) generalize as follows:

(™ (x, 1), T, )} = 6587 (x = x), (8.231)
(o, 1), P (X, 1)} = {ma(x, 1), m5(x, 1)} = 0. (8.232)

An important case is that of two real scalar fields <p1, cp2 which, as shown in
Sect. 8.8.1, is equivalent to a single complex scalar field and its complex conjugate. In
this case, using the real notation we have indices «, 5 = 1, 2. If however, as we shall
mostly do in the next chapters, we use the complex scalar fields ¢(x, 1), p*(x, 1),
then the Poisson brackets (8.231) become

{px, 1), 7(y, 1)} = 8 (x —y), (8.233)
{p"(x, 1), T*(y, )} = S (x —y), (8.234)

all the other Poisson brackets being zero.
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8.9.1 Symmetry Generators in Field Theories

We have seen in Sect. 8.4.1 that the infinitesimal generators of continuous canonical
transformations 660" G, (t) generate transformations dg;, d p; leaving the Hamilton
equations in the standard form (8.67)—(8.218). Moreover, when the Hamiltonian
is left invariant, H' = H, for each parameter 6" associated with the continuous
symmetry group G, the infinitesimal generator G, (t) provides a constant of motion
which coincides with the “charge” given by Noether theorem.

The same of course applies to continuous theories described by fields, namely,
the generators of canonical symmetry transformations of a field theory are precisely
the conserved Noether charges. Therefore, in analogy with Egs. (8.92) and (8.93),
we may write:

S (x, 1) = —{p"(x, 1), G(1)} (8.235)
5Ta(X, 1) = —{ma(x, 1), G(1)}. (8.236)

where G(t) = §0" G, (t). When the Hamiltonian is left invariant it coincides, aside
from an overall sign, with the charge Q () = 60" Q,(¢) of the Noether theorem.

In the case of Poincaré transformations given by space-time translations and
Lorentz transformations, let us show that the infinitesimal generator has the fol-
lowing form:

1
G(1) = —€"Pu(t) + 566" 1,/ (1), (8.237)

where the explicit expression of the generators is obtained from Egs.(8.170) and

(8.192) identifying ££ = 7,

PP = / (wa(x, NP (x, 1) — noﬂc(x)) 53x, (8.238)
Jpo = — |:/ (7r(¥(x, t)(LpU)ampﬁ(x, D+ &,Py — xg,@p):| d*x.  (8.239)

Let us first consider the case of space-time translations, that is we take G (1) =
—et P,,. Taking into account the fundamental Poisson brackets (8.231) and the gen-
eral formulae (8.235), (8.236), we obtain:

opPP
o™ = —{p (X 1), [, PP} = ¢p Jﬂ([)

(x, 1) = €07 (x,1),  (8.240)

(%

so that, for time or space translations we find, respectively:

0p® = 6t {p*(x, 1), H(t)} = 0t 0", (8.241)
8" = € {p(x, 1), Pi(1)} = €9j0* = €-V?, (8.242)

where € = (€)).
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For infinitesimal canonical transformations generated by J,,,, we find

500 = =22 0,10, dp ) = — 20 o
Y = 2 p X, 1), po - ) (571'@ X,
oo+
= S (@) s¢” + w0, 50060 | (8.243)

Let us now compute the infinitesimal change of the Hamiltonian:

;L 0H . ., O6H
0H = H(p,m) — H(p,m) = ;/ (@&p + Eém)d?’x
0H 0G 0H 6G Y\ 4
oy (e oy
= 0p® 6y Omq O
= —{H,G()}. (8.244)
If the transformations are a symmetry of the Hamiltonian, dH = {G, H} = —%—?,

see Eqgs. (8.99) and (8.100), we recover the result that G (t) is a conserved quantity:

dG oG
o= {G@), H} + e 0, (8.245)

As an example let us consider Lorentz boosts for which § H # 0 since it transforms
as the 0-component of the four vector P#; infinitesimally we have:

1 .
6P = —6H = —0Y{H, Jy;}. (8.246)
c
On the other hand _
5P =50% P, = 66" P,
so that combining the two expressions of & PY we find: {H, Joi} = —cP;. Now

if we consider the component 0i of Eq.(8.239) we see that when the Lorentz

index p = 0, it carries an explicit time dependence in the second term, namely
— [ d*x (x0 P — x; D). It follows:

d Jo; 0Joi d
d—;)l=—{H,J()i}+a—;)l=CP,'—CE/d3Xt<@,' =cP,—cP =0, (8.247)

and therefore Jy; is also conserved, in agreement with the Noether theorem.

8.9.2 References

For further reading see Refs. [6], [8] (Vol. 1).



Chapter 9
Quantum Mechanics Formalism

9.1 Introduction

In this chapter we give a concise review of the quantum mechanics formalism from
a perspective which generalizes the ordinary Schroedinger formulation. In this way
we may reconsider the Schroedinger approach to quantum mechanics from a more
geometrical and group-theoretical point of view and show the close relationship
between the classical Hamiltonian theory and quantum mechanics. Moreover the
formalism developed in this chapter will be useful for an appropriate exposition of
the relativistic wave equations in Chap. 10 and the field quantization approach in
Chap. 11.

9.2 Wave Functions, Quantum States and Linear
Operators

In elementary courses in quantum mechanics the state of a system is described by a
wave function 1, (€, t) where the variables £ denote the set of the coordinates which
the wave function depends on and the suffix « refers to a set of (discrete) physical
quantities, or quantum numbers, which, together with &, define the state of the sys-
tem. In the Schroedinger approach the variables £ comprise the space coordinates
X = (x,y, z) while, if spin is present, the variable « labels the corresponding polar-
ization state. In this case 1), (X; t) is referred to as the wave function in the coordinate
representation. In this section we wish to adopt the Dirac formalism which allows a
quantum description of a system that is independent of its explicit coordinate rep-
resentation. Since throughout this section we refer to states at a particular instant ¢,
the time coordinate will not be indicated explicitly.

We recall that the essential difference between quantum theory and classical
mechanics resides in the different characterization of the concept of state of a phys-
ical system. According to a more general point of view than the wave function

© Springer International Publishing Switzerland 2016 275
R. D’ Auria and M. Trigiante, From Special Relativity to Feynman Diagrams,
UNITEXT for Physics, DOI 10.1007/978-3-319-22014-7_9


http://dx.doi.org/10.1007/978-3-319-22014-7_10
http://dx.doi.org/10.1007/978-3-319-22014-7_11

276 9 Quantum Mechanics Formalism

description, any quantum state can be characterized, independently of the particular
representation, by a complex vector in an abstract finite or infinite dimensional com-
plex vector space hereafter denoted by V(©). The vector nature of quantum states is
in agreement with the superposition principle of quantum mechanics, implying that
any linear combination of quantum states is again a quantum state. In this chapter we
shall be dealing with single particle states. As we presently show the wave function
description of the quantum state will then appear as the set of components of the state
vector along a particular basis.

For the sake of clarity let us first consider the particular case of a finite dimensional
space V(© endowed with a hermitian scalar product. To recall the Dirac formalism
and to fix the conventions, let us briefly sketch out the defining properties of V€.

We introduce an n-dimensional complex vector space Vn(c) (see Chap.7 for a
formal introduction to the concept of complex vector space), whose elements are
called kets, on which the observable dynamical quantities act as linear operators.
Using the ket notation an element a € Vn(c) is denoted by the symbol |a) and a basis
(w} of VO by {lu)}i = 1,...,n).

We define on V,L(C) a hermitian scalar (or inner) product associating with each
pair of elements |a), |b) € Vn(c) a complex number that is denoted by (a|b),

la), |b) € V9 — (alb) € C,

with the following properties:

(alb) = (bla)™, (9.1)
{ala) = 0 ; (ala) =0 = |a) =0, 9.2)
(al (a|b) + Blc)) = o {alb) + B (alc), Vo, 3 € C. 93)

Two vectors are said to be orthogonal if
(alb) = 0.

We may thus associate, by means of the scalar product, with each |a) a dual vector
“bra” (a| defining a linear correspondence from Vn(c) to C

(al: |b) eV — (alb) € C. 9.4)

From the properties of the scalar product it follows that the bra corresponding to the
ket a|b) + Blc) is (b|a* 4 (c|5*. The squared norm ||a||? of a state |a) is the quantity
(ala), which is strictly positive if |a) is non-zero. The distance d of two elements
|a), |b) is then defined as

d(a,b) = v/({a| — (b]) (la) — |b)).
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A state in quantum mechanics is associated with a vector of Vn(c) modulo multipli-
cation by a complex number, that is parallel vectors |a) and « |a), o € C define the
same quantum state:

quantum state <> {|a)} = {a/|a) | « € C}. 9.5)

In general we shall choose to describe states by unit norm vectors |a): |la?> =
(ala) = 1. This of course fixes the vector associated with a given state modulo an
arbitrary phase factor. In next section we shall comment on a convenient choice of
such factors.

Recalling the definition given in Sect. 7.2, a linear operator F on the vector space

,,(C) is defined as a (not necessarily invertible) mapping from V,fc) into itself:

F: |v)eV® - |Fv)=F) e VO (9.6)

n
satisfying the linearity condition (7.3) which, in our new notations, reads:
F(alv) + Blw)) = aF|v) + BF|lw), Va, € C. (9.7)
Linear transformations are invertible operators on Vn(c). Of particular physical rele-

vance in quantum mechanics is the notion of expectation value (F) of an operator F
on a state |a):

. (alF|a)
(F) = .
(ala)
Let |u;),i =1, ..., n, be a basis of ket vectors in V,,(C), and let (u;| be the dual basis

of bra vectors. The basis |i;) is said to be orthonormal if
(uiluj) = 6. 9.8)

With respect to this basis F can be represented by a matrix F = (F! i), see Eq. (7.6)
and footnote 3 of Chap.7:

F A .
lui) —>  |Fu;) = Flui) = Filu), 9.9)

that is, using (9.8) ) A
Flj = (| F|uj).

Clearly if F is not invertible, and thus is not a transformation, the matrix F is singular
and the vectors |Fu;) do not form a new basis.
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The identity operatorf on Vn(c) can be written in the form
n
I=>"ui)wil, 9.10)
i=1

since it can be easily verified, using the orthonormality of the basis, that / lu;) = |u;),
foralli = 1, ..., n. The corresponding matrix representation is the n x n identity
matrix 1 = (5;).

In quantum mechanics there are two classes of operators which play a special
role: The hermitian and the unitary operators. Both of them can be characterized by
their properties with respect to their hermitian conjugate operators.

The hermitian conjugate FT of F, is defined as the operator such that

Y la), |b) € VO, (alF|b) = (b|F|a)*,

or, equivalently, (a|Fb) = (FTa|b). This definition implies that (F b| = (b|1’:“Jr is the
bra of F|b). F is a hermitian operator iff F=Ff or equivalently

F'y = (il Fluj) = (| Fu)* = (uj|Flu))* = (F/p)*,

that is, the matrix representing it coincides with the conjugate of its transposed
(hermitian conjugate): F = F' = (F7)*, and is therefore a hermitian matrix. In other
words an operator is hermitian if and only if its matrix representation with respect to
an orthonormal basis is hermitian. From this it clearly follows that the expectation
value of a hermitian operator on any state is a real number since (a| F |a) = (a] Ff la) =
(a|F|a)*.

A unitary operator U is defined by the condition

vut=utu =1. 9.11)

From the above definition we derive the corresponding unitarity property of the
matrix U = (U';) representing U:

8 = (wilw;) = (WU Ulwy) = D (ui| U |ug) (e | U gy = D (U*)* U,
k=1 k=1

i.e. U U = 1. While a hermitian operator is not necessarily invertible, a unitary one
is, being the corresponding matrix U non-singular: |detU|> = 1. Unitary operators
are therefore linear transformations and their geometrical and physical meaning
will be discussed in the next section. It can be shown, from the properties of the
corresponding matrix representations, that both hermitian and unitary operators are
diagonalizable, namely admit » linearly independent eigenvectors, and, moreover,
have the following important properties:
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(a) The eigenvalues of hermitian operators are real;

(b) The eigenvalues of unitary operators have unit complex modulus;

(¢c) The eigenvectors |A\1), |\2) corresponding to two different eigenvalues \i, \»
are orthogonal.

Having defined the relevant mathematical objects, let us recall their relation to our
physical world within quantum mechanics and in particular the role of hermitian
operators. In quantum mechanics physical observables O, like energy, momentum,
position etc. are represented by hermitian operators o acting on states and their
expectation value on a given state is defined as |a)

(alOla)
lall>

S
I

(9.12)

This quantity has the following interpretation: If infinitely many identical systems
are prepared in a state |a), a measurement of the observable O on them will give a
statistical distribution of results about an average value (O). In other words it can
be interpreted as the most likely value that a measurement of the observable O on
|a) would give. The hermitian property of O, i.e. O = O, then guarantees that its
expectation value in (9.12) be a real number, as a measurable quantity should be.
The eigenvalues \; of o represent all possible values that the actual measurement
of O can give on the system and the corresponding eigenvectors |)\;) describe states
characterized by the values A; of O.
Given two states |ai), |az), the quantity
l(azla1)]?

P(lar), la2)) = —=——,
laz ]| llaz]|*

(9.13)

represents the probability of finding, upon measurement, a system which was ini-
tially prepared in the state |a;), in the state |aa), characterized, for instance, by a
definite value of a quantity we are measuring. P(|ay), |az)) is also called transi-
tion probability from the state |a;) to |az). For instance P(])\;), |a)) represents the
probability that the measurement of an observable O on the state |a) yield the value
). Note that neither of the two measurable quantities (9.12) and (9.13) depends on
the normalization of the state vectors. Such normalization, as anticipated earlier, is
unphysical and can be fixed at convenience.

We also recall the concept of a complete set of commuting observables, as a
maximal set of observables represented by commuting operators. It has a considerable
importance in quantum mechanics, since by measuring the value of such a set of
observables on the system, the state vector is uniquely determined: It is the common
eigenvector associated with the eigenvalues of the corresponding hermitian operators.

So far the dimension of the vector space V() was taken to be finite. Let us now
suppose the number of dimensions to be infinite as it happens in quantum mechanics
when the eigenvalues of operators representing physical observables form an infinite
but discrete set. Then, if every Cauchy sequence of vectors converges to an element
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of the space, we say that our complex infinite-dimensional vector space is a Hilbert
space.!

We introduce an orthonormal basis in the Hilbert space given by the eigenfunc-
tions of a hermitian operator F, which we suppose to have a discrete spectrum of
eigenvalues {F;},n = 1,...00. We may expand the state vector |a) of the Hilbert
space along the orthonormal eigenvectors {|F;)}, labeled by the eigenvalues F; of F

la) = > ai |Fy). 9.14)
i=1

By definition the wave function describing the state |a) in the F-representation is the
totality of the infinite coefficients of the expansion, namely the components a; of the
state vector along the eigenvectors {|F;)}. Since we are using an orthonormal basis,
each component g; can be written as the scalar product between the bra (F;| and the
ket |a).2

a; = (Fila). (9.15)

Actually the Hilbert space does not cover the description of all the possible quantum
states of a physical system. Indeed when the eigenstates of a hermitian operator
belong to a continuous spectrum of eigenvalues (or to a discrete set of values followed
by acontinuous one), itis necessary to enlarge the Hilbert space to include generalized
functions, like the Dirac delta function, and we may thus have non-normalizable
wave-functions.

In this case we must allow for the dimensions of the vector space to be labeled
by continuous variables and, correspondingly, the sum in (9.14) to be replaced by
an integral over the continuous set of eigenvalues (or by an integral and a sum over
the discrete part of the spectrum).

This is the case, for instance, of the coordinate operator F=3x= x, 9, 2),
the momentum operator F=p= P Dy, Dz), as well as the energy operator for
certain systems. As far as the coordinate or momentum operators are concerned, the
integral should be computed over the corresponding eigenvalues F' = x = (x,y, 2)
or p = (px, py, p;) and the wave function (F|a) becomes a continuous function of

F: 1/)(a)(F).

'We recall that a Cauchy sequence is any sequence of elements ¢,, such thatlim,, ,— 00 d(Pn, ) =
0. In particular, the finite dimensional space V,,(C) treated so far is trivially a Hilbert space.

%Indeed the expansion (9.14) is quite analogous to the expansion of an ordinary vector v along a
orthonormal basis u; in a finite dimensional space

V= Zviui = Zui(ui -V)
i i

and the “wave function” representation {(F|v)} of v corresponds to the representation of the vector
in terms of its components along the chosen basis: v = {v'}.
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For quantum states defined in V€ the coordinate representation is defined by
taking F = X so that the expansion (9.14) takes the form

la) = / dx (x|a)|x), (9.16)
\%

where d>x = dx dy dz and each eigenvector |x) describes a single particle localized
at the point x = (x, y, z) in space. It is defined by the equation X|x) = x |x). The
volume V of integration can be finite or infinite, that is coinciding with the whole
space R3.

In this framework, the wave function (4 (x) of the Schrédinger’s theory, describ-
ing the state |a), is the continuous set of the components of the ket |a) along the
eigenvectors of the position operator X: 1, (X) = (x|a). Multiplying both sides of
Eq. (9.16) by (x| we find

(X'|a) = Ya(x') = /d3X Ya(X) (X'[X). .17
We see that for consistency we must set
x'|x) = 8 (x' —x). (9.18)

The above normalization equation can be interpreted as the definition of the wave
function vx (x") describing the ket |x) in the coordinate representation. Such eigen-
function is no ordinary function, but belongs to the class of generalized or improper
functions. The reader can then easily verify that the identity operator 1 can be
expressed in this basis as follows: 1= f d>x |x) (x|, which generalizes Eq. (9.10) to
a basis labeled by a triplet of continuously varying variables (i.e. (x, y, z)). Restor-
ing for the moment the explicit dependence of the quantum state |a, f) on time, the
(time-dependent) wave function is defined as

Yy X, 1) = (X|a, 1). (9.19)

Note that since d°x has dimension L3, in order for the Eq. (9.16) to be consistent the
state |x) has to be dimensionful, of dimension L_%. This is in agreement with the
normalization (9.18).

There is a one-to-one correspondence between states and wave-functions which
satisfies the property that a linear combination of states corresponds to the same linear
combination of the wave functions representing them (the space of wave function is
said to be isomorphic to V(). In particular we can write a hermitian scalar product
of wave functions which reproduces the inner product between states:

(bla) = (b)Tja) = /V &x (blx) (xla) = /V Px b () Y@, (9.20)
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so that we can write the squared norm ||a||? of a state as

|wP=Mmz/fmwmmﬁ (9.21)

We conclude that states with finite norm (i.e. normalizable) correspond to square
integrable wave functions, belonging to the Hilbert space L?(V).

Let us recall, for completeness, the probabilistic interpretation of a wave function
(X, t), normalized to one, in quantum mechanics:

The quantity |1)(X, t)|> dV measures the probability of finding the particle within
an infinitesimal volume dV about X at a time t.

To complete the correspondence between abstract states and their wave function
representation, we observe that operators acting on states correspond to differential
operators acting on the corresponding wave functions:

b) = 0la) & Y (x) = OX, V) P4 (x), (9.22)

where @(x, V) is a local differential operator. For example, as we shall review in
Sect.9.3.1, the momentum operator P is implemented on wave functions by the oper-
ator —ih V. Observables quantities are represented by differential operators which
are hermitian with respect to the inner product (9.20). For the time being, we shall
denote abstract operators and their differential representation on wave functions by
the same symbol. Figenstates |)\;) of an observable O are represented by eigen-
functions v;(x) of the corresponding differential operator, solution to a differential
equation:

OIN) = Ail\) & O, V)ihi(x) = A ¢hi(x). (9.23)

The eigenstates of p are then represented by the functions p(X) o eTPX,

Itis apparent from our analysis thus far, that our space V () also contains states with
no finite norm, whose wave functions are therefore not in L(V). Simple examples
are given by eigenstates of the X or of the p operators, represented, respectively, by
delta functions and by ¢7PX_ The norm of the latter is indeed infinite if the space
V is infinite: [, d3x|efP¥|? = Jy d°x = 00.? Although the physical (probabilistic)
interpretation of non-normalizable wave functions is more problematic, as we saw

3 As we shall see in Sect.9.3.1, when dealing with free one-particle states, we can avoid the use of
non-normalizable wave functions, generalized functions Dirac delta-functions etc., by quantizing
the physical system in a box. In this case, instead of considering the whole R> as the domain of inte-
gration, we take a large box of finite volume V/, so that the functions which were not L? (—00; +00)-
integrable become now L2 (V)-integrable. In this way we may always restrict ourselves to consid-
ering the Hilbert space of functions defined over a finite volume.
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for the case of the position eigenstates, they are useful to express wave functions
which are L2(V).4

Let us emphasize here the different roles played in non-relativistic quantum
mechanics by the space and time variables x, ¢. Just as in classical mechanics, the
former are dynamical variables while the latter is a parameter. By this we do not
mean that the argument x in ¥ (X, t) should be intended as the position of the particle
at the time t, since we adopt for the probability distribution in space the analogue
of the Eulerian point of view in describing the velocity distribution of a fluid in
fluid-dynamics.

If we have a system of N non-interacting particles, the corresponding space of
quantum states is the tensor product of the spaces describing the quantum states of
each particle (see Chap. 4, Sect.4.2). We can therefore consider as a basis of the
N-particle states the vectors:

[X1)[x2) ... [Xy) = [X1) ® [x2) @ - - Q@ [Xpn),

also denoted by |x;, X2, ..., Xy), describing the particles located in xq, X3, ..., Xy.
The corresponding representation of a state |a, f) is described by the wave function:

P(X1, X2, ..., XN, 1) = (X1](X2] ... (Xnla, 1).

Let us come back now to a single particle system.

Similarly to what we have done when defining the coordinate representation, we
can choose to describe a state |a) in the momentum representation by expanding it
in a basis of eigenvectors |p) of the momentum operator:

la) = const. x / &*p (pla)lp) = / &) ). 9.24)

where p|p) = p|p), and 1/?((1) (p) is the wave function in the momentum representa-
tion. The proportionality factor after the first equality in Eq. (9.24) depends on the
normalization of the momentum eigenstates, which will be defined in Sect.9.3.1.
As previously pointed out, the state of a system can be completely characterized
in terms of a complete set of observables. Therefore a single particle state can be
identified not just by a certain position X (or momentum p), but also by its spin state,
since the spin operator S commutes with % (and P). Let us label the spin state of a

“4This is not an uncommon feature. For example in the Fourier integral transform

1 .
=— [ 4 i
f® «/E/ PF@)e™,

if f(x) C L2 (—00; +00), so does its Fourier transform. However the basis functions

S T2( : 1 ipx2 _ 1
not in L= ( oo,—l—oo)smce|me I = 5-.

1

ipx
e are
27
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. . . . . . a2
particle by a discrete index o (representing for instance the eigenvalues of S and
S;). We can then take as a basis of the Hilbert space either {|x, a)} or {|p, a)}. In
the former case, normalizing the basis elements as follows

x, alx, o) = 53 (x — X)) S0, (9.25)

Equation (9.16) generalizes to

la) :/d3x2|x, a)(x, o a) =/d3x2q>g;)(x) X, @), (9.26)

the wave function being defined by ¢&) (x) = (x, a| a). Restoring the explicit
dependence on time the above definition reads

P (X, 1) = (X, ala, 1). (9.27)

We stress that the wave function @) (x) is a c-number field, that is a classical
field> As an example, the electromagnetic potential in the Coulomb gauge A (x) =
exe! ®*=w1 can be thought of as the wave function® describing a photon in the
state |a) = |hKk, a), where p = hk is the momentum and, recalling that in the
Coulomb gauge €k - k = 0 (see Chap. 6), the index o = 1, 2 labels the two physical
polarizations in the plane orthogonal to k.

We may of course describe the state in other representations. If we take, for exam-
ple, the complete set of the eigenfunctions of the Hamiltonian operator, possessing
a discrete spectrum of eigenvalues E, and eigenstates |E},)

la) = > |Ex)(Enla),
En

the set (E,|a) will now represent the wave function of the same state in the energy
representation. Its relation to the wave function in the coordinate representation is
given by

(x| @) = > (X|Ey)(Eyla), (9.28)

n

(x|E,) being the eigenfunctions of the Hamiltonian.

3As we shall see in Chap. 11 a consistent interpretation of a quantum relativistic theory requires
that the interpretation of @4 (X) as a quantum mechanical wave function must be abandoned and
that the classical field be promoted to a quantum mechanical operator.

SClearly a normalization factor should be used when giving this interpretation since A u has dimen-

. 1 3
sion (Newton)?2 and not (length)?2, as a wave.
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9.3 Unitary Operators

As pointed out in Sect.7.2, when describing transformations in three-dimensional
Euclidean space or in Minkowski space, we have adopted the so-called passive point
of view, that is we have assumed that transformations (rotations, translations, Lorentz
transformations etc.) act on the reference frame {0, u;} — {0/, ug} while points and
vectors are fixed. That means that the geometrical meaning of vectors and points
is not altered by a transformation, only their description in terms of coordinates or
components undergoes a change.

This same point of view was adopted in Chap. 7 for the description of the trans-
formation of a field under a change in coordinates. There, writing ¢’ (x") = ¢(x) we
were considering the transformation x’ = f (x) from a passive point of view. However
we pointed out that the transformation ¢(x) — ¢'(x) with ¢/(x) = ¢(f~!(x)) could
also be considered from an active point of view, thereby putting the emphasis on the
functional change of ¢.

In the following transformations on the Hilbert space of states, namely on the ket
vectors |v), will be mainly considered for the time being from the active point of
view. That means that we will describe a linear transformation U on a ket-vector as
acting on the vector itself, while the basis with respect to which it is described is kept
fixed:

lv) = ') =|Uv) =Ulv),

where U is a linear transformation. Here both |v’) and |v) are then represented in
components with respect to the same basis |u;) defined by the simultaneous eigen-
states of a complete system of observables.” This means that the effect of a space-time
coordinate transformation is described at the level of quantum states by means of the
action of an operator mapping the original state vector of the system into a new one.

To motivate this consider, for example, a particle that, with respect to a reference
frame S has definite momentum p and thus is in a state |p). In a different frame &,
obtained by a rotation R of the first, the same particle will be described as having a
momentum p’ = R p, that is as being in the new quantum state |p’), different from
the original one |p). The effect of the transformation is then to change the quantum
state of the system and thus is naturally described on the space of states from an
active point of view: The new state results from the action of an operator U on the
old one: |p’) = U |p). Such active description of a transformation is referred to as the
Schroedinger representation. We shall also consider the Heisenberg representation
in which operators rather than states are affected by a transformation, and which
realize the passive description of transformations on a quantum system.

Let us choose an orthonormal basis {|u;)} for the Hilbert space of states (e.g.
the eigenstates of the momentum operator). The action of an operator U from the
active point of view was described in Egs. (7.6), (7.7) and, in the new notations,
in Eq. (9.9). In the chosen basis the transformation U is represented by a non-

7TWe warn the reader that, in the case of space-time transformations, the orthonormal basis |u;) has
nothing to do with the space, or space-time, reference frame which undergoes the transformation.
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singular matrix U = (U’ 7). If we write the original state |v) and the transformed one
[v') = |U v) = U |v) in components with respect to the same basis {|u;)}

o) =o' lw), V) =" ), (9.29)

the old an new components are related by the action of U: v/ = U';v/. If the
basis elements form a denumerable infinity, then U has infinitely many rows and
columns. If the basis elements form a non-denumerable infinity, as it is the case of
the coordinate (or momentum) representation, the action of U is more conveniently
expressed in terms of a differential operator on wave functions. We may consider
transformations belonging to a group G, like the Lorentz transformations. In this case
U provides a representation of G on the space of states (which is more appropriately
called realization if the transformations are realized in terms of differential operators
on wave functions):

geG: la)e V9 L |d)=|ga) = U(g)la),

Va1, g2 € G: U(gr-g2) = U(gr) - U(g). (9.30)

The transformation U(g) on states, associated with a coordinate transformation g,
must be defined in such a way that the expectation value (O) of any observable
quantity, like the position vector x or the linear momentum p, transform accordingly
under g. For instance we must have that the expectation value of the position operator
% = (&) on a particle state |a) transforms under a rotation R € SO(3) as the position
vector x of a classical particle, namely as follows:

) = (alfia) = () = (Ralii|Ra) = R'; (x'). 9.31)

We recall that in quantum mechanics given two states |b) and |a), the probability of
transition from |a) to the state |b) is given by (or it is proportional to) |(b|a) |2, if the
state is normalizable (or not normalizable), see Eq. (9.13). Since this probability is a
measurable quantity, it must have the same value in every reference frame. It follows
that the action of a generic element g of the transformation group G, represented on

states by the operator U, must leave |(a|b)|* invariant for any pair of kets |a) and |b).
In formulae, if

() ) = lga) = U(g)la)
A [|b> - [|b/>=|gb>=U<g)|b>, ©-32)

is the action of g € G on the given kets, we require that:

alb)|* = [{d|b')* = [{alU(9)"U(g)|b)|*.
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A theorem by Wigner, which we are not going to prove, states that it is possible to
fix the multiplicative phases in the definition of the (unit norm) state vectors in such
a way that that U(g) is either unitary

@U@ U@)Ib) = (alb) = Ug)' =U(g ™",

or antiunitary®
(alU(9)"U(g)Ib) = (alb)*.

We shall show in the next chapter that the discrete transformation t+ — —¢ called
time reversal is an example of antiunitary operator. Clearly not all transformations
of a group G can be realized as antiunitary operators, since, as the reader can easily
verify, the product of two antiunitary transformations is unitary.
If U(g) is unitary for any g € G, we say that U defines a unitary representation of
G on V©_ In the following we restrict our discussion to the unitary representations
only: .
VgeG: Ul)'U=U@U =1

According to our analysis of Lie algebras in Chap. 7, the structure of a Lie group G
in a neighborhood of the identity element U (gg) = 1is captured by the Lie algebra
A of infinitesimal generators, so that a generic element U (g) can be expressed as the
exponential of an element of A:

U(g) = e#?Cr, (9.34)

where (0") are the parameters defining the element g of G and G, is a basis of A
and consists of operators in the quantum-space of states V). Note that, with respect
to the notation used in Chap. 7, the infinitesimal generators here are rescaled by a
factor i/h. As usual infinitesimal transformations, parametrized by 66" < 1, can be
expressed by truncating the exponential to first order in the parameters:

Ug) ~ 1 + %59’ G, (9.35)

Writing the unitary condition to first order in the infinitesimal parameters 60" we
find the following property of the infinitesimal operators:

8 An antiunitary operator A does not fit the definition of linear operators given in Eq. (9.7). In fact
A is an example of an antilinear operator defined by the property

Aalv) + Blw)) = a*Alv) + B*Alw), Vo, e C. 9.33)
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Ulg)'U(g) = U)U(g)" =1 4 (i - %wéi) (i + %wér)

[
~>

i A A A
= 200Gl -G =1 & G/ =G,

namely we find that the infinitesimal generators G, defined in Eq. (9.34), are her-
mitian. The hermiticity condition allows us to associate each G, with observable
quantities that is with operators whose eigenvalues are real and therefore interpretable
as the result of a measurement of a physical quantity.® In Chaps. 4 and 7, see Sect. 7.3,
the exponential representation of a finite transformation in (9.34) was motivated by
the fact that any finite transformation, in a neighborhood of the identity element, can
be realized by iterating infinitely many infinitesimal transformations. If F=0"G, G./h
is a finite element of A, iterating a large number n >> 1 of times the infinitesimal
transformation generated by the infinitesimal element * F in the limit n — oo, we
generate a finite group element

. n

U= lim (1+iﬁ) —T4iF+ 4 = 9.36)
n—00 n 2!

By suitably choosing F we can reach, through the exponential map (9.36), any

element of G in a finite neighborhood of the identity.

So far we have described the effect of transformations (e.g. of coordinate trans-
formations closing a group G) on the quantum description of a system in terms of the
action of unitary operators on the state vectors. Such description defines the so called
Schrodinger picture (or representation), in which the state of a system belongs to a
unitary representation of the transformation group G. As explained above, the con-
dition defining such unitary action is that the expectation value (O) of an observable
O on a state |a) transform under a change in the RF as the corresponding classical
quantity O:

) = (@Ola) L (0) = (d101d) = (a|UT O Ula). (9.37)

We can adopt an alternative description, calAled the Heisenberg representation, in
which transformations affect the operators O associated with observables, leaving
state vectors unchanged. Since in both representations the effect of a transformation
on the expectation value (O) of an observable should be the same, we deduce the
following transformation rules in the Heisenberg picture:

O YL O=vou. lweve L . (9.38)

If U represents a Lie group of transformations G, we can consider the effect on o
of an infinitesimal transformation defined by parameters /0" < 1:

Note that the imaginary unit i in Eq (9.34) has been inserted in order to deal with hermitian
generators.
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@:(ﬁ{#ma)é@+%wﬁozé+%wq&égzéwm,

where we have neglected second order terms in 66 and used the property GI =G,.
We deduce that

A~

O=0-0= %50’ 0. 6,1. (9.39)

Compare now Eq. (9.39) with Eq. (8.95) describing the infinitesimal transformation
property of the corresponding observable O in the classical theory. We observe that
the former can be obtained from the latter by replacing the Poisson brackets of the
classical theory with the commutator of the quantum theory:

and the classical observable O(p, g) and G, with their quantum counterparts 0, G,.
Taking into account that in the classical theory G, (p, ¢) are the infinitesimal gener-
ators of canonical transformations, we conclude that canonical transformations are
implemented in the quantum theory by unitary operators U. This was to be expected
since just as Poisson brackets in the classical theory were invariant under canon-
ical transformations, commutators between quantum operators are invariant under
unitary transformations (9.38), as it can be easily verified.

9.3.1 Application to Non-Relativistic Quantum Theory

Let us apply the above considerations in the context of non-relativistic quantum
mechanics.

According to Eq. (9.40) the Heisenberg commutation conditions can be deduced
from the Poisson brackets (8.75) of the fundamental quantum canonical variables.
We have

(%53 = inoj1. (9.41)

Using these commutation relations we can introduce the operators G, corresponding
to the infinitesimal generators of rotations, space and time translations in the quantum
theory. Let us recall from Chap. 7 that the angular momentum M = (M;), the linear
momentum p = (p;) and the Hamiltonian H are the infinitesimal generators of rota-
tions, spatial and time translations. The corresponding quantum hermitian operators
will generate the same transformations implemented on quantum states. Promoting
the classical dynamical variables to quantum operators in the Hilbert space, we then
obtain the following infinitesimal generators:
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(. angular momentum  operator
M; (i=1,2,3) M = X x p generating SO(3)

rotations.
Gr P i=1.2.3 momentum operator p, generating
pi 1=4% space translations '
o Hamiltonian operator, generating

time-evolution.

They are operators corresponding to physical observables and generate transforma-
tions on the system which can be described as an action either on the quantum states
(Schroedinger representation) or on the hermitian operators corresponding to classi-
cal observables (Heisenberg representation). Let us first describe in some detail the
action of these operators on other dynamical variables.

The operators p generate translations in x:

X>X=x—€ 0Xx=X—X=—¢, (9.42)
the corresponding finite unitary transformation being:
U(e) = efiPe. (9.43)

If we take an infinitesimal displacement € the variation of X is

‘A

03 = %ej [J?i,ﬁj] = —€l.
reproducing Eq. (9.42) on the operator X. For finite transformations we then have:
¥ =U) U =% — €. (9.44)

It is now straightforward to check that the expectation value (x) of X on a state |a)
(relative to a frame &) has the right transformation property

Y9 (%) = (@%ld) = (a|U(e) % Ue)la)

= (a|(X — eD)|a) = (x) — €, (9.45)

(x) = (alX|a)

where |@') = Ul(e) la) = et Pe |a) is the state of the particle as observed in the
frame S’ translated with respect to S. Similarly it can be easily shown that if |x) is
the eigenstate of X corresponding to the eigenvalue x, U(€)|x) is the eigenstate of X
corresponding to the eigenvalue X — €. To this end let us apply X to the transformed
vector U(e)|x) (we suppress, for the sake of simplicity, the argument of U):

RUIx) = UURU)x) = U (x - ei) X) = (x—€eUlx),  (9.46)
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where we have used Eq. (9.44). From the above derivation we conclude that, modulo
a proportionality factor, we can make the following identification:

U(e)|x) = |x —€). (9.47)

Applying instead U (€) to the eigenvector |p) of p, corresponding to an eigenvalue p,
its effect amounts to a multiplication by a phase: U(¢€)|p) = ehiPe p) = et Pe Ip).
Let us now use this property and Eq. (9.47) to write the wave function p(X) asso-
ciated with an eigenstate of the momentum operator:

Yp(X) = (x|p) = (x = 0]U(X)|p) = (0]p) e7 P, (9.48)

where we have written [x) = U(—x) |x = 0) and used the property U(—x)" = U(x).
We see that ¢p(x) o et PX " which has an infinite norm as observed in Sect.9.2
after Eq. (9.21). Physically this descends from the fact that a particle with definite
momentum is completely delocalized in space, as implied by Heisenberg’s uncer-
tainty principle.

We can now write the relation between the coordinate and the momentum repre-
sentations, see Eq. (9.24)

(@) (X) = (x]a) = const. x / &’p (x|p) (pla) = / &*p oy (p) eh P,
(9.49)

where we have absorbed normalization factors like (x = 0[p) in the definition of
V) (P). We see that Y, (p) is the familiar Fourier transform of 1)) (x). Particles
which are localized at each time within a finite region of space of size Ax are described
by wave packets 1) (x), whose Fourier transform 7,[? (p) is peaked on some average value
p of the linear momentum and has a width of size Ap, related to Ax by Heisenberg’s
uncertainty principle: AxAp 2 h. The probabilistic interpretation of such a wave
function is that the particle it describes is localized within a volume (Ax)3 and moves
with a momentum p which is undetermined within a region (Ap)> about p.

As mentioned in Sect.9.2 it is possible to extend the space of square-integrable

wave functions corresponding to normalizable states to include functions like eTi P,

We can indeed avoid the problem of dealing with non-normalizable states if we
quantize the particle in a box, just as we did for the photon in Chap. 5: We consider
the particle as propagating inside a parallelepiped of sides L4, Lp, Lc along the three
directions X, Y, Z and volume V = LsLgLc. We then impose periodic boundary
conditions on the wave function, as a consequence of which the eigenvalues of p are
quantized:

ny ny ng

p= Px,py,p;) =21h (L_A L—B, L_C) Ny, Ny, Ny € 2, (9.50)
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and the corresponding eigenstates are normalizable to one:
(pIp’) = p.p'- (9.51)

Writing the identity operator as 1= Zp |p)(p| we rederive the relation (9.49)
between the coordinate and momentum representation of a state in the form of a
Fourier series

Y@ =D b @) et Px. (9.52)
P

In the infinite volume limit L4, Lg, Lc — 00, see discussion in Sect.5.6.2 of
Chap. 5 and set k = p/h, we recover a continuous momentum spectrum and the
sum over the discrete momentum values becomes an integral through the replace-

ment:
z / sV (9.53)

This limit amounts to requiring that V be much larger than the size (Ax)3 of the wave
packet describing the particle. In the large volume limit the normalization condition
(9.51) becomes

(2rh)?
plp) = —— 5@ - p), (9.54)
where we have used the prescription
Qrh)? 4 ,
Opp —> (=P, (9.55)

which follows from Eq. (5.126) of Chap. 5 upon replacing k with p/A.1°
Using Egs. (9.54) and (9.53), the identity operator can be written as

. d?
P=> el [ G ViRl (9.56)
P

The one-particle volume V is a normalization factor which should ultimately drop
off the expression of observable quantities, as it will be shown in Chap. 12, when
computing transition probabilities and cross sections of interaction processes.

10We have also used the property of delta-functions 6(cx) = (x)/c, so that §°(k — k') = B> §°
P-p).
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Let us now describe the effect of a spatial translation (9.42) on the wave function
Y(X) = P(q)(x) of a particle which is in state |a) with respect to the frame S. An
observer in the translated frame S’ will observe the particle in the state |a’) = U (€) |a)
and describe it through the following wave function:

V) = vy () = (X]d) = (K[eF P€Ja) = (X + ela) = p(x + €).

We thus find the correct transformation property of the wave function given in infin-
itesimal form in equation (7.98).

Writing ¢’ (x) as resulting from the action of a differential operator O, = efiP€on
V(X): Y (X) = Y(xX+e€) = ehibe 1(x) and expanding the expression for infinitesimal
shift parameters e« 1, along the lines of Sect.(7.4.3), we derive the form of p; as
differential operators on wave functions:

0
pi = _ihﬁ & p=—ihV. (9.57)

As we have seen in Sect.4.5.1, ordinary rotations are described by the following
transformations:

g€S0B3) = U@) =ef M j =123,
where 8 = (") and the M; operators satisfy the commutation rules (4.132)
[Mi, 1\;[]] = ihejk Mk.

If we take as O the same operators M; and compute their variation (9.39), with
G,‘ = Mi we find .
. i T~ = A
ot = 00/ 15, 8] = = e 600 ",
that is . .
oM = -0 x M.

This means that M transforms under rotations as a three-dimensional vector. As far
as the effect of rotations on the position and momentum operators is concerned, we
may further verify that

N . ~k. Sr oA . A
[M;, ¥ = ihep X5 [M;, pjl = ilvejx pr,
implying that X and p transform under rotations as the vectors they represent

SR = —00 x %, Op=—00 x p.
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Under finite transformations, recalling our discussion of the rotation group and its
algebra given in Sect.4.5.1 (see specifically equation (4.123)), we have

M — "= U M U®) =RO); W, (9.58)
x = 1= U(@)xU®) = RO)F, (9.59)
p—p =U®O UG =RO) P, (9.60)

which imply the correct transformation rules under rotations of the corresponding
expectation values.

Let us now investigate the action of a rotation on the physical states represented
by kets. We take, for the sake of definiteness, as a basis of the Hilbert space either
the eigenstates |x) of the operator X or the eigenstates |p) of p, defined in Sect.9.2.
Consider, for instance, the action of a rotation U(6) on |p): Applying the operator p
to the transformed vector [p’) = U(0) |p) we have

pU®)Ip) = UOU®B) PUW®) Ip) =U®O) P Ip) = U®O) (RO)P) Ip)
= (R(O)P)U(O)Ip).

It follows that U(@)|p) is eigenstate of p corresponding to the eigenvalue Rp =
(R'j p’). Therefore, neglecting a possible normalization coefficient

U(0)lp) = IR(6) p).
In an analogous way we may show
U(0)[x) = [R(0) x).

The transformation property of a wave function under rotations is readily derived:
Let |a) and |@’) = U(0) |a) be the states of a same (spin-less) particle in S and in
the rotated frame S, ¥ (x) and ¢’ (x’) the corresponding wave functions. We have:

Y(x) = (x'|d) = X|U®O) |a) = (RO) ' X'|a) = P(R(O) ' x) = (x).

Writing ¢/ (x) = Og ¢(x) = et M'Bw(x) and expanding for small angles #/ < 1
we find the explicit expression (7.99) for the angular momentum components as
differential operators on wave functions.

‘We note however that, writing the effect of rotations on a state just by means of the
action of the (orbital) angular momentum operator M is correct only if the particle
does not carry spin degrees of freedom as it has been discussed in Chap. 8. If this is
not the case we may think of the rotation as acting simultaneously on the coordinates
by means of the M; generators and on the spin degrees of freedom by means of the
generators S;. That means that the infinitesimal generator of the rotations is given by
the total angular momentum operator J,
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J=M+S. (9.61)

The effect of a finite rotation g(8) € SO(3) is
U@®) |x,a) = D’,|Rx, 3), (9.62)

where the explicit dependence on 8 was suppressed and

U@) = 10 (9.63)
i &\ 0
D(O)ﬁ a = (eﬁs'e) o acts on the spin-components, (9.64)
: iNro\/
R(OY; = (eﬁM'o) ;i acts on the space-components. (9.65)

Similarly, for the momentum eigenstates |p, o), we find
Ulp.a) = D", |Rp, B).

Consider now a local, scalar differential operator A(x) (here we suppress, for the
sake of notational simplicity, the obvious dependence of A on the partial derivatives:
A(X) = A(x, V)), acting on wave functions and depending on x and on partial deriv-
atives with respect to the coordinates (by scalar we mean representing an observable
which does not transform under spatial rotations). An example of A(x) is the Hamil-
tonian operator H (P, x) = H (—ihV, x) in the coordinate representation. Let us illus-
trate how A(x) transforms under a coordinate transformation f : x — X' = f(x),
which can be a rotation, a translation, or a general congruence. Let the transformation
be implemented on wave functions by the operator Oy:

Or ) =v(f~' ) & 07 'YX = D(Fx)). (9.66)

Iff is arotation, Oy is the transformation Oy defined above, while x =f(x) = R(O)x
and f~1(x) = R(6)'x. Let @ (x) denote the result of the action of A(X) on ¥ (X):

AX)P(x) = D(x), (9.67)

and let us act on both sides by OJZ L.

07 ' AP () = 0o (x) = (F(X) = AFNVFX),  (9.68)

where it is understood thatA(f x)) = A(x/ ) is the operatorzz\ in which also Ehe partial
derivatives are computed with respect to the new coordinates x": A(x") = A(x/, V').
On the other hand we have:
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07 'Ax)¥(x) = 0 'AX)0f 07 ' (x) = 07 TAX) 059 (f (%)
= AX) V(). (9.69)

Comparing (9.68) with (9.69), being 1/(x) a generic function, we deduce the trans-
formation property of the local differential operator A(x) under a coordinate trans-
formation:

Al(x) = O;IA(x)of = A(f (x)). (9.70)

The above equation defines the transformation property of a scalar operator A(x). It
expresses Eq. (9.38) in the coordinate representation. The scalar operator is invariant
under f iff A’(x) = A(x), namely if

of—lA(x)of =A(f(x)) = Ax), 9.71)
or, equivalently:
[A(x), Of] = A(x) Of — Op A(x) = 0. (9.72)

We conclude that a local differential (scalar) operator is invariant under a coordinate
transformation f if it commutes with Oy.

9.3.2 The Time Evolution Operator

In non-relativistic quantum mechanics space and time are treated on a different
footing. So far we have considered quantum states and their transformations under
unitary operators at a fixed time t, and we have shown that they play in quantum
mechanics the same role as canonical transformations in the classical theory. In
classical mechanics time-evolution, namely the correspondence between the state of
asystem at a given instant and its evolved at a later time, is a canonical transformation
generated by the Hamiltonian of the system. In quantum mechanics, however, in order
to describe the time-evolution of a system, we must find an operator on V€ that
connects the states of a system at two generic instants, say |a, f) and |a, tp). From
the superposition principle in quantum mechanics it follows that if at ¢

la, 1) = a1 |b, t0) + a2 |, to),
the same superposition must hold at any other time 7:

la,t) = ayr|b, t) + az|c, t).
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This implies that the mapping U between |a, fg) and |a, t)
la, 1) = U(z, 1) la, to) (9.73)

must be a linear operator. Requiring also the conservation of the norm of a state
during its time-evolution (conservation of probability), we must have

(a,tla, 1) = (a,ola, t0) = (a,to|U'Ula, 1) = (a, 10la, 1),

implying . .
Uu'v =1,

that is, the time-evolution operator U has to be unitary. Moreover if U(¢, ty) maps
la, to) into |a, t), U(t, 1) ™' = U(t, t9)" maps |a, t) into |a, ty), so that U(z, 1) =
U(tg, t). We finally require U to satisfy the condition U (ty, tp) = 1.

In order to determine the time-evolution of |a, t) we compute the change of |a, 7)
under an infinitesimal change in the parameter . We have

dla, t _ 1) — |a, f o U-1
a0l _ oy et ) \a, o). (9.74)
ot =ty 00 t—1 =1y t — Iy

Let us denote the limit of the operator inside the curly brackets by —i H /h; we can
then write, at a generic time ¢, the differential equation

Hla, 1) = ih%m, 7). (9.75)

The operator H is the infinitesimal generator of time-evolution and, in analogy with
classical mechanics, is identified with the quantum Hamiltonian. If we substitute Eq.
(9.73) in (9.74) we obtain an equation for the evolution operator:

dU(t, t . dU(t, to)"
i 4V 1) —HUG, 19) & i AU 0"

= —U@, 1) A, 9.76
” o (t, 1o) (9.76)

where we have used the hermiticity property of H: H' = H. If the Hamiltonian is
time-independent, as it is the case for a free particle, we can easily write the formal
solution to the above equation with the initial condition U (tg, tp) = I:

Ut 10) = U(t — tg) = e~ 110=10) 9.77)
The equation for the wave function

V(x, 1) = (Xl|a, 1),
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is obtained by scalar multiplication of both sides of (9.75) by the bra (x|. Taking into
account Eq. (9.19) we obtain

Hix, 1) =ih %w(x, 1), (9.78)

that is the Schrodinger equation, where H is now the Hamiltonian operator realized
as a differential operator on wave functions. For a free particle

A2 2
H = ﬁ — _h_ V27
2m 2m
and eq. (9.78) reads:
i V2. 1) = ih Dapx, ) (9.79)
- — X, 1) =ih—1Y(X,1), .
2m ot

where V2 =V .V = 213: 1 8i2 . Note that in this formulation the dynamical vari-
ables described by hermitian operators are not evolving in time, that is they are
time-independent, while states, or equivalently wave-functions, are time-dependent.
Thinking of time-evolution as of a particular kind of transformation, we have previ-
ously referred to such description as the Schroedinger picture.

In the Heisenberg picture on the other hand, transformations (including time-
evolution) act on operators while states stay inert. In this representation therefore
states are time-independent while operators o) representing observables evolve in
time. To see how, let us specialize Eq. (9.38) to the time-evolution and apply it to an
observable O(7):

O = Ut — 1) Oto) Ut — 19) = e~ 7 H 0D A1) =7 HG=10) (9 80)
where we hzive used the property U(t — ) = U@ —1). Clearly at t = 19, being
Ul(ty, to) = I, any Heisenberg dynamical variable, as well as the state of the system,

is the same as the corresponding one in the Schroedinger picture. To find the equation
of motion for the operator O(t) we differentiate both sides of (9.80) with respect to z:

d - d N N d
00 = (E U(r — to)*) O(to) U(t — to) + U(t — 19)" O(1o) LU —1)

=+ (HUG=10)" Ot0) UGt = 10) = Ut = 10) Ot) Ut — 1) ).
where we have used (9.76). Using Eq. (9.80) again we find
Low = L, by (9.81)
dt TR ’ )

which is referred to as the quantum Hamilton equations of motion.
Let us compare this equation with the Hamilton equations of motion of the classi-
cal theory, Eq. (8.98). We see that the time-evolution of a dynamical variable in quan-
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tum mechanics can be obtained from the classical formula Eq. (8.98) by replacing
the Poisson bracket between the classical observable quantities with the commutator
between the corresponding quantum operators, according to the prescription (9.40).

We give another example of this procedure by examining the condition under
which a quantum dynamical variable is conserved. In the classical case this happens
when the Hamiltonian of the system is invariant under the action of a group of
transformations G.

Quantum mechanically the transformation of the Hamiltonian operator H under
the transformations U(g) of G reads

YgeG : H =U@ HU(g).
The infinitesimal form of the above transformation is given by Eq. (9.39) with O=H:

PN i

SH=H —H = héar [H,G,], VO, (9.82)

where G, denote the infinitesimal generators of G. Asin the classical case, in quantum
mechanics the group G is a symmetry or an invariance of the theory if under the action
of G-transformations, the Hamiltonian is left invariant (here we assume Gr not to
explicitly depend on time):

SH=0 = Vvr: [H G, ]=0.

On the other hand from Eq. (9.81), using the invariance condition, we obtain

d ~ [ A A
L6, =+1H.G1=0,

dt h [
that is the generators G, of G are conserved. Equation (9.82) amounts to saying
that, a system is invariant with respect to the transformations in G if and only if the
Hamiltonian operator commutes with all the infinitesimal generators of G. Using
the exponential representation of a finite time-evolution operator U (¢t — fy) and of
a finite G-transformation U (g), this property implies that for any g € G and ¢, 1:
U —1t))U(g) = U(g)U(t — 1), that is the result of a time-evolution and of a G-
transformation (e.g. a change in the RF) does not depend on the order in which the
two are effected on the system.

Let us now mention an important application of Schur’s Lemma, see Sect. 7.2, to
quantum mechanics. Let G be a symmetry group of a quantum mechanical system.
We know, from our previous discussion, that the Hamiltonian operator H commutes
with the action U of G on the Hilbert space V(). Its matrix representation on the
states will then have the form (7.27), where cy, ..., ¢; (s may be infinite!) are the
energy levels E1, . .., Ej of the system, and k1, . . . kg their degeneracies. This means
that the ky states |E¢) of the system corresponding to a given energy level E;, define a
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subspace of V© on which an irreducible representation Dy, of the symmetry group
G acts. We can easily show this by writing the Schroedinger equation for a state |Ey):

H|Eg) = E¢ |Ey). (9.83)

Consider a generic symmetry transformation g € G and the transformed state |Ey)’ =
U(g)|E¢). This state corresponds to the same energy level E, as the original one, since

H|E,) = HU(9)|E¢) = U(9)H|E¢) = E¢ U(9)|E¢) = E¢|E)',  (9.84)

where we have used the property that H commutes with U (g). Since the above prop-
erty holds for any g € G, the eigenspace of the Hamiltonian operator corresponding
to a given energy level supports a representation of the symmetry group G.

In the generic case, in which there is no accidental degeneracy, Dy, , ..., Dy, are
irreducible representations of G. If Dy, is not irreducible, this may indicate that there
exists a larger symmetry group G’ containing G, whose action on Vj, is irreducible. In
other words accidental degeneracies may signal the existence of a larger symmetry of
the system. As an example consider the Hydrogen atom which is a system consisting
of an electron and a proton, with charges +|e|. The classical Hamiltonian of the
system reads:

_p? &

T 2m,  4n|x|

H(p,x) (9.85)

and is manifestly invariant under rotations H (p, x) = H(p’, X'), where X’ = R(0) x,
p’ = R(0) p, since it only depends on the norms of the two vectors. In quantum
mechanics, the Hamiltonian operator in the coordinate representation H (P, x) =
I:I(—ih V., x) reads

2 2

N h

H—ihV,x) = ——v>_ ¢ (9.86)
2m 47 |X|

It shares the same symmetry as its classical counterpart: If Oy is the differential

operator defined in Sect.9.3.1, which implements a rotation on wave functions

W(x) > Og(x) = ¢(R(0)_1x)), then, applying Eq. (9.70) to H we find:

H'(=ihV,x) = 05 H(—il V,x)0g = H(—ih V', x') = H(—ih V., x),

namely the Hamiltonian operator is invariant under rotations. Thus by Schur’s lemma
we expect the wave functions corresponding to a given energy level to define a basis
of a representation of SO(3). This is actually the case, although such representation
is completely reducible. In other words, there is an accidental degeneracy which
can be explained by the existence of a larger symmetry group of the system, which
contains, besides the rotation group SO(3) generated by the angular momentum M,
a further hidden symmetry SO(3)’, commuting with the first one, generated by the



9.3 Unitary Operators 301

so called Laplace—Runge—Lenz vector. We say that the symmetry group is actually
G =SO(3) x SO(3)".

9.4 Towards a Relativistically Covariant Description

Consider the effect on states of a space-time translation. Suppose a same particle is
observed from two different frames S, S’ whose Cartesian rectangular coordinates
coincide at all times. The only difference is that the chronometers in the two systems
were not set to start at the same time but measure two times, ¢, ¢’ respectively, related
by t =’ + €. The state |@’, ') observed from S’ must coincide with the state |a, 1)
measured from S at the same time, so we can write:

d, 1) = la, 1) = a7/ +¢) = e T a1y, (9.87)

Suppose now the two spatial coordinate systems are related by a rigid translation,
so that the coordinate vectors of the particle in the two RF’s are related as follows:
x = x' + €. The relation between the two quantum descriptions of the particle
becomes:

i A QA i 7
ld, 1) = efiP€la, i +¢) =enPCe 7€ q 1),

We see that the effect of the coordinate transformation is implemented on the state
by the unitary transformation

Uty = efibeemile — o Plen, (9.88)

where we have defined the four-momentum operator pr o= (% H, p) and the four-
vector (/') = (ce, €). Note that in this derivation we have used the property that,
for a free particle, H and p commute.

Consider now the wave function description of the particle state in the two RF’s.
Using the definition (9.27) we find:

Ol (K 1) = (X ald 1) = (X, aleh P la,f +€) = (X + e ala,i +¢)

=00 (X' +e1+60) =000 (x,1), (9.89)

which is the correct transformation property under space-time translations of a field
95(";) x*) = d)& ) (x, t) on Minkowski space. Note that, from an active point of view,
the above transformation can be written as the effect on cD((Z) (x*) of a differential

operator O which implements a space-time translation on wave functions:

D) () = 0L ) = DY (F + ), (9.90)
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where we have just renamed x* in (9.89) by x*. Writing O = ¢~ P . we can find
the explicit realization of the four-momentum operator on wave functlons from the
infinitesimal form of Eq.(9.90) (¢/ < 1). The derivation is analogous to that of Eq.
(7.86) and yields the following identification

0
ihnt 9.91
= e 9.91)
If we use the short-hand notation J,, = ai and 0* = " 0, we can simply write

Pl = ihor.

To achieve a relativistically covariant description of states, we need to define on
them Lorentz (and in general Poincaré) transformations, that is they should have a
definite transformation property under Poincaré transformations.'! To this end let us
define the following vectors:

lx, o) = |(x"), a) = |(ct, X), ) = e. "X, o) = 7 T =0),a).  (9.92)

The wave function corresponding to a given state would then read:

Dy (&) = (x,ala, 1) = (x, ale th| ) = (x, ala), (9.93)
where |a) = |a,t = 0). So far we have just performed redefinitions. Let us now
define the action of Poincaré transformations on these states. In analogy with the
transformation property of states under rotations (9.62) and space translations (9.47)
in the non-relativistic theory, we try to define the action of a Poincaré transformation
(A, xo) on the basis |x, o) by means of a unitary operator U (A, xg):

v a) B UL xo)x. a) = DPy 1. B) = D2 [Ax — x0. B).  (9.94)

where we have used the general transformation law (7.46). Consistency requires for
these states a normalization condition which generalizes Eq. (9.25):

mmﬂm:#W—ny_ 5 =16 x —x) 4. (9.95)

The index « labels internal degrees of freedom which can be made to freely vary
by means of Poincaré transformations at fixed point x* in M4. We may convince
ourselves that the largest group of transformations which leaves x* fixed is the full
Lorentz group.'? Consider the state corresponding to the origin of the RF x* = 0

n fact we shall characterize a single particle state as belonging to an irreducible representation
of the Poincaré group.

12This statement seems to be at odds with what we have learned from our earlier discussion about
Lorentz transformations: Under a Lorentz transformation a generic position four-vector x* trans-
forms into a different one x’#* = A*,, x¥, and the only four vector which is left invariant is the null
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and act on it by means of a Lorentz transformation:

|0, c) A, U(A)|0, a) = D?, 10, B). (9.96)
By virtue of homogeneity of space-time, whatever statement about the point x* = 0
equally applies to any other point x*. We conclude that the matrix D = (D”,) =
D(A) acting on the internal index « is a representation of the Lorentz group. Assum-

ing {|x, )} to be a basis of the Hilbert space we define the coordinate representation
of a state by expanding it in this basis:

la) = / d*x > % (x) |x, a). 9.97)

Acting on |a) by means of U(A, xg) we deduce the transformation property of the
coefficients @“(x):

ld'y = U(A, xo)|a) = /d4x D(x) U(A, x0)|x, o)
= /d“xqsa(x)Dﬂamx—xo,ﬂ) =/d4x/q>a(x)D5a|x/, 3)
= / d*x @5 X, B), (9.98)

where x’ = A x — xo and we have used the invariance of the elementary space-time
volume under Poincaré transformations: d*x = d*x’. We conclude that

() = D% @7 (x). (9.99)

We have thus retrieved the general transformation property (7.47) of a relativistic
field under Poincaré transformations.

(Footnote 12 continued)

one (x") = 0 = (0,0, 0, 0) defining the origin O of the RF. For a given Lorentz transformation
A in SO(1, 3) and a point P described by x = (x*), we can define the Poincaré transformation
Ay = (1, —x) (A, 0) (1, x), see Sect.4.7.2 of Chap. 4 for the notation, which consists in a first
translation (1, x) mapping P into the origin O (x — 0), then a Lorentz transformation A which
leaves O invariant (0 — 0), followed by a second translation which brings O back into P (0 — x).
By construction Ay, which is not pure Lorentz since it contains translations, leaves x invariant. The
transformations Ay, corresponding to A € SO(1, 3), close a group which has the same structure
as the Lorentz group, though being implemented by different transformations: The correspondence
A < A, for a given x is one-to-one, and, moreover, if AA" = A” then A, A, = A!. The two
groups are said to be isomorphic. Transformation groups sharing the same structure represent the
same symmetry. We shall denote the group consisting of the A, transformation by SO(1, 3),. It can
be regarded as the copy of the Lorentz group, depending on the point x, which leaves x invariant.
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As we did in Sect.7.4.2, we can describe the effect of a Poincaré transformation
(A, xp) on @“(x) in terms of the active action of an operator O, ), as in Eq. (7.90):

() B0 o) = Op ) POW). (9.100)

We then write O, x,) as the exponential of infinitesimal differential operators, as in
Eq. (7.91):

i > i o T i o «
O(A,xo) = eiﬁx(‘)il’ueﬁ 07 JpU, D(A)a;} = (eﬁ 0 Epa) 3, 9.101)

where, with respect to the notations used in Sect.7.4.2 we have defined IA’H =ihP,
and

Joo = =il Lpg = Mys + Zpo,
M = —ih (P97 —x70P) = —xP P74+ X7 PP, (Z)5)"5 = —ili(Lyo)5.  (9.102)

The commutation relations (7.95) in these new generators read:
[j’“’, jp"] = —ih (77”‘) JH 4 ad Jvr — nH? Jv — 4 }”p), (9.103)

(71, By) = —in (b6~ 31) ;[P 2] =0, (9.104)

The differential operator A;Im realizes the action of the Lorentz generators on the
coordinate dependence of the field, while the matrix X, defines the corresponding
action on the internal components. Clearly, since these two operators act on different
degrees of freedom, i.e. different components, they commute:

[Mpm E/u/] =0. (9.105)

For the same reason X', commutes with the four-momentum operator 13/ .- Both M po
and X, satisfy the same commutation relations (9.103) as J o> being generators of
different Lorentz representations.

Recalling that the angular momentum operator J=0» generates the rotation
subgroup of SO(1, 3), its components are related to the Lorentz generators as in
Eq. (4.176):

N 1 . | . A
Ji == ein JE = e x' p — S €ilk R = M; 4§, (9.106)

where we have used the general expression (9.61). From the above equation we
deduce the expression of the spin component operators S;, which implement the
effect of a rotation on the internal components, in terms of the Lorentz generators:
Si =—5 e,jk >k We shall give a more intrinsic definition of spin in the next section,
when descrlblng relativistic states in the momentum representation.
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Aside from the operators P which generate the space-time translations and which
are associated with the components of the four-momentum p*, also the Lorentz
generators JH define, through their eigenvalues, observables J*” transforming under
Lorentz transformations as components of a rank-2 antisymmetric tensor.

The wave function @“(x) describes then a free particle with a given spin. We have
not yet imposed, however, the condition that the particle has a certain mass m, namely
that its momentum satisfies the mass-shell condition: p> = m?* ¢*. Such condition
will be implemented on @“(x) by a differential operator obtained upon replacing, in
the mass-shell equation p?> —m? ¢> = 0, the four-momentum with the corresponding
operator PH. We end up with the following, manifestly Lorentz-invariant, differential
equation:

m22

(ﬁﬂ P, —m? cz) PU) =0 & (aﬂ 0, + h—;) (x) = 0. (9.107)

We shall examine, in the next chapter, the solutions to the above equation and their
physical interpretation.

To make contact with our previous non-relativistic discussion, we have introduced
the basis of vectors |x, ) and used it to define the relativistic wave-function. There
are however problems in defining such states within a relativistic framework. Let us
mention some of them:

e The state |x, o) would describe a particle located in x at a time 7. Due to the
possibility, in relativistic processes, of creating new particles, provided the energy
involved is large enough, and in the light of Heisenberg’s uncertainty principle,
there is a physical obstruction in determining the position of a particle at a given
time with indefinite precision: The smaller the distances we wish to probe, in order
to locate a particle with a sufficiently high precision, the larger the momentum and
thus the energy we need to transfer to the particle and, if the energy transferred
is large enough to produce one or more particles identical to the original one, we
may end up with a system of virtually undistinguishable particles, thus making
our initial position measurement meaningless. This is also related to the problem
with interpreting the relativistic field @ (x) as the wave function associated with
a given single-particle state, like we did in the non-relativistic theory. We shall
comment on this in some more detail in the introduction to next chapter;

e The normalization (9.95), which guarantees that all the states of the basis have
a positive norm, is not Lorentz-invariant. Indeed, while 54(x — x') is Lorentz-
invariant, ¢, g would be invariant only if the representation D were unitary. There
is however a property in group theory which states that unitary representations
of the Lorentz group can only be infinite dimensional (like the one acting on
the infinitely many independent quantum states of a particle). Being D finite-
dimensional, it cannot be unitary, namely D™D # 1. As an example, suppose the
representation D is the fundamental (defining) representation of the Lorentz group,
thatis D(A) = A = (A*)). If these matrices were unitary, being real, they would
be orthogonal. We have learned, however, that A are pseudo-orthogonal matrices,
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namely they leave the Minkowski metric 7),,,, rather than the Euclidean one d,,,,,
invariant. In other words AT A # 1.13

These are some of the reasons why the coordinate basis {|x, a)} is ill defined in a
relativistic context. We find it however pedagogically useful to use such states in
order to introduce the main objects and notations of relativistic field theory starting
from non-relativistic quantum mechanics. From now on the main object associated
with a given particle will be the relativistic field @ (x).

9.4.1 The Momentum Representation

Since relativistic effects pose in principle no obstruction in determining the momen-
tum and energy of a particle with indefinite precision, the basis of eigenvectors
|p, r) = |(p"), r) of the four-momentum operator:

Pt ip,r) =p"p, 1), (9.108)

is the most appropriate in order to describe the single-particle relativistic quantum
states and thus the action on them of the Poincaré group. It is important at this
point to stress the differences between the coordinate and the momentum bases,
besides the problems mentioned above with defining the former. The internal index
r of the state |p, r) labels the degrees of freedom which can be made to freely
vary, using Lorentz transformations, keeping p" fixed. In the coordinate basis we
could act on o with the full Lorentz group, generated by X, while keeping x*
fixed. This was related to the fact that we can move everywhere in space-time by
means of space-time translations, and in particular we could move to the origin of
the RF, whose invariance under Lorentz transformations is manifest, see Eq. (9.96).
The set of Lorentz transformations keeping p/ fixed would coincide with the full
Lorentz group, as for x*, only if we were able to Poincaré-transform a generic p*
into p* = 0, corresponding to the absence of a particle (the vacuum state). This
is clearly not possible, since the momentum four-vector is inert under space-time
translations and only transforms under Lorentz transformations, which, however,
cannot alter the Lorentz-invariant rest-mass m> = p?/c? of the particle (if we work

BA problem related to the non-unitarity of D is the fact that if we defined @“(x) = (x, aa), as
we did in the non-relativistic theory, it would no longer have the correct transformation property
(9.99) under Poincaré transformations. For spin 1/2 and 1 particles, we can however define a real
symmetric matrix v = (7,4) squaring to the identity ’yz = 1, such that v D(A)F vy = D(A)~!: For
spin 1 particles D is the fundamental representation, namely D(A) = A, and v = 7, while for spin
1/2 particles, as it will be shown in next chapter, D is the spinorial representation and v = v°. We
can use this matrix to define @%(x) = (x, (|a) 7“3. We shall however, for notational convenience,
still write @“(x) = (x, «r|a), keeping though this subtlety in mind. We can also use the ~ matrix to
define a Lorentz-invariant normalization for the |x, av) states: (x, alx’, f) = §*(xX' — x) Yag- Such
normalization is however problematic since -y is not positive definite and thus some of these states
would have negative norm!



9.4 Towards a Relativistically Covariant Description 307

with proper Lorentz transformations, also the sign of p® is invariant). The subgroup
of the Poincaré group which leaves a covariant object unchanged is called the little
group G© of the object. The little group of x* is thus the full Lorentz group O(1, 3)
(see comment in footnote 12), while the little group of p* is a proper subgroup of the
Lorentz group. From this it follows that, while « is an index of a representation of
the Lorentz group, the index r of |p, ) will label a representation of the little group
GI(,O) of p#. Clearly the matrix representation of GI(,O) will depend upon p*, since it

consists of matrices AI(,O) = (Al(,o) ") such that:
AP eGP o AP, pY = pH, (9.109)

its structure however only depends on m?. We can indeed, for a given m?, evaluate
GO = G{(_)O) in a RF Sp in which p#* = p* is simplest, namely has the largest number
of vanishing components (standard four-momentum). Any other four-momentum
vector p = (pH) with the same value of m? will be related to p = (p") by a Lorentz
boost Ay,: p = A, p. The explicit matrix form of A, was given in (4.190) of Chap.
4. The little group G© can be taken as the definition of the spin of a particle: It
represents the residual symmetry once we keep its four-momentum fixed at some
representative value p.

Let us now see how the structure of the little group depends on m? (for a more
rigorous discussion of this issue see section E.2 of Appendix E). If m* > 0, we can
define a rest-frame for the particle, in which p = 0 and thus choose p = (mc, 0)
as the standard four-momentum. The little group G© clearly contains the group
of rotations in three dimensions, since a particle at rest is a system with spherical
symmetry. Its generators consist in the components of the total angular momentum
j , which coincide with the spin components S since, in the rest frame, the orbital part
is zero M| p, r) = 0. We recover the definition of the spin of a massive particle as its
angular momentum when it is at rest. In this case the index r spans a representation
of the spin group SU(2) (the group SU(2), i.e. the group of 2 x 2 unitary matrices
with determinant 1, has the same local structure as SO(3), though it admits more
representations, like the double-valued representation pertaining to particles with
spin 1/2. The spin group is therefore SU(2) rather than SO(3), see Appendix F for
a definition of the group SU(2) and its relation to the rotation group). If m?> = 0,
we cannot define a rest-frame for the particle. The best that we can do is to go
to a RF Sy in which the X-axis coincides with its direction of motion and thus
choose p = (E, E, 0,0)/c. Clearly in this RF we have symmetry under rotations
about the X-axis, which is generated by the helicity operator defined in Sect.6.3,

I = ‘l%ll’, where p = (E, 0, 0)/c. In this case the generators of GO consist of other
two generators, which we impose to vanish on the state, since they would generate
infinitely many internal degrees of freedom, see Appendix E. Helicity therefore
provides the definition of the spin for massless particles.
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Consider the action of the spin group G© on a state |p, r). Since it does not affect
p, it will only act on the internal index r:

AQ GO gAYy g, ) =R, p, r), (9.110)

where the matrix R = (R’/,) =RAD) represents the action of the G -element
A© in the representation pertaining to the spin of the particle. Note that R is always
defined to be unitary. This is possible since, in contrast to the full Lorentz group,
G consists of rotations only (it is SU(2) for massive and effectively SO(2) for
massless particles) and thus admits finite dimensional unitary representations.

How does a generic transformation A € SO(1, 3) acton a state |p, r)? The infinite-
dimensional, unitary representation of the Lorentz group acting on the states |p, r)
is constructed starting from the finite-dimensional unitary representation R of G
acting on the particle states in the RF Sp as in Eq. (9.110). The particle state |p, r)
in a RF in which the momentum is p is defined by acting on |p, r) by means of the
boost A, relatingptop:p = A,p

p,7r) = UAp) Ip, 7). (9.111)

This suffices to define the action of a Lorentz transformation A on a generic state
|p, r). As it is shown in detail in Appendix E, the action of the unitary operator U (A)
which realizes A on states reads:

UA) |p,r) =R, |Ap, 1), 9.112)

where now the rotation matrix R in G () depends onboth A andp: R = R(A, p).If A
is a simple boost, the corresponding rotation R (A, p) is called Wigner rotation. The
method of constructing the unitary infinite-representation of the Lorentz group on
the states |p, r) starting from the finite-dimensional representation of the little group
is called method of induced representations, see Appendix E for a more detailed
discussion.

Clearly the effect of a translation on |p, r) is trivial since it amounts to multiplying
the state by a phase e 70,

Single-particle states are characterized by irreducible representations of the
Poincaré group. Consequently we require the representation R of the spin group
G© to be irreducible, as motivated in Appendix E. On these states the mass-shell
condition has not been imposed yet. Just as we did for the eigenstates |p, «) in
Sect.9.3.1, we can derive the wave function description (D;f,(x) of the states |p, r)
by projecting them on the basis |x, o) (see footnote 13 for subtleties with this projec-
tion) and writing each vector |x, «) as et P |x = 0, ), where the pointx = (x*) =0
is the origin of the coordinate system:

®0.(x) = (x.alp,r) = (x = 0,ale”# M p,r) = cpu(p, ) e HPT,  (9.113)
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where we have defined ¢, u®(p, r) = (x = 0, a|p, r), ¢, being a Lorentz-invariant
normalization factor: cpp = cp. Note that @1‘; ~(x), for different p = (p#), define a
complete set of eigenfunctions of the four-momentum operator (9.91):

Pro) (x) = ihn" 0,®) .(x) = p' ) (x). (9.114)

For a given particle, the components p* are not independent but constrained by the
mass-shell condition p?> = m? ¢2. From now on we describe a single particle state in
terms of the simultaneous eigenstates |p, r) of the linear momentum operator p and
of the Hamiltonian H whose energy eigenvalue E is fixed by the mass-shell condition

E=Ey=m2ct—|pPc > 0:
P.r) = 1p.7) ot 9.115)

Such states were defined in Sect.9.3.1 and normalized as in Eq. (9.54). Their wave
function representation is given by Eq. (9.113) in which p° is now fixed by the mass-
shell condition to Ep/c. The normalization condition (9.54), using Egs. (9.113) and
(9.20), reads:

(p,rlp,s) = /d3xe% (p=p')x C;c,,/ Z u®(p, N*u®Q’, s)
«

27h)3
= rh)3} P —p) ey ulp, ) ulp, s) = % 3P —p) s,

where we have defined the vector u(p, r) = (u®(p, r)). The above equation implies
for the vectors u(p, r) the following normalization:

+ 1
M(P, r)'l/l(p, S) = mars. (9116)
P

Comparing Egs. (9.100) and (9.112) we find for @ 1? ,+(x) the following transformation
property under a Lorentz transformation:

O ¢Iir(x) =DA% q);zr(A_l x) = ¢, DIN)*3u®(p, r) e h (AT D)
= ¢ DAY 5u (p. 1) e T APT =R p)", 8%, ()

= ¢, R(A.p) u*(Ap, ¥y e i AP, 9.117)

where we have used the Lorentz invariance of ¢,. From the above equation which
we deduce:

DA 54’ (p,r) = R(A,p)” ru®(Ap, ). (9.118)

The vectors u(p, r) for a scalar particle are proportional to 1, being the corresponding
Lorentz and spin representations, spanned by the indices « and r, trivial. For a spin
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1/2 particle, like the electron or the positron, as we shall see in the next chapter,
they will be of two kinds: One denoted by the same symbol u(p, r), the other by
v(p, r). In this case r = 1, 2 labels the two spin states S, = +//2, while « labels
the four components corresponding to the spinorial representation of the Lorentz
group. As far as the photon is concerned, the role of u®(p, r) will be played by the
polarization vector slrt(p), where o = p labels the Lorentz representation D(A) =
of the potential four-vector, while r = 1, 2 label the two transverse polarizations.

As remarked earlier, the state |a) of a particle is in general described by a wave
packet @“ (x) propagating in space and can be represented in terms of its momentum
representation by using Eqs. (9.93) and (9.113):

d3

() = rala) = [ ooV Z (x, alp, B)(p, Bla)
d3
Gty ¥ 6 2 B

=/ ﬁmi u(p, 1), r) e FEPV - (9.119)
7
r

where, we have defined @“(p) (p, ala). A wave packet is thus expressed as a
superposition of plane waves e~ 7 (E1=PX) with angular frequency w = E/h and
wave number k = p/h. It propagates in space at a speed which is the group velocity
of the wave, and which is given by the well known formula v = %. In terms of
the energy and linear momentum, using the relativistic relation between E = Ep and
Ipl, we find:

dw dE  |p|c?
VV©= — = — =
dik|  dlpl E

(9.120)

which is indeed the expression of the velocity of a free particle in special relativity.

9.4.2 Particles and Irreducible Representations
of the Poincaré Group

An elementary particle state is characterized as transforming in an irreducible rep-
resentation of the Poincaré group. Such representations are uniquely defined by the
mass m and the spin s of the particle which, as we are going to show below, are indeed
invariants of the group, namely if we change inertial RF their values are unaffected.
Therefore all states belonging to the base space of an irreducible representation of the
Poincaré group, being quantum descriptions of a same particle from different inertial
RF’s, share the same values of m and s. To show that these observables are Poincaré
invariant, we first need to express them in terms of Lorentz-invariant quantities. On
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a single particle state the action of the Poincaré generators J 00s IA’M is defined. With
respect to the Lorentz group, these are a rank-2 antisymmetric tensor and a four-
vector, respectively. Using the Lorentz-invariant tensor €,,,,,; we can define a second

four-vector, besides P,;:

A

Wy = —= euupo 77P7, (9.121)

N|~

which is called the Pauli-Lubanski four-vector. We first notice that the component
Myp of Jyp does not contribute to W,L since

1 N
= 3 Cupo M"TP7 = —1i? € pox” 0707 = 0, (9.122)

where we have used the property that the e-tensor is totally antisymmetric in its four
indices and that two partial derivatives commute: 797 = §79”. By the same token
one can show that [Wﬂ, PV] = 0, which implies that Wu, just as P#, is invariant
under space-time translations. Clearly the mass m of a particle is Lorentz-invariant
since it is the eigenvalue of the Lorentz-invariant operator }2 ISN 25

Consider now a particle with mass m # 0. In its rest frame Sp its linear momen-
tum vanishes, p; = 0, that is its state is annihilated by the operators f?i , while the
eigenvalue of the time-component PO corresponds to the rest energy mc. In this frame
we can replace the components of the operator P in the expression of W,l by their
eigenvalues p = (mc, 0, 0, 0). The only non-vanishing components of W/,, in this RF
are the space ones:

A mc mc . A A
Wi = ——€ijo ok = = = ik SR = —meS;, Wo=0,  (9.123)
where we have used the convention that €;;0 = —€q;jx = —€;jk, namely that €g123 =

+1, and the definition of the spin-component operators, see Egs.(9.101)-(9.106).
The squared norm W, W# of W, is Lorentz-invariant and, on the states in the rest
frame, reads

3
ZW'W —m?2|SP? = =P m*Fs(s+ 1), (9.124)

where we have replaced IS2 by its eigenvalue /2 s(s + 1) defining the spin s of the
particle. Being Wu W Lorentz-invariant, its eigenvalue will not change if we switch
to a generic RF. We then conclude that the mass m and the spin s of an elementary
particle are Poincaré invariant quantities. Using the four-vectors P“ WH, we could
in principle build a third Lorentz-invariant operator P-W = pH Wu Such operator
is however null, being proportional to €, 2#* 0”0 = 0. Since there are no other
independent invariant, commuting with the previous ones, which can be constructed



312 9 Quantum Mechanics Formalism

out of the eigenvalues of the Poincaré generators, we conclude that a single particle
state is completely defined by the values of the mass m and the spin s.'*

Consider now the case of a massless particle. The standard four-momentum vector
can be chosen to be p = (E, E, 0,0)/c = (E/c, p). Let us compute the four vector
Wﬂ on the states |p, r):

i =

(e;wpo + Euypl) jy/). (9.125)
In components:

2. |

Ip ST S | | Y o
Wo=—7601ijfu=|l3|]1: W1=7601UJU=—|P|JI,

Wa = Ipleas T —T'%); a,b=2,3. (9.126)

As proven in the Appendix E, in order to have finitely many spin states, we need the
two operators N® = J% _ J14 {4 vanish on the states |p, r), so that W, = 0 and we
can effectively write:

N A

=J"pu=1"p,, (9.127)

where we have defined the helicity operator as
=Jh (9.128)

In going from Sy to any other frame S, p,, and W# are four vectors transforming by
the same Lorentz transformation, so that, in S, W, = DPu I". We conclude that I is
a Lorentz-invariant operator. The condition that the single particle state transform in
an irreducible representation of the little group further implies that there can be just
two helicity states:

[ |p, &s) = £hs|p, +s), (9.129)

The state of a single massless particle is completely defined by the value ifits helicity,
which is a Poincaré invariant quantity.'

141f we consider proper Lorentz transformations (A% >0, detA = 1), the sign of p eigenvalue
of P9, is invariant as well.

I5Here we are restricting to proper Lorentz transformations. The parity transformation Ap : p° —
p°, p — —p reverses the sign of I".
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9.5 A Note on Lorentz-invariant Normalizations

In this note we show that the normalization that we have adopted for single particle
states is Lorentz-invariant. To this end let us consider a particle of mass m and let
So denote its rest frame in which p = 0 and p° = mc. Sy then moves, relative to a
given RF S, at the corresponding velocity v of the particle. The relation between the
four-momenta p and p of the particle in Sp and S, respectively, is given by the Lorentz
boost A, using Eq. (4.190). If we write p = Ap_1 p, expressing the transformation
matrix in terms of v we have:

. 2 1
P’ =) (po - u) =) (1 - v—z) P’ =-p"
c c Y

. ) vV-p v
p=p+0-D C—zp vi— w;po, (9.130)

where we have used the relation p = p° v/c and v> = |v|? (here, as usual, upper and
lower indices for three-dimensional vectors are the same: v\ = v;, pi = p;). If we
perturb the rest state of the particle in Sp by an infinitesimal velocity, but keeping
the relative motion between the two frames unchanged, the momentum p relative to
S will vary by an infinitesimal amount p — p + dp. We can relate the infinitesimal

variation of p to that of p by computing the Jacobian matrix J,,i = g—Z
_opt . o
dp' = 8_pidp] =J,;jdp. (9.131)

This Jacobian is computed from the transformation law (9.130) by taking into account
that p® is not independent of p, being p° = /|p|> + m2c2. Using the property:

0 0 i i

o _r_V (9.132)

opt  pd ¢

from Eq. (9.130) we find:

9P . viv; vi op°
U S )L 4
T op T ) v2 7c op
. 1 iy,
=5;+(——1) N (9.133)
. 5 ;

The reader can easily verify that the matrix 7, has one eigenvalue 1 /7 corresponding
to the eigenvector v, and two eigenvalues 1, corresponding to the two vectors per-
pendicular to v. The determinant of this matrix, being the product of its eigenvalues,
is therefore:
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det(Jp) = —. (9.134)
Y

We can now compute the transformation property of an infinitesimal volume in
momentum space when moving from S to Sp:

I 1
d*p = dpydpydp, = |det(J,)|d’p = S d*p. (9.135)

Note from Eq. (9.130) that the same relation holds for the energies: p° = mc = p°/~.
We conclude that:

ap _4p (9.136)

namely that d°p/p° is Lorentz-invariant.
Let us now consider the relation between the position vectors of the particle in
the two frames:

io=v(v)(°—¥),

N ) s P} (9.137)
C Cc

The above equations allow us to compute the relation between the measures dVy =
d3% and dV = d>x which are infinitesimal cubic volumes in S and S, respectively.
The two quantities are related by the Jacobian matrix J,; = % which can be
computed from (9.137). We need however to observe that, in contrast to the case of the
four- momentum, where the energy p° depends on the remaining space components,
the four components of the position vector are independent and thus 9x°/9x’ = 0.

The Jacobian matrix 7’ ' 1s then easily computed to be:

. . ViV'
i =08+ (v - 1)v—2’. (9.138)

The eigenvalues of the above matrix are vy (eigenvector v) and twice 1 (eigenvectors
perpendicular to the velocity), so that det(J) = v and

dVy = d’x = |det(J,)| dV = ~vdV. (9.139)

The same relation holds for a finite volume: Vo = [dVy =~ [dV = ~ V. This
result was also obtained in Chap. 1 as a consequence of the contraction of lengths
along the direction of relative motion.

We conclude that the following quantities are Lorentz-invariant:

PpV =dpVy; EV=mc*V,. (9.140)
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From equation (9.139) it also follows the transformation property of the density of
particles. Indeed the particle density is computed in a given RF S as the ratio between
the number of particles N contained in a volume V and V: p = N/ V. Since N does
not depend on the RF, p transforms under a Lorentz transformation as 1/ V, namely,
if po = N/ Vj is the density in Sp, we have:

p="1m. (9.141)

Consider now the transformation property of a §>-function computed in the difference
between two momenta p and q, which can be shown to be:

FP-q = Fp-q =780 9. (9.142)

1
|det(Tp)

From the above property we conclude that % 53(p — q), which is the normalization

that we have chosen for the momentum eigenstates, is Lorentz-invariant as well.
Since the value of the product £ V does not depend on the RF, we can fix for the

volume, as measured in Sp, an arbitrary value Vj and write in a generic RF S:

€0

2EV =2mc*Vy = V =——
mc 0 ZE

, (9.143)

where we have defined ¢y = 2mc? V. Since the definition of ¢ is referred to a specific
RF &y, it is Lorentz-invariant by construction. In all formulas we can then replace
the normalization volume V by 1/(2E) times this Lorentz-invariant normalization
factor ¢ which however finally drops off the expression of any measurable quantity,
as we shall show in the last chapter when evaluating transition probabilities and cross
sections for interaction processes.

The above conclusions also apply to massless particles, although in this case a
rest frame Sy cannot be defined.

9.5.1 References

For further reading see Refs. [4, 8] (Vols. 3, 4), [3].



Chapter 10
Relativistic Wave Equations

10.1 The Relativistic Wave Equation

In the previous chapter we have recalled the basic notions of non-relativistic quan-
tum mechanics. We have seen that, in the Schroedinger representation, the physical
state of a free particle of mass m is described by a wave function ¢ (x, t) which is
itself a classical field having a probabilistic interpretation. For a single free particle
this function is solution to the Schroedinger equation (9.79). A system of N inter-
acting particles will be described by a wave function ¥ (xy, X2, ..., Xy; ) whose
squared modulus represents the probability density of finding the particles at the
points X1, X3, ..., Xy at the time 7. In this description the number N of particles is
always constant that is it cannot vary during the interaction.

Note that the conservation of the number of particles is related to the conservation
of mass in a non-relativistic theory: The sum of the rest masses of the particles, and
in fact the identity of each particle, cannot change during the interaction. A change
in this number would imply a variation in the sum of the corresponding rest masses.

Strictly related to this property of the Schroedinger equation is the fact that the
total probability is conserved in time. Let us recall the argument in the case of a
single particle.

The normalization of (X, t) is fixed by requiring that the probability of finding
the particle anywhere in space at any time ¢ be one:

/ Ex 0> =1,

1%

where V = R3 representing the whole space. This total probability should not depend
on time, and indeed, by using Schroedinger’s equation and Gauss’ law we find:
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d 3 2 __ 3 *2 2 ¥
d_t/d X |Y(x, 1) —/dx(w a;¢+¢8tw)
v \%4
_iﬁ 3 2 * 2%
_%/dx[(vwiﬁ — yv2y]
\4

h
= 2’—m XV - (V*V) — VYY)

v
= ﬂ / dSnm - (Y*Vip —pVp*) =0, (10.1)
2m
Soo

n being the unit vector orthogonal to dS and S« is the surface at infinity which ideally
encloses the whole space V. The last integral over S, in the above equation vanishes
since both v and V) vanish sufficiently fast at infinity. Thus the rotal probability is
conserved in time.

Equation (10.1) can also be neatly expressed, in a local form, as a continuity
equation:

—ih
dp+V-j=0, pzw(x,mz,jzﬁw*vw—wvw*), (10.2)

which, as we have seen, holds by virtue of Schroedinger’s equation.

Can the above properties still be valid in a relativistic theory? Let us give some
physical arguments about why the very concept of wave function looses its meaning
in the context of a relativistic theory. As emphasized in Chap.9, in non-relativistic
quantum mechanics x and 7 play different roles, the former being a dynamical variable
as opposed to the latter.

Furthermore we know that one of the most characteristic features of elementary
particles is their possibility of generation, annihilation, and reciprocal transformation
as a consequence of their interaction. Photons can be generated by electrons in motion
within atoms, neutrinos are emitted in 3-decays, a neutral pion, a composite particle
of a quark and an anti-quark, can decay and produce two photons, a fast electron
moving close to a nucleus can produce photons which in turn may transform in
electron-positron pairs, and so on.

That means that in phenomena arising from high energy particle interactions, the
number of particles is no longer conserved.

Consequently some concepts of the non-relativistic formulation of quantum
mechanics must be consistently revised.

First of all, we must give up the possibility of localizing in space and time a parti-
cle with absolute precision, which was instead allowed in the non-relativistic theory.
Indeed if in a relativistic theory we were to localize a particle within a domain
of linear dimension Ax less than /i/2mc, by virtue of the Heisenberg uncertainty
principle AxAp, > h/2, the measuring instrument should exchange with the par-
ticle a momentum Ap, > mc, carried for example by a photon. Such a photon of
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momentum Ap,, would carry an energy AE = ¢ Ap, > mc? which is greater than
or equal to the rest energy of the particle. This would be in principle sufficient to
create a particle (or better a couple particle-antiparticle, as we shall see) of rest mass
m which may be virtually undistinguishable from the original one.

It is therefore impossible to localize a particle in a region whose linear size is of
the order of the Compton wavelength i/mc. In the case of photons, having m = 0
and v = ¢, the notion of position of the particle simply does not exist.

The existence of a minimal uncertainty Ax ~ h/mc in the position of a particle
also implies a basic uncertainty in time, since from the inequality AtAE > gL and

the condition AE < mc* ~ % deduced above, it follows that Ar > % P % ~
fi/mc? (note that in the non-relativistic theory ¢ = oo so that Ar can be zero). As
far as the uncertainty in the momentum of a particle is concerned, we note that from
Ax < ¢ At it follows that Ap 2 C—Z,, that is the uncertainty in the momentum p;
can be made as small as we wish (Ap, — 0) just by waiting for a sufficiently long
time (At — 00). This can certainly be done for free particles. Localizing a particle
in space and time with indefinite precision is thus conceptually not possible within a
relativistic context and the interpretation of p = [1(x, 1)|? as the probability density
of finding a particle in x at a time ¢ should be substantially reconsidered. By the same
token, we can conclude that, using the momentum representation z/;(p) of the wave
function instead, we can consistently define a probability density in the momentum
space as | (p) .

The argument given above relies on the possibility, in high energy processes, for
particles to be created and destroyed. This fact, as anticipated earlier, is at odds with
the Schroedinger’s formulation of quantum mechanics, which is based on the notion
of single particle state, or, in general of multi-particle states with a fixed number of
particles. Such description is no longer appropriate in a relativistic theory.

In order to have a more quantitative understanding of this state of affairs let us go
back to the quantum description of the electromagnetic field given in Chap. 6.

We have seen that in the Coulomb gauge (A = 0, V - A = 0), the classical field
A(x, t) satisfies the Maxwell equation:

DA—la—zA—va—o (10.3)
T2 or? o ’

Suppose that we do not quantize the field as we did in Chap.6, but consider the
Maxwell equation as the wave equation for the classical field A(x, t), just as the
Schroedinger equation is the wave equation of the classical field ¥ (x, r). We may
ask whether a solution A(x, ¢) to Maxwell’s equations can be consistently given the
same probabilistic interpretation as a solution ¥ (X, t) to the Schroedinger equation.
In other words, does the quantity |A,(x, t) |>d3x make sense as probability of finding
a photon with a given polarization in a small neighborhood d>x of a point x at a time #?
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To answer this question we consider the Fourier expansion of the classical field
A(x, t) given in (6.16):

Ax D= (ek emikx 4 ex e”"X) , (10.4)
ki1koks

where €k can be written as in Eq. (6.43)

2
h
w=c\ 5 ;ak,a Uk o, (10.5)

but with the operators a, a’ replaced by numbers a, a* since we want to consider
A(x, t) as a classical field. If Maxwell’s propagation equation could be regarded
as a quantum wave equation, then, according to ordinary quantum mechanics, the
(complex) component of the Fourier expansion of A(Xx, t)

—ik-x
akg,q Uk, o€ s

A =
ka(X)=c YoV

can be given the interpretation of eigenstate of the four momentum operator FA’H,
describing a free particle with polarization uy ,, energy £ = Aw and momentum
p = 7k, respectively and satisfying the relation E/c = |p|. This would imply that
Ak, (x) represents the wave function of a photon with definite values of energy and
momentum. Consequently it would seem reasonable to identify the four potential
A, (x,t) as the photon wave function expanded in a set of eigenstates, so that the
Maxwell equation for the vector potential would be the natural relativistic general-
ization of the non-relativistic Schroedinger’s equation.

We note however that, while the Schroedinger’s equation is of first order in the
time derivatives, the Maxwell equation, being relativistic and therefore Lorentz-
invariant, contains the operator [ = 1 /028,2 — V2 which is of second order both in
time and in spatial coordinates. This makes a great difference as far as the conser-
vation of probability is concerned since the proof (10.1) of the continuity equation
(10.2) makes use of the Schroedinger equation (9.78). More specifically such proof
strongly relies on the fact that the Schroedinger equation is of first order in the time
derivative and of second order in the spatial ones.

The fact that Maxwell’s propagation equation, involves second order derivatives
with respect to time, makes it impossible to derive a continuity equation for the
“would be” probability density p = |[A(x)|*: &;p + V - j # 0. Indeed the first order
time derivatives are actually Cauchy data of the Maxwell propagation equation. As a
consequence the quantity p cannot be interpreted as a probability density, since the
total probability of finding a photon in the whole space would not be conserved.

On the other hand, as we have illustrated when discussing the quantization of
the electromagnetic field, these difficulties are circumvented if we quantize the
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infinite set of canonical variables associated with A, (x, ) by the usual prescrip-
tion of converting Poisson brackets into commutators. This is effected by converting
the coefficients ak q, al’; o defined in Eq. (10.5), and thus each Fourier component ey,
into operators through the general procedure introduced in Chap. 6 under the name
of second qrucmtization.l In this new framework the classical field A, (x, 1) becomes
a quantum field, that is an operator, and the quantum states of the electromagnetic
field are described in the occupation number representation by the multi-photon state
[{Nk.}), characterized by Nx , photons in each single-particle state (k, o).

We may therefore expect the same considerations to apply, as we shall see, also
to free particles of spin 0 and 1/2, for which a consistent relativistic description
can be achieved by a quantum field theory in which particles are seen as quantized
excitations of a field, in the same way as photons were defined as quantum excitations
of the electromagnetic field.

Notwithstanding the difficulties of interpretation mentioned above, it is however
our purpose to give in this chapter a treatment of the classical wave equations for
spin 0 and 1/2 particles in some detail for two reasons: First we want to give a precise
quantitative discussion of how inconsistencies show up when trying to interpret the
relativistic fields as wave functions of one-particle states, thus tracing back the histor-
ical development of relativistic quantum theories. Second, the formal development of
these equations will allow us to assemble those formulae which we shall need in the
next chapter where the “second quantization” of the spin 0 and 1/2 fields, besides the
Lorentz-covariant quantization of the electromagnetic field, will be developed, that
is the classical fields will be treated as dynamic variables and, as such, promoted to
quantum operators. As shown for the electromagnetic case, the second quantization
procedure allows to describe the system in terms of states which differ in the number
of particles they describe and thus provides an ideal framework in which to analyze
relativistic processes involving the creation and destruction of particles, namely in
which the number and the identities of the interacting particles are not conserved.
This will be dealt with in Chap. 12, where a relativistically covariant, perturbative
description of fields in interaction will be developed for the electromagnetic field
in interaction with a Dirac field. This analysis provides however a paradigm for the
description of all the other fundamental interactions among elementary particles.

10.2 The Klein-Gordon Equation

Let us consider a relativistic field theory describing a classical field @“(x*). Such
field is defined by its transformation property (7.47) under a generic Poincaré trans-
formation (A, xg) (7.46):

IThe name second quantization is somewhat improper since, just as in the first quantization, only
dynamical quantities are promoted to operators acting on states. However, while in the first quanti-
zation these quantities include the position and the momentum of a particle, in this new framework,
the dynamical quantities to be quantized are fields, the space-coordinates being just a labels.
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(A, x0) : xM— X" = Al x" —x]),

% (x) »> ¢"(x') =D @ (x) = D3 &7 (A~ (x" + x0)),

where D = (D®3) = D(A) represents the action of the Lorentz transformation A
on the internal degrees of freedom of the field, labeled by « and defining a represen-
tation of the Lorentz group SO(1, 3). In Chap. 7 and in Chap.9, see Eq.(9.101), the
action of a Poincaré transformation on @“(x) was described in terms of the infinites-
imal generators JA/,,,, associated with the Lorentz part, and IA’M generating space-time
translations. The latter provide the operator representation, in a relativistic quantum
theory, of the four-momentum of a particle:

~ 1 -
pPr = (Z a, f)) = ihnt" 0,. (10.6)

The identification of the Hamiltonian operator, function of the particle position and
the momentum operator, with the generator of time evolution i/ J; is expressed by
the Schroedinger equation (9.78), and describes the dynamics of the system. For a
free particle this equation has the form (9.79), which is clearly not Lorentz covariant,
since it is obtained from the non-relativistic relation E = |p|?/2m upon replacing

In seeking for the simplest Lorentz-covariant generalization of the Schrédinger equa-
tion describing a free particle, we should start from the mass-shell condition of rel-
ativistic mechanics which relates the linear momentum and the energy with the rest
mass of the particle

E2
p> +m?c? = = <« pl'pu— m*c? = 0. (10.8)

Implementing the same canonical prescription (10.7) on @“ we end up with
Eq.(9.107) of the previous chapter, which can be written in the following compact
form:

m262 @
(D+ = )<p (x) =0. (10.9)

By construction the above equation represents a manifestly Lorentz-invariant gen-
eralization of the Schroedinger equation” and is referred to as the Klein-Gordon
equation.

We note that this equation should hold for particles of any spin, that is for any
representation of the Lorentz group carried by the index «. For example, in the case
of the electromagnetic field, setting $*(x) = A, (x) and m = 0 we obtain

OA,(x) =0, (10.10)

2Extension of the invariance to the full Poincaré group is obvious.
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that is the Maxwell propagation equation for the electromagnetic four-potential
describing particles of spin 1, in the Lorentz gauge. We shall see in the sequel that
also the wave functions associated with spin-1/2 particles satisfy the Klein Gordon
equation.

In the rest of this section we shall treat exclusively the case of spin-0 fields, that
is fields that are scalar under Lorentz transformations. We shall consider a complex
scalar field, ¢, or equivalently two real scalar fields (see Chap. 7, Sect.7.4).

In this case the equation of motion (10.9) can be derived from the Hamilton
principle of stationary action, starting from the following Lagrangian density (8.204):

2.2
L=c (am*a% - mhzc ¢>*¢> . (10.11)

Indeed in this case the Euler-Lagrange equations

oL oL oL oL
o () =0 0, —0,
dp(x)* ! (88u¢(x)*) Ip(x) / (aau(b(x))

give:

2.2
(D n mh,f ) H(x) = 0. (10.12)

together with its complex conjugate.
As a complete set of solutions we can take the plane waves (Eq.9.113)

®,(x) o e TP, (10.13)

with wave number k = p/ 7} and angular frequency w = E/h. These are the eigen-
functions of the operator P#* which describe the wave functions of particles with

definite value of energy E and momentum p, see Chap. 9. Substituting the exponen-
tials (10.13) in Eq.(10.12) we find

2

E
— —Ipl* =m?c, (10.14)
C

E = +Ep = +,/|pl2c + m2c*. (10.15)

We see that solutions exist for both positive and negative values of the energy corre-
sponding to the exponentials:

or

ef%(Eplip'x); o (Ept+pX). (10.16)
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Strictly speaking this is not a problem as long as we consider only free fields. Indeed
the conservation of energy would forbid transition between positive and negative
energy solutions and a positive energy state will remain so. Therefore we could regard
as physical only those solutions corresponding to positive energy E > 0. However
the very notion of free particle is far from reality since real particles interact with
each other, usually in scattering processes. During an interaction transitions between
quantum states are induced, according to perturbation theory. Therefore we cannot
neglect the existence of negative energy states. For example, a particle with energy
E = +Ep could decay into a particle of energy £ = —E,, through the emission
of a photon of energy 2E,. Moreover the existence of negative energies is in some
sense contradictory since, as shown in the following, from a field theoretical point
of view, the Hamiltonian of the theory is positive definite.>

Thus, the existence of negative energy solutions is a true problem when trying to
achieve a relativistic generalization of the Schroedinger equation.

A second problem arises when trying to give a probabilistic interpretation to the
wave function ¥ (X, t). As we have anticipated in the introduction with each solution
to the Schroedinger equation we can associate a positive probability p = |1(x, 1)|?,
and a current density j = %(¢V1/)* — Y*V1)) satisfying the continuity equation
(10.2), which assures that the total probability is conserved.

We can attempt to follow the same route for the Klein-Gordon equation, and
associate with its solution a conserved current, i.e. a current j* for which we can
write a continuity equation in the form J, j* = 0. Although this can be done, as
we are going to illustrate below, the conserved quantity associated with j#* cannot
be consistently identified with a total probability. To construct j# let us multiply

Eq.(10.9) by ¢* .
" (D+m ¢ )¢> 0,

and subtract the complex conjugate expression. We obtain:

22 2.2
¢(D+’" )¢ d)( mhzc)qs*:o,

which can be written as a conservation law:
aujy(x) =0, (10.17)

where’

jh =i (¢*0"p — 0'9*P) . (10.18)

3Furthermore, erasing the negative energy solutions would spoil the completeness of the eigenstates
of P and the expansion in plane waves would be no longer correct.

4 A possible interpretation of the negative-energy states as ‘holes’ in the sea of positive-energy ones
was originally proposed by Dirac. For further reading on this we refer the reader to the references
at the end of the chapter.

SThe factor i has been inserted in order to have a real current.
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Note however that jO = % (¢* & — ¢ ¢*) is not positive definite and thus cannot
be identified with a probability density. In fact this current has a different physical
interpretation. If we define

ce l ce

== (gb Mo — 0" ), (10.19)

we recognize this as the conserved current in Eq. (8.208), associated with the invari-
ance of the Lagrangian (10.11) under the symmetry transformation (8.206). The
corresponding conserved Noether charge was given by Eq. (8.209), namely:

0= /d3x JO=i= /d3x(¢ i — $0; %), (10.20)

and was interpreted in Chap. 8 as the charge carried by a complex field.
Notwithstanding the above difficulties we shall develop in the following all the
properties of the Klein-Gordon equation since they will be very useful in the second
quantized version of the scalar field theory.
Let us now write down the most general solution to the Klein-Gordon equation.
It can be written in a form in which relativistic invariance is manifest:

P(x) = / d*p d(p) 5(p* — m>cPye FP (10.21)

o
27h)3

where d*p = dp®d3p. Let us comment on this formula. We have first solved
Eq.(10.12), as we did for Maxwell’s equation in the vacuum (5.96), in a finite size

box of volume V, see Sect. 5.6, so that the momenta of the solutions have discrete
B 2mny 27mny  27n3

Ls’ L’ Lc
conditions on the box. We have then considered the large volume limit V. — oo, see
Sect.5.6.2, in which the components of the linear momentum become continuous
variables and the discrete sum over p is replaced by a triple integral, according to

the prescription Eq. (5.122):

values p = Ak =

) as a consequence of the periodic boundary

4 3
Zp: = G / d’p. (10.22)

This explains the factor 1/(27h)3 in Eq. (10.21) while the normalization volume V
has been absorbed in the definition of ¢( p)
Secondly, the Dirac delta function 6(p? — m?c?) makes the integrand non-zero

only for p? = ? = :I:T, thus implementing condition (10.15). Indeed, applying

6 Actually this “charge” can be any conserved quantum number associated with invariance under
U(1) transformations, like baryon or lepton number etc. However we will always refer to the electric
charge.
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the Klein-Gordon operator to Eq. (10.21) and using the property x §(x) = 0 we find:

m2 C2 i
(D+ )¢@)a/n 4D d(p) (—p? +mP)3(p? — mcHe HPF =0
(10.23)

that is the Klein-Gordon equation is satisfied by the expression (10.21).

The representation (10.21) of the general solution of the Klein-Gordon equation
has the advantage of being explicitly Lorentz-invariant, but it is not very manageable.
A more convenient representation is found by eliminating the constraint implemented
by the delta function. This can be done by integrating over p° so that only the
integration on d>p remains.

For this purpose we recall the following property of the Dirac delta function:

Given a function f(x) with a certain number n of simple zeros, f(x;) = 0,
xi, (i=1,...,n), then

n

1
d(f(x) = ———0(x — x;). (10.24)
; [ f/(x)]

We apply this formula to the function f(E) = p> — m?¢? = f—; —|pl? —m?c. 1t
has two simple zeros corresponding to E = & E},. Taking into account that

2
Iﬂﬂw=§%, (10.25)

the derivative being computed with respect to E, and using (10.24), we find:
2 2.2 ¢’
S(p* —m*c?) = TR (6(E — Ep) + 6(E + Ep)). (10.26)
p

Substituting this expression in Eq. (10.21) one obtains:
o(x) = Qr 5)3/ /_¢(P) O(E — Ep) +6(E +Ep)) ok

&
(27:71)3/ : (¢(Ep ple (v P

+ $(—Ep, —p)e FCEN=DV), (10.27)
Note that in the second term of the integrand we have replaced the integration variable

p with —p; such change is immaterial since the integration in dp runs over all the
directions of p. This replacement however allows us to rewrite the argument of
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the exponential e h(CEp=(=P)X) 44 ’ﬁ times the product of the four-vectors p# =
1 .
(+ Ep. p) and x*:

R B DN Z BB _ (10.28)

Thus Eq. (10.27) takes the final form:

P(x)

d3p 7 —Lpx 7 Lpx
= (27rh)3/E[¢+(p)e APt 4 p_(p)en? ]

1 dpr- ; ~ .
- (27771)3/% [¢’+(P)€_ﬁ”'x +¢>—(p)eﬁp"‘], (10.29)

where p® = Ep/c and we have defined

b4+ (p) = G(Ep,P);  d—(p) = d(—Ep, —p). (10.30)

They represent the Fourier transforms of the positive and negative energy solutions.

Itis important to note that in the particular case of a real field ¢(x), ¢(x) = ¢*(x),
the two Fourier coefficients would be related by complex conjugation, qu = ¢_.
Instead in the present case of a complex scalar field there is no relation between
them. We also note, by comparing Eqs. (10.21) and (10.29), that the quantity g%pp is
Lorentz-invariant (see also Sect.9.5).

In summary Eq. (10.29) represents the most general solution of the Klein-Gordon
equation for a complex scalar field ¢(x), given in terms of both positive and negative
energy solutions. Moreover Eq. (10.29), though not manifestly, is Lorentz-invariant
since it has been derived from (10.21).

For future purpose it is interesting to compute the conserved charge (10.20) in
terms of the Fourier coefficients (10.30).

To this end let us first compute the Fourier integral form of q'S(x) from (10.29):

3

. d ~ i ~ i
p(x) = —ic / m [¢+(P)eiﬁp'x — ¢_(p)eﬁp'x] ) (10.31)

Inserting the general solution (10.29) and (10.31) in the left hand side of the following
equation:

EQ =i/d3x(¢*¢3)+c.c.
e

we find a number of terms involving two momentum and one volume integrals. The
integral in d°x can be performed over the exponentials and yields delta functions
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according to the property:
/ BxeERPPIX — 271383 (p — p). (10.32)

Let us consider each term separately. The terms containing the products ¢ ¢ give
the following contribution:

¢ a3 d3_p q| % (p)di(q) +%((P0—qo)XO—(P—q))~X+
Qrme | X Thpy ) ¢ AL IPIelDe c.c.

d3 - . ;
= Ch)3 / P /d3q [¢i(P)¢+(6])e+ﬁ(p°7q°)x053(p —q) + c.c.]

(27T 4 hpo
_— ¢ d3p Tk 7 . C d3p ~ 4 ~
- (27Th)2 / 4hp0 |:¢+(p)¢+(p) +C‘C.] - (27Th)3 h / 2_17() ¢+(P)¢+(P)-

where we have used the fact that if p = q, then E, = Eg4. Similarly, for the ¢_¢_
terms we find:

a3 - - i
¢ /dSX/ p /d3q(bi(p)(b_(q)e*ﬁ((PO*(IO)XO*(P*Q))'X +cec.
4hpo

Q2rh)o
c p -, -
=_(27r—h)3/2hp0 P (p)o—(p).

Finally the terms containing the mixed products ¢ ¢_ give a vanishing contribution:

¢ /d3x/ d3p /d3q |:Q£* (p)(g_i_(q)e—%((Po-‘rqo)xo—(P‘FQ))‘X_
27h)° 4h po -

— & (pd- (q)e%((po+qo)xo—(p+q))-x] +coc.

_ C
T (27h)3

@’ it 7 2i
/ P [Qi(PO, pP)o1(po, —p) e h POT0—
4h p()

e ot # poxo —
— 93 (po, =p)9—(po. p) e* +c.c.=0.
The last equality is due to the fact that the expression within brackets, being the
difference between two complex conjugate terms, is purely imaginary and therefore,

when adding to it its own complex conjugate, we obtain zero.
The final result is therefore:

1 ec d3p ~ ~ ~ ~
0= / o 620+ (p) = 5 (05— ()] (10.33)

confirming the fact that Q is not a positive definite quantity.
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In the introduction we have pointed out that the difficulties in giving a probabilis-
tic interpretation to wave functions satisfying a relativistic equation is ultimately
related to the fact that in the relativistic processes the number and identities of the
particles involved is not conserved. We also know, however, that in any experiment
performed so far, the electric charge is always conserved. We may therefore argue
that the conserved quantity Q should be interpreted as the fotal charge and J as
the charge density. Furthermore, from (10.33), it follows that solutions with posi-
tive and negative energy have opposite charge. This will have a consistent physical
interpretation only when, in next chapter, we shall pursue the second quantization
program and promote the field ¢(x) to a quantum operator acting on multi-particle
states. The quantity Q will be reinterpreted as the charge operator and the positive
and negative energy solutions will describe the creation and destruction on a state of
positive energy solutions associated with particles and antiparticles having opposite
charge.

Note that a real field has charge Q = 0, since ¢_ = ¢j, so that it must describe
a neutral particle coinciding with its own antiparticle. This is the case, for example,
of the electromagnetic field.

10.2.1 Coupling of the Complex Scalar Field ¢(x)
to the Electromagnetic Field

We show in this section that the charge Q introduced in the previous section can be
given the interpretation of electric charge carried by the particle whose wave function
is described by a complex scalar field. To this end, we observe that the presence
of electric charge can only be ascertained by letting the particle interact with an
electromagnetic field. In other words the interpretation of the quantity J* = (p, j/c)
as the electric four-current can be justified only by studying the interaction of ¢(x)
with the electromagnetic field A (x).

We have seen in Chap. 8 that the passage from the Hamilton function of a free
particle to the Hamilton function of a particle interacting with the electromagnetic
field can be effected by the minimal coupling substitution p" — p" + < AF.

Using the analogy with the classical case, the quantum equation describing the
interaction of a complex scalar with the electromagnetic field A, can therefore be
derived through the substitution:

pr— e Sar —inor 4 San (10.34)
c c
into the mass-shell condition (9.107) of Chap.9:

[(ﬁ“ + g A/") (ﬁu + S Au) — mzcz] ¢ =0,
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thus obtaining, using (10.34), the new field equation:

2.2
e e m-c
o AM i - - -
[(a i —A ) (9. - hCAu) + } (x) = 0. (10.35)
Defining the covariant derivative D), as:
ie i
D,=0,— §A , (10.36)
Equation (10.35) becomes:
m? ¢?
(D“D# + 7) o(x) =0. (10.37)

which can be derived from the Lagrangian density

2.2
£=2 [(Dm*D% - "’h—f|¢|2] . (1038)

We observe that the equation of motion (10.35) is not invariant under the gauge
transformation A, (x) — A,(x) + O, (x). However, it can be easily checked that
gauge invariance can be restored if we extend the gauge transformation also to the
complex scalar field as follows:

P(x) = ¢ (x) = p(x) e e PO, (10.39)

Note that in the particular case of a constant gauge parameter ¢(x) = const. we
have no transformation of the gauge field and we retrieve the invariance under the
U(1)-transformation (8.206) with a constant parameter o« = —e/(hc), also called
global-U(1) transformation, which implies the conservation of the electric charge.
The name of covariant derivative given to (10.36) stems from the fact that under the
combined transformations

¢ (x) = e 7™ g(x),
AL (x) = Au(x) + 0up(x), (10.40)

we have
Dl — ol he () D¢,

that is D" ¢ transforms exactly as ¢. It follows that the Lagrangian density (10.38),
being a sum of moduli squared, is invariant under (10.40). Equation (10.40) define
the so called local-U(1) transformations, since they involve a U(1) transformation
of the complex scalar field with a local, i.e. space-time dependent, parameter.
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We may now read off the Lagrangian density describing the interaction of A,
with ¢ by expanding the right hand side of (10.38) up to terms which are linear in the
electric charge e and comparing these with the general form of the coupling between
the electromagnetic field ad an electric current, given in Eq. (8.125) of Chap. 8. We
find:

L= Lo+ Lint

with
m2c?

A2

Lo=c? (3u¢*8“¢— ¢*¢) and - Lin = AuJ",

the four-current J# being given by Eq.(10.19). As shown in Chap. 8 this current is
conserved 0, J** = 0 as a consequence of the invariance of the Lagrangian under
the global-U(1) transformation (8.206)

P(x) — ¢'(x) = e P(x),

with a constant parameter «. This justifies our previous guess that

0 =/d3xJ°(x, 1,

is the conserved electric charge carried by the field ¢.

We have learned that the interaction of a charged scalar field with the electromag-
netic one is described by a Lagrangian (10.38) which is invariant under local-U(1)
transformations. This guarantees that the minimal coupling between A, and ¢ does
not spoil the gauge invariance associated with the vector potential. The Lagrangian
(10.38) is obtained from the one in Eq.(10.35), describing the free scalar field,
through the substitution: 8/, — Dy

10.3 The Hamiltonian Formalism for the Free Scalar Field

The Klein-Gordon equation can be cast into a Hamiltonian form following the pro-
cedure discussed in Chap. 8. Rewriting the Lagrangian density (10.12) as:

2 4
L=¢*d— V" Vo — mhzc ¢*9, (10.41)

the Hamiltonian H and the Hamiltonian density H then reads:

H= /d3x H(p, ¢*, m, ), (10.42)
H=1m¢+ " — L =2¢*¢ — L, (10.43)
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where
oL .
m(X,t) = — = ¢*(x,1), (10.44)
dP(x, 1)
oL ;
(X, 1) = ——— = O(X, 1). (10.45)
IP(x, 1)*
Substituting these values into (10.43) we obtain:
m2c*
H = /d3xH; H=nr"+cVe* Vo + = * ¢, (10.46)

showing that the Hamiltonian density, and hence the Hamiltonian, are positive defi-
nite.
The Hamilton equations of motion are:

JH . OH
T=——; = — 10.47
L o (10.47)
oH . 0H
= ——— ¢F = . 10.48
T 5o ¢ - ( )
The equation for the conjugate momentum density 7* gives the propagation equation:
. OH 82¢ 202 m2c*
W*Z—%ﬁ WZCV¢_ 2 ?,

where, in computing the functional derivative, we have integrated the term Vy¢*- V¢
by parts and we neglected the total divergence since it gives a vanishing contribution
when integrated over the whole space. Thus we have retrieved the Klein-Gordon
equation (10.12) in the Hamiltonian formalism.

Since the Hamiltonian density has the physical meaning of an energy density
it could have been computed alternatively, in the Lagrangian formalism, in terms
of the canonical energy-momentum tensor associated with the Lagrangian density
(10.12). Indeed, from the definition (8.170), and taking into account that we have
two independent fields ¢ and ¢*, we compute the energy-momentum tensor to be:

1T oc oL
P b+ — 8, — L. 10.4
=g [a@w)a T gm0 ﬁ} (1049
where o or
_ 2 *, _ 2
gy~ U Gongr = <O
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Substituting in Eq. (10.49) we find:
k k £
Ty =c (a,u¢ ¢+ Oy au(b) - 77#1/?- (10.50)

In particular we may verify the identity between energy density ¢ Top and Hamiltonian
density:

2 4
(¢*qs+c2v¢* Vo + |¢|2) _

h? ¢

| —

|
Too = E(2¢*¢ -0 =

that is

ZC4

H=c/d3xToo=/d3x(7r7r*+czV¢*-V¢+m

= |¢|2). (10.51)

As far as the momentum of the field is concerned we find

Pi:/d3x<¢*ai¢+¢ai¢*) N P=—/d3x(7rV¢+7r*V¢*).
(10.52)

10.4 The Dirac Equation

In the previous sections we have focussed our attention on a scalar field, whose
distinctive property is the absence of internal degrees of freedom since it belongs
to a trivial representation of the Lorentz group. This means that its intrinsic angular
momentum, namely its spin, is zero.

We have also studied, both at the classical level and in a second quantized setting,
the electromagnetic field which, as a four-vector, transforms in the fundamental
representation of the Lorentz group. Its internal degrees of freedom are described by
the two transverse components of the polarization vector. At the end of Chap. 6 we
have associated with the photon a unit spin: s = 1 (in units of ). As explained there,
by this we really mean that the photon helicity is I = 1.

Our final purpose is to give an elementary account of the quantum description
of electromagnetic interactions. The most important electromagnetic interaction at
low energy is the one between matter and radiation. Since the elementary building
blocks of matter are electrons and quarks, which have half-integer spin (s = 1/2),
such processes will involve the interaction between photons and spin 1/2 particles.
It is therefore important to complete our analysis of classical fields by including the
fermion fields, that is fields associated with spin 1/2 particles.

In this section and in the sequel we discuss the relativistic equation describing
particles of spin 1/2, known as the Dirac equation.
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10.4.1 The Wave Equation for Spin 1/2 Particles

Historically Dirac discovered his equation while attempting to construct a relativistic
equation which, unlike Klein-Gordon equation, would allow for a consistent inter-
pretation of the modulus squared of the wave function as a probability density. As
we shall see in the following, this requirement can be satisfied if, unlike in the Klein-
Gordon case, the equation is of first order in the time derivative. On the other hand,
the requirement of relativistic invariance implies that the equation ought to be of
first order in the space derivatives as well. The resulting equation will be shown to
describe particles of spin s = %

Let ¢)“(x) be the classical field representing the wave function. The most general
form for a first order wave equation is the following:

0 . N
iha—lf = (—icha'd; + Bmc*) Y = H . (10.53)
In writing Eq.(10.53) we have used a matrix notation suppressing the index « of
1®(x) and the indices of the matrices o', B acting on ) namely o' = ('), B =
B)*p-

In order to determine the matrices o, 3 we require the solutions to Eq. (10.53)
to satisfy the following properties:

(i) ¥®(x) must satisfy the Klein-Gordon equation for a free particle which imple-
ments the mass-shell condition:

E2— pl2c? = m? et

(i1) It must be possible to construct a conserved current in terms of ¢ whose 0-
component is positive definite and which thus can be interpreted as a probability
density;

(iii) Equation (10.53) must be Lorentz covariant. This would imply Poincaré invari-
ance.

To satisfy the first requirement we apply the operator i h% to both sides of
Eq.(10.53) obtaining:

d? , ,
— K2 % = (—ichal 8; + Bme*) (—ichal9; + BmcH)y,  (10.54)

where, because of the symmetry of J;0;, the term ol ol 9 0; can be rewritten as

o' ol 0;0; = z(a’ o’ +a’ a')0,0;.
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If we now require o and 3 to be anticommuting matrices, namely to satisfy:
{ai, af'} =dal+alal =2601; {a", 5} —0, (1055
and furthermore to square to the identity matrix:
ﬁz = (oa")2 =1 (nosummation overi), (10.56)
then Eq. (10.54) becomes:

62’(/}0[
or?

— ? = (= 2 V2 + m2cM e, (10.57)

which is the Klein-Gordon equation

2.2
(D + ) Y =0, (10.58)
where the differential operator is applied to each component of ).

Therefore, given a set of four matrices satisfying (10.55) and (10.56), Eq. (10.53)
implies the Klein-Gordon equation, for each component of ), consistently with
our first requirement. Equation (10.53) is called the Dirac equation. We still need to
explicitly construct the matrices o, 3 and to show that requirements (ii) and (iii)
are also satisfied. In order to discuss Lorentz covariance of the Dirac equation, it is
convenient to introduce a new set of matrices

V=g + =8d, (10.59)

in terms of which conditions (10.55) and (10.56) can be recast in the following
compact form

{’y“, 'y”} =291, (10.60)

where, as usual, i, j = 1,2,3 and u, v = 0, 1, 2, 3. In terms of the matrices ~*
Eq.(10.53) takes the following simpler form’:

(ih’y“@u —mc 1) P(x) =0. (10.61)

It can be shown that the minimum dimension for a set of matrices " satisfying
Eq.(10.60) is 4. Therefore the simplest choice is to make the internal index « run

"For the sake of simplicity, we shall often omit the identity matrix when writing combina-
tions of spinorial matrices. We shall for instance write the Dirac equation in the simpler form
(ih’y“’@u - mc) P(x) =0.



336 10 Relativistic Wave Equations

over four values so that
¢;<x>
agn _ | T
P(x) = D) (10.62)
PH(x)

belongs to a four-dimensional representation of the Lorentz group.

It must be noted that although the Lorentz group representation S(A) acting on
the “vector” 1) has the same dimension as the defining representation A = (A*)),
the two representations are different. In our case ¥ is called a spinor, or Dirac
field, and correspondingly the matrix S g belongs to the spinor representation of the
Lorentz group (see next section).® This representation will be shown in Sect. 10.4.4
to describe a spin 1/2 particle. This seems to be in contradiction with the fact that ¢
has four components, corresponding to its four internal degrees of freedom, which
are twice as many as the spin states s, = :I:]% of a spin % particle. We shall also prove
that if we want to extend the invariance from proper Lorentz transformation SO(1,3)
to transformations in O(1, 3) which include parity, that is including reflections of
the three coordinate axes, all the four components of v are needed. It is convenient
to introduce an explicit representation of the y-matrices (10.60), called standard or
Pauli representation, satisfying (10.60):

0 _ 12 0 . i 0 O'i .
g —(0 ) Y=l o) (=123 (10.63)

where each entry is understood as a 2 x 2 matrix

{0 0y, . (1 0
0= 0) == 1)

The o matrices are the Pauli matrices of the non-relativistic theory, defined as:

1 (0 1. » (0 —i\y. 3 (1 O
0_(10’0_1'0’0_0—1' (10.64)

We recall that they are hermitian and satisfy the relation:
ool =801, +i e o", (10.65)
which implies

Tr(o' 0/) =20 {o1,0;} =28;12; [0, 0/1=2iepo*.  (10.66)

8 As mentioned in Chap. 7 the spinor representation cannot be obtained in terms of tensor represen-
tations of the Lorentz group.
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The matrices o', 3 read:

. (0 Y L, (1. 0
a_(ai 0), ﬁ_(o _12>. (10.67)

Using the representation (10.63), the Dirac equation can be written as a coupled
system of two equations in the upper and lower components of the Dirac spinor
1 (x). Indeed, writing

apon _ [P I CRAY _xl)
(0 (x)_(x(x))’ @(x)—(<p2), x(x)_(x2 , (10.68)

where p(x), e x(x) are two-component spinors, the Dirac equation (10.61) becomes

. 12 0 0 0 O'[ 0 2 12 0 @y _
Ilhc |:(0 _12) 90 + (—ai 0) 5‘xf] —me\ 1, Y =0.
(10.69)
The matrix equation (10.69) is equivalent to the following system of coupled

equations:

0

ihagp = —ihco - Vx+mco, (10.70)
0]

ih EX = —ihco -V — mczx, (10.71)

where o = (¢') denotes the vector whose components are the three Pauli matrices.
The two-component spinors ¢ and y are called large and small components of the
Dirac four-component spinor, since, as we now show, in the non-relativistic limit, x
becomes negligible with respect to ¢.

To show this we first redefine the Dirac field as follows:

'mc

=9 e, (10.72)

so that Eq. (10.61) takes the following form:
0 .
(ih5 + mcz) ) = [c o' (—ihd;) + Bmcz] .

The rescaled spinor 1)’ is of particular use when evaluating the non-relativistic limit,
since it is defined by “subtracting” from the time evolution of v the part due to its rest
energy, so that its time evolution is generated by the kinetic energy operator only:
H —mc? I.In other words i 1 0,1 is of the order of the kinetic energy times ¢/’ and,
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in the non-relativistic limit, it is negligible compared to mc? 1/’. Next we decompose
the field ¢’ as in Eq. (10.68) and, using Eq. (10.67), we find:

9
ihago =co-py, (10.73)
(ihg + 2mc2) x=co-po, (10.74)

where we have omitted the prime symbols in the new ¢ and x. In the non-relativistic
approximation we only keep on the left hand side of the second equation the term
2 mc? X, so that

X=—0o- P (10.75)

0 1 ., P,
ih—p=-—Ppp=—-—Vp, 10.76
: atw 2m P m 7 ( )
where we have used the identity:
(B-o)B-0)=Ip]* = -1 V7, (10.77)

which is an immediate consequence of the properties (10.65) of the Pauli matrices.

Equation (10.76) tells us that in the non-relativistic limit the Dirac equation
reduces to the familiar Schroedinger equation for the two component spinor wave
function ¢. Moreover, from Eq. (10.75), we realize that the lower components y of
the Dirac spinor are of subleading order O (%) with respect to the upper ones ¢ and
therefore vanish in the non-relativistic limit ¢ — oo. This justifies our referring to
them as the small and large components of 1), respectively. We also note that in the
present non-relativistic approximation, taking into account that the small compo-
nents x can be neglected, the probability density 1/7¢) = T+ x Ty reduces to '
as it must be the case for the Schroedinger equation.

10.4.2 Conservation of Probability

‘We now show that property (ii) of Sect. 10.4.1 is satisfied by the solutions to the Dirac
equation, namely that it is possible to construct a conserved probability in terms of
the spinor ). Let us take the hermitian conjugate of the Dirac equation (10.61)

— i hdp" AT —meypT = 0. (10.78)
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We need now the following property of the y*-matrices (10.63) which can be easily
verified:
A0yt = yta 0, (10.79)

Multiplying both sides of Eq.(10.78) from the right by the matrix 4" and defining
the Dirac conjugate 1) of 1 as

Px) =T ()7,

we find: B B
—i hop " —meip =0,

where we have used Eq. (10.79). Thus the field 1/_)(x) satisfies the equation:
- <«
Y(x) (i h 0y 4+ me) =0, (10.80)

where, by convention

< _
Y0, = 0.

Next we define the following current:
I =gy, (10.81)

and assume that J# transforms as a four-vector. This property will be proven to hold
in the next Section. Using the Dirac equation we can now easily show that 9, J* = 0,
that is J# is a conserved current:

Ol = @DV + I By =B D 7" + I Dy
=i T —i - =0, (10.82)

Note that the 0-component p = JO = 174} of this current is positive definite. If we
normalize v so as to have dimension [L’3/ 2], then p has the dimensions of an inverse
volume and therefore it can be consistently given the interpretation of a probability
density, the total probability being conserved by virtue of Eq.(10.82). The second
requirement (ii) is therefore satisfied.

10.4.3 Covariance of the Dirac Equation

We finally check that Dirac equation is covariant under Lorentz transformations, so
that also the third requirement of Sect. 10.4.1 is satisfied.
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Lorentz covariance of the Dirac equation means that if in a given reference frame
(10.61) holds, then in any new reference frame, related to the former one by a Lorentz
transformation, the same equation should hold, although in the transformed variables.

Let us write down the Dirac equation in two frames S’ and S related by a Lorentz
(or in general a Poincaré) transformation:

(i hyt o), - mc) W () =0, (10.83)
(i h~y"0, — mc) P(x) =0, (10.84)

where 812 = % and x'* = A1, xV.

We must require Eq.(10.83) to hold in the new frame S’ if Eq.(10.84) holds in
the original frame S.

As explained after Eq. (10.62) we denote by S = (S%3) = S(A) the spinor repre-
sentation of the Lorentz transformation acting on t(x). A Poincaré transformation
on 1 (x) is then described as follows:

Py = 8590 (x), (10.85)

where, as usual, x’ = A x —xo. We use a matrix notation for the spinor representation
while we write explicit indices for the defining representation A*,, of the Lorentz
group. Since :
0 ox” 0
X Ox'k OxV

= (A7)0,
we have:
(ihfy“@l/t - mc) W () = (ih*y“(A_l)”,,,&, - mc) SY(x)=0.  (10.86)
Multiplying both sides from the left by S~! we find:
[ih a=h, (S” A S) 8, — mc] b(x) = 0. (10.87)
We see that in order to obtain covariance, we must require
(AT, ST =47 = STV s = A7, 41 (10.88)
In that case Eq. (10.87) becomes:
(ih’y”@u — mc) P(x) =0, (10.89)
that is we retrieve (10.84). In the next section we shall explicitly construct the trans-

formation § satisfying condition (10.88). We then conclude that Dirac equation is
covariant under Lorentz (Poincaré) transformations.
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We may now check that the current J# = 1)y"1) introduced in the previous section
transforms as a four-vector. From Eq. (10.85) we have, suppressing spinor indices

P =S = (05T, (10.90)
so that

00y () = 9T 07 (0SS Y(x) = B(0STAO Sy, (10.91)

where we have used the property (7°)2

subsection, the following relation holds:

= 1. As we are going to prove in the next

08740 = 571, (10.92)
In this case, using (10.88), Eq.(10.91) becomes
PN () = D) STINS Y = A, PN (), (10.93)

which shows that the current J* transforms as a four-vector.

10.4.4 Infinitesimal Generators and Angular Momentum

To find the explicit form of the spinor matrix S(A) we require it to induce the
transformation of the y-matrices given by Eq.(10.88). Actually it is sufficient to
perform the computation in the case of infinitesimal Lorentz transformations.

We can write the Poincaré-transformed spinor %' (x’) in (10.85) as resulting from
the action of a differential operator O(a ), defined in Eq. (9.101):

P = O v V(X)) = S O (x), (10.94)
The generators JP7 of O(A xy) are expressed, see Eq. (9.102), as the sum of differential
operators Mro acting on the functional form of the field, and matrices X'/’ acting

on the internal index o (which coincide with (—ih) times the matrices (L”?)%g in
Eq.(7.83)). These latter are the Lorentz generators in the spinor representation:

S(A) = 27 0o T (10.95)
and satisfy the commutation relations (9.103):

[Z1, Z07] = —ih (" Z"7 + /7 BT — gt BV — 97 ZIP) . (10.96)
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We can construct such matrices in terms of the v* ones as follows:

h
T = —3 ot (10.97)
where the o#" matrices are defined as:
oM = %w, N (10.98)

Using the properties (10.60) of the v*-matrices, the reader can verify that ¥'#" defined
in (10.97) satisfy the relations (10.96). The expression of an infinitesimal Lorentz
transformation on v (x) follows from Eq.(7.83), with the identification (L"7)%g =
lﬁ (Epa)ozﬂ — _l7 (O.po)ozﬁ:

Sip(x) = 2’—h 50,0 777 (x)

X .
= 3 30y [—’5 o7 4 PO — x"@p:| b(x), (10.99)

where we have adopted the matrix notation for the spinor indices and used the
identification:

A

. h
Jpo = Mg + Epo = il (505~ %g0p) = 5 0po. (10.100)

To verify that the matrices X#? defined in (10.97) generate the correct transformation
property Eq.(10.88) of the v* matrices, let us verify Eq.(10.88) for infinitesimal
Lorentz transformations:

1
Ay 2 8+ 5 805 (LY, = 81 + 601,
S(A) ~ 1— %wpg o, (10.101)

where we have used the matrix form (4.170) of the Lorentz generators L"7 =
[(L”?)",] in the fundamental representation: (LP7)*, = nPt§9 — nt ). Equa-
tion (10.88) reads to lowest order in §6:

, . |
(14 h00m) 7 (1= L) =4 Lt 0
The above equation implies:

% [6”, 4" = (LP)YH, ¥ =t~ — n7F AP, (10.102)
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which can be verified using the properties of the ~*-matrices. Having checked
Eq.(10.88) for infinitesimal transformations, the equality extends to finite trans-
formations as well, since the latter can be expressed as a sequence of infinitely many
infinitesimal transformations.

As far as Eq. (10.92) is concerned, from the definition (10.97) we can easily prove
the following property:
? 117, 71 = %i S CONNCOU b

in in
=7 ()0, A2 201 = — " AT= 2

APz =

Let us now compute the left hand side of Eq. (10.92) by writing the series expansion
of the exponential and use the above property of X#":

0t 0 _ 0|1 i A\ o_x ! i 0 5ot 0)
_ I po i _ I po
ST = Zn'( o5 Oer ¥ ) K _Zon!( on O V)

n=0 n=|

— exp (—2’71 0)s 0 2P 70) — exp (—é 01 zﬂ“) — sl (10.103)

This proves Eq. (10.92). A
In terms of the generators J P7 of the Lorentz group we can define the angular
momentum operator J = (J;) as in Eq. (9.106) of last chapter:

~ 1 Sk N
Ji = _Eﬁijkj =M+ %,

. 1 .
M; = e i pls 3 =—§e,»jk>:f", (10.104)

where, as usual M = (M,-) denotes the orbital angular momentum, while we have
denoted by ¥ = (X;) the spin operators acting as matrices on the internal spinor
components. Let us compute the latter using the definition (10.97) of X#¥:

Zi :—Eﬁijkz‘/ :Zﬁijko'] = — (0 o'i)’ (10105)

The above expression is easily derived from the definition of ¢/ and the explicit form
of the y#-matrices:

TP R ML (T I U W C o
o —2[’77’7]— ) 0 [of, o/ =€ 0 o)
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where we have used the properties (10.66) of the Pauli matrices and the relation
Eijk eIkt =2 51.[. For a massive fermion, like the electron, ¥ = (X;) generate the spin
group GO = SU(2), see Sect. 9.4.1, which is the little group of the four-momentum
in the rest frame Sp in which p = p = (mc, 0). In Sect.9.4.2 we have shown that
Iz = — Wu wh /(m?c?), i.e. the spin of the particle, is a Poincaré invariant quantity.
In our case, using (10.105), we have:

3
T2 =mss+1)1= : h?1, (10.106)

from which we deduce that the particle has spin s = 1/2, namely that the states
|p, r) belong to the two-dimensional representation of SU(2), labeled by r. The
matrix R(A, p) in Eq.(9.112) is thus an SU(2) transformation generated by the
matrices s; = ho; /2, see Appendix F:

R(A, p) = exp (% o' sl-), (10.107)

where, if A were a rotation, #’ would coincide with the rotation angles, and thus be
independent of p, whereas if A were a boost, 0" would depend on p and on the boost
parameters.

Note that, in the spinorial representation of the Lorentz group, which acts on the
index o of 1 (x), a generic rotation with angles #' is generated by the matrices X;
in Eq. (10.105) and has the form:

- Lgis
iy feF? 0 N _(S@® 0
S(AR) = en _( ) e;‘,e"si)—( 0 s@) (10108

i pi 0 A 0
S@) = e S =cos (5)+ia-9sin (5), (10.109)

where 8 = (0"), 6 = |0| and =20 /0. Equation (10.109) is readily obtained along
the same lines as in the derivation of the 4 x 4 matrix representation of a Lorentz
boost in Chap. 4.

Equation (10.108) shows that, with respect to the spin group SU(2), the spinor-
ial representation is completely reducible into two two-dimensional representations
acting on the small and large components of the spinor, respectively. Moreover we
see that a rotation by an angle 6 of the reference frame about an axis, amounts to a
rotation by an angle 6/2 of a spinor.

If the particle is massless, R is an SO(2) rotation generated by the helicity operator
I' in the frame in which the momentum is the standard one p = p. Choosing9

?Note that, with respect to the last chapter, we have changed our convention for the standard
momentum of a massless particle. Clearly the discussion in Chap.9 equally applies to this new
choice, upon replacing direction 1 with direction 3.
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p=(E,0,0,E)/c, I = X3 we have

R(A, p) = exp (71_1 053) . (10.110)

Finally we may verify that the spin X does not commute with the Hamiltonian, i.e.
it is not a conserved quantity. Indeed, let us recall the expression of the Hamiltonian
given in Eq. (10.53), namely

2 A
g ig 2_ .ol h 2_(me P g
H=—icha'0;+Bmc"=ca' p; + PBmc _(Cf)~0' —mcz)’

where we have used the explicit matrix representation (10.67) of o', 3. Using for
¥ the expression (10.105) we find:

0 exijo’ pl

H,XK =i
LH, 27]=ich (ekijal p’ 0

):ichek,-,-aiﬁf # 0. (10.111)
We see that, considering the third component X3, the commutator does not vanish,
exceptin the special case p! = p? =0, p> # 0.In general the component of ¥ along
the direction of motion, which is the helicity I', is conserved. This is easily proven
by computing [H,X Pl = (H, % p'1and using the property that H commutes with
p', so that, in virtue of Eq.(10.111), [H, Z; p'] = [H, Z;1p' = 0.

Similarly also the orbital angular momentum is not conserved since, if we compute
[H, M, ] and use the commutation relation [£!, pil=i hé;, we find:

[ﬁ, Mk] = €kjj [[’A], )/5[] ﬁj = C €gjj at [pe, )2’] ﬁj =—i cﬁekij o ﬁj.
Summing the above equation with Eq. (10.111) we find:
(A, Ji]=[H, My + 5] = —i cheggol pl +ichegal pl =0,
namely that the total angular momentum J = M + X is conserved.
So far we have been considering the action of the rotation subgroup of the Lorentz
group on spinors. On the other hand we have learned in Chap. 4 that a generic proper
Lorentz transformation can be written as the product of a boost and a rotation:

S(A) = S(AB) S(AR). (10.112)

Let us consider now the boost part. Lorentz boosts are generated, in the fundamen-
tal representation, by the matrices K; defined in Sect.4.7.1 of Chap.4. To find the
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representation of these generators on the spinors, let us expand a generic Lorentz
generator in the spinor representation:

i i 0i 1 . g ;

ﬁo,,,,,z*‘yzi—ie()iz’+%9i2’=AiK’+}—_10i2’, (10.113)

where, as usual, 6; = —ejt 67%/2 while A; = 6;. The boost generators K’ =
i X% /h read:

Ki=-7"% =-d. 10.114

STV =@ ( )

A boost transformation is thus implemented on a spinor by the following matrix

i

S(Ap) = e A % — MK (10.115)
The above matrix can be evaluated by noting that (\; K')? = =X\ \j vy /4 = \? /4,
where A = |\| and we have used the anticommutation properties of the ' -matrices.

By using this property and defining the unit vector M=\ /A the expansion of the
exponential on the right hand side of Eq. (10.115) boils down to:

A\ -
S(Ag) = cosh (%) 1 + sinh (E) N oaj. (10.116)

From the identifications cosh(\) = ~v(v), sinh(\) = y(v) v/c, A= (5\1-) =v/v, see
Sect.4.7.1 of Chap. 4, we derive:

Ay _ [y +1 (A ) -1
COSh(E)_ S 51nh(2)— >

S(AB)=\/$1+\/%_I%’@-. (10.117)

It is useful to express the boost A, which connects the rest frame Sp of a massive
particle to a generic one in which p = (p") = (Ep/c, p). In this case we can write
y() = E/(mc*),v/c = pc/Ep and Eq. (10.117), after some algebra, becomes:

1
S(Ap) = ——— (puy" +mcy") 7"
/2m (mc? + Ep)
1 0 .
N S— ((" tmoly - peo ) (10.118)
J2m (mc2 + Ep) P-a (p"+me) 1z
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10.5 Lagrangian and Hamiltonian Formalism

The field equations of the Dirac field can be derived from the Lagrangian density:

he - - .
L= ijc (P 0ut(x) = 0 ()Y (x)) — meZ PP (x). (10.119)

Indeed, since

oL he
9=
99, 000) = h(x),

we find

oL oL
o "\ arem ) =" ihA" 0y —mel —0, (10.120
Ip(x) ‘(8@@@)) & (ih7"8, = me1) (x) ( )

that is, the Dirac equation. .
In an analogous way we find the equation for the Dirac conjugate spinor ¥ (x):

oL oL - «—

Z) = (=) =0 (inyd 1)=0. (0121
81/)(X) u(aa/ﬂ/}(x)) < Px) (ihy p +mc ( )
The Lagrangian density has, in addition to Lorentz invariance, a further invariance
under the phase transformation

Px) — ) =e T P), Px) — P(x) =€ Px).  (10.122)

« being a constant parameter. In Sect. 10.2.1, we have referred to analogous trans-
formations on a complex scalar field as global U (1) transformations, the term global
refers to the property of o of being constant. This is indeed the same invariance
exhibited by the Klein-Gordon Lagrangian of a complex scalar field and leads to
conservation of a charge according to Noether theorem. The reader can easily ver-
ify that the conserved Noether current associated with the symmetry (10.122) is the
quantity J# defined in (10.81), which will be shown, just as for the complex scalar
field, to be proportional to the electric four-current.
Let us compute the energy-momentum tensor

1 oL - oL
v o " 7
Tt = C [—6‘8,,¢(x)8 Yx) + MY () —=— -1 /3]

90,1 (x)
= % [l% (" OFep — OFapy¥ o)) — nﬂ”z:] ) (10.123)
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We observe that the Lagrangian density is zero on spinors satisfying the Dirac equa-
tion. We may therefore write

TV _ ; (y”04p — D)) . (10.124)

This tensor is not symmetric. We can however verify that the divergences of T/
with respect to both indices vanish:

9,T"" = 9,T" =0, (10.125)

The latter equality is a consequence of the Noether theorem, being p the index of the
conserved current. As for the former, it is easily proven as follows:

) h ey T v TV T~V QL
0T = i 5 (Outpy" 0" + 97" Tp — Oy — 07" 0"9)) =0,

where we have used the Klein-Gordon equation for 1 and t. Using property (10.125)
we can define a symmetric energy momentum-tensor ®#" simply as the symmetric

part of TH":

1
O = S (T + T, (10.126)

since (10.125) guarantee that J,,@"” = 0. The four-momentum of the spinor field

Pt = / d*x T,
\4
has the following form
ph—i ; / x (%03% - a#%ow) , (10.127)
\%4

while the Noether energy of the field H = cp” reads

H=i ; /d3x (@zﬁ@z} - Wy;) . (10.128)

1%
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Using the Dirac equation and integrating by parts, we can easily prove that the right
hand side is the sum of two equal terms:

in /d&%ow — —ihe /d3x8iz/_ryiw — me? /d3xz/7¢

14 14 Vv

=ihc /d%{iﬁ’y@ﬂ/}—mcz /d3X7/_)¢= —ih/d3x7f_1'701/"»

1 Vv Vv

so that the energy can also be written in the following simpler form:
H=ih /d3x¢w. (10.129)
v

This energy will be shown below to coincide with the Hamiltonian of the field. For
this reason we describe it by the symbol H.
Let us now compute the conjugate momenta of the Hamiltonian formalism:

_ OL(x) _ E +
m(x) = —azﬁ(x) = lzw x), (10.130)
OL(x) h
T(y) = - ;=
' (x) = 81/}%()6) = 121/1()6). (10.131)

‘We note that from these equations it follows that the canonical variables , ), af, ’(/JT
are not independent: =" o 1, w oc 1. In view of the quantization of the Dirac field,
we need to deal with independent canonical variables. It is useful, in this respect, to
redefine the Lagrangian density in the following way:

L =i hic p(x)y" 0 (x) — me* P (x)p(x). (10.132)

The reader can easily verify that the above expression differs from the previous
definition (10.119) by adivergence. We then define, as the only independent variables,
the components of 1(x), so that the corresponding conjugate momenta read

7(x) = 8;(;) =ihy' (x). (10.133)

From the canonical Poisson brackets (8.231) and (8.232) and the above expression
of w(x), we find:

{w“(x, ORI t)} = —%53(:( — )59, (10.134)

{vee .0 = el vie.n} =0, (10.135)
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It is convenient to rewrite the energy H in Eq. (10.129) using Dirac equation (10.53):
H=ih /d%npw = /d%m/ﬁ [—i fic &' &; + mc? B) ). (10.136)
v 1%

The reader can verify that the energy density in the above formula coincides with
the Hamiltonian density, which has the form:

H =m0 — L. (10.137)
We can also verify that the Hamilton equation

0H

. _ _
R e

- [—ihc ol 8; + mc> B] ¥, (10.138)

coincides with the Dirac equation

ihi) = (—ikical 8; + mc? B) .

10.6 Plane Wave Solutions to the Dirac Equation

We now examine solutions to the Dirac equation having definite values of energy
and momentum. A spinor field with definite four-momentum p = (p") and spin r,
must have the general plane-wave form given in (9.113):

Upr(¥) = cpw(p. r) e ®XED = ¢ uy(p r)e P, (10.139)

where w(p, r) is a four-component Dirac spinor and ¢, a Lorentz-invariant normal-
ization factor, to be fixed later. Inserting (10.139) into Eq.(10.61), and using the
short-hand notation p = " p,,, we find that the generic spinor w(p) satisfies the
equation

(p—mc) w(ip,r)=0, (10.140)

where p# = (%, p). If we decompose w(p, r) into two-dimensional spinors as
in Eq.(10.68) and use the representation (10.63) of the +- matrices, Eq. (10.140)

becomes: -
(?_’"C 7P )(‘P)zo. (10.141)
o-p —-—mc X

We have shown that each component of v (x) is in particular solution to the Klein-
Gordon equation (10.58) which implements the mass-shell condition. This can be
also verified by multiplying Eq. (10.140) to the left by the matrix (p + mc):


http://dx.doi.org/10.1007/978-3-319-22014-7_9
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(p +me)(p —meyw(p, r) = (F +me p—me p—m*cH) w(p,r) =0,

Using the anti-commutation properties of the v*-matrices we find

1
P =" pupy =5 (" +9"9") pupy = 0" pups = p*, (10.142)
which implies
(B +mo)(p—moyw(p,r) = (p* —m*cHw(p,r) =0,  (10.143)

namely the mass-shell condition.
As noticed earlier, the Klein-Gordon equation contains negative energy solutions
besides the positive energy ones:

E2
— =p*+m’c® = E==+E,==%/|pl>c?+m>c*. (10.144)
C

The problem of interpreting such solutions, as already mentioned in the case of the
complex scalar field, will be resolved by the field quantization which associates them
with operators creating antiparticles.

We write the solutions with £ = £ Ej, in the following form:

P 0) = cp w((Ep/e, p),r) e ®X 0D = ¢ u(p,r)e 17,

wl(l,_r)(x) = cpw((=Ep/c,p), 1) eFPXHEY) — cpv((Ep/c, —p), 1) e PxTEpD),

where we have defined u(p, r) = w((%, pP).7), v((%, —p),r) = w((—%, P, 7).
We shall choose the normalization factor ¢, to be: ¢, = g”p—‘f,. Note that the

exponent in the definition of wl(,;) acquires a Lorentz-invariant form if we switch p
into —p. We can then write:

c? i
it (x) = u(p,rye nP, (10.145)
pr EpV
v (x) = e v(p.r)eh Px. (10.146)
pr EpV

In the above solution we have defined p = (p#) = (%, p) so that (10.146) describes
a negative-energy state with momentum —p, v(p, r) = w(—p, r).



352 10 Relativistic Wave Equations

The general solution to the Dirac equation will be expanded in both kinds of
solutions, and have the following form:

2

d’p ) e
v = [ SR > (6600 04700+ dopn* ).

where ¢, d are complex numbers representing the components of 1/ (x) relative to

the complete set of solutions wl(f,) (x). By changing p into —p in the integral of the
second term on the right hand side, we have:

il RS () k)
v = [ G S (@ v w + e 5, w)

r=1

d3 me2V & . i
:/ (27r;:)3 E Z(C(p”’)”(Pvr)e_h”'x +d(p,r)*v(p,r) en ”'x).
P

(10.147)

We need now to explicitly construct the spinors u(p, r), v(p,r). Being u(p,r) =
w(p,r)andv(p, r) = w(—p, r), theequation for u(p, r) is the same as Eq. (10.140),
while the one for v(p, r) is obtained from (10.140) by replacing p — —p:

(p—mc)u(p,r) =0, (Pp+mc)v(p,r)=0. (10.148)

The Lorentz covariance of the above equations implies that S(A)u(p,r) and
S(A)v(p, r) must be a combination of u(A p, s) and v(A p, s),'° with coefficients
given by the rotation R(A, p)®, of Eq.(10.107), or (10.110) for massless particles,
according to our discussion in Sect.9.4.1:

SN u(p,r) = R(A, p)' r u(A p,r')
S(A)v(p,r) = R(A, p) » v(A p, ). (10.149)

These are nothing but the transformation properties derived in Eq.(9.118). In the
frame Sy in which the momentum p is the standard one p, u(p,r) and v(p, r)
transform covariantly under the action of the spin group. Let us construct them in
this frame and then extend their definition to a generic one.

10This can be easily ascertained by multiplying both Eq.(10.148) to the left by S(A). We
find that S(A)u(p,r) and S(A)v(p, r) satisty the following equations: (S(A) p S(A)~! = me)
S(A)u(p,r) =0and (S(A)p S(A)~! + mo) S(A)v(p, r) = 0. Next we use property (10.88) and
invariance of the Lorentzian scalar producty-p = " p,, = ptowrite S(A) p SM) L=y =4"p.,
where p’ = A p. Thus the transformed spinors satisfy Eq. (10.148) with the transformed momentum
p’, and consequently, should be a combination of u(p’, s) and v(p’, s), respectively.
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Consider a massive particle, m # 0, and let us first examine the solutions of the

coupled system (10.141) in the rest frame Sp, where p = 0, namely p = (mc, 0).
Equation (10.141) becomes:

(E — mcz) p=0; (E + mcz) x =0. (10.150)
Then we have either
E:Ep:():mcz; p#0, x =0,

or
E=—Ep= —mc?; =0, x#0.

The non zero spinors in the two cases can be chosen arbitrarily. We choose them to

be eigenvectors of ¢:
1 0
o1 = (0) ;= (1) . (10.151)

In &y we can then write the positive and negative energy solutions in the momentum
representation as

u,7)=u(p,r) = ((‘i;) ;o v(0,r)=v(p,r) = (2) r=1,2, (10.152)

0 . . .
where 0 = ( ) Since the ¢, are eigenstates of o3, the rest frame solutions u (0, r)

0
and v (0, r) are eigenstates of the operator:
h 3
3 0
3= (27 , 10.153
( 0 % o3 ) ( )

corresponding to the eigenvalues £7/2. Once the solutions in the rest frame are given
we may construct the solutions u(p, r) and v(p, r) of the Dirac equation in a generic
frame S where p # 0 as follows:

upr) = —LEME 0, (10.154)
/2m (mc? + Ep)
—Arme 0.0, (10.155)

v(p,r) = ——
/2m (mc? + Ep)

The denominators appearing in Egs. (10.154) and (10.155) are normalization factors
determined in such a way that the spinors u(p, r), v(p, r) obey simple normalization
conditions (see Eqs. (10.168) and (10.169) of the next section).



354 10 Relativistic Wave Equations

It is straightforward to show that u(p, r) and v(p, r) satisfy Eq. (10.148) by using
the properties

(P +me)(Pp —me) = (p —mce)(p + mo)
=p*—m* +mcp—mep=p*—m?>?=0, (10.156)

which descend from Eq. (10.142). Using the representation (10.63) of the y-matrices
and the explicit form of p, we obtain u(p, r) and v(p, r) in components:

p-o
Ep + mC2 T Sar
Tomer ¢ [2m(Ep + mc?)

u(p,r) = po ;u(p,r) = 5
—————————— Ep +mc
/2m(Ep + mc?) ome2 T

(10.157)

Let us show that the above vectors transform as in Eq.(10.149) with respect to
rotations AR:

Ep—i—mc2 .
—— S(0") o,
2me? (G’
S@)p-o

AN S —
/2m(Ep + mc?)

Ep—l—mc2 ,
me2 7

S@)p-oS@)~' | (10.158)

/

Pr
/2m(Ep + mc?)

-0 X
S(AR)u(p,r) =eh u(p,r) =

where:

0. =80 ¢, = SO, o3 =R, 5. (10.159)
Let us now use the property of the Pauli matrices to transform under conjugation by
an SU(2) matrix S(@), @ = ("), as the components of a three-dimensional vector

o = (o;) under a corresponding rotation R(6), see Appendix (F):

S@)'0iS(O) = R0):/5; = SO)0:SO)' =RO)' 0j. (10.160)
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We can then write:

S@p-oSO) ' =p- (R(B)_l a) —p -0, (10.161)

where p’ = R(0) p. Since Ag p = (p°, p'), we conclude that

Ep+mc?
ame2 Ps

S(AR)u(p,r) =R’ b =R u(Ag p,s). (10.162)
A/ 2m(Ep+mc?) s

A similar derivation can be done for v(p,r). If A is a boost, of the form A =
exp(%w()i JO), the corresponding representation on the spinors reads S(A) =
exp(%wo,- 30y The resulting SU(2) rotation R(A, p), which we are not going
to derive, is the Wigner rotation.

We note that u(p, r) and v(p, r) are not eigenstates of the third component of the
spin operator X3 (10.153) except in the special case of p! = p? =0, p3 # 0. This
can be explained in light of the discussion done in Sect. 9.4.1 about little groups. The
solutions u(p, r) and v(p, r), for a fixed p, transform as doublets with respect to the
little group of the momentum p, which we have denoted by G;O): The action of GE,O)
on the solutions u(p, r) and v(p, r), according to Eq. (10.149), does not affect their
dependence on p, and only amounts to an SU(2)-transformation on the index r. This
group is related to the little group G0 = SU(2) of p = (mc, 0), generated by the
> matrices as follows: GE,O) = A, -SUQ) - A;l. This means that its generators
are X/ = S(A,) X S(Ap)’l. If instead we act on u(p, r) and v(p, r) by means of
aGO = SU(2)-transformation, it will affect the dependence of these fields on p,
mapping it into p’ = (p°, Rp). Therefore, if u(p, r) and v(p, r) are eigenvectors
of X3, u(p, r) and v(p, r) will be eigenvectors of Z‘é.

In Sect.9.4.1 of last chapter, a general method was applied to the construction
of the single-particle quantum states |p, r) acted on by a unitary irreducible repre-
sentation of the Lorentz group. The method consisted in first constructing the states
of the particle |p, ) in some special frame Sy in which the momentum of the par-
ticle is the standard one p, and on which an irreducible representation R of the
little group G of p acts (p = (mc, 0) and G© = SU(2) for massive particles,
while p = (E, E,0,0)/c and G© is effectively SO(2) for massless particles). A
generic state |p, r) is then constructed by acting on |p, r) by means of U(A ), see
Eq.(9.111), that is the representative on the quantum states of the simple Lorentz
boost A, connecting p to p: p = A, p. This suffices to define the representative
U (A) of a generic Lorentz transformation, see Eq.(9.112).

In this section we have applied this prescription to the construction of both the
positive and negative energy eigenstates of the momentum operators. The role of
|p, r) is now played by the spinors u(p, r), v(p, r), and that of U (A) by the matrix
S(A), as it follows by comparing Eq. (10.149) with Eq.(9.112). It is instructive at
this point to show that the expressions for u(p,r), v(p,r) given in (10.154) or,
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equivalently, (10.157), for massive fermions, could have been obtained from the
corresponding spinors u(0, ), v(0, r) in Sy using the prescription (9.111), namely
by acting on them through the Lorentz boost S(A ,):

u(p,r) =SApu,r); v(p,r)=SAp)v,r). (10.163)

This is readily proven using the matrix form (10.118) of S(A ;) derived in Sect. 10.4.4
and the definition of u(0,r), v(0,r) in Eq.(10.152). The matrix product on the
right hand side of Eq.(10.163) should then be compared with the matrix form of
u(p,r), v(p,r)in (10.157).

10.6.1 Useful Properties of the u(p, r) and v(p, r) Spinors

In the following we shall prove some properties of the spinors u(p, r) and v(p, r)
describing solutions with definite four-momentum.

e Let us compute the Dirac conjugates of u(p, r) e v(p, r):

i
u(p,ry=u'(p,r 'yo = l,ﬁ(()7 r)w,yo
2m(Ep + mc?)
, T
=u'(0, r)7070—¢ e ~+°
.t (10.164)
2m(Ep + mc?)

In an analogous way one finds:

B(p.r) = 50, )L (10.165)

2m(Ep + mc?)

Recalling the property (10.156), from (10.164) and (10.165) we obtain the equa-
tions of motion obeyed by the Dirac spinors u(p, r) e v(p, r):

u(p,r)(p —me) =0,
v(p, r)(p+me) = 0. (10.166)

e Next we use the relations:

(p + mc)? = 2me(p + me),
(p — me)* = 2me(—p + me), (10.167)
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which follow from Eq.(10.142) and the mass-shell condition p?> = m?c?, to
compute i(p, r)u(p, r'):

i, up, 'y = ——2MC G0, 1)(p + meyu(0, ')
P P - 2m(Ep + mc?) ’ ’
c ©r!
= ———(¢,0,0 0
By @ OO +mo) | 0
= Spr . SOV/ = 51‘1‘/’ (10168)
With analogous computations one also finds:
5(p, v(p,r') = mﬁ(o, ") (= + meyv(0, 1)
c 0
=———0,0,—p)(=p+mc)| O
2
Ep +mc o
= 6, (10.169)

and moreover

iu(p, rv(p,r") oc (0, r)(p + me)(—p +me)v(0,r)
=0=19(p,Nulp,r). (10.170)

Summarizing, we have obtained the relations

L_‘(P’ r)“([” r/) = 6rr/r = _l_)(pv r)U(P’ }’/)7
iu(p,ryv(p,r’) =0. (10.171)

e Next we show that:
T 1 EP
u'(p,ryu(p,r) = —=0p =0, (10.172)
mc
E
o (p.v(p, 1) = —58,0 = 0. (10.173)
mc
Indeed, using the Dirac equation pu = mcu, and i p = mcu, we find
0 0
_ _ my” +my
u¥(p, yup,r') = i(p, N u(p, ') = i(p, r)—— ——

0 0
= atp. P .
mc

u(p,r’)



358 10 Relativistic Wave Equations
Using now the property

2F
PP +208 = 15,7° = pur* ) =20 0p, = 7",

the last term, can be rewritten as follows:
E E
P - p
zu(pir)u(par/): 26}’}’/1
mc mc

so that Eq.(10.172) is retrieved. Equation (10.173) is obtained in an analogous
way.

We conclude that uT(p, Mu(p,r’) and UT(p, rv(p, r') are not Lorentz-invariant
quantities, since they transform as Ep, that is as the time component of a four-
vector. This agrees with the previous result that J# = 1)y*1) is a four-vector whose
time component is J* = ¢y > 0.

We can also prove the following orthogonality condition:

u(p, ) v(—p,s) =0, (10.174)
where we have used the short-hand notation u(p, r) = u((Ep/c, p), 1), v(p,r) =
v((Ep/c,p),r). To prove the above equation we use the Dirac equation for

v(—p, s): pv(=p,s) = —mcv(—p,s), where p’ = (Ep/c, —p). We can then
write:

T o _ = 0 _ _ 1 - 0o _ .0y _
u(p,r) v(=p,s) =up,r)v v( p,s)—%u(p,r)(m Y P v(—p,s)

1 - s .
= %“(p, r) (piy' 70+’70’Ylpi)v(—p, s) =0. (10.175)

From property (10.174) it also follows that positive and negative energy states are
represented by mutually orthogonal spinors if they have the same momentum:

[w;“(x)]T Y§7 () = 0. (10.176)
Recalling from Egs. (10.145) and (10.146) that
YD) = cpup,r) e FEPN 0 () = ¢ u(—p, r) e Ep PN
from the orthogonality condition (10.174) it indeed follows that

4 . 2i
PSR O Y5 @) = lepPul(pr)v(—p.s)en Pl = 0. (10.177)
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. . . . 2
Having fixed the normalization factor ¢, in Eq.(10.139) to be ",”fsp, we now

observe that Egs. (10.172) and (10.173) represent the right normalization (9.116)
of the u and v vectors in order for the corresponding positive and negative energy

solutions w[(,,ir) (x) to be normalized as in (9.54):
; (2rh)?
(w62 ) = / Ex D @5 ) = = 5 e = B d

as the reader can easily verify.!! Similarly, using the orthogonality condition
(10.174), which applies to the above expression only when p = p’, we can show
that positive and negative energy solutions are mutually orthogonal:

(w5 vy ) = / X lep P u(p, 1) v(—p/, 1) eft BB = f (e
X X (27rﬁ)3 53(p -p) e% Ept u(p, r)Jr v(—p,r) =0.

e Finally we define projection operators Ay (£p) on the positive and negative
energy solutions:

Ar(p)s

2
> ulp. ) i(p. r)s, (10.178)

r=1

2
A_(p)p == w(p.r)B(p.r)s. (10.179)

r=1

Using the formulae (10.171) we see A+ (p) are indeed projection operators:

Ap(p)u(p,r) =u(p,r); Ay(p)v(p,r) =0, (10.180)
A_(pu(p,r) =0; A_(pv(p,r) =v(p,r). (10.181)

The explicit form of A1 is immediately derived from Eq.(10.167) since they
express the fact that p + mc are proportional to projection operators. Thus we
have:

1
Ag(p) = 5 —(p+mo), (10.182)

nic

1
A(p) = =5 —(p = mo). (10.183)

Tn the above derivation the time-dependent exponential e 7 (P =P equals one since the equality
p = p’ implemented by the delta-function implies p® = p’°.
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10.6.2 Charge Conjugation

‘We show the existence of an operator in the Dirac relativistic theory which transforms
positive energy solutions into negative energy solutions, and viceversa. One can
prove on general grounds that there exists a matrix in spinor space, called the charge-
conjugation matrix, with the following properties

ClyCc=—: c"=-c: ct=c"=c". (10.184)

In the standard representation we may identify the C matrix as

i
czmzvoz( 0 10"). (10.185)

—io
Given a Dirac field v (x), we define its charge conjugate spinor 1¢(x) as follows:
Y = CPT (). (10.186)

The operation which maps t(x) into its charge conjugate ¢°(x) is called charge-
conjugation. Let us show that charge conjugation is a correspondence between pos-
itive and negative energy solutions.

To this end let us consider the positive energy plane wave described by the spinor
u(p, r). Its Dirac conjugate u will satisfy the following equation:

u(p) (p —mce) =0.

By transposition we have
(4] p" = me) @ (p) =0

If we now multiply the above equation to the left by the C matrix and use properties
(10.184) we obtain
(#+me) Ca’ (p) =0, (10.187)

which shows that charge-conjugate spinor u¢(p) = Cu’ (p) satisfies the second of
Eq.(10.148) and should therefore coincide with a spinor v(p) defining the negative
energy solution w(:p) with opposite momentum —p. Besides changing the value of
the momentum, charge-conjugation also reverses the spin orientation. Going, for
the sake of simplicity, to the rest frame, where a positive energy solution with spin
projection /2 along a given direction, is described by

u(©,r =1)=(1,0,0,0)7,
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(see Eq.(10.152)), we find for the charge conjugate spinor u¢ = C~° u* (note that
T =199
u(0,r) =Cu*0,r =1)=(0,0,0, DT = v(0,r =2),

that is a negative energy spinor with spin projection —#/2. In general the reader can
verify that

u(0,7) = e5v(0,5), (10.188)

where summation over s = 1, 2 is understood, and (e,) is the matrix i oo: €11 =
€2 =0, €p=—e1 =L

Let us now evaluate u“(p,r) using the explicit form of u(p,r) given in
Eq.(10.154):

k
W(por) = CAVulp,ry* = €10 LM,y
J2m(mc? + Eyp)
T _
=C w ’YOM(O, r)* = ﬂ MC(O, r)
\/2m(mc? + Ep) /2m(mc? + Ep)
P 0.5) = e v(p. 5), (10.189)
/2m(@mc? + Ep)
In the above derivation we have used the properties Cp” C~' = —p and 70 p* =

A0

We shall see in the next chapter that, upon quantizing the Dirac field, negative
energy solutions 1/1(__!,),r with momentum —p and a certain spin component (up or down
relative to a given direction) are reinterpreted as creation operators of antiparticles
with positive energy, momentum p and opposite spin component. Thus the charge
conjugation operation can be viewed as the operation which interchanges particles
with antiparticles with the same momentum and spin. As far as the electric charge
is concerned we need to describe the coupling of a charge conjugate spinor to
an external electromagnetic field as it was done for the scalar field. This will be
discussed in Sect. 10.7. We anticipate that the electric charge of a charge conjugate
spinor describing an antiparticle is opposite to that of the corresponding particle.

10.6.3 Spin Projectors

In Sect. 10.6.1 we have labeled the spin states of the massive solutions to the Dirac
equation by the eigenvalues, in the rest frame, of X3: u(0, ), v(0,r), forr = 1,2
correspond to the eigenvalues 4+//2 and —h/2 of X5. This amounts to choosing
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the two-component vectors ¢, to correspond to the eigenvalues +1 and —1 of 03.
We could have chosen u(0, r), v(0, r) to be eigenvectors of the spin-component
¥ - n along a generic direction n in space, |n| = 1. The corresponding eigenvalues
would still be +h/2. Clearly, for generic n, ¥ - n is not conserved, namely it does
not commute with the Hamiltonian, as proven in Sect. 10.4.4. This is not the case if

= p/|p|, in which case the corresponding component of the spin vector defines the
helicity I = X - p/|p| which is indeed conserved (see discussion after Eq. (10.111).

We now ask whether it is possible to give a covariant meaning to the value of
the spin orientation along a direction n. We wish in other words to define a Lorentz-
invariant operator O,, which reduces to X - n in the rest frame, namely such that, if
in Sp:

h h
X -nu0,r) =e¢, 3 u@,r); (X-nv0,r)=c¢, 3 v(0,r), (10.190)
where €] = 1, ep = —1, in a generic frame S:

h h
Opu(p,r) =¢, 3 u(p,r); Opv(p,r) =¢, 5 v(p,r). (10.191)
Clearly, using Eq. (10.163), we must have:
On = S(Ap) (Z-m)S(A,)"' =% n, (10.192)

where X/ are the generators of the little group GE,O) = SU(Q2), of p.

We shall however compute O,, in a simpler way, using the Pauli-Lubanski four-
vector Wu introduced in Sect. 9.4.2, which, on spinor solutions with definite momen-
tum p#, acts by means of the following matrices:

1
W, = —3 €pe 2P p7, (10.193)

It is useful to write it in a simpler way by introducing the matrix v (see Appendix G):

0123 1 01
’7 =iy Yy =a €pvpoY! NPy (12 0). (10.194)
Note that 4> anticommutes with all the ~*-matrices and thus commutes with the
Lorentz generators X' which contain products of two ~*-matrices. From this we
conclude that 4> commutes with a generic Lorentz transformation S(A), since it
commutes with its infinitesimal generator.
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Using the v° matrix the Pauli-Lubanski four-vector (10.193) takes the simpler
form:

1 h h ,
W, = —Eeu,,pg (—Ea’ f’) p’ = Zem,pga' ’p?

ih
= 375 Ouv P’ = _i’YSZ‘uuPV7 (10.195)

where we have used the identity

5 i v
YV Opo = _z €uovp O L

given in Appendix G, which can be verified by direct computation, starting from
the definition of 4. Using the Lorentz transformation properties (10.88) of the /-
matrices, and the invariance of the €, ,--tensor under proper transformations, we
can easily verify that W# transforms like the y*-matrices:

S(A)WES(A) ™ =A"1r, wr. (10.196)

Let us now introduce the four-vector n”(p) = (n°(p), n(p)) having the following
properties:

2 _php, = —1
=T : (10.197)
n,pt =0.

In the rest frame, p =0 and E = mc? # 0, the previous relations yield:

np'=n"E=0 = n’=0,
=02 —m’=-1 = nl=1, (10.198)

thatis n,(p = 0) = (0, n). We may now compute the scalar quantity n*W/,:

ih h
Wy == v ot pt = —175 (Ve — Yoynt p”

I h
= =27 @y = 20w nlp’ = =2 g (10.199)

where the property n - p = 0 has been used. In the rest frame p = 0, n* W), becomes:

575 (nl,YZ)pO,YO — _EmC,YS,yO,Yl nt = —EmC’ySa’ nt
= —mcX -n, (10.200)

(n-W)(p=0)
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where we have used the property

i_h i
ri=27al (10.201)

which can be verified using Eqs. (10.67), (10.105) and (10.194). Thus we have found
a Lorentz scalar quantity that in the rest frame reduces ton - X:
T
Op=——n"W, — 0,”=n-X. (10.202)
mc

In the particular case of n pointing along the z-axis, n = n; = (0,0,0, 1), from
Eq.(10.105) we find

1
0 W
Orgz) = e "Wy,

n
(27 ho = 5. (10.203)
p=0 0 203

Clearly, using the transformation property (10.196) of W# and the Lorentz invariance
of the expression of Oy, in a generic frame S we find

1 o —1
Op = ——n"W, = S(Ap) O S(A,)~", (10.204)
mc

thatis if u (0, ), v(0, r) are eigenvectors on X - n, u(p, r), v(p, r) are eigenvectors
on O, corresponding to the same eigenvalues, which is the content of Egs. (10.190)
and (10.191).

We can define projectors P, on eigenstates of O, corresponding to the eigenvalues
erh/2 = £h/2:

1 2 1 1
Pr==(14e20,)== (14— sp). (10.205)
2 h 2 mc

In the rest frame the above projector reads:

1 ; I,+&n o 0
0 — 5 i . 2 r
PO =3 (1+5,7 na,)_( ;i Lten. ) (10.206)

The matrices P, project on both positive and negative energy solutions with the same
spin component along n. Let us now define two operators A4 ., A_ , projecting on
positive and negative solutions with a given spin component r, respectively:

A+,r“(p’5) == 5rsu([7as); A+,l‘ v(p’s) == 07
Ay u(p,s) =0; A, v(p,s) = o5 v(p,s). (10.207)
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They have the following general form:

(A4 )% =u(p,r)ug(p,r); (A- )3 =—v"(p,r)va(p,r), (10.208)
as it follows from the orthogonality properties (10.168) and (10.169). To find the
explicit expression of these matrices in terms of p and n, we notice that they are

obtained by multiplying to the right and to the left the projectors P, on the spin state
r by the projectors A+ on the positive and negative energy states:

1 1
Asr=AsPrAs=Ars (ke Y l) = — (prme) Ate 7' ),

where we have used the property:

(1 + e, % 73 Mf) (pEme)=PpEtme)d+e, ¥ i),  (10.209)

which can be easily verified using the fact that p and # anticommute: 7t p = — pi.

10.7 Dirac Equation in an External Electromagnetic Field

We shall now study the coupling of the Dirac field to the electromagnetic field A,,.
To this end, as we did for the complex scalar field in Sect. 10.2.1, we apply the
minimal coupling prescription, namely we substitute in the free Dirac equation

o ph S an, (10.210)
c
that is, in terms of the quantum operator
ihot — i + < an. (10.211)
c

In the convention which we adopt throughout the book, the electron has charge
e=—le|] <0.
The coupled Dirac equation takes the following form:

[@na, + ; Ay = me] b(x) =o0. (10.212)

Using the covariant derivative introduced in Eqs. (10.36) and (10.212) becomes

[i" Dy — me] w(x) = 0. (10.213)
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Just as in the case of the complex scalar field, the resulting equation is not invariant
under gauge transformations

Au(x) = Au(x) + 9,0(x), (10.214)

unless we also apply to the Dirac wave function the following simultaneous phase
transformation _
P(x) — P(x)enc#. (10.215)

In connection with the discussion of the meaning of the charge-conjugation oper-
ation, it is instructive to see how the Dirac equation in the presence of an external
electromagnetic field transforms under charge-conjugation. The equation for the
charge-conjugate spinor )¢ = CET = C~"¢* is easily derived from (10.212) and
reads: ¢

(no, - = A" - me) ¥ (x) = 0. (10.216)

We see that 1) and ¢ describe particles with opposite charge. This justifies the
statement given at the end of Sect. 10.6.2 that antiparticles have opposite charge with
respect to the corresponding particles.'?

Let us now recast Eq. (10.212) in a Hamiltonian form. Solving with respect to the
time derivative, we have:

in 2l =

o = e o+ 7 a) o+ Bme — e[ = A (0218)

where H = Hfype + Hjn, Hpee being given by Eq.(10.53) and Hj, = —e (Ag +
A; o). In order to study the physical implications of the minimal coupling it is
convenient to study its non-relativistic limit.

We proceed as in Sect. 10.4.1. We first redefine the Dirac field as in Eq.(10.72),
so that the Dirac equation (10.218) takes the following form:

(ih% +mc2) Y = [—c (ih@,- + SA,-) o + Bmc? —eAO] Y.

Next we decompose the field ¢’ as in Eq. (10.70) (omitting prime symbols on ¢ and
x) and find:

0 0 L€
(lhEJrgA)(p_w.(p_zA) \. (10.219)

12We also observe that the Dirac equation is invariant under the transformations

>, Ay —> —A, (10.217)
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., 0 0 2 ., €

i+ eA”+2m? ) x = co- (p - -A) 0. (10.220)
c

As explained earlier, in the non-relativistic limit, we only keep on the left hand side
of the second equation the term 2mc? y, since the rest energy mc? of the particle is
much larger than the kinetic and potential energies, so that

so that only the large upper component ¢ remains.
Substituting the expression for  into the first of Eq.(10.219) we obtain:

c

(iﬁ%—i—er) o= ﬁ[a'(f)— eA)]2<p. (10.221)

To evaluate the right hand side we note that given two vectors a, b the following
identity holds as a consequence of the Pauli matrix algebra:

(a-o)b-o)=a-b+ioc-(axb).
In our case ¢ ¢
a—b= (f)——A) :—(ihV+—A),
c c
but the wedge product does not vanish, since V and A do not commute. We find:

(ﬁ—gA)x(f)—gA)go:i?(—AxV—i—VxA)<p+i?AxV<p

_eh
=i—Be. (10.222)
c

Substituting in (10.221)we finally obtain:

) 1 .
ihl — | ihv+ AP +ev — S s.Blo= Ay, (10.223)
ot 2m c mc

where we have defined, as usual, s = ho /2, and written Ag as —V, V being the
electric potential. Equation (10.223) is called the Pauli equation. It differs from the
Schroedinger equation of an electron interacting with the electromagnetic field by
the presence in the Hamiltonian of the interaction term:

Hypagn = _% s-B=—pu,-B, (10.224)
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which has the form of the potential energy of a magnetic dipole in an external
magnetic field with:
e e

Hy=—S=g—S8§, (10.225)
mc 2mc

representing the electron intrinsic magnetic moment. The factor g = 2 is called the
g-factor and the gyromagnetic ratio associated with the spin, defined as |gt|/|s], is
gle|/(2mc). Recall that the magnetic moment associated with the orbital motion of

a charge e reads

e
Rorbir = M, (10.226)
2mc

M being the orbital angular momentum. The gyromagnetic ratio |p|/|s| = |e|/(mc)
is twice the one associated with the orbital angular momentum. This result was found
by Dirac in 1928.13

Let us write the Lagrangian density for a fermion with charge e, coupled to the
electromagnetic field:

£ =dx) (ihc p— mcz) b(x). (10.227)

The reader can easily verify that the above Lagrangian yields Eq. (10.212), or, equiv-
alently (10.213). Just as we did for the scalar field, we can write £ as the sum of a
part describing the free fermion, plus an interaction term £;, describing the coupling
to the electromagnetic field:

L=Ly+ Ly,
Lo = ¥(x) (iﬁc@ — mcz) P(x),
L= Aux) J'x) = e Ay () ()" (x), (10.228)

where we have defined the electric current four-vector J# as:

THx) = e j(x) = e ()7 (x). (10.229)

In Sect. 10.4.2 we have shown that, by virtue of the Dirac equation, J# is a conserved
current, namely that it is divergenceless: 9,J# = 0. As pointed out earlier, the
electric four-current defined above, is the conserved Noether current associated with
the global U(1) invariance (10.122).

13We recall that the Zeeman effect can only be explained if g = 2. We see that this value is correctly
predicted by the Dirac relativistic equation in the non-relativistic limit.
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10.8 Parity Transformation and Bilinear Forms

It is important to observe that the standard representation of the y-matrices given in
Sect. 10.4.1 is by no means unique. Any other representation preserving the basic
anticommutation rules works exactly the same way. It is only a matter of convenience
to use one or another. In particular the expression (10.97) of the Lorentz generators
2" in terms of y#-matrices is representation-independent.

In this section we introduce a different representation, called the Wey! represen-
tation, defined as follows:

o_ (0 LY. ;_ (0 —oY\ . _
7_(12 0)’ 7—(01' 0 ; i=1,2,3. (10.230)

It is immediate to verify that the basic anticommutation rules (10.60) are satisfied.
Defining ‘ ‘
ol'=(1p,—0"); " =1, 0"), (10.231)

Equation (10.230) can be given the compact form

0 o+
T
AH = (W ) ) (10.232)

The standard (Pauli) and the Weyl representations are related by a unitary change of
basis:

T
TPauti = UV 7Wey1U'
Decomposing as usual the spinor 1 into two-dimensional spinors & e (:

_ (¢
= (C) , (10.233)

one can show that, in the Weyl representation, the proper Lorentz transformations
act separately on the two spinors, without mixing them. As we are going to show
below, this means that the four-dimensional spinor representation, irreducible with
respect to the full Lorentz group O(1, 3) becomes reducible into two two-dimensional
representations under the subgroup of the proper Lorentz group SO(1, 3).

To show this we observe that since infinitesimal transformations in the spinor
representation of the Lorentz group are, by definition, connected with continuity to
the identity, they ought to have unit determinant, and therefore they can only belong
to the subgroup of proper Lorentz transformations SO(1, 3).

We can compute, in the Weyl basis, the matrix form of the X'#" generators:

h i h
Elw — _EO_;LI/ — _lz [,yﬂ7 /7”] (10234)
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ih (olg? —oVoH 0
=- ( 0 i 5%;#) , (10.235)

and restricting pv to space indices we have

1 . hfo; 0
N o L i
5= eI =3 (o Ui). (10.236)

The generators X; of rotations S(Ag) have the same form as in the Pauli represen-
tation. The corresponding finite transformation will therefore be implemented on
spinors by the same matrix S(Ag) in Eq.(10.108).

Moreover from Eq.(10.100) the spinor representation of the infinitesimal boost
generators J% | are also given in terms of a block diagonal matrix

; .

20— —ink; = —in % = P (”" 0 ) (10.237)
2 2\0 —oi

It follows that if we use the decomposition (10.233) a proper Lorentz transformation

can never mix the upper and lower components of the Dirac spinor 1. The explicit

finite form of the proper Lorentz transformations in the spinor representation can

be found by exponentiation of the generators, following the method explained in

Chap. 7.

A generic proper Lorentz transformation can be written as the product of a rota-
tion and a boost transformation, as in Eq.(10.112). The rotation part was given in
Eq. (10.108), while the boost part S(A p) was given in Eq. (10.116) in terms of the
matrices ', whose matrix representation now, in the Weyl basis, is different. One
finds that under Ag and Ap the two two-dimensional spinors &, ¢ transform as
follows:

0 A 0 0 A 0
53 |:cos§+ia-051n§i|§; ¢ Ax [cosz—i-ia-esinz](,

£ ﬂ) |:coshé +o- j\sinhé] & C Az |:Coshé — o - Asinh éi| ¢,
2 2 2 2
where 0 = |0]; A\ = |A|; A= ﬁ; 0= %.

The above results refer to proper Lorentz transformations, that is they exclude
transformations with negative determinant: det A = —1. Letus now consider Lorentz
transformations with det A = —1. Keeping A8 > (, the typical transformation with
det A = —1 is the parity transformation Ap € O(1,3) defined by the following
improper Lorentz matrix:

(=)
—
o o
(=R

(Ap)t, = (10.238)

coo =
ool
o |

o

|

_
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On the space-time coordinates x* it acts as follows :
0 0.
X' —x"; X —> —X, (10.239)

that is it corresponds to a change of the orientation of the three coordinate axes.
‘We now show that A p acts on spinors as follows:

S(Ap) =np~°, (10.240)

where np = +£1.
We may indeed verify that

S(Ap)T'VS(Ap) = Ap", A"

which generalizes the general formula (10.88) to the parity transformation. The above
property is readily proven, using Eq. (10.240):

S(Ap)1Y0S(Ap) =~° = Ap%A°,
S(Ap) 'Y S(Ap) = =y = Ap' ;). (10.241)

The action of a parity transformation on a Dirac field ¢(x) is therefore:

P(x) i ne Y° (0, —x). (10.242)

If we take into account that in the Weyl representation the y-matrices are given by
Eq.(10.230) and are off-diagonal, we see that the parity transformation A p trans-
forms & and ¢ into one another:

[5 = e, (10.243)

¢ —> npé.

This result shows that while for proper Lorentz transformations the representation of
the Lorentz group is reducible since it acts separately on the two spinor components,
if we consider the full the Lorentz group, including also improper transformations
like parity, the representation becomes irreducible and we are bound to use four-
dimensional spinors.

Let us now write the Dirac equation in this new basis. On momentum eigenstates

w(p) e~ % P¥ it reads:

(P’ —p-o)&=mc(,

10.244
(P +p- o) C = met, (10249

(p—mcyw(p) =0 = |
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where we have written w = (£, (). For massless spinors m = 0 the above equations
decouple:

P’ —p-o)e=0; P’+p-0)C=0, (10.245)

which will have solutions for p® > 0 and p® < 0. The above equations fix the
helicity I" of the solution which, as we know, is a conserved quantity and labels
the internal degrees of freedom of a massless particle.'# On the two bi-dimensional
spinors &, ¢, the helicity isindeed I' = Ap-o/2|p|) = Ap-o /(2 p°): Itis positive
for negative energy solutions ¢ and positive energy solutions £, while it is negative
for positive energy solutions ¢ and negative energy solutions &.

In nature there are three spin 1/2 particles, called neutrinos and denoted by
Ve, Vy, V7, Which, until recently, were believed to be massless.

In next chapter we shall be dealing with the other improper Lorentz transformation
besides parity, which is time-reversal.

10.8.1 Bilinear Forms

Let us now consider the matrix +°, introduced in Eq.(10.194). Its explicit form in
the Weyl representation is

5 i~ 01,23 i [Ll/pa'_lz()
V=YY = gy eV Y —(0 1,) (10.246)

Let us investigate the transformation properties of 7> under a general Lorentz trans-
formation:

S(A)'YS(A) = ews LS s~y s §TIrs 871478
i v roor ’
= EG#VPUAH;L’A v APy A% gyt AP 7

i
= det(A) Zeuy,,gyﬂv”’y”’y”

= det(A) . (10.247)
In particular under a parity transformation, being det Ap = —1, we have:
S(Ap) 'Y S(AP) = =7, (10.248)

14Recall that helicity is invariant under proper Lorentz transformations and labels irreducible rep-
resentations of SO(1, 3) withm = 0.
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that is, it transforms as a pseudoscalar. By the same token we can show that:

S(A) 1431 S(A) = det(A) A, (434). (10.249)
so that v>~# transforms as an pseudo-vector, that is as an ordinary vector under

proper Lorentz transformations, and with an additional minus sign under parity.
Defining

we verify that v transforms an antisymmetric tensor of rank two:

1
SIS (8) = 5 [s”ws, S*‘y”s] = A AY AP, (10.250)

[

while 5" transforms like a pseudo- (or axial-) tensor, that is with an additional
minus sign under parity as it follows from Eq. (10.248):

S(A) 157" S(A) = det(A) A", A A A1 (10.251)

a

These properties allow us to construct bilinear forms in the spinor fields ¢/ which
have definite transformation under the full Lorentz group.
Indeed if we consider a general bilinear form of the type:

POV HRp(x), (10.252)

as shown in Appendix G the independent bilinears are:

YY) PETPE; PEOYI P05 POV s
D)), (10.253)

To exhibit their transformation properties we perform the transformation
W) = Sp00) = P () =500 = ¢ ()5, (10.254)
and use the relation (10.92) of Sect. 10.3.3, namely
A8TH0 = 571, (10.255)

Using Eqgs. (10.247) and (10.248) it is easy to show that z[?(x)d)(x) is a scalar field
while ¥ (x)7 1) (x) is a pseudoscalar, i.e. under parity they transform as follows:

DY) = PN ) POV Yx) = = )Y (). (10.256)
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By the same token, and using Egs.(10.250) and (10.251) as well, we find analo-
gous transformation properties for the remaining fermion bilinears. The result is
summarized in the following table:

bilinear P-transformed kind
P ()Y (x) P (xp)(xp) scalar field
Y)Y Px) —p(xp)Y (xp) pseudo-scalar field
¥ ()Y (x) um Dxp)yp(xp) vector field
P () YH(x) — Ty P (xp)y Y (xp) axial-vector field
DY) | D 1o P p)Y 9 (x p) | (antisymmetric) tensor field

where, in the second column, there is no summation over the y and v indices, and
b
xp = () = (ct, —x).

10.8.2 References

For further reading see Refs. [3], [8, vol. 4], [9, 13].



Chapter 11
Quantization of Boson and Fermion Fields

11.1 Introduction

In the previous chapter we have examined the relativistic wave equations for spin 0
and spin 1/2 particles. The corresponding fields ¢(x) and ¢ (x) were classical in
the same sense that the Schroedinger wave function 1 (x, ¢) is a classical field. In
contrast to the non-relativistic Schroedinger construction, we have seen that requir-
ing relativistic invariance of the quantum theory, that is invariance under Poincaré
transformations, unavoidably leads to serious difficulties when trying to interpret
the field as representing the physical state of the system: It implies the appearance
of a non-conserved probability density and, most of all, the appearance of negative
energy states. Note that the latter difficulty is in some sense contradictory because if
we just consider the field aspect of the wave equations, the field energy, expressed
in terms of the canonical energy momentum tensor, is positive.

As we have anticipated in the previous chapter and shall show in the present one,
the key to a consistent quantization procedure is provided by the quantization of a free
electromagnetic field discussed as an example in Chap. 6, where the would-be wave
function represented by the classical field A, (x, t) was interpreted as a quantum
“mechanical” system with infinite degrees of freedom described by a system of
infinitely many decoupled harmonic oscillators. Within the Hamiltonian formulation
of the theory, the infinite dynamical variables associated with the degrees of freedom
of A, (x) were quantized according to the same prescription used for systems with
a finite number of degrees of freedom, namely trading dynamical variables with
operators whose commutation rules are determined by the Heisenberg prescription':

{A,B}pp = —% (A, B). 11.1)

n this chapter we denote the Poisson brackets by the symbol {, } p_p. since we want to reserve the
symbol {A, B} to the anticommutator of quantum operators, {A, B} = AB + BA.
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Actually when we try to extend this procedure to free fields other than the electromag-
netic one, we shall find that in order to ensure the positivity of energy we have to treat
fields with integer and half-integer spin on a different footing, respectively. Integer
spin fields, also called bosonic fields, like the electromagnetic field discussed Chaps. 5
and 6, or the Klein-Gordon field, will be quantized by a straightforward extension
of the canonical Heisenberg quantization method already used for the electromag-
netic field, namely trading classical Poisson brackets with commutators according
to Eq. (11.1). Fields with half-integer spin, like the Dirac field, will instead require
a quantization procedure based on anticommutators rather than commutators. Only
in this case we can obtain a consistent description of the quantized fermion field in
which the energy is positive definite. Besides the self-consistency of the procedure,
it will turn out that the different quantization rules for relativistic bosonic and fermi-
onic fields give a natural explanation of the connection between spin and statistics
namely the Pauli principle for spin 1/2 particles, which, in a non-relativistic theory,
must be introduced as an independent assumption. Actually, while the quantization
of bosonic fields using commutators yields a consistent theory, the same prescription
applied to fermionic fields will be seen to violate the microcausality of the theory
which is a fundamental requirement of the relativity principle.

11.2 Quantization of the Klein Gordon Field

In the previous chapters we have been dealing with classical fields of different spin:
bosonic with spin 0 and 1 (massless) and fermionic with spin 1/2. These fields are
distinguished, at the classical level, by their different transformation properties under
the Lorentz group. A bosonic field ¢ (x) sits in a tensor representation of the Lorentz
group. For example, while the scalar field is a Lorentz singlet, the electromagnetic
field A, (x) transforms in the defining representation of the Lorentz group. A fermi-
onic field, like the spin 1/2 Dirac field, transforms instead in the spinor representation
(or for higher half-integer spins in higher spinor representations).

In Chap. 8 we have given the fundamental Poisson brackets between the classi-
cal field @“(x) and its conjugate momentum density 7, (x). We have also pointed
out that, in a quantum theory, the dynamical variables @“(x) and their conjugate
momenta 7, (x) are promoted to linear operators oo (x), T (x) acting on the Hilbert
space of the physical states. As mentioned in the introduction their commutation
properties depend on their being bosonic or fermionic. For every boson field ¢“(x)
the quantization procedure is effected using the canonical Heisenberg equal time
commutation rules through the prescription (11.1). A bosonic quantum field theory
will thus be characterized by the following commutators between the field operators:

97 0. sy | = ih 350 ox =),

670,87 (.0)] = [fax.0), 753, 0] = 0. (11.2)
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Taking into account that the complex conjugation of a classical dynamical variable
must be replaced by the hermitian conjugate of the corresponding quantum operator,
we can also write the hermitian conjugate counterparts of (11.2):

[$om 0, 7. 0] = inoga’x v,

[&Ta(x, 1,67y, t)] = [frl(x, OR2 z)] —=0. (11.3)

Note that the classical relation (8.214) now becomes

O~ 9
Fo(X, 1) = Eqb&(x, 1, T, 1) = Egba(x, 7). (11.4)

The same replacement (11.1) implies that the classical Hamilton equations, given in
terms of the Poisson brackets in (8.227) and (8.228), at the quantum level become

B PN S
ih - x.0) = [ 30, A

0 . A

ih 5ol ) = [ﬂa(x, 0, H], (11.5)

where the Hamiltonian operator is obtained from the classical expression (8.215),
(8.216) by promoting the field variables to quantum operators. We note that this
replacement implies time evolution in the quantum system to be described in the
Heisenberg picture since the classical dynamical variables are time dependent. Thus
the quantum state of the system is time independent.

In this section we restrict our discussion to the dynamics of a free complex scalar
field, which, as discussed in Sects.8.8.1 and 8.9, is equivalent to two real scalar
fields. Since by definition a scalar field sits in the trivial representation of the Lorentz
group, it corresponds to a spin-0 field, carrying no representation indices. Its classical
description is given in terms of the Lagrangian (10.11) from which the classical
Klein-Gordon equation (10.12) is derived. In that case, following (11.1), the Poisson
brackets (8.232) become the equal-time commutators (11.2) with no indices «, /3:

[dex.00. 7.0 | = ins*x =),

[q@f(x, 0, #1(y, t)] — i (x —y), (11.6)

all the other possible commutators being zero.

To derive the quantum equations of motion we first need to compute the Hamil-
tonian operator. Recall that the classical Hamiltonian density is given by Eq. (10.46),
that we rewrite here for convenience:

2.4

H=nmnr*+ 62V¢>*V¢> + mhzc

bt . (11.7)
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Caution is however required when trading the classical fields in the above expression
by their quantum counterparts $(x), ' (x), 7(x), 77 (x), since operators appearing
in products in (11.7), being computed at the same space-time point x* = y*, do not
in general commute (see Sect. 11.4 below). This implies that a certain order must be
chosen. The convention we shall use will be shown in the sequel to lead to consistent
results in the development of the theory. It consists in the following substitutions:

(classical fields) (field operators),

omrx) - 7R,
o (11.8)
PrP(x) = PT()P(x),

Vo' (x) - Vo) — Vo) - Vo).
The resulting Hamiltonian operator reads:

m2C

h2

4
H= /d3x [fr(x)fr*(x) + Vo (x) - Vdx) + é*(x)q@(x)} . (119

Let us now use this Hamiltonian in the quantum Hamilton equations (11.5)

9. T U SO
ih - d(x.1) = [¢(x, 0, H], ih (1) = [w(x, 0, H], (11.10)

and show that it reproduces the quantum version of the classical Klein-Gordon equa-
tion.
Applying Eq. (11.6) to the first of (11.10) we find

0. o PNV D
ih o = (600 o] = [ @y [on. fwn] 7o
=ih#'(x, 1), (11.11)

which is the expression (11.4) of the conjugate momentum operators. The same
computations applied to the last of (11.10) (or better to its hermitian conjugate),

yields
0 . 09" 99
e }— = 2 3 1 e
iho F (% 1) = ¢ /d y[w (x, t)’(ayi ay,.)(y, t>]

m2c?

h2

/ Py [# &0, 6'0.0]d.0
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— 2 /d3y [fﬂ'(x, 1, o' (y, t)] V24(y, 1)

22

~

o(x, 1)

=ih (czv% —

2 A~
= ¢>) (X, 1). (11.12)

Substituting in the left hand side the value of 7' given by Eq.(11.11) we obtain

2@ e m2c2
or? h?

b =0, (11.13)

so that the quantum field operator obeys the same Klein-Gordon equation as its
classical counterpart.
In an analogous way we reproduce the quantum version of Eq. (10.52)

by = - [ @y [F0)VI0) + VWA )] (11.14)

where y = (ct, y), which yields the right transformation property of the field operator
under infinitesimal space-translations (see Eq. (9.39))

o) = 1 [dx.n.e- o] =& [ @[30 dn]e- Vi
—€-Vo(x,1). (11.15)

We can thus also write:

—ihVx, 1) = [é(x, 0, ﬁ(t)] . (11.16)

Recalling that P is the three-dimensional counterpart of the four-momentum pr =
(H/c, P) of the field, (11.11) and (11.16) can be written in a Lorentz covariant
form as

[qB(x, 0, f’“(r)] — ihd"B(x, 1) = ik 8, d(x, 1). (11.17)

Solving the quantum Klein-Gordon theory means to exphcltly construct the Hilbert
space of states V() and the dynamical variables d)a Fas H acting as operators on
it, such that the commutation relations (11.6), and the equations of motion (11.10)
are satisfied. In the free field case we are now considering, this can be achieved by
constructing the quantum states of the system in terms of states describing a definite
number of particles with given momenta, that is in terms of simultaneous eigenstates
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of the occupation number operator. This representation is called the Fock space
representation, or occupation number representation, and was in fact used for the
quantization of the free spin 1 electromagnetic field given in Chap. 6.

Let us shortly recall our procedure in that case: We started representing the free
field as a collection of infinitely many decoupled harmonic oscillators, one for each
plane wave, i.e. for each wave number vector k and polarization. The quantization of
the field was effected by quantizing each constituent harmonic oscillator: A complete
set of quantum states was constructed as the product of the various quantum oscillator
states, each characterized by an integer number, the occupation number, representing
the corresponding oscillation mode. In this picture a single particle state, that is
a photon state with energy /i w, linear momentum #/k and a given polarization i
(helicity), was associated with each plane wave, i.e. harmonic oscillator, and the
occupation number of the corresponding quantum state represented the number of
photons with those physical properties. A quantum field state in this representation
is completely defined by specifying the occupation number of each oscillator state,
that is the number of photons with a given four-momentum 7 k* and helicity i. Such
states differ in the number of particles they describe, each photon representing a
quantum of field-excitation.

The same procedure will be applied in the present chapter to the quantization of
scalar and fermion fields. The key ingredient for this construction, namely the repre-
sentation of the field as a collection of decoupled harmonic oscillators, is guaranteed
by the fact that all free fields satisfy the Klein-Gordon equation and can thus be
expanded in plane waves.

For interacting fields instead no closed solution to the problem of quantization is
known in general and we have to resort to a perturbative approach, to be developed
in the next chapter.”

As classical and quantum equations of motion are formally identical, we can
expand the quantum field qg(x) in plane waves with positive and negative angular
frequencies, that is in a complete set of eigenfunctions with definite four-momentum
defined in (10.13) and (10.16).

We replace in the classical expansion of (10.29) the c-number coefficients of the
exponentials by operator coefficients as follows:

- A h
o+ (P) — o+ (p) = E\/ZEpV a(p),
¢-(p) — ¢-(p) = ;\/ZEpV b'(p), (11.18)

2 Actually we shall only consider the quantum description of the interaction between the electro-
magnetic field and a Dirac field.
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where the normalization has been chosen such that a(p) and bt (p) are dimensionless
operators. Therefore we have the following expansions:

o B d3p WV oy s b

p(x) = Qrhy ﬁ(a(p)e AP 4 (p)eﬁ ), (11.19)
3

o) = Ip WV (a (p)eFPF 4 b(p)e” TP, (11.20)

@rhy® \2E

. DIV d3p [VEp [ + i, gy
W(x)zg(ﬁ :l/(27rh)3 > [a (p)eRP* — b(p)e” &P ], (11.21)
R 0 - ) d’p |VE —ip. i

[ R px _ 3T = DX
o' =g0=—1 | oo 5t [a@e 7 — bt @etr*]. (11.22)

Note that had we considered an hermitian field & x) = é(x), corresponding to a
real classical field, hermiticity would have identified b* = a'. For a non-hermitian
field instead the a and b operators are independent.

Equations (11.19) and/or (11.20) can be inverted to compute the operators a(p),
b(p) and their hermitian conjugates in terms of quS and (;AST. To this end let us define
the following function:

1

V2EpV

i
e nP

f p—
and prove that

a@ =i [ @150, - G015 0]

— i /d3x [f&‘(x)frT(x) _ q@(x)a,f;(x)], (11.23)
d@=-i [Ex[fwadiw-Fwanw]  a
— i / &x [ FaF() — b (@), fq(x)]. (11.25)

Let us recall here some useful properties which we shall extensively use in the
following:

/ Pxe Y = Qnh)} ) f(p) = / a5 - O f (@),

Ep = \Jm2ct + |pl2c? = E_. (11.26)

3We have used a similar argument after Eq. (10.30), in the classical case.
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Consider the first of (11.23) and let us rewrite the first term on the right hand side
using for ¢ the expansion (11.19):

~ : d3p Ep [a(p) i . bT(p) i .
i 3x £* — 3 [ZP | A7 -(p—q)x _ 2 W & (ptq)x
z/d qu(x)0,¢>(x)_/dx ( )3 q|: e h eh ]

T .
_al@ _ M@%eq’ (11.27)
2 2

where we have used the fact that p = q implies E, = E4. By the same token we
prove that:

a(q) b'(-@) g,

/d3x¢<x)6ffq( )=t (11.28)

Summing (11.27) and (11.28) the terms with b (—q) drop out and we find the first
of (11.23). We can prove similar formulas for b and b’

b(o) =i / Ex [ fe00,8' ) = &' 00 S5 0]

_i /d3x [f;(x)fr(x) - &T(x)a,f;(x)], (11.29)
V@ =i [ [ fa0,d0) - 30 fy0)]

= /d3x [fq(x)frT(x) - é(x)a,fq(x)], (11.30)

by showing that the following properties hold:

) e
i /d3x @0 ) =~ ey PO

. f(_q)
i /d?’x(é'(x)@tf;‘(x) - Qe%‘?q’ + @. (11.31)

From (11.23) and (11.29), and from the commutation relations (11.6), we may now
compute the commutators among a(q), a’ (q), b(q), b’ (q)

la(p).a’(q)]
= / d*xd’y [f;(x)fr*m — )0, f (X). fa(F(y) — é*(y)aff(;‘(y)]

= / Py (f3 )0 a0 1670, 701 = B, (0 a0 D), 7(1)1)

in [ @5y (K500 f0) = 0850 ) ) Fx =
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_in / a*x ( f;<x>affq<x>—aff;<x>fq<x>)

_ i f i |Eq 1| 3 (2 h)3 B
( E, Eq) Qrh)? s p—q) = 8- q).

Analogous computations give the complete set of commutation relations:

1
[a®).a@’] = e’ - - 1.
1
(6. @] = @75 (- @) 1. (11.32)

all the other possible commutation relations being zero. The reverse is also true: Given
é(x), (ﬁf (x) expressed in terms of operators a, b, at, b’ satisfying the relations
(11.32), the canonical commutation rules (11.2) are satisfied. Let us check the first
of (11.2). Using the expansions (11.19)—(11.22) and assuming the commutation rules
(11.32), we find

. . B d’p d’q RV
o0 70e0)= [ o5 | 2VEpEq

x - Eq [la(p). a(q)'le” 7B Ear e 0xay)

- [b(P)T, b(q)]e%(EP_Eq)fe—%(p-X—q-y):I

d3p m T e i i
Qrh)y 2E, [ﬁE"MP(X Y g e P w]
=ihd(x —y).

With analogous computations one verifies the other commutation rules in (11.2).

For a finite volume V, the components of the linear momentum p have discrete
values, see Eq. (9.50) of Chap. 9, and the integral in d>p becomes a sum, according to
the identification (9.53). In particular, using the prescription (9.55), the commutation
relations (11.32) for discrete momenta simplify to:

[a®).a@'] =0pa: [6®). @] = b (11.33)

all other commutators being zero.*

Let us now express, in the large volume limit, the Hamiltonian operator (11.9) in
terms of the operators a, a™ and b, b'. Upon using the expansions (11.19)—(11.22),

“4In the discrete notation we shall often use the following symbols ap = a(p), bp = b(p).


http://dx.doi.org/10.1007/978-3-319-22014-7_9
http://dx.doi.org/10.1007/978-3-319-22014-7_9
http://dx.doi.org/10.1007/978-3-319-22014-7_9

384 11 Quantization of Boson and Fermion Fields

the first term on the right hand side of (11.9) gives:
/d3x 07" (x)

d’q V
/ / Qrh)3 2rh)d 2V EpEq

x [a*(P)a(q)eﬁ((Ep—Eq)f—(p_q)'X) 1 b(p)b' (q)e 7 Er—Ea)i=(P=0)%)

at (p)b (q)er ErtEi=—7(prax) _ b(p)a(q)ef%((Ep+Eq>rf<p+q>'x>]

d’p

V i
Qrh)3 2 Ep [ "(pap) +bP)b'(p) — (aT(p)bT(—p)e%Ep’

+ b(p>a(—p)e‘%EPf)] : (11.34)

where we have used the properties (11.26). With an analogous calculation, and using
the following expansion

in . d3p 14 —Lpx + iy
vow =i [ oo sp e (ewe ki@t e) s

the second term on the right hand side of (11.9) reads:

‘/d%V$@ﬁ-V$@>

/d3 d’p d’q 1%
(2mh)3 2rh)3 2,/EpEq P

x [aT(p)a(q)eﬁ((EP‘Eq>"("“‘)"‘) + b(p)b' (q)e F (Ep—Eali (-0

— at(p)b' (q)eF ErtE)—f @+ X) b(p)a(q)e—%((Ep+Eq)t—<p+q)-x>]

@V el t t ()b % Epr
~— | @rh)3 2E, 57 Pl [ (p)a(p) +b(P)b'(p) +a'(p)b' (—p)en =P

+ b(p)a(—p)e‘%El”] , (11.36)

while the third term has the following expansion

~n d’p RV .
3o AT _ ¥ i
/ Pxd" ()d(x) = / @ 2, [a' ®a® + @b @)

+ (o' @ e F B+ bpra(-preFE) ] (1137)
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Summing up the three results, we finally obtain

2
/d3x [fr(x) () + AV (x) - Voix) + ¢r(x)¢(x)}
d3 1%
- (m%%w B2+le+m%ﬁmewm+bmem>

+ (—Ep +Ppl* +mc )( ()b (—p)et B + b(p)a(—p)e 1 Ev! )]
d’p .
2/—(27Th)3 V Ep(a’(p)a(p) + b(p)b' (p). (11.38)

where we have used the definition of E} in (11.26).
The Hamiltonian operator has therefore the following form,

N d’p ¥ i
:/kEEFVEMa@MHﬂ+b@W(m)
d3p
@’

Qnh)?

[VW@+WW@+ ﬁmpﬁau%

The Dirac delta function appearing in the last term of the right hand side is an infinite
constant devoid of physical significance since it associates with the vacuum an infinite
energy. This is apparent if we consider the particle in a finite-size box, with volume
V. The momentum becomes discretized and Eq. (11.39) will have then the form:

A= Ep|a' ®a® + b6 @be) +1]. (11.40)
P

The vacuum energy part would read Zp Ey, = oo. This inessential infinite constant
can be formally eliminated in the same way as we did for the electromagnetic field
in Chap. 6, that is by introducing the normal ordering prescription when computing
physical quantities. Let us recall the definition of “normal ordering” : :. An oper-
ator product is normal ordered if all the creation operators stand to the left of all
destruction operators. For instance:

:mmf@y—:ﬂ@mwwzﬁmmwx
:b(P)b'(p) 1 = : b (P)b(P) := b (P)b(P). (11.41)

With the normal order prescription the Hamiltonian (11.9) is replaced by

2 3 cat 200 g, Mot
H= [ dx: |77 +c*Vo -V¢+7¢¢ : (11.42)
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As a consequence Eq. (11.39) takes the following form:

N a3 i
N (27r;;)3 VE, :[a' ®am +b®b @) | :
d3
- (2ﬂl~;)3 VEp [“T(P)“(P) + b*(p)b(p)] : (11.43)

where no infinite constant appears. For finite volume V' the normal ordered Hamil-
tonian reads

A= Ep: |a'®am) +b@0b ®)]:
Y

= > Ep[a' ®a®) + ' @) | (11.44)
Y

It is instructive to compare the above expression with the corresponding one (6.62)
found in Chap. 6 for the electromagnetic field. Identifying A wy with the energy Ep
of a photon of momentum p = Ak, we recognize that the two expressions for the
energy are quite similar. The only differences between (11.44) and (6.62) consist, on
the one hand, in the absence in the former of the polarization index, as it must be the
case for a spinless field, (recall that the electromagnetic field has spin 1 and therefore
has a polarization index related to the helicity of the photon); on the other hand we
have the presence, on the right hand side of (11.44), of additional operators b, bt,
which, as will be shown in the following, are always present for a charged field. They
are not present in the electromagnetic field due to the hermiticity of A w(x).

We can proceed in the same way to evaluate the total quantum momentum of the
field P, given in (11.14), in terms of the operators a(p), b(p) and their hermitian
conjugates. Using (11.35), (11.21) and (11.22) we find:

A d’p vV
P fr— — —
2mh)3 2
+a'(p)b' (—p) eh Enl _ b(—p)a(p) e_%E"t] +h.c.,

[(o" ®ae) + b@)b" )

where /.c. denotes the hermitian conjugate terms. In the last term on the right hand
side of the above equation we have performed a change in the integration variable,
namely p — —p, gaining a minus sign. Note that the last two terms in the integral
sum up to an anti-hermitian operator, which cancels against its hermitian conjugate.
The first two terms instead are hermitian, so that we end up with:

~ d3p
B = [ otV (o @)+ b0 @)

=>"p (a'®am) + @' ®). (11.45)
p
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where the last equality refers to the case of a finite volume V and discrete momenta.
Note that in this case no normal ordering is necessary since, when writing bb" in
terms of b7b in (11.45) we have

> pb@b' ® = p (b @p@® +1) =D pb @bE).  (1146)
p p p

due to the cancellation of p against —p when summing the constant term over all
possible values of p.

Putting together the results obtained for H and P!, we may define the four-
momentum quantum operator

~ d3
= / (277;1))3 V pt (a'(pa(p) + b (P)b(D)). (11.47)

So far we have defined the quantum operator associated with a Klein-Gordon field.
We still need to define the Hilbert space of quantum states on which such operator
acts. This will allow us to give a particle interpretation of our results.

Our discussion so far paralleled the one for the electromagnetic field in Chap. 6.
When we wrote the field operators é(x), qu (x) in terms of the a, b operators and of
their hermitian conjugates satisfying the commutation relations (11.32) (or (11.33)),
we have described the quantum system as a collection of infinitely many decoupled
quantum harmonic oscillators of two kinds: The “(a)” and the “(b)” oscillators, asso-
ciated with the positive and negative energy solutions to the Klein-Gordon equation.
Each value of p defines a corresponding oscillator of type (a) and (b), the operators
a(p), a'(p) and b(p), b’ (p) being the corresponding destruction and creation oper-
ators, respectively. For the two kinds of oscillators we define the (hermitian) number
operators:

N =a"@am): N = b @b®). (11.48)

We see that both the energy (11.43) and the momentum (11.45) are expreAssed as
infinite sums over such operators. In particular the Hamiltonian operator H is the

sum over the Hamiltonian operators 1%12“), I:Iéb) of the various oscillators (we use
here, for the sake of simplicity, the finite volume notation):

7 7 (a) 7 (D)
a=> (Hp" + A ) , (11.49)
P
I—AIIE“) =Ep ]Q[g“) = Epa’ (p)a(p); I-Allgh) =Ep I\AJS’) = Ep b (p)b(p).
Since these harmonic oscillators correspond to independent, decoupled degrees of

freedom of the scalar field, operators associated with different oscillators commute,
as itis apparent from (11.32). In particular the hermitian operators N, <a), NI(,b) forma
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commuting system® and thus can be diagonalized simultaneously. As a consequence
of this the quantum states of the field can be expressed as products of the infinite states
pertaining to the constituent quantum oscillators, each constructed as an eigenstate
of the corresponding number operator.

Recall indeed, from elementary quantum mechanics, that the states of a, say, type
(a), quantum oscillator, corresponding to a momentum p, have the form |Np)(”), and
are eigenstates of 1\7[&“) :

NV |Np)@ = Ny [Np)@, (11.51)

the energy of such state being Ny Ep. The action on it of a(p) or a’(p), lowers or
raises Np by one unit, respectively. In other words they destroy or create quanta of
energy Ep. This follows from the commutation relations:

[Nl()a)’ a;;] = a;; [1\71()“)’ apl = —ap, (11.52)
from which we find

NS alINg)@ = al NS |Np)@ + al [Np)@ = (Np + 1)[Np) @,
N{® ap|Np)@ = apN{V|Np) @ — ap|Np) @ = (Np — D|Np) @,

that is the states a:,|Np)(”) and aple)(“) correspond to the eigenvalues Np + 1 and
Np — 1 of N, () respectively.

Requiring Ny, as well as the energy, to be non-negative, the sequence Np—1,
Np —2, ... must terminate with zero, corresponding to ground state |0)(@ for which
ap|0)<“) = 0, so that

N{®10)@ = 0.

The eigenvalues Np are then non-negative integers ( Np = 0, 1,2, ...), also called

occupation numbers, and the corresponding eigenstates are constructed by applying
the creation operator a’(p) to |0)@ Np-times:

1
Np) @ = ——=a

5The fact that [N@, N®] =0 immediately follows from the property that a and b commute, as
stressed after (11.33). Consider now the number operators corresponding to oscillators of a given
kind, say (a):

[N, B = af @)la®), o @)la®) +a' @)la’ ), a@)la®)

= (' ®a®) — a' ®)a®)) fpp =0, (11.50)

the same result obviously holds for the operators NO,
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where the denominator is fixed by normalizing the state to one. What we have said
for the type-(a) oscillator equally applies to the type-(b) ones. The ground states of
the two kinds of oscillators will be denoted by |0)“) and |0) ) respectively. We can
summarize the construction of single-oscillator states, for a given momentum p, as
follows

Type a-oscillators ; Type b-oscillators

Np" [Np) @ = Nyl Np) : Ny INg)® = Np|Np)®

apl0)@ =0 ; bpl0)®) =0

INp)@ = B0y 1) = LB 10)®

ap|Np)@ = /Ny + 1INy + )@ 6T (@)INp)® = /Ny + TNy + 1)®
ap|Np) ) = /NpINp = 1)\ bp|Np)® = /Ny INp = 1))

We may now construct the Hilbert space of quantum field states, labeled by the
eigenvalues of the number operators. The states |{N}) of the system of type-(a)
oscillators are constructed as tensor products of the single-oscillator states |Np)(“)
over all possible values py, p2,...,of p:

{ND@ = [Np,. Npy. - )@ = [N )@ Np)@ - -
_ (@t (p)M1 (@’ (pr))Ne2 - -
(Np)! (Np,)!- -+

where |0, 0, ...,0)® denotes the product over all p of the ground states |0)@
associated with each type-(a) oscillator. By the same token we construct a complete
set of states from the system of type-(b) oscillators |{N})®). The full Hilbert space of
states of the quantum field will be the product of the Hilbert spaces associated with
each type of oscillators, and will therefore be generated by the following complete
set of vectors:

}|0,0,...,0)<a), (11.53)

N} {N'}) = INH@ @ {N'H®, (11.54)

Each of the above states are constructed by repeatedly applying a' and b' operators
to the “vacuum” state:

10) = 10,0,...,00% ®10,0,...,00®, (11.55)
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For instance

a'(p)0) =10,...0,1,0,...00“ ®10,...0)®,
b )]0y =10,...00Y ®10,...0,1,0,...0)®,

where the position of the entry 1 corresponds to type-(a), respectively (b), oscillator
state labeled by the momentum p. The states |{ N @y, (N®}) are, by construction,
eigenstates of all the number operators N , Néb) and the Hilbert space they generate
is called Fock space.

Recall now the expression of the momentum operator P of the field in the contin-
uous as well as in the discrete (i.e. finite volume) notations (here and in the following

we denote by an arrow the change to the finite-volume notation)

~ d3p . R A A
P_/ Q2rh)3 VP (Np" + Np )*gp(Np“ + N, (11.56)

which completes, with the Hamiltonian operator H in (11.49), the four momentum
operator:

~ a3 ~ R . R
PH :/ (27;;)3 Vpﬂ(nga) + nga))_) Z p“(nga) + nga))' (11.57)
P

Just as we did for the quantized electromagnetic field, the quantum field states are
interpreted as describing a multiparticle system: Each type-(a) and type-(b) oscil-
lator defines a single particle state with definite momentum p and the occupation
number N, is interpreted as the number of particles in that state. This time however
the quantized excitations of the field are described in terms of two kinds of particles,
according to the type of oscillator. Conventionally those describing excitations of
type-(a) and type-(b) oscillators are referred to as particles and antiparticles respec-
tively. For instance the state [{N'}; {N'}) describes Np, particles and N{,l antiparticles
with momentum py; Np, particles and Nl’,2 antiparticles with momentum p», and so
on.

With this interpretation the quantum Hamiltonian and momentum operators are
simply understood as the sum of the energies and momenta of the particles and
antiparticles in the system, each carrying a quantum of energy Ep and of momentum
p. Every single-particle (antiparticle) state contributes to the energy and momentum
of the total field state [{N}; {N'}) an amount Ny Ep and Ny p (Nl’) Ep and N]’) P),
respectively, proportional to the corresponding occupation number.

Therefore when this number varies by a unit, the total energy and momentum of the
state vary by Ep and p, respectively. Itis important to note that even if antiparticles are
associated with negative energy solutions to the classical Klein-Gordon equation,
they contribute a positive energy Ep to the Hamiltonian, that is antiparticles are
positive energy particles. Let us observe in this respect that the photon, associated
with the excitations of the electromagnetic field, coincides with its own antiparticle,
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since in that case, as often pointed out, the field A () is hermitian, thus implying
a=n>b.

‘We conclude that the operators a ¥ (p) and b (p) create a particle and an antiparticle
with momentum p, respectively, while a(p) and b(p) destroy them. In an analogous
way, denoting by ¢ (x) and ¢_(x) the positive and negative energy components of
the field operator ¢(x) in (11.19):

() = by (x) + d—(x),

In _ d3p h‘/_ ffpx h — DX

Pyr(x) = (27h)3 F a(ple = % \/TT a(ple 77,
3 .

b= [ LRIV b (p)en”™,

b e’ > "
Q@rh3 \J2E, ~ V2EpV

(11.58)

the former destroys a particle at the space-time point x = (x*) (since it contains a(p))
while the latter creates an antiparticle at x (since it contains b'(p)). The reverse is
true for ggi (x), q@l (x), defined as the negative and positive frequency components
of gZAff (x), respectively:

N d%p hx/_ ai ek
3 .
= [ LD hﬁ b(p)e” HP*. (11.59)

@2rh)® 2E,

It is implicit from the above discussion that we are working in the Heisenberg picture
in which operators, like g@(x, t) depend on time while states are constant. This is
necessary in order to have a relativistically covariant framework, see Sect.6.2 of
Chap. 6.

The Fock space formalism is particularly suited for providing a multiparticle
description of a quantum relativistic free field theory. It is however interesting to
write down the familiar non-relativistic wave function of a system of particles, using
the x-representation instead of the Fock representation. We define a state describing
n particles located at the points X, ..., X, at a time 7 as

X1y Xni 1) = O (X1, 1) o L (X, 1)]0), (11.60)

where the effect of gZA)T_ (x;, t) is that of creating a particle in x; at the time ¢. On the
other hand a generic n particle state in the Fock-representation is defined as

@hHM@hHN> ...

(N1INy!.. )2

INt, N2, .. )@ = 10)@, (11.61)
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where N| + N> +--- = n and we have used the short-hand notation Ny = Np,, N =

Np,, and so on. The wave function qb Ny .No. (X1 ...Xp, t) realizing the coordinate
representation of the state (11.61) therefore reads

O n KL X 1) = (X1 Xt 1N Na, L)@ (11.62)

By the same token we construct the coordinate representation of a multi-antiparticle
state |[N{, N;, ... Y®) or of a generic particle-antiparticle state |{N}; {N'}). We con-
clude from this that the multi-particle wave function (describing both particles and
antiparticles) is completely symmetrzc with respect to the exchange of the pamcles
(antiparticles) since the operators (b (x;, t) and (j)T (xj,1) (d) (x;,t) and d) (xj,1)
commute. In other words: Spin-zero particles obey the Bose-Einstein statistics. This
result, which obviously also holds for the photon field, can be shown to be valid for
all particles of integer spin.

11.2.1 Electric Charge and Its Conservation

We have seen that a complex scalar field, being equivalent to two real fields, has
extra (internal) degrees of freedom which are related to the existence of antipar-
ticles. We now show that these extra degrees of freedom are connected with the
presence of a charge carried by the field. We recall that in the classical Hamilton for-
mulation the current and the charge associated with the Klein-Gordon field are given
by Eqgs. (8.208) and (8.209) of Chap. 8, see also (10.19) and (10.20) of Chap. 10. At
the quantum level they become the following operators:

jr= —i% : [a%f(x)é(x) - és*(x)aﬂé(x)] . (11.63)

and

0= i%/cﬁx: (éf(x)ﬁ*(x) —h.c.) g (11.64)

where h.c. denotes, as usual, the hermitian conjugate of the preceding terms. The
explicit computation of Q is quite similar to that of Q in Eq.(10.33) of Chap. 10. If
we compute the first term of (11.64) we find

1% / Pxdt rt )

/ / vV [Eq
Q27h)3 (27771)3( Ry E,

% [a1-(p)a(q)eﬁEP—Eq)r—ﬁ(p—q)-x — b(q)b' (q)eF Er—E)i—F (P
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— ' ()b (@ef BrtE—fi®rax b(p)a(q)f%<Ep+Eq>r+%<p+q>'x]

d3p 74 . .
- e/ (2mh)3 D) [aT(P)a(P) —b(p)b'(p) — aT(p)bT(—p)e 2 Ept
+ b(_p)a(p)e_%qu] i

where, in the last integral we have changed p — —p. If we sum the above expression
with its hermitian conjugate, the quantities containing a'a and b7 b, being hermitian,
will sum up. The terms containing ba and a'b", on the other hand, add up to a
antihermitian operator which cancels against its hermitian conjugate. We then obtain:

. d? +
0= / e A HORIOROEONE

d’p
= 1% Tap) — b(p)Tb(p)), 11.65
e / i) (a(p)'a(p) — b(p)'b(p) ( )
or, equivalently, in terms of the number operators N (a), 1\7[2“ s
A d*p N .
_ (@) _ ny(b)
0= e/ i (Np N ) (11.66)

Using the finite-volume notation, the charge operator has the following simple form:

0=>" e —NI). (11.67)
P

This formula shows that if particles have charge e, antiparticles have opposite charge
—e. We conclude that, as anticipated in Sect. 10.6.2, antiparticles have the same mass
as the corresponding particles but opposite charge.

We have learned that, in the classical Klein-Gordon theory, the charge Q is con-
served. This was related, in the Hamiltonian framework, to the fact that it generates
phase transformations which leave the Hamiltonian invariant. We show that the same
properties hold in the quantum theory.

From the classical treatment we expect the generator G of a global phase trans-
formation to be related to Q as follows:

A h A
G@)=—-00), (11.68)
e
so that the corresponding unitary transformation reads:

Ua) = ef 060 = =000 (11.69)

where « is the parameter introduced in Eq. (8.206).
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To show that the above operator implements a phase transformation on é(x), let us
transform the latter by means of U («), computed at the same time. For a < 1 we
have

dx.1) = UM @3 DU (@) ~ dx. 1) =i = [dx.1). 0| = d) +6dv),
0(x. 1) = —ig [&(x, 0, Q(t)] : (11.70)

On the other hand, from the explicit form of Q in Eq.(11.64) and the canonical
commutation relations between ¢ and 7, we also have

(600, 00] == [ @y [dex0.70.0] b1 = ebx. . a171)
from which it follows that
Sd(x, 1) = —iad(x, 1), (11.72)

as in the classical case. Furthermore we can easily verify that the transformation
(11.72) leaves the Hamiltonian (11.42) invariant:

§H=1[0,H]=0. (11.73)

Combining this result with the quantum equation

we find that the charge operator is conserved.

11.3 Transformation Under the Poincaré Group

We recall that, in the Heisenberg picture, any operator on the Hilbert space of states
transforms according to Eq.(9.38) of Chap.9. In particular the action of a Poincaré
transformation (A, xg) on a scalar field operator ¢(x) reads

P(x) = ¢ (x) = UT(A, x0)p(xYU(A, x0) = O(a. 1) 0(x"), (11.74)

where, as usual, x’ = A x — xo. We can indeed easily verify that the above trans-
formation law for the quantum field is in agreement with the transformation law of
the classical field, namely of the wave function. Recall from (11.60) and (11.62),
the general relation between a multi-particle state and the corresponding coordinate
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representation. For a single particle state |s) in the Fock space, the corresponding
wave function ¢y (x) is expressed as (see Eq.(9.19)):

By (X) = (01B(x)]s). (11.75)

If we now perform the Poincaré transformation (A, xo) on the field operator, accord-
ing to (11.74), we find

() 2 ¢ () = (010 ()ls) = (OIUT (A, x0)d()U (A, x0)]s)

= (01p(x)]s) = ()5 = SA™ (' +x0)) = O(a, x) P (x),
(11.76)

where we have used the property, which we shall always assume to hold, that the vac-
uum state is invariant under the Poincaré group: U (A, x¢)|0) = |0). Equation (11.76)
is indeed the correct transformation law for a classical scalar field. It is important
however to bear in mind that the unitary operator U (A, x() acts on the Fock space
of states, while Oy, x,) acts on the space of functions. Clearly Eq.(11.76) defines a
relation between the infinitesimal Poincaré generators of the two operators. Let us
denote here by JP7 and P* the generators of U (A, xp), that is the representation of
the Poincaré generators on the quantum states. We can write:

UA, xo) = e~ F Putt ¢35 0pr 177 (11.77)

Recalling the expression (9.101) of O(,, x) in terms of its infinitesimal generators

JPH and ﬁ/", given in (9.102), we can write an infinitesimal Poincaré transformation
of the field operator as follows:

5(x) = % [&(m, %ww 37 _e. Iﬂ - % (%59,,0 Jr—e. ﬁ) d(x),

where we have expanded in Eq.(11.74) both U (A, xg) and Oy, ) to first order in
the infinitesimal Poincaré parameters 66 ,,, x(’f = et. Using the explicit form of Jrn
and P* in Eq.(9.102) we find:

%[é(x),jpa]=(xpag—xga,)>¢3(x); %[&(xm@m:— b)), (11.78)

so that the realization of J v and [P# in terms of the field operator is obtained from
(8.240) and (8.243) respectively, by promoting all the classical fields to quantum
operators.

Coming back to the finite unitary transformation (11.74) itis interesting to see how
the creation and annihilation operators transform under a Lorentz transformations.
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Let us show that the following transformation laws for a(p) and b(p):
UT(M)a(p)U(A) = a(A™" p); UT(A)b(p)U(A) =b(A™'p). (11.79)
induce on qAS(x) the corresponding transformation (11.74). Indeed we have

d’p WV
Q@rh)33 J2E

UT(A)S(U(A) = [UWA)a(p)U(A)e R

+ UMD ()UR)R]

dp WV
@rh)3 2E,
ap V'
Qrh)3 S2Ey
/ a’p. WV’
Qrh)3 2By

= d(A 1Y), (11.80)

[“(A_lp)e‘%”'x' + bT(A_lp)e%p'x,]

[a (pHe~ FAP) 4 p (P/)e% (Al")'xl]

[a(phe kP47 4t et 6 70]
so that Eq. (11.74) is verified.

11.3.1 Discrete Transformations

In the study of the Lorentz transformations, we have mostly considered the proper
subgroup SO(1, 3) corresponding to transformations with unit determinant that are
connected with continuity to the identity transformation. This allows us to consider
their infinitesimal action on the fields.

In Chap. 4 we have also defined other Lorentz transformations. These include the
parity transformation or space reflection P and the time reversal transformation T,
whose active action of a scalar field is

P: dx, 1) = npd(—x, 1), (11.81)
T: ¢(x,1) = nr d(x, —1). (11.82)

These transformations are respectively implemented on four-vectors by the matrices
A p and Ar given in Chap.4, with negative determinant: det Ap = det A7 = —1.
The complex factors np, 17 can only be £1 since parity and time reversal are invo-
lutive, namely applying them twice gives the identity transformation.

61n the above derivation we have used the Lorentz invariance of the measure d3pV and of EpV,
see Sect. 9.5 of Chap. 9.
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Let us first consider the parity transformation. In classical canonical mechanics,
a parity transformation implies the inversion of the position vector x and the linear
momentum of a particle, while it leaves its angular momentum (including spin),
invariant:

P:x——x;p—>—-p; J—>1IJ. (11.83)

In field theory, we note that the Klein-Gordon equation is invariant under (11.81).
The sign np in the transformation defines the intrinsic parity of the field, the sign
plus or minus corresponding to scalar or pseudoscalar field, respectively.” Since
any transformation is determined by a unitary transformation in the Hilbert space of
the states, let us denote by U (P) the one implementing parity, so that

U(P) d(x, DU (P) = 11p (=X, 1), (11.84)
where np = %1 denotes the intrinsic parity of the field. Using the expansion (11.19)

it is easy to see that the transformations (11.84) can be realized in terms of the
oscillators a(p), b(p) as follows:

U(P)'a(p)U(P) =npa(—p); U(P)'b(P)U(P)=npb(—p). (11.85)

Let us give an explicit realization of the operator U(P) in terms of a, b, a’, b",
depending on the intrinsic parity of the field. Consider the operator ¢*S, with

S=>"(agap+bpp),
p

where, for the sake of clarity, we have used a discrete notation: ap = a(p), bp = b(p).
Now use the identity (see for instance [2] for a general proof)

) ) -2/\2
M 0e™S = 0 1 i)[S, 0]+ 17 [S,[S, Ol +--- . (11.86)
Since
[Sv ap] - _a—p [Sv [Sv ap]] - apa
we find _ _
eMape™™ = aycos A — ia_psin A,

TThe intrinsic parity can only be fixed by experiment involving interactions, so that it is meaningful
only when specified relative to other particles.
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and the same relation for by. Setting A = 7p 7/2, we get rid of the term in ap,
obtaining

ei%ﬂP Sape_i%nl’s = —inp a—p, (11.87)
eiane pre—i%np S=—inp b_p. (11.88)

This is close to (11.85), but not yet correct. To get the exact result we further multiply
¢'*S by the operator ¢/*' 5", defined in such a way that

ei/\sapefi’\s = iap, (11.89)

NS bpe™ ™S = iby. (11.90)

This is achieved by taking
§'=" (agap +bibp) .
P

and \' = —m /2. The reader can show that [S, §'] = 0.
Combining these results and defining

UP)= ¢3S i 5S = expig (' —np S)
™

= expi %“ (apap + bbp = np aga—p = np bjb—p).  (11.91)

Note that U (P) is indeed a unitary operator satisfying
U(P)|0) = 0),

as can be easily seen by expanding the exponentials. Thus the vacuum state has even
parity. Moreover considering the momentum operator (11.45) we see that

U(P)'PU(P) = —P,

consistently with the fact that the eigenvalues of the physical momentum are ordinary
vectors under a space reflection.

On the other hand U (P) commutes with the Hamiltonian, implying the conserva-
tion of the parity operator: [U (P), H 1=028

On the quantum field (ﬁ(x, t) we can also define a transformation with no analogue
in the non-relativistic quantum theory: the charge conjugation C. It corresponds to

8Since the parity transformation is involutive, U (P)? = I.its eigenvalues can only be 1.
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exchanging particles for antiparticles, that is

ap —> 1nc bp;  bp — nc ap, (11.92)
or, in terms of the field operator,

o(x) = nc ¢' (x),

where ¢ is a constant which, defining C as an involutive transformation, can be
chosen to be 1. This operation is clearly a symmetry of the charged scalar theory.
The construction of the unitary operator U (C) implementing such transformation on

the Hilbert space of the states, namely

U(C) ap U(C) = 1c by,
U(C) by U(C) = 1c ap,
U p(x) UC) = ne ¢'(x), (11.93)

can be done by the same procedure used for the parity transformation. The result is
im +
U©) =exp | Tnc D (ajap + bjbp — nc aghp —ncbjap) . (1.94)
P
Itis easily verified that U (C) is unitary and satisfies U (C)|0) = |0). Moreover, from
(11.63) and (11.64) it follows
v jtuc)=—-Ji* v ou) = -0. (11.95)
That means that, under charge conjugation the sign of the charge is flipped, according
to our previous discussion in Sect. 11.2.1.
We finally consider time reversal T:t — —t. In classical canonical mechanics
time-reversal leaves the position x of a particle unchanged while it reverses its velocity

v =dx/dt — dx/d(—t) = —v

and thus its linear momentum p — —p, as well as the angular momentum (including
spin). In summary

T:x—>x;p—>—-p; J— -J. (11.96)
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Time reversal is a symmetry of classical Newtonian mechanics, where force is taken
to depend only on the position on the particle:

d’x(t) d?x(—1)  d*x(—1)
dr? =Fx@®) < dr2  d(—1)?

—F(x(=1)), (11.97)

that is if x(¢) is a solution to the Newton equation, also x(—t) is. T, however, is
not a symmetry when we consider, for instance, the action of the Lorentz force on a
moving charge, which depends on the velocity of the particle, and thus in general is
not invariant under it.
As far as field theory is concerned, the Klein-Gordon equation is invariant under
the transformation . .
o(X, 1) > top(x, —t), (11.98)

but the equal time commutation relations, for example

N 0 ~
[(x, 1), Edﬂ(y, Nl =ihs*x —y), (11.99)

do not exhibit this invariance unless (11.99) is accompanied by the change i — —i.
That means that we must include in the time reversal operator U(T)

U dx, HU(T) = nr d(x, —1), (11.100)

the complex conjugation operator K . This operator is defined by the following prop-
erties

K (M |a) + Ma|b)) = N¥|Ka) + N5|Kb); (a|Kb) = (b|Ka), (Ka|Kb) = (b|a),
(11.101)

where |a) is a generic state, A is a c-number and the last equation expresses the
fact that the norm is not affected by complex conjugation: given a generic state |a),
we indeed have (Ka|Ka) = (ala). The first of (11.101) represents the property of
K of being antilinear. We define, for a generic antilinear operator A, its hermitian
conjugate A' through the relation (a|Ab) = (b|A%a), for any |a) and |b) (note
the difference with respect to the definition of the analogous quantity for a linear
operator S: {(a|Sb) = (S fa|b)). An antilinear operator A is antiunitary if, and only
if, for any two states: (Aa|Ab) = (bla) (one can show that if A preserves the
norm of any vector it is antiunitary, so that antiunitarity for an antilinear operator
is equivalent to norm preservzng) If A is antiunitary we have ATA = AAT = I,
since (Aa|Ab) = (b|A"Aa) = (bla), for any |a) and |b). The second of (11.101)
characterizes then K as a hermitian operator (K = K Ty, while the last of (11.101)

9For a formal treatment of this issue see for instance A. Messiah, Quantum Mechanics, Dover 1999.
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expresses the fact that K is antiunitary: K'K = KK = I.The complex conjugation
K, being antiunitary and hermitian, squares to the identity: K> = [. From this
property one can show that there exists an orthonormal basis of vectors |u,) on
which K |u,) = |uy,) (real basis). With respect to a real basis, the action of K on any
vector simply amounts to changing its components into their complex conjugates,
hence the name complex conjugation for K.

If O is a linear operator and A is an antilinear transformation, the following
relation can be easily derived:

(alATOA|b) = (a|ATO Ab) = (O Ab|Aa) = (Ab|OT|Aa),
which implies that, if we take A to be antiunitary and O =il , we then have:
(a|AT i A|b) = —i (Ab|Aa) = —i (a|b), for any two states |a) and |b). Symbolically
this property can be expressed by the relation:
ATiA=—i

where the identity operator on the right hand side is understood. We must require
U (T) to satisty the same properties (11.101) as K, namely to be antiunitary, so that

~ O - .
UdﬂquLEJWJHWTﬁﬂMDWMHDﬁ@—w,

implies

[D(x, —1), oy, =01 = —ind*(x —y),

0
o(—1)

and the equal time commutation relations are left invariant.
Let us write the time-reversal operator as

UT)=UK, (11.102)
where U/ is a unitary transformation. The operator U(T) defined above is indeed

antiunitary since, defining for a generic couple of states |Ta) = U(T)l|a), |Tb) =
U(T)|b), we have:

(Ta|Th) = (U Ka|lld Kb) = (Ka|Kb) = (D|a). (11.103)
Requiring it to satisfy (11.100), we get
U apU = nr a_p; U bpld = 7 b_p, (11.104)

nr = %1, so that we can take U/ to have the same form as U(P) in Eq.(11.91), with
np — nr. To show this, let us implement U (T') defined above on the field operator
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(ﬁ(x) defined in (11.19) and written in the discrete notation:

U U =" (1 acpeh 7> b7y e k)
p

h
V2EpV
=nr Z L (

= V2E,V

ape” F P bR P ) = r dx, ),

where x7 = (x%) = (—ct, x). In the above derivation we have used K ' eERPYK =

eThPY and changed the summation variable from p to —p.
We can also verify that .
UT'PUT) =—
and, as far as the current operator is concerned, we also find from (11.63)

U jx, ) UT) = —j(x, —1); U j°&x, 1) U(T) = jox, —1).

Both these results are in agreement with our physical intuition.

11.4 Invariant Commutation Rules and Causality

Let us note that all the commutation rules among field operators considered so far
are equal-time commutators. We now consider commutators at different times. We
show that the commutator

D(x —y) = 7 [ 6" (11.105)

isa Lorentz-invariant function. Furthermore, if the four-dimensional distance between
x = (x*) ey = (y") is space-like, that is if (x — y)? = 10 — y9)? — x —y|? < 0,
then the commutator is zero. . .

To show these properties we decompose ¢(x) and ¢ (x) in their positive energy
and negatlve energy parts, accordmg to (11.58) and (11.59). We clearly have

[6+(x), ¢+(y)] = [h_(x), ¢ (y)] = 0, so that
Cc 3 c ~
Dx—y) = ﬁ[¢+(X), M1+ ﬁ[¢_(x)’ oL (] (11.106)
From the commutation rules (11.32) between a, a’ and b, b*, we find

%[éi(x), SL()1 = £Ds(x — y), (11.107)
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where

Dilx —y) =hc/ P 1 eyt (11.108)
Qnh)? 2E, '

and therefore Eq. (11.106) becomes

Lo P x=y)
(2wh)3 2Ey h ’
(11.109)

DG —y) = Di(x —y) — D_(x — y) = —2mc/

Using then Eq. (10.26) we find that D(+)(x — y) and D(x — y) can be written in the
following manifestly Lorentz-invariant form

Di(x—y) = h/ an h)gts(p —m Cz)ﬁ(po)e PG ),

D_(x —vy) = 2 2. 20(— N e~ E P =)
(x—y) h/ (27rh)36(p m-c)0(—p e h ,

d* i
D(x—y) = h/ (2775)35(;72 —m?cA)e(p)e "V (11.110)

where
for p® >0

1
0y _
0(p”) = [O for p® <0, (11.111)

and e(p°) = 0(p") = 0(=p?).

The relativistic invariance of the three D-functions follows from the fact that
the functions 6( po), 0(— po), e( po) are themselves invariant under proper Lorentz
transformations since the four-vector p# is non-spacelike. Indeed the restriction
E > 0 due to the presence of §(p”) on the right hand side of Eq.(11.110) implies
that, when expanding 4 ( p* —m?c?) according to the (10.24)—(10.26), we must only
take the positive energy solution E > 0 of p> — m?¢?> = 0. This choice is Lorentz-
invariant (more precisely it is invariant under proper Lorentz transformations) since
p' is non-spacelike, as it was proven in full generality in Chap.4: If p° > 0 in a
given reference frame it will keep the same sign in any other frame.!® The same
argument holds for the functions 6(— p%) and e(p?).

101 et us repeat here the argument given in Chap.4 in a more compact form. Suppose p® > 0, in a
frame S. In a Lorentz transformed frame S” moving at velocity v relative to S, we have

: v M
po:v(po—f'p)zv(po—flpl)
Cc C
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We conclude that D(x — y) = DY — yo, x —y) as well as Dy (x — y) are
Lorentz-invariant functions, namely

Di(x —y) = Di(A - (x —y)),
where A = (A*,) isaproper Lorentz transformationand A-(x —y) = A*, (x" —y").

Recalling our discussion in Sect. 1.5.1, we know that when (x — y)2 < 0 there exists
a frame where x° = y°, in which

d’p 1 i P

— —0, (11112
Qrh32E, ( )

D(x—y)=D0,x—Y) =2iﬁc/

since the integrand is odd for p — —p. Thisimplies that D4 (0, x—y) = D_(0, x—Yy)
as can be also verified from their explicit expressions:

dPp 1 i
Di(0,x—y)=h TP (Y
sOx=y=he [ o g,
3 .
—he [P ey (11.113)
Qnh)? 2E, ' '

On the other hand Lorentz invariance of the D-functions implies that the properties
(11.112) and (11.113) must hold in any any Lorentz frame. Therefore from (11.109)
and (11.105) we conclude that if the four-dimensional distance is spacelike, (x —
y)2 < 0, the function D(x — y), vanishes

(=<0 = Dx-y= %[a@m, d(»'1=0, (11.114)

and moreover
Di(x —y)=D_(x —y). (11.115)

This result is important in order to have a causal theory. The operators é(x) and
(5* (y) are associated with the field excitations which can be interpreted as particles
at the points x* ed y* of space-time. If the two events related to the presence of
the two quanta are separated by a space-like distance, (x — y)> < 0, they cannot

(Footnote 10 continued)
However p® = /|p|? + m2c2 > |p| and therefore, since % <1

p° 27(1 - IvI)Ipl > 0.

c
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be correlated since this would imply the presence of a signal traveling at a velocity
greater than c, thus violating the causality principle, as explained in Chap. 1.1

The requirement of commutativity of two observables separated by a space-like
distance is referred to as the principle of microcausality. It is also worth noting that
this result is guaranteed by the cancellation of the contributions from D4 (x — y)
in the commutator, related in turn to the presence of positive and negative energy
solutions <§+ (%), qg, (x). The very presence of these two solutions and, in particular,
of the negative energy ones, so embarrassing for the classical Klein-Gordon equation,
is therefore essential for the consistency of the quantum field theory.

For the sake of completeness we now show that D (0, x —y) is different from
zero, and give its explicit expression.

1 ipxw
h

— (11.116)
Qrh)3 2E,

Dy(0,x—y)=hc

Using polar coordinates for the variable p, we have d°p = |p|? sin 0d|p|dfd, so
that:

h dip| Iplz/ 1 pllx—ylc
-D;i(0,x—y) = d §)e T IPlIx=ylcosd
B +0,x—y) (thp( )/ 2E, (cos B)e

| /ood|p| pPf (e’ﬁ|p||xfy| _ e,%u,”x,ﬂ)

(2m)2h " 2Ep ilpllx —yl
o
1 dipllpl . (Ipl
- 2 2 _|X - Y|
(2m) ) Ep|X - Y|

1 dlp||pl| . (Il 1
=52 > =y
(2m)“c \/|p| +m2c? Ix —yl

_ 1 m_ e (M (11.117)
T2 x—yl (Fx=). '

"'We note that the requirement of causality refers to observables and in general field operators are not
necessarily observables. However quite generally observables in a physical system are constructed
in terms of local functions of the field variables so that the requirement of causality can be expressed
in terms of the fields themselves. The requirement of commuting operators for space-like separations
is also called “locality” and, correspondingly, the quantum field theory is referred to as a “local
theory”. Locality assures that the results of two measures made at a space-like distance cannot have
any influence on one another, there being no correlation between the two events.
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where K, (z) are the modified Bessel functions of the second type and we have used
the general formula

7 sin(bz) ﬂ«/_
d ——L K (/b% + B2). (11.118)
[ é= TR

In our case we have z = |p|, v = mc, b = Ix— yI , B = 0. The asymptotic behavior
of Ki(s)as s — oo is:

T s LAY O K
Kl(s)z\/;e (I—I-O(;))_ 2se , (11.119)

and therefore for large space-time separation |x — y| — oo

wmc 1

D.(0,x—y)~ e IxYI (11.120)

@m?2V 28 x —y)3
that is D is sensibly different from zero only within spatial distances of the order
of the Compton wave-length A = % of the particle.

11.4.1 Green’s Functions and the Feynman Propagator

The invariant D-functions discussed in the previous paragraph are strictly related
to another invariant function which plays a major role in the theory of interacting
fields: the Feynman propagator function D (x — y). It is defined to be the vacuum

expectation value of the so called time-ordered product:
Dr(x =) = 3 OITHx ()[0). (11.122)
where . . .
To)d (y) = { f@ipg; );O Z )yco (11.123)

and we note that there is no ambiguity when x° = y? since in this case qAS(x) and ngbJ’ y)
commute. Furthermore the fact that ¢(x) and ¢ (y) commute at space-like distances

12Eor a hermitian (and thus neutral) field

Dp(x —y) = %<0|T<Eﬁ<x><§s(y)\0>. (11.121)
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ensures that time ordering remains invariant under Lorentz transformations, and thus
that the Feynman propagator is Lorentz-invariant.

To compute Dr(x — y) we note that if x0 >0, using Eq.(11.108) and the fact
that the destruction operators annihilate the vacuum, we have

OIT )" (1)10) = (014 (x)P" ()10)
n ~ h
= (01 [$+(0). 6T )] 10) = =D (x = ),

Similarly for y* > x% we get

N A A h
(OITH)" (110} = (OI[D] (). G- (0)1]0) = ED—(x —y. (11.124)
We may then write the Feynman propagator in the following compact form:
Dp(x —y) =0 —y)Dy(x — y) +00° —xOD_(x —y).  (11.125)

The phy51cal meamng of the Feynman propagator is easily understood if we observe
that for x0 > y°, Dp(x — y) = 0|q5+()c)<;5T (»)10), that is Dp(x — y) measures
the probability amplitude that a particle be created at y at the instant y° and then
destroyed at x at the instant x0, while, if y* > x°, Dp(x —y) = (O|<§1 (y)qfa_ (x)]0)
is the probability amplitude that an antiparticle be created in x at the time x° and
then destroyed in y at the time y°.

If we now use the explicit expression of D4 (x — y) and D_ (x — y) we may write

Drr =) = [06° =3O D1 = 3) +00° = x)D-(r = y) |

=ch @p | [G(x Y0 FP Y 4oy — xo)e%p«x—y)] :
(Qrh)3 2E,

(11.126)

We are now going to prove that, using the Cauchy residue theorem, we can write
the above expression for the Feynman propagator in terms of a an integral in the
complex p? plane along the path C in Fig. 11.1, as follows:

&p dp® e P
Dr(x —y) =i 2 @ae
Fx—y) =1 / Q2rh)3 / 2h P2 —m2 2

Cr

L 4°p dp° o F (PO —p-(x-y)

=ik —(271'71)3/% (po—ﬁo) (p0+130) , (11.127)
Cr
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Im(p?)

L . Y.

Cr

‘ Im(p®)

_ -5 ‘ /’-\ = 27 Res,ﬁo(f)

i?

Fig. 11.2 The x° > y0 case

where, asusual, p- (x —y) = p°(x° —y%) —p-(x—y) and p° = /|p|? + m2 2 =
Ey/c > 0.Toshow this we observe thatif x0 > y9 we can close the contour Cr in the
lower p° half-plane, where the imaginary part of p is negative, along a semi-circle
C éo_ ) of infinite radius, so that the integral along C éo_ ) be exponentially suppressed,
see Fig. 11.2. Indeed, denoting the integrand in (11.127) by f(p°, p):

ih 1

0 oy — — £ p—y)
) =——FF5¢€¢ B

. - . . . | —
the integral of f along CS,” vanishes since limyp, (,0) oo €7 Im(p") = = 0, We
can then write:

/f(po, pdp’ = / £, pydp® = —27i Res(f)
Cr CF+C:(>;)

i e*% p(x—=y)

— _2ni 0_ =0 0’ o= .
mi[(p” —p") f(p~, P) o= 250 D=0
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Therefore, for x* > 0, the integral in (11.127) reads:

d*p 0 ;0 dp e Frey
d —h — Dp(x — y).
/ (zmp/ PRI C/ Qrh®  2E ey
Cr

which is consistent with Eq. (11.126). If instead y9 > x% we close the contour in the
upper half-plane along the semi-circle C&J{ ), see Fig. 11.3, and obtain:

/ F@° pdp® = / F@°. pydp® =2mi Res_jo(f)
cr cr+cs)
h

— " 5 (P x-y)
2p0

Inserting the above result in (11.127) and changing the integration variable from p
to —p, we find

Bp e Y

d’p 0 p0 0 o _ -
/ 8 /dp fp~, p)=he @by 2By Dp(x —y),
Cr

which completes the proof of Eq. (11.127).

Im(p?)

s Im(p?)

Im(p®)

Fig. 11.3 The y° > x° case
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Fig. 11.4 Prescription for the Feynman propagator: Shifting the poles in the p° plane
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Summarizing, the Feynman propagator is defined by the integral over the four-
momentum space of f(p®, p), with the prescription that the integral over p° be
computed along Cr. Such prescription is equivalent to integrating over the real p®
axis and shifting at the same time the poles to =( [30 —1i €)), where ¢ is an infinitesimal
displacement, as shown in Fig. 11.4. The denominator p> —m? c¢2 of £(p°, p), with
this prescription, changes into p> — m? ¢® +i e and Eq. (11.127) can be also written
as follows

dtp e RPGEY
Qrh)* p? —m2c?

Dp(x —y) = ih?

Cr
d* ; ,
- (%5)4&7—%1"()‘—” Dr(p), (11.128)
where
_ in?

Equation (11.129) is the expression of the Feynman propagator in momentum space.

We now show that D (x — y) is a Green’s function for the Klein-Gordon equa-
tion. Let us briefly recall the notion of Green’s function for a linear differential
equation. Consider the problem of finding the function f(x*) which satisfies the
inhomogeneous differential equation

L(x)f(x) =g(x), (11.130)

L(x) being a local differential operator. If there exists a unique solution for each
g(x), there must exist an inverse operator £~ such that, formally:

f) =L g(x).

Computing the operator £~!, however, is more than just taking the inverse to £, since
it denotes that operation plus the boundary conditions. By definition the Green’s
function G (x, y) is the solution of Eq. (11.130) where g(x) = —i §*(xH — yty and
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corresponds to £~ together with the associated boundary conditions. The solution
of the differential equation (11.130) is then given by the formula

fxty = fo(x“)+i/d“yG(x/‘,yﬂ)g(y“). (11.131)

where fp(x#) is the general solution of the associated homogeneous equation. This
is easily verified applying the operator £ to both sides of (11.131).

Let us then consider the Klein-Gordon equation describing the interaction of a
classical field ¢(x) with an external source J (x):

2 2
(D + )¢(x)—](x) (11.132)

Identifying £(x*) with the operator (I, + ’" C and g(x*) with J(x*), the general
solution of Eq.(11.132) can be written as

p(x) = ¢ (x) +i/d4y D(x, y)J (y) (11.133)

where ¢°(x) is the general solution of the homogeneous part of the Klein-Gordon

mf;"z) #%(x) = 0 while the last term is a particular solution of the

inhomogeneous equation. Acting with the Klein-Gordon operator on (11.128) we
find

m?c? a* 1
(D+ 2 )Dp(x—y):ihz/(zﬂg4e P ))h ( P +mc)Dp(p)

=—id®Wx —y), (11.134)

so that Dp(x — y) is the Green’s function of the Klein-Gordon equation together

with the boundary conditions implicit in the choice of the integration contour Cr.
Since the Green’s function is not unique we may introduce two further Green’s

functions corresponding to different boundary conditions, defined as follows:

Dr(x —y) = %0(x° — 30 [é(x), aST(y)] , (11.135)

named retarded Green’s function and

Datx =) = 200 =) [d00). 6]
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named advanced Green'’s function. Direct computation yields the following expres-
sion for the retarded Green’s function:

Drx =) = 3060 =3 ([, 870 |+ [-0. 8L )
= 00" = %) (D4(x = y) = D-(x = y))

d? | S Ll
=9(x0_y0)hc/(2ﬂ'h[,))3ﬁ(e RPO=Y) o P y))‘

(11.136)

Proceeding as in the case of the Feynman propagator we may write Dg(x — y) as
the integral to the function f(p°, p) with a specific prescription

dp dp® e*%”'(x*y) d>p
Dr(x —y) = ih? £ = dp® £ (p°
rR(x —y) =i (27Th)3/277hp2_m262 /(%hp/ p f(p”, p).

CR CR

where Cp is the contour shown in Fig.11.5. As shown in the figure, if x0 >
the contour should be closed on the lower half plane, giving two residues, which
reproduce the expression (11.136), while if x < y° the contour should be closed in

Im(p9)
f\ _ m o
50 ‘CR 70
1‘0>.LJ0
im(p®)
[N  =—2mi (Resjo(f) + Res_po(f))

-p

Fig. 11.5 Prescription for the retarded Green’s function
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Fig. 11.6 Prescription for Im(p®)
the advanced Green’s
function - ﬁ 0

> Re(p%)

the upper half plane, yielding zero. By the same token one shows that the advanced
Green’s function D4 (x — y) can be written as

d*p e FPEY

Da(x —y) =ih? :
Al —y) =i Q2rh)* p? — m2c2

where the p® integration now has to be done along the contour C, of Fig. 11.6.

11.5 Quantization of the Dirac Field

The consistent quantization of the bosonic spin O scalar field illustrated in this chapter
and of the spin 1 electromagnetic field pursued in Chap.6 was effected by replac-
ing the classical Poisson brackets between dynamical variables with commutators
between operators. This quantization procedure leads, among other things, to a posi-
tive definite energy and in general to a consistent description of the quantized dynam-
ical variables.

If we now turn to the quantization of the Dirac field which describes spin 1/2
particles and is solution to the Dirac equation, we shall show that the aforementioned
prescription does not work. Indeed we shall shortly see that in order to have a positive
definite field energy at the quantum level we shall be forced to trade the canonical
Poisson brackets in the classical theory for anticommutation rules among operators.

To show this it is instructive to first pursue the canonical approach which trades
the classical Poisson brackets (10.134), (10.135) for commutation rules showing that
it unavoidably leads to inconsistent results.

Let us start from the classical Poisson brackets of the previous chapter, Sect. 10.5.
Replacing 1) and 7 = ifp" with the field operators 1/;(x) and T(x) = i hz/A}T and
implementing the replacement (11.1), we find

[Feex 0. B 0] = P -y,
(11.137)
[Feox 0. 07w 0] = [diex 0. 8w n] =0,

where &(x, t) and z@* (x, ), being time-dependent operators, are described in the
Heisenberg picture.
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If we define the Hamiltonian operator by replacing in the expression of the classical
one (10.136), classical with quantum fields, the Heisenberg equation obeyed by
reads:

bx0) = = [dx 0, A0
-3/ d3y[ b0 0. 010 (—ifie al0; + m® By, t)]
v
= —%(—ihc &' + me*B)(x, 1), (11.138)
implying: .
i (x) = (—ihe &' 8; + mc? B)(x),
that is

(il — me) P(x) = 0. (11.139)

As for the complex scalar field we find that the field operators satisfy the same
equations as their classical counterparts. .

Proceeding as in the classical case we expand the field ¥ (x) in terms of the positive
and negative energy solutions of the classical equation of motion, as in (10.147):

2
ye) = (26;3;?)3 %E[c(‘”)“ﬁme"“+d*<p,r>v<p,r>e""5],
(11.140)
Moy d’p meV T T X f —ikx
o= | o g ;[c @’ (p, e T +d. vt (p.re ]
(11.141)

where c(p, r) and dT(p, r) are now operators and the overall normalization has
been chosen in order for them to be dimensionless. Just as we did for the scalar
field operator, it is convenient to split 1/3(x) into its positive and negative energy
components, 12;4_ (x) and 1/3_ (x) respectively:

Dx) = i (x) + - (x),
d’p
(27h)3

b= [ Y S i e a1
_(x) = ,v(p,r)en . .
i\ B, &

by (x) =

mc2V 2 . px
—_— Z c(p,Hu(p,rye " n,
Ep r=1
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We also define zﬁl x) = (12, (x)" and ﬁi x) = (1/3+(x))"', as the corresponding
components of z/Aﬁ(x). Let us now determine the commutation rules obeyed by the

c,d,c,df operators. In order to do this we observe that the expansions (11.140)
and (11.141) can be inverted to compute the operator coefficients c(p, r) and d(p, r)

in terms of 1/3(x) and 17)()6). For example we can show that:

mc? 3¢5 0.7 Lpx
c(p,r) = ﬁ/d xu(p, r)y Y(x)er . (11.143)
P
|4

Indeed:

_ mc2 3= 0.7 Lp-x
c(p,r) = VE. a’xu(p, r)y Y(x)er
p

/ /(2ﬂh)3\/ﬁ2[”(p7rh M(q,S)C(q,s)e_’

+ ii(p, ) v(q, )d' (q, s)e’ s ]

d3
N (hh)Wﬁ Z[”(P”” u(q. 5)e(q, $)270)*6 (p — q)
P=q

+ ii(p, 1) v(q, )d" (q, ) 2wh) 5> (p + q)e%Ept]

2
— m_cz at I Ept
=z ii(p. 1) u(p, s)e(p, s) + it (p, 1) v(—p, )d" (—p, s)e ™
P
2 2
mc E
= E_p m—;(srsC(P, s) =c(p,r),

s=1

where in the last line we used (10.172) and (10.174).
In an analogous way we can compute the operator coefficient d(p, r):

2 ~ .
dp,r) = |2 | Bxipo)r v(p, rye P
P, VE v P, 5
P
\%4

and their hermitian conjugates

2 R :
p,r) = K/d?’mb(x)'you(p, rye kP, (11.144)
VVE,
\%
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dtpr = |1 / dPxi(p, 1)y P (x)e FP
k VEp 9 .
1%

It is now possible to compute the commutators among the operators ¢, ¢', d, d. We
find

2 ~ ~
[0 @ 0] = 7= [&x [ @yt [, en]ut.s
P=q v v

i 27h)3
x e (PX=q¥) — %53@ — Q)b (11.145)

where we used (11.137) and (10.172). Analogous computations also give

3
@53@ Q)6 (11.146)

. r).d"®.5)] =
while all the other commutators are zero
[c.c] = [c* ¢ ] [d,d] = [d*, dT] =0

e, d] = [c, dT] —0.

Using (10.136) it is now easy to compute the energy H

2 2 ip-x
lh/dg ¢T8,z/1—lh/d3 /(27rh)3 ,mc v Z[ T(p, r)uT(p, r)e%

r=1

l
<2 h)3 *VEq (7)

2 .
x> [e@ ut@ ve™F —d'(@ D@ e T ]

r=1

+dp, )i (p, e T

The terms containing ¢t (p, rdT (q, s) and d(p, r)c(q, s) give a vanishing contribu-
tion since the integration in dx implies q = —p and the resulting factors are zero in
virtue of Eqs. (10.174):

uT(p, ryv(—p,s) =0; vT(p, ru(—p,s) =0.
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Using then (10.172) and (10.173) we finally find:

A d3p R i
H= —(27@3"5:» [C‘(p, r)e(p,r) —d(p,r)d (p, r)]. (11.147)

A similar computation gives the quantum momentum operator as it follows from
(10.127):

A

Pl

—ih / d>xip o)
\4
d3p

(27h)3

Vv p [cT(p, Me, r) — d(p, rd' p, r)] o (11.148)

where a partial integration has been used.
Finally we compute the conserved charge Q associated with the four-current

Ji = eyt
O=e / PxT (0)ih(x)
1%

d3p
—¢ / @rhy " em.n +d@.nd' 0], (11149)

Let us now observe that Eq. (11.147) implies that the energy H can have both positive
and negative values, even if we normal order it by dropping the infinite ground state
energy:

~ d3 p

i = Qrh)3 VEp [CT(P, rep,r) —d'(p, r)d(p. r)] . (11.150)

On the other hand, the charge operator Q turns out to have the same sign for particles
and antiparticles (it is positive definite if e > 0, negative definite is e < 0).

Thus the negative energy problem is not solved by field quantization and, more-
over, also the charge operator, being positive definite, gives an inconsistent result,
owing to the experimental fact that particles and antiparticles (e.g. an electron and a
positron) have opposite charges. Such conclusions are of course unacceptable.

To avoid these difficulties we replace the equal-time commutation relations
(11.137) of the Dirac field with equal-time anticommutation relations, that is we
set

{Pr . diwn} = Px-na.
[02@ 0. 9750} = [dix 0. dlo.n} =o. (11.151)
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Thus for spin 1/2 fields we assume that the correspondence between the classical
Poisson brackets is given by

{ . lpp — —%{» },

where {A, B} = A- B + B - A is the anticommutator. The Heisenberg equation
obeyed by ¥ (x, t) is, however, still written in terms of a commutator:

ih(x, 1) = [;Z(x, 0, ﬁ(r)] . (11.152)

Indeed, if we write Eq. (11.152) explicitly

ih(x, 1) [&(x, ), ﬁ(;)]

D), / Py iy, ) (=ihe aid; + Bmc) by, 0 |, (11.153)

14

and use the identity
[C,AB]={A,C}B — A{B,C},

identifying the operators in the last line of (11.153) with C, A, B respectively, we
easily retrieve the Dirac equation for 1/3(x, 1).

Along the same lines which previously led to the derivation of the commutation
rules (11.145) and (11.146), we now find the following anticommutation rules among
the operators c, . d , d':

2rh)?
fe.n. @0 = T8 - @i, = [aw.r), di@ ). arisy

Vv
all other anticommutators being zero. The Hamiltonian is still given by Eq. (11.147)
since commutation rules were not used in deriving (11.149). Now, however, we can
use the anticommutation relations (11.154) to write

: 21h)3
d(p,rd'(p,r) — —d"(p.rdp,r) + ( 7;) 53(0). (11.155)
Subtracting the infinite zero-point energy we find
A :/ i I [cT(p Mem,r) +d (p, rdp r)]. (11.156)
(27Th)3 P ’ s I 3

The same result is obtained using a normal ordering prescription, that is by requir-
ing that in all physical operators the creation operators must be to the left of the
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destruction operators. However, since in the present case the operators are fermionic,
that is they obey anticommutation rules, we must take into account an extra minus
sign when swapping the position of two of them:

cect = —cfe=—:cfe Lo dd" = —-d'd=—:d"d: . (11.157)

Defining all the physical quantities in terms of normal ordered products of field
operators, we have:

—zh/d3 o) = /(2 ﬁ)3VEpZ(N(‘) Ny, (11.158)

\%
hi 3., il d’p i : () 4 N(d)
Pl=in | &x: 9T = mvp DN + NS, (11.159)
v T r=1
0= /d3x o /(2 h)gVZ(NI(,fz — A, (11.160)
%

where ng 2 =c"(p, r)e(p, r) and N(d) d*(p, r)d(p,r).

We see that the adoption of the antlcommutation rules (11.151) leads to an Hamil-
tonian operator which is positive definite while the charge operator may assume both
positive and negative values. In conclusion, much like in the case of the complex
scalar field associated with spin O particles, and the electromagnetic field associated
with the spin 1 photons, we have found that for spin 1/2 particles the quantum field
is represented as an infinite collection of two types of quantum harmonic oscillators:
For each single particle state (p, ), there are oscillators of type “c” (associated with
the classical positive energy solutions) whose excitations are interpreted as particles
in the state (p, r); and oscillators of type “d” (associated with the classical negative
energy solutions) whose excitations, for each state (p, r), are interpreted as antiparti-
cles in the same state. The essential difference between the bosonic and the fermionic
case is the necessity of using anticommutation rules for the quantization of the latter
in order to obtain a sensible theory.

The most important implication of the anticommutation rules for the ¢ and d
operators is obtained when we construct the Fock space of states for the fermion
field in an analogous way as we did for the scalar field. Indeed multiparticle states
are obtained by acting on the vacuum state of the whole system by means of the
creation operators ¢t (p, r) (for particles) and dT(p, r) (for antiparticles). We can
easily convince ourselves that in this construction two identical particles cannot
occupy the same state. If we indeed try to act twice on the vacuum, or on a generic
state, with the same creation operator to create two identical particles in a given state,
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we find zero. This is a consequence of the anticommutation relations (11.151), which
imply
1 .
()= S{c", T =0=@"?,

for each (p, r). Therefore the states of the system are of the type
. d 1 . d 1
0): INS)=1)=cT(p.r)I0): N2 =1)=d"(p.r)0).

It follows that the particle and antiparticle occupation numbers for each single par-
ticle state (p, r) can only take the values 0 or 1:

N =01 : N =01
This is indeed the content of Pauli’s exclusion principle for particles of spin % which
states that rwo spin 1/2 particles cannot exist in a same quantum state (p, r).

Atthe end of Sect. 11.2 we have shown that spin O particles obey the Bose-Einstein
statistics. We now show that for spin 1/2 particles the Schroedinger wave function is
completely antisymmetric under the exchange of particles. Following the same steps
as for spin 0 particles, the wave function lI/]f,’i) N, (X1 ... Xy, 1) in the Schroendiger
representation is

Wi (K1 X 1) = (X1 Xt N N, (11.161)
where N; = 0, 1 since (c[T)2 = 0. Moreover, since
X1, .o X 1) = L (x1, 1) - T (%, 1)]0), (11.162)

and the quantum operators anticommute [1&1 (xi, 1), 1/3+_(x i t)] = 0, the wave
function ¥ ™ is antisymmetric in the exchange of x; and x;. We conclude that

llfji;:) N (X5 Xp3 1) is completely antisymmetric in the exchange of the particles
positions X;, thus implying that spin-1/2 particles obey the Fermi-Dirac statistics.

The connection between spin and statistics or, equivalently, between spin and the
type of the commutation relations used for quantization, is one of the most significant
predictions of local relativistic quantum field theory. It is specifically a relativistic
effect, since it can be shown that in the non-relativistic Schroedinger theory, using the
Fock-space representation, both quantization procedures based on commutators and
anticommutators, give a consistent theory. Therefore such a connection, so essential
for explaining the stability of ordinary matter in the non-relativistic domain, is a con-
sequence of the relativistic formulation, that is of the principle of relativity expressed
by the Lorentz invariance of physical laws.

Let us end this section by commenting on the definition of the single particle (or
antiparticle) states. A single spin-1/2 particle state (describing say electron) with
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momentum p and spin component s, = €, /2 (6] = +1, gy = —1), is obtained by
acting on the vacuum state |0) by means of ¢(p, r):

Ip. ") = c(p,r)'10). (11.163)
The normalization is the usual Lorentz-invariant one:

©(p, rlg, s)© = (0lc(p, r)c(q, )T10) = (Ol{c(p, r)c(q, 5)}10)
_ @7h)?
Y

3= q)drs. (11.164)

As for the antiparticle state, recall from our discussion on charge conjugation in
Chap. 10, that the component r of d(p, r) is associated with an antiparticle (say a
positron) of opposite spin component s, = —e&, //2. Thus if |p, 7)) describes an
antiparticle with momentum p and spin component s, = ¢, /2, we have:

Ip, 7)Y = ¢, d(p,5)"0), (11.165)

where the effect of ¢, is to reverse the spin component.

11.6 Invariant Commutation Rules for the Dirac Field

As for the Klein-Gordon field we now compute the general anticommutation rules
for Dirac fields at different times. Using the decomposition (11.142) of the field
operator 1/3(x) into its positive and negative energy components we can write the
general anticommutators among Dirac fields as follows

D00, D) = (D). B0} + (D). B, ), (11.166)

where we have suppressed the spinor indices «, f3.
Taking into account Eq. (11.154), the anticommutators on the right hand side give

d’p mc?
(rh)3 Ep

A 2 .
(). v_() = > up. ). e FPE L (11.167)
r=1

d’p mc?
(2wh)3 Ep

~ 2 .
(- (x), P (»)) = / v(p, VP, r)er?” N (11.168)
r=1
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respectively. Using the spin sum given by (10.182) and (10.183) and summing the
two results we obtain

(D), B} = / e (mere kP ¢ (merehr )

h)3 2E

3
/ i (lh6'+mc)[e FPx=y) _ phpa- y>]

(27h)3 2E
(11.169)
Comparing (11.167), (11.168) with the definitions (11.108) we find
. 2~ ) mc
e, 0N =% (19+5°) Detx =) =See—y).  (11170)
so that we may rewrite (11.169) as follows:
W), v} = Sx —y) = ( g+ —) D(x —y), (11.171)
where we have defined
Sx—y)=8S+(x—y)+S_(x —y). (11.172)

Note that S(x — y), S+(x — y) all satisfy the Klein-Gordon equation. Moreover, if
(x — y)2 < 0, D(x — y) vanishes, and so does its derivatives with respect to x, since
if we increase x by an infinitesimal amount dx, x + dx is still at a space-like distance
from y and thus the zero value of D is unaffected. We conclude that S(x — y),
that is the anticommutator between two spinor-field operators, vanishes at space-
like distances (x — y)?> < 0. In Dirac theory the local observables are expressed in
terms of fermion bilinears. It can be verified that bilinears in the Dirac fields satisfy
microcausality. Indeed

[ (B2 (x), By ()0 ()]
= Uy N[00 () (1), D (D] + [0 () (), D, (M1 ()
= =0, (NS a(y = 0P @) + P ()87 (x = )P (). (11.173)
which is zero if (x — y)> < 0 since S(x — y) is. Therefore the commutators of

bilinears for space-like separations is zero, ensuring microcausality for the Dirac
theory.


http://dx.doi.org/10.1007/978-3-319-22014-7_10
http://dx.doi.org/10.1007/978-3-319-22014-7_10

11.6 Invariant Commutation Rules for the Dirac Field 423

11.6.1 The Feynman Propagator for Fermions

We extend the concept of time ordering introduced for bosonic particlesin Sect. 11.4.1
to Dirac fermions. For notational convenience we shall, from now on, omit the “hat”
symbol “on the field operator whenever there is no possibility of confusing it with
the corresponding classical quantity. We define the Feynman propagator for spin 1/2
fields as

Sr(x = y) = 0IT$@)e()0), (11.174)

where the time-ordered product is

_ e 0 0
Ty(x)d(y) = —1%(8;6/52) ’;0 0 (11.175)

Note the difference in sign when y? > x© with respect to the bosonic case. If x* > y©
we have:

Sp(x —y) = 0]+ (x) + Y— ()@, () + ¥_(»))]0)
= (0]+ ()Y_(1)10) = (Ol{th4(x), Y_(»)}0) = S+ (x — y).

Similarly for x° < y° we find

Sp(x—y) = —{-(x), ¥, (M} = —S_(x — ). (11.176)
The Feynman propagator becomes
Sp(x =) = 06" =) S (x = y) = 00° = x)S_(x = y)
1
=+ |0G° =% (hg +me) Dy.(x - )

+0(3° —x0) ((hg + me) D_(x — y)] . (11.177)

Let us now move the 6 factors past the differential operator (i ¢ + mc). Since the
latter contains a derivative with respect to xY, we will have to write:

0(x° —y°) Ghg+me) (---) = (hd +me) [0(x° — yO)(-- )]
—ily° [800(x° — yO)I(-- ).
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Using the property of distributions!? d%@(z) = d(z), Eq.(11.177) can be recast in
the following form:

1
Sp(x =) = 7 (h§+me) [0 =)Dy (x = ) +60° = x)D-(x = )]
7% =y [Dy(x —y) — D_(x — y)]. (11.178)

The last term vanishes since
5" =) (Di(x = y) = D_(x — ) = 6(° = y)D(x — y) =0,

in virtue of the microcausality condition (11.114). We end up with the following
expression for the Feynman propagator:

1
Spx =) = 1 (h§+me) [0 =)Dy (x = ) +00° =)D (x = )]

= %(iha—i-mc) Dp(x —y), (11.179)

where Dr(x — y) is the Feynman propagator for the spinless field, as defined in
Eq.(11.125). Using now the definitions (11.128) and (11.129) we obtain the final
result

dp —f (=)
Sp(x —y) = WSF(PV h ) (11.180)
Cr
. P+ mc

With an abuse of notation, it is common in the literature to denote the spinorial matrix
Sr(p) in (11.181) with the following symbol:

ih

m. (11.182)

Sr(p) =

Formally multiplying both the numerator and denominator by the matrix p + mec,
we retrieve the right hand side of Eq.(11.181).

13This property is easily proven on a generic test function f(z): ffooo f (z)d%e(z)dz =

— % F@0()dz = — 7 f(2)dz = f(0) = [, f(2)d(2)dz.
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11.6.2 Transformation Properties of the Dirac Quantum Field

We consider first the transformation properties of the Dirac field operator 1[)0‘ (x)
under the space-time symmetries of the Poincaré group.'* Equations (11.161) and
(11.162) allow to define the general relation between the relativistic wave function
¢&) (x) describing the state |a) of a spin 1/2 particle in the coordinate representation

(configuration space) and the field operator L/AJO[ (x):

Yy () = (01 (x)]a). (11.183)

Take, for instance, a single particle state |a) which is described by a wave packet,
superposition of monochromatic plane-waves associated with the states |p, r) (see
Chap. 9):

d3

d’p 2
) = | o Zf(p,rnp, / (%h)ﬂ;f(p,r)c(p,r)TIO)

=ZZf(p,r)c(p,r)Tl0>, (11.184)

p r=l1

where in the last line we have used the discrete momentum notation. If we substitute
in Eq.(11.183) the above expansion and use the expression (11.140) for ¥ (x), we
find (we keep, for the sake of simplicity, the discrete momentum notation):

2 .
Z £(@, )u(g, $){0le(p, s)e(q, )T 0)e ™ P

rs—l

Piay(X) = ZZ

= ZZ Z (@ Pua, )(Olc(p, ). c(@, r)}j0)e" 7
P

r,s=1

2 .
mc — Ly
= z % E (@, ryu(g,rye” =P, (11.185)
p P o=

where we have used the finite-volume version of the anticommutator in (11.154):
{c(p, s), c(q, T} = Op,q Ors- We then retrieve for wf*a)(x) the general form of the
classical positive energy solution to the Dirac equation.

In Chap. 10 we have written the general transformation property of a Dirac field
1(x) induced by a space-time symmetry transformation. A generic Poincaré trans-
formation is implemented on the quantum states, as discussed in Chap. 9, by a unitary
transformation U (A, xo). In light of the relation (11.183) we can write for the field
operator 1[)(x) the following transformation law:

14In this subsection we restore the “hat” symbol on the field operators.
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Do) B9 ey = U, x0) 00 (U (A, x0) = S(A) 5% (x)

= O(A V" (x), (11.186)

where, as usual x’ = A x — xg. Using (11.183), it is straightforward to see that
Eq.(11.186) implies (10.85). Performing indeed a Poincaré transformation on the
state |a) (Ja) — |a’) = U(A, xo)|a)), the corresponding wave function given by
(11.183) transforms as follows

Py B ey = (01 ()Ula) = (OIVU (U a)
= S(A) (010  (x)|a) = S(A)* 547 (x),  (11.187)

where 1 (x) = ) (x), ' (x) = Y (x), U = U (A, xp).

Just as we did for the scalar field in Sect.11.3, we write the unitary operator
U (A, €) corresponding to an infinitesimal transformation in terms of its generators
J#, PF so that, expanding both U (A, €) and Oa ) to first order in the Poincaré
parameters d0,,, € < 1, we can express the infinitesimal variation of ’tZJ()C) as
follows:

A i 1 - N AU A\ -
o (x) = 7 [ (x), 559/10«11’” —e-Pl= % (559;70 I —e- P) P (),

where, as usual, J pa P! are the infinitesimal generators of O(a x,) Which imple-
ments the Poincaré transformation on the internal components and the functional
form of zﬁ“ (x). Using the explicit form of JP7 in (10.100) we deduce from (11.188)
the following commutation relations for 1/3(x):

;3 [ (x), 7] = —% (@) 50 (x) + (P07 — x7OP) (x),

= [0 0). Byl = =0, (). (11.188)

The above commutators completely define the transformation properties of 7,[3 under
the action of the Poincaré group. Of course U, as well as its generators J**, P#, act on
the ¢ and d operators in the expansion of 12 Let us define what such an action should be
in order to reproduce the correct transformation property (11.186). To this end let us
recall that the u(p, r) and v(p, r) spinors transform under a Lorentz transformation
as in Eq. (10.149) of Chap. 10, where the matrix R(A, p)" is a rotation in the spin-
group, namely a SU(2) (for massive particles) or an SO(2) (for massless particles)
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transformation depending on the momentum p and the Lorentz transformation itself.
Let us show that the transformation law (11.186) is correctly reproduced if:

UA, x0) c(p, s)U(A, x0) = e FPXOR(A, A= p)*, c(A~ ! p, 1),
U(A, x0)d(p, s)U(A, xo) = e TP [R(A, A" p)*, 1" d(A™ " p, r).
(11.189)

Computing the hermitian conjugate of last equation we find:
UA, x0)'d" (p, U (A, x0) = eF "R, A7 p)*rd (A7 p, 7). (11.190)

Applying the above properties, the transformation rule for the spinor field operator
reads:

U (A, x0) (x")U (A, x0)

2 i /
=> 5= (Ve nUup, ry e 7+
<\ BV

2
mc

R(A, A" p)
E,V ( p)s

+ U*dT(p, U v(p, r)e%p'x/) = Z
p,r,s

x (c(A™ o) up, r) eTFPET 4 aT AT p, s)u(p, ) e )
— Z m02 R(A /)r
= : EP/V/ »P)s

p.rs

x (c(p's ) u(Ap', ) e FAPIEH0 gt yu(Ap!, r) e A H0)

me? / ’ —Lipx toor ’ Lplx
=3 o () S ) e HI 1 d (S ) eF )
p/

p'.s
: Loy i
= S(A) pZ: % (C(P/, su(p',s)e nP* 4 dT(p/, Hv(p',s)er? -x)
WS
= S(A)P(x), (11.191)

where we have changed summation variable from p to p’ = A~!p and, as usual,
wrote x = A~ (x’ 4+ x0). We have moreover used the transformation properties
(10.149).


http://dx.doi.org/10.1007/978-3-319-22014-7_10

428 11 Quantization of Boson and Fermion Fields

11.6.3 Discrete Transformations

Let us now consider the three discrete transformations corresponding to parity P,
charge conjugation C and time-reversal T for the Dirac quantum field. In the previous
chapter we have seen that for the classical Dirac field the space reflection corresponds
to the active transformation (see Eq. (10.242)):

Y(x, 1) = (X, 1) = np P P(=x, 1), (11.192)

with respect to which it is easily verified that the Dirac equation is invariant. For the
quantized field we must seek a unitary operator U (P) such that!

UP) (x, 1) U(P) = npy"y(—x, 1). (11.193)

We can define U(P) through its action on the operators c(p, r), Al (p, ), which
should reproduce (11.193). Using the properties

Yup,r) =u(=p,r), v, r)=—v(-p,r)

which can be easily derived from the explicit form of the spinors u(p, ) and v(p, r)
given in (10.154) and (10.155), we find the operators ¢ and d' should transform
under parity as follows

U(P) e(p, 1) U(P) = np c(—p, 1), (11.194)
UP) d'(p,)UP) = —npd'(—p,r). (11.195)

The explicit form of U (P) can be obtained following the same procedure as in the
scalar field case. The result is

U(P) = ¢ Zpslc'®ncr)=d" (0.)d®.r)=np ' (p.r)c(=p.r)=np d' (p.1)d(=pr)]

In the case of charge conjugation one seeks a unitary operator U (C) such that
U 9 UC) =ncyf, (11.196)

where )¢ = C@T is the charge conjugate field defined in Sect. 10.6.2, and the matrix
C = iv*7 satisfies (10.184). We have seen in sect. 10.6.2 that 1) — 1 leaves the
(free) Dirac equation invariant. Moreover also the anticommutation rules are invari-
ant under the same substitution. Indeed writing the (equal-time) anticommutation
relations as

0@, v = %PV x —y) (11.197)

1SWe suppress here and in the following the “hat” symbol for the field operator.
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-1
ao?

multiplying by C*PC!, and contracting over the repeated indices o, /3, we obtain

WOCo), 5} = (€10, 6P (x —y).

We now observe that

g =—ylc™!
so that, using the property (10.184) we have
(@), @) (M) = N,V x —y) (11.198)

Exchanging x <— y we prove the invariance.
We observe now that the operator 1 (x) has the following form:

¢ _ mc? foc %p-x d c *%P‘x
v =3 =5 (e (p. ek +d(p.rn (por)e” £
pr ' 7P

Recalling the following relations (see (10.189)):
u’(p,r) = &sv(p,s); v(p.r) =—¢su(p,s),
it is straightforward to prove that the action of U (C) on the ¢, d operators should be:
U©)'e(p, NU(C) = ncersd(p,s); U d(p, NUC) = =ncers c(p, ).

We leave to the reader the exercise of finding the explicit form of the unitary operator
U(0).

Let us give here the transformation properties of fermion bilinears. As men-
tioned in last chapter, all physical quantities associated with the Dirac field, like
the conserved current J#, are expressed in terms of fermion bilinears of the form
Y (x)I)(x), where I" can be 1, 4, 77, 4>, 4" In the quantum theory of the
free fermion field, physical quantities should be expressed in terms of normal-ordered
bilinears : z/;(x)F 1(x) : in the fermion field operator ¢)(x). Consider the effect of
charge conjugation on a generic fermion bilinear:

D) TP(x) -5 2 () TYe (x) -, (11.199)

where we have used the property [c|> = 1. The transformed bilinear can also be
written in the following form:

I = — T ()CTIT Oy @) 1 (11.200)
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where we have used the property ¢ = —)” C~! and the + symbol in )" should be
intended as the hermitian conjugate of each component ) as a quantum operator,
and not as the transposed of the complex conjugate of the spinorial vector (%).

Now consider the following property of normal ordered products of Dirac field
operators:

Pl ) = =P owlo 1 (11.201)

which can be easily proven by decomposing each field operator into its positive and
negative energy components and using the definition (11.157) of normal-ordering.
The transformed bilinear can then be recast in the following form:

PO MY () =) CTT C7 () (11.202)

where we have used the properties of 7 and of the C-matrix described in last chapter.
From Eq. (11.202) we can deduce the transformation properties of the fermion bilin-
ears, which are summarized below:

scalar: : p(O)Y(X)  — : POV : (11.203)
pseudo-scalar: : h(x)7 H(x) 1 —— 1 PNV B -,

vector: OV i~ — 1 POV
pseudo-vector: : (X)) i~ BB -

antisymmetric tensor: : 1 (x)y*”1(x) LN ()Y (x) o,

where we have used the property Cy°C~! = 43, so that C(y>y)TC~! =
COMTyCt=CeCly =790
Finally we consider the time-reversal. From the discussion given in the Klein-
Gordon case we expect that it will be represented by an antiunitary operator of the
form
UT)=UK,

where K is the complex conjugation operator defined in Sect. 11.3.1. The general
transformation property of the spinor field operator reads:

U p(x, HU(T) = nr S(T) P(x, —t), (11.204)

where the matrix S(7') implements the effect of time reversal on the spinor compo-
nents of ¥ (x). Let us determine S(7').

We multiply the Dirac equation to the left by U(7)" and to the right by U(T).
When these operators pass across the v/*-matrices and the i factor, their effect is to
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complex-conjugate them, being U (T') antilinear. We find
(ik(y")* 8y, + me) U(T) p(x, HU(T) = 0.

Using Eq.(11.204) and multiplying the equation to the left by the spinorial matrix
S(T)~!, we find:

0
(ihS(T)l(,yu)*S(T) pm + mc) Y(xr) =0,

where we have defined xp = (x‘Tt) = (—ct, x). Taking into account that % =
T

—n/”/”a% (no summation over p), in order for the above equation to be equivalent to
the Dirac equation (though in the time-reversed coordinates):

0 D
(ﬂWW&u+m0¢&ﬂ=0<¢(ﬂﬁwa;+m0¢&ﬁ=Q

T
we must require for the matrix S(7") the following property:
S(T)~'(v")*S(T) = n**+" no summation over . (11.205)
The reader can verify that the matrix below satisfies this condition:
S(T)=~C, (11.206)
where 7 is the matrix introduced in Sect. 10.6.3.

We may compute the effect of time reversal on the four-current j# = Py, We
have

U’ j*x, U = UM o)UY UM U (T)
=T xS O * Y S(T ) (xr) = Pxr)S(T) " A *S(T)h(xr)

=M M Ger), (11.207)
where we have used the property S(T)"7? = —708(T) = ~S(T)~!, being
S(T)~! = —S(T). Similarly we can verify that the action of time reversal on the

other spinor bilinears reads:

scalar: : POOV) 1 —> : POr)d(xr) (11.208)
pseudo-scalar: : z/;(x)fyS?/J(x) :i> : LZ_J(xT)'ySzZJ(xT) :
pseudo-vector: : z/;(x)fyS'y“z/J(x) :—T> nH I/_J(XT)’}/S’}/MQ/J(XT) :

antisymmetric tensor: : z/;(x)fy“”z/)(x) :—T> nttnr zZ(xT)’y“l’z/J(xT) .
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To define the action of U (T') on the ¢ and d operators, we first observe, using (10.154),
(10.155) and (11.205) that!®:

S(Dup,r) = esu(—p,$)*; S(THv(p.r) = &5 v(—p,s)", (11.209)

where the effect of ¢, is to flip the spin component, as time reversal should do. From
the above relations we may conclude that the action of U (T") on the ¢ and d operators
should be:

U(T) e(p, NU(T) = nr e5r c(=p, 8); UT) d(p, U(T) = nr €5, d(—p, 5).
(11.210)

We leave the proof that (11.210) reproduce (11.204) as well as the explicit construc-
tion of the U (T') operator to the reader as an exercise.

11.7 Covariant Quantization of the Electromagnetic Field

In Chap.6 the quantization of the electromagnetic field was achieved using the
Coulomb (or radiation) gauge

V.A=0=A.

This approach has the advantage that only the physical degrees of freedom of the
Maxwell field, namely, for each value of the momentum p, the two polarization
states orthogonal to p, are quantized. The Coulomb gauge, however, refers to a
particular frame where Ag(x) = 0 so that the Lorentz invariance of the theory is not
manifest: Moving to another RF, the corresponding Lorentz transformation would
not in general preserve such condition and would switch on the time-component
of the vector potential. For practical calculations it is important to have a covariant
formalism. In the classical case this is achieved by choosing the manifestly covariant
Lorentz gauge 8HA/" = 0, but, as we shall see below, this cannot be imposed as an
operatorial equation when A, (x) is quantized. We must rather impose a suitable
version of it on the physical states of the theory.

To understand what concretely goes wrong when we try to naively apply to the
electromagnetic field, the quantization procedure that we have followed for the lower
spin fields, let us observe that the Maxwell Lagrangian density (8.129) depends on
the derivatives of A, (x) only through the field strength F},,,, which does not contain

16To prove it suffices to note that S(T)pS(T)~! = ¥ pj» where (p') = (p®, —p) and that
S(THu(0, 1) = ers u(0, ).
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0

the time derivative Ag of Ag. As a consequence of this, the momentum 7, conjugate
to Ao is zero:
oL
0 2 90 (11.211)
0Ao

This clearly poses a problem when we try to quantize the system by promoting the
field components and their conjugate momenta to operators satisfying the canonical
commutation relations. This problem arises from the gauge symmetry associated
with the field A, (x), which is telling us that the number of variables we use to
describe it exceeds the number of its physical degrees of freedom (which is two).

On the other hand, as pointed out above, the covariant structure of Maxwell’s
equations and a canonical quantization procedure which only takes into account
the independent (physical) degrees of freedom, are incompatible: If we choose, for
instance, to promote only the spatial components A(x) of A;,(x), and their conjugate
momenta, to operators, leaving Ap(x) to be a classical field, we are breaking the
manifest Lorentz covariance of the theory. A possible way out is to modify the
Lagrangian of the electromagnetic field so as to manifestly break gauge invariance. In
doing so, all the four components of A, (x) become independent degrees of freedom,
which can thus be quantized. The alternative Lagrangian density proposed, along
these lines, by Fermi is obtained by adding to the Maxwell’s Lagrangian density
(8.129) a term proportional to (8HA/‘)2, so as to obtain:

1 v 1 2 1 / 1 1 "2
L= 2 F, F'" — 3 (0,AM)" = —EaﬂAyﬁ“A” + EauAya”A“ ~3 (G
(11.212)
Writing
1 1152 1 v .
—3 (0, A" = _Ea,,,Aya A" 4 (4-divergences), (11.213)

and neglecting the four-divergences, the Lagrangian density (11.212) reads:
c=-toaar =L it lva, . var 11.214
- _5 nly - _F I + 5 e s ( . )

and the corresponding Euler-Lagrange equations of motion are

0A, =0. (11.215)
We observe that, even if the equations of motion have the same form as Maxwell’s
equations in the Lorentz gauge, they are by no means equivalent to them since the
condition 9, A* = 0 has not been imposed. To recover the description of the field in

terms of the two physical degrees of freedom we shall eventually have to impose a
constraint on the physical states (see next section).
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The conjugate momentum is

oL 1.
7T# = 87 = _C_ZA#’ (11216)
"

and the classical Hamiltonian of the field turns out to be

. 1
H(t) = /d3x[7r”AN - L] = —/d3x 3 [*m'm, + VA, - VA"

= /d3x217 [i (CA? + v ail?) - ((doy? +62|VA0|2)] :

(11.217)
We can now promote, according to the general quantization prescription, the com-

ponents of A, and the corresponding conjugate momenta, to operators.'” The equal
time commutation relations will then read:

[Aux. 1), 7" (y. )] = ih 85 (x — ), (11.218)
[A,(x, 1), Ay (y, D] = [7"(x, 1), 7 (y, )] = 0. (11.219)

It is also a simple matter to check that the quantum equations of motion
A#(x, 1) = —%[Aﬂ(x, 1), H()], (11.220)
t(x, 1) = —% [7F(x, 1), H(1)], (11.221)
lead to Eq. (11.215); indeed

Ap(x) = % [Aum, / d3yc2w”(ym<y>} = —c? / d’y615° (x — y)m,(y)

2
= —C ﬂ-u(x)s

= L [y [P, 4] VAT = - / Pyo(x — y) VEAR(y)

= —V2A"(x). (11.222)

17Here and in the remainder of this chapter we denote the quantized fields without the “hat symbol”.
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Comparing the two commutators we obtain
1 .. 2
c_zA/L(x) =V Au(x)»

which coincides with (11.215).

Let us now expand the field operator in plane waves, as we did in Chap.5,
Eq.(5.123). We recall that, in the present theory, all components of the polariza-
tion vector €,,(k) are in principle independent. As far as the classical field A, (x) in
Eq. (5.123) is concerned, it is convenient to expand, for each monochromatic wave,

the four vector ¢,,(K) in a basis ¢ )(k) of four independent real four-vectors:

3
> eI ark), (11.223)

k) =
u(l) = ¢ 2wV =

where the factor in front of the right hand side is introduced in order for the vectors sfj\)

and the Fourier coefficients a) (k), to be dimensionless. In terms of these quantities,
the expansion (5.123) for the classical field reads:

d3k hV —IK-X k IK-X
A,L(x)zc/(zﬂ)3 zg“)(k) [ar(0) 7 + ar o) e ]

(11.224)

When we consider the quantum field operator, the complex coefficients a and a* in
the above expansion become operators ¢ and a', so that we can write:

_ d%k \/W (/\) —ik-x ik-x
Aux) =c (2n)3¢72 (k) [aA(k)e +al (ke ]
(11.225)
i AV w Cikex + ikex
() = /(%)3,/ K Z V00 [aro e — af(Rye* ]
(11.226)

As mentioned earlier, the polarization vectors € )(k) are a set of four real uncon-
strained polarization four-vectors which will be chosen to satisfy, in the four dimen-
sional space-time, the orthonormality condition

eNK) - eM k) = W, (11.227)


http://dx.doi.org/10.1007/978-3-319-22014-7_5
http://dx.doi.org/10.1007/978-3-319-22014-7_5
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and the completeness condition

3
> eV K)o = mw- (11.228)
A, 0=0

It is useful to have an explicit expression of the four polarization vectors in a given
reference frame. We first observe that in three-dimensional space, for each value of
the wave number vector k, we may take as a complete set of orthonormal vectors the
transverse polarization vectors eW(k), e@ (k) and the longitudinal vector n = %
(e® (k) = —n) satisfying ¢ (k) - "V (k) = 6", r,r' = 1,2 and (k) -n = 0
together with the completeness relation

2 ki k;j
> eV k) + —F =4y (11.229)
! k|

r=1
This is sufficient for the description of the polarization vectors used in Chap. 6, where
we worked in the Coulomb gauge in which Ag(x) = 0. However we can formally
extend the completeness relation (11.229) to a four-dimensional setting by writing
the transverse polarization vectors and the longitudinal vector n as follows:

0
aﬁ)(k) = (—On) 5&1,2)(k) = (5(1’2)(1()) . (11.230)

Of course the above vectors refer to a particular RF Sp in which the time component
is zero. A Lorentz transformation will in general alter this property. In a arbitrary
frame the longitudinal vector Eff ) (k) can be written as

" TI/L(k 1)

k
3 (k) =
g, (k) = & (11.231)

where k;, = (ko, k)T kg = |k| and we have introduced a time-like vector 7, with
unit norm (1#7,, = 1) which, in the RF Sp, has the form

mo= 1,07, (11.232)
so that in this frame the expression (11.231) for 5,(,3) (K) reduces to the form (11.230).
To obtain a complete set of orthonormal four-dimensional vectors in Minkowski

space, we further add the time-like polarization vector

e (k) = 1, (11.233)


http://dx.doi.org/10.1007/978-3-319-22014-7_6
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It is now easily verified that the given four vectors 5,([\ ) k), A = 0,1,2,3 satisfy
the two conditions (11.227) and (11.228) corresponding to the orthonormality and
completeness relations in Minkowski space.

Aside from the presence of the polarization vectors, the expansion (11.225) is
quite analogous, for each of the four values of 1, to the expansion of four real scalar
fields and their conjugate momenta as given in (11.19) and (11.21) (the reality of
A, being expressed by the relation b" = a"). Therefore, along the same lines as in
Sect. 11.2 (see the discussion from (11.23) to (11.32)) we can compute a) and a; in
terms of A,,(x) ad 7/ (x) by inverting (11.226) and (11.225). Applying the canonical
commutation relations (11.218), we find for a) and aj\ the following relations

2 3
[r(80), af 6] = o &7

[a,a] = [aT, aT] —0. (11.235)

5k —K), (11.234)

The computation of the invariant commutation rules follows the same lines as in
Sect. 11.4; indeed from (11.215) one finds

3
[Au(), AyT = —he [ D XA Wy | Dx =), (11.236)
AN=0

where D(x — y) is the function of Eq.(11.110) where we set m = 0. If we assume
the polarization vectors to satisfy the completeness relation (11.228), we end up with

[A;l(x)v Al/(y)] = _hc T]lU/D(X - y) (11237)

Similarly, following the steps of Sect. 11.4.1, one can evaluate the Feynman propa-
gator

1
Dpw(x = y) = —A0IT A, (x) Ay (y)]0)

1
—(01[06° = ) 4,04, () +00° = x) 4, () A, )] 10)
ch

d*p —ik’n. _»p

= — D X — = —l e_lﬁi(x_y)
T DF (X =) Qrh)* p? +ie

Cr

(11.238)

where Dp(x — y) is the Feynman propagator for the scalar field, computed in
Sect.11.4.1, CF is the contour defined in Fig.11.1, and p#* = hk" is the photon
four-momentum. The Feynman propagator in momentum space is therefore

ih?
p* +ie

DFW(P) = - Ny - (11.239)
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Note that, just as the Feynman propagator for the scalar and spinor fields, D g, (x —)
is the Green’s function associated with the equation of motion for A, (x), namely it
satisfies the equation

O D (x — ¥) = in 04 (x — y). (11.240)

This can be easily verified by taking the four-dimensional Fourier transform of both
sides and using the fact that the Fourier transform of M (x — y)is 1.

Let us mention that we could have broken the gauge invariance of the Maxwell
Lagrangian by adding a term proportional to d,,A* with a generic coefficient, thus
obtaining:

1 1
L= FuF" — (9,AM)?
1

1 1
= A 4 (1 - = 1y2
zaﬂAya AY + 5 (1 a) (0, AM)*, (11.241)

where we have neglected additional four-divergences and « is a generic number,
which we have previously fixed to 1. Imposing the Lorentz gauge 9, A" = 0 the
above Lagrangian is equivalent to the original one. This time, however, the conjugate
momenta read:

1 [ L 77'“0 1 v
mh(x) = - Al + 1——) (0,A"). (11.242)
c c Q@
The equations of motion now have the following form:
aér 1 ! 0,0" | A =0 11.243
w - a I p(x) = U (11. )
The equation for the Feynman propagator changes accordingly, from (11.240) to:
1 :
[l:l 62 - (1 — E) 6,@"’] Drpy(x —y) = inuw St —y).  (11.244)

Going to the momentum representation by evaluating the Fourier transform of both
sides, we find:

1
[72 66 —-\1-- P;LPP DFpl/(p) = _ihzn/w, (11.245)
! o

which is now solved by:

in? PuPv
DF;LD(p) = _m (7]/1,1/ - (1 - OZ) 7 s (11246)

as the reader can easily verify.
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11.7.1 Indefinite Metric and Subsidiary Conditions

As it stands this theory exhibits the embarrassing property that the Hilbert space
contains states with negative norm, which is the price we have to pay for preserving
manifest Lorentz covariance at the quantum level. To see this itis sufficient to observe
that the commutation relations (11.234) are the usual ones only if A = X' =1, 2, 3.
When A = N = 0, however, we have

[a0), af &) | = —@m*s@ e - k’)%.

For the sake of simplicity, let us switch once again to the discrete momentum notation,
pertaining to a finite volume V, and treat correspondingly the discrete variable k as

an index, defining: ag , = a,(Kk), Ef{)\; = eff‘ ) (k). We can then write

I:ako, a]];,o] = —(Skk’.

The appearance of the minus sign is of course related to the indefinite character of
the Lorentz metric.

To see why negative norm states appear, let us compute the norm of the state
ay o10):

(Olaxoay ol0) = (O] [axo, axo’]10) = ~1,

or more generally for a state containing Nlio) “timelike” (i.e. excitations of the p = 0
quantum oscillator) photons

(0)
(NOINO) = 1M (11.247)

Negative norm states are clearly unacceptable on physical grounds since they would
lead to negative probabilities. Furthermore their existence implies that the expectation
value of the quantum Hamiltonian can be negative. To show this we first observe that
quantization of the Hamiltonian (11.217) can be computed exactly as in the case of
the (real) scalar field leading to

3
A= (z)

k A=1
= Z huwi ali /\akgn)‘a, (11.248)
k

where, as usual, we have discarded the infinite constant corresponding to the zero
point energy by the normal-ordering prescription.
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We note that the minus sign appearing in the Hamiltonian does not imply a negative
contribution to the energy. In fact the number operator for the time-like photons reads

©) _ i
Nk = =04y o4k 0>
since

Nlio)altOIO) = —Cllto[ak()’ a£0]|0> =1x alt0|0)’

N @) )?10) =2 x (a] )?10), etc.

The expectation value of the Hamiltonian, however, can be negative, since, using
(11.247),

©
(NOHHING) = N B~ 1M

It is important to stress that what we have quantized so far is not the Maxwell theory,
but rather a theory based on the Lagrangian (11.214). In the classical theory the
additional degrees of freedom related to the longitudinal and timelike components
were eliminated by choosing the Lorentz gauge 9, A* = 0. We may try to implement
the Lorentz gauge as an operatorial constraint on the state vectors |s) of the Hilbert
space, through the condition

0,AM|s) = 0. (11.249)

This is however too strong a condition, and indeed it is clearly not satisfied by
the vacuum state |0). Indeed, decomposing the quantum field A, into positive and
negative frequency parts, we obtain

" Au0) = " A, (x)]0) =0, (11.250)

from which it follows

0
0= A+l,(y)@A—u(x)|0)

0 0
= 5k [Ayr (7). A_u(0)]10) = —he @DJr(y —x)[0),

and since the last right hand side is not zero, condition (11.250) is inconsistent. The
consistent formulation of the quantum Lorentz-gauge condition, called subsidiary
condition, is due to Gupta and Bleuler and is given by the less stringent requirement:

0"Ay,ls) =0, (11.251)
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which is obviously satisfied by the vacuum state. The above condition can be inter-
preted as defining a physical state. Moreover (11.251) also implies that the classical
Lorentz-gauge condition is satisfied in terms of its expectation value between phys-
ical states |s). Indeed

(s|o"A,ls) = (s|O" (A,H + A+u) Is) = (s|O" Aquls)™ + (s|O" Aypls) = 0.

where we have used the relation A, = (A_#)T and the general property that
(s OTls) (s 0|s) which holds for any operator 0.

Let us now express the subsidiary condition in terms of the operators al_io, ako,
by defining the operator L (k) as follows:

DAl (x)=—i > ¢ R o L(k) = k¥ Zsku a
k

(11.252)

where we have used the expansion (11.225). Equation (11.251) can be recast in the
following form
LK)|s) =0, VK. (11.253)

In the frame in which k = (k, 0, 0, k) (k° = k° = k), using as polarization vectors

e, = (1,0,0,0); £,) = (0,—1,0,0); £ = (0,0,—1,0); &) = (0,0,0, 1),
L (k) becomes
L(k) = £ (ako — ax3), (11.254)

Moreover from (11.253) we also find
(slay gakols) — (slay yax3ls) =0, (11.255)

that is the occupation numbers associated with the timelike and longitudinal photons
coincide on a physical state, so that the total contribution from these excitations
to the expectation value of the quantum Hamiltonian is zero. Thus the subsidiary
condition ensures that only the physical degrees of freedom of the electromagnetic
field contribute to the (expectation value of) energy. The same can be shown to hold
for the four-momentum P* of the field.
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Let us finally show that the subsidiary condition (11.253) eliminates all the neg-
ative norm states. We first prove that the operator LT commutes with L!8:

(200, L70)] = # [ao — aws. afg — af 3]

— K2 [ako,alo] K2 [ak3,ag3] —0. (11257

The action of the operator LT(k) =K (alio — a£3) on a state generates a particular
admixture of timelike and longitudinal photons which we shall call pseudophoton.
Clearly a state containing only transverse photons satisfies the subsidiary condition
(11.253) and thus is physical. Given a physical state |s), any other state obtained
acting on it any number of times by LT is still physical. This is easily shown using
(11.257):

L(LYH*s) = @LH L|s) = 0. (11.258)

This is not the case if we act on a physical state, setting ax o = ag and ax3 = a3, by
a combination of ag and a;f which is different from L7, say ag + a;f. The resulting
state would not be physical since:

L(K)(a] +a})ls) = [L(K), (a] +a)]ls) = —2xks) #0.  (11.259)

Thus pseudophotons are the only combinations of longitudinal and timelike photons
allowed in a physical state. Let us show that a physical state containing at least one
pseudophoton is perpendicular to any other state (including itself) satisfying (11.253)
and thus has zero norm. Consider a physical state (L")¥|s) containing a number of
pseudophotons created by (L)X, and let |s’) be another physical state, we have:

(s'1(LD sy = (s ILTHLH sy = 0, (11.260)

by virtue of (the hermitian conjugate of) condition (11.253): L|s") = 0. We conclude
that states containing at least one pseudophoton have zero norm and are orthogonal
to any other physical state. Adding to a physical state an other one containing at least
one pseudophoton will not alter its physical content. In fact it corresponds to a gauge
transformation, see below.

181t is straightforward to prove this property in a generic RF, using the general expression of L (k)
in Eq.(11.252)

(LK), LK) = kK= a7 T, @) ,]
= —kK" e kT g Ok = —k2 Gk =0, (11.256)

where we have used the photon mass-shell condition k> = 0 and the completeness property of the
polarization vectors.
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We have thus far learned that a state satisfying the subsidiary condition can only
contain pseudophotons besides the transverse ones, and thus we can convince our-
selves that the most general physical state |s,) is constructed by adding to a state
|so) containing just transverse photons (and thus no pseudophotons) other ones con-
taining any number of pseudophotons besides the transverse ones:

Ispn) = 1s0) + D, foMLTM)Iso) + D fillker) LT (k1) falka) LT (ka)lsg) + ...,
k ki.ko
(11.261)

where [so), |s(), |sy) are states containing transverse photons only. The second state
on the right hand side contains one pseudophoton, the third two and so on. We can
easily show that the terms in (11.261) containing pseudophotons do not affect scalar
products between physical states of the form (11.261), being them orthogonal to any
state satisfying the subsidiary condition, including themselves. Take indeed an other
state |Spp) = |So) + ... of the form (11.261), using (11.253) and (11.257) we find:

(Sprlspn) = (solso). (11.262)

This important result states that the allowed admixtures of timelike and longitudinal
photons (pseudophotons) do not affect the scalar products and in particular the norm
of the states. Thus all the physical state vectors have positive norm. As pointed
out earlier, the states |s,) and |so) are physically equivalent. Mathematically the
difference between them corresponds to the gauge freedom of the classical theory.
To see this explicitly, let us write, just as we did for the scalar and Dirac field, the
relation between the classical potential A, (x) and its quantum counterpart Au(x)
(we temporarily restore the “hat” symbol on the field operator). If |s) is a physical
state describing a single photon, we can describe it in configuration space through
the classical potential .

Au(x) = (0]A,(x)]s). (11.263)

Let us now consider the physically equivalent state, obtained by adding to |s) a
single-pseudophoton state:

") = Is) + > if (k) L(&)'|0). (11.264)
k

Let us show that the classical field A, (x) changes accordingly by a gauge transfor-
mation:

AL (0) = (014, (0)]s') = Au(x) + 0A,(x),

h i
0Au) = D e[ 5o () g, Ol LK)T0)e
kK’
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i 00 ek ey (Ollaw. ay,110) e

=243
kK

h . —ik-x
=>c m(—zku)f(k)e kx — 9,A ), (11.265)

Ax) = Zc/ (k) e, (11.266)

where we have used (11.228).
Thus adding to |s) a single pseudophoton state amounts to a gauge transformation
on the corresponding classical field.

A physical state is therefore more appropriately described in terms of a class or
a set of vectors which differ from one another by zero norm states (i.e. containing
pseudophotons). Different choices of vectors within a same class differ by a gauge
transformation and thus define the same physical object. In a consistent quantum
theory of the electromagnetic field, measurable quantities should be gauge invariant.
The expectation value of an observable O ona physical state should not therefore
depend on the choice of vectors within the corresponding class. Take two physical
states [spp) = [so) +. .. and |spp) = |so) +. .. of the form (11.261), and therefore in
the same classes as |sg) and |5p), respectively. Gauge invariance requires the following
condition on the matrix element of any observable O between these two states:

where

5pnlOlspn) = (501 Olso). (11.267)

A sufficient condition for this to hold is that the operator O commute with L and
LT

[0,L]=1[0,LT]1=0. (11.268)

The above condition indeed allows us to move, in the terms containing L and LY,
the LT operators to the left and the L ones to the right, past 0, hitting the bra and
ket physical vectors, respectively, and thus giving a zero result.

In next chapter we shall study electromagnetic interaction processes, like the
Compton scattering. We will learn that the probability amplitude describing the
transition between the initial and final states in the process is expressed as the matrix
element of an operator, the S-matrix, between the states of the incoming and outgoing
particles. Gauge invariance is then guaranteed if the S-matrix satisfies conditions
(11.268).

We can choose to describe physical states through the representative vectors |sg)
of each class, which only contain transverse photons. This corresponds to a gauge
choice. In particular single photon states with definite momentum p = hk and
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transverse polarization r (r = 1, 2) will read:
p.7) =aj, |0). (11.269)

A generic physical state will then be expressed as a superposition of the above states:

2
Is0) = D> >~ f(®,Ip, 1), (11.270)

P r=l1

and the corresponding description in configuration space is:

Au(x) = (014, ()lso O fp.r)e P

ch -
)= =
~ J2E, V &
V—o00 d3p Vv
—

2
- r J___ (r) —Lpyx
(2rh)3 ZEp;E“ P fp,r)e I (11.271)

We see that the transverse polarization vectors sl(f)(p) play the role of the vectors
u(p, r) introduced in Eq.(9.113) of Chap. 9.19 Recall, from our discussion of irre-
ducible representations of the Poincaré group, that the states of a massless particle
are characterized by a definite value of its helicity I". From last section of Chap.6
we have learned that the polarization vectors with definite helicity 7/ are given by
complex combinations of the transverse vectors: 5,&” (p) i 5,32) (p).2° If we denote
by €,(p, ), €.(p, r)* such complex vectors we can write the photon field operator
in the following form:

P dp Vo< i,
Aty =ch [ oy 2E, ; (*fu(P’ rya(p, r)e”# Px
+eu(p.r) ap.r)eh "'x) . (11.272)

where a(p, r) are the complex combinations aj (p) F i az(p)-

19Note that this correspondence should take into account a normalization factor due to the fact that
A, (x) does not have the dimension of a wave-function: (X|so).

201 Chap. 6 the direction of motion was chosen along the X-axis so that the transverse directions
were 2 and 3. Here the motion is chosen along the Z axis.
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11.7.2 Poincaré Transformations and Discrete
Symmetries group

Let us recall the transformation property of the classical electromagnetic field under
a Poincaré transformation:

(A.xp)
Apu(x) =2 A;L(x/) = A" Ay(x) = O(A x) Ap(x)), (11.273)

where 1 and v indices are raised and lowered using the Lorentzian metric (A," =
Nup AP Y = (A_T),j’) and, as usual, x’ = A x — x¢. From the relation (11.263)
we deduce, just as we did for the scalar and Dirac fields, the transformation property
of the field operator A p(x):

Ay) B9 UTA, U = A Ay(x) = Opny Au(x)). (11274

where U = U (A, xp) is the unitary operator implementing the Poincaré transfor-
mation on the physical multi-photon states. The commutation relations between the
infinitesimal generators J*¥, P# of U (A, xo) and the Ay(x), which characterize its
transformation properties, are deduced just as we did for the lower spin fields, namely
by writing (11.274) for an infinitesimal transformation and expanding it to first order
in the parameters.

Let us now evaluate the action of the discrete symmetries C, P, T on the photon
field. Since a photon coincides with its own antiparticle, the action of C only amounts
to a multiplication by a factor nc = +1:

U A (x)U(C) = ne Au(x). (11.275)

We shall choose ¢ = —1 for reasons we are going to illustrate below, so that the
photon is odd under charge conjugation. As for P, T, the transformation properties
read:

UP) A (x)U(P) =np Ap,” Ay(xp) = np upApu(xp),  (11.276)
U A, (x)U(T) = nr Ar,” Ay(xr) = —n7 mupAu(xr),  (11.277)

with no summation over p. In the above formulas we have defined xp = Apx =
(ct, —x), and x7 = A7 x = (—ct, X). In order to determine action of U (C), U(P)
and U (T') on the a operators which reproduces (11.275)—(11.277), one follows the
same procedure illustrated for the scalar and Dirac field, which we shall not repeat
here.
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11.8 Quantum Electrodynamics

In Sect. 10.7 of Chap. 10, we have studied the interaction of a charged Dirac field
1 (x) (such as an electron) with the electromagnetic one A (x). The description of
such interaction was obtained by applying to the free Dirac equation the minimal
coupling prescription (10.210). The resulting equations of motion could be derived
from the Lagrangian density (10.228). If we include the electromagnetic field in the
description by adding to £ in (10.228) the term L, ,,. describing the free Maxwell
field we end up with the following Lagrangian density for the system:

Liot = Lo+ Ly, (11.278)
where L describes the free Dirac and electromagnetic fields:

EO = £Dirac + £e.m.a
Lpirac = 'lL(th ’7“8;;, — mcz)w,

1
Lom. = =7 Fu F", (11.279)

while £; is the interaction term in Eq. (10.228):
Lr=A,(0) J'(x) = e Ay ()P ()7 (x). (11.280)
The classical equations of motion are readily derived from £;,; and read

OA, = —edryut, (11.281)
(ihy"dy — me) ¢ = —g Ve Ay, (11.282)

the latter coinciding with Eq. (10.212) of last chapter.

In this section we formulate the quantum version of this theory, known as quantum
electrodynamics, that is the quantum theory describing the interaction between an
electron (or in general a charged spin 1/2-particle) and the electromagnetic field. To
this end we describe the classical system in the Hamiltonian formalism and write
the Maxwell term L, ,,. in the form (11.214). We easily realize that the conjugate
momenta to the Dirac and electromagnetic fields are given by the same as in the free
case, namely by (10.133) and (11.216). The Hamiltonian density reads

H= 7T1/)1/‘J + WMA./J — Liot = Hpirac + Hem. + Hi = Ho +Hy, (11.283)
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where
Hpirac = —ihey' 0 + mc* b, (11.284)
1. . 1
Hom = —ﬁAHA“ - EaiA"a,-A,,, (11.285)
Hp = —epy'p A, = —Ly, (11.286)

and Ho = Hpirac + He.m. represents the Hamiltonian density of the free fields
¥(x), Ayu(x). The quantization of the system is effected by promoting 1 (x) and

A, (x) to operators and the Poisson brackets to commutators/anticommutators>':
[A(x, 1), 7 (y, )] = ih6553(x -y, (11.287)
[Au(x, 1), Ay(y, D] = [7"(x, 1), 7" (y, )] = 0, (11.288)
{w”(x, 1), w;(y, t)} = —% 5 (x — ¥)3, (11.289)
[vranvieon) = [vicnvien) =0 @120

Furthermore we require that Dirac and electromagnetic field operators commute
at equal time:

[ (x, 1), Ap (X', )] = [ (x, 1), A, (x', )] = 0. (11.291)
The time evolution is determined by the Hamilton quantum equations

b= =gl Al Ay = 314 Bl W =i AL (11292)

where

H =/d4x7%(x),

is the conserved Hamiltonian. One easily verifies that the Hamilton equations of
motion are equivalent to the Euler-Lagrange equations. Equations (11.292) can be
formally integrated to read

W(x, 1) = eF Atp(x, 0y F A7 (11.293)
Au(x. 1) = e 1A, (x, 0)e 7 A1

Quantizing the interacting system means defining a Hilbert space of states and
quantum field operators acting on it, which satisfy the canonical commutation/anti-
commutation relations, as well as the equations of motion. As the operators obey

21 A5 often done previously, we shall omit in this section the hat symbol on field operators only.
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coupled equations, we cannot expand them in terms of the free field solutions. We
can of course expand the field at a certain time, say ¢+ = 0 exactly as in Egs. (11.225)
and (11.140), with creation and destruction operators obeying the same commutation
rules as in the free case. However they are no longer eigenmodes of the Hamiltonian
and hence we cannot interpret them as creation and destruction operators of single
particles. Indeed (11.293) imply that those operators evolve in time as

and analogously for the other operators. This means the entire apparatus of the free
field theories for constructing the eigenmodes of the Hamiltonian breaks down and
the exact solution of the coupled equations is unknown. Indeed interacting quantum
theories are too complex to be solved exactly and we must resort to perturbative
methods, to be developed in the next chapter. Let us here anticipate some con-
cepts related to this issue. In the perturbative approach the quantum Lagrangian and
Hamiltonian are written in terms of the free field operators 1 (x), A, (x), evolving
with Hy = f d*x(H pirac + Hem.), and acting on the Fock space of free-particle
states. These are expressed as the tensor product of the electron/positron states and
the photon states:

{Ne—}; {Net 1o ® [{NA})o, (11.294)

where N,-, N+, N are the occupation numbers of electron, positron and photon
states, the subscript “0” indicates that these states pertain to the free theory (e = 0).
Such states are constructed, as illustrated in this chapter, by acting on a vacuum state
|0)o by means of creation operators. Also the free field operators are expressed in
terms of creation and annihilation operators, and all terms in the quantum Lagrangian
and Hamiltonian are written in normal ordered form. In particular the interaction term
reads:

Hi=—e: 9" A, = L. (11.295)

Writing everything (fields, states, Hamiltonian etc.) in terms of the solution to the free
problem, corresponding the absence of interaction (e = 0), is the lowest order approx-
imation from which the perturbation analysis is developed, the perturbation parameter
being the dimensionless fine structure constant o = €*/(4nhic) ~ 1/137 < 1. All
perturbative corrections, as we shall illustrate in next chapter, are expressed in terms
of a series expansion in powers of the interaction Hamiltonian:

H = /d3xﬂ1, (11.296)

(and thus in powers of the small constant ), through the so called S-matrix. Let us
stress that each term in this expansion is expressed in terms of free fields.

Here we wish to comment on the issue of symmetries. So far we have defined
symmetry transformations on free fields. The Lagrangian and Hamiltonian density
operators ﬁ,ot, 7:(,0[ according to the above prescription, are obtained from their
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classical expressions in (11.278), (11.279), (11.283), (11.284), by replacing the fields
by their corresponding free quantum operators, and normal ordering the resulting
expression. Let g be a symmetry transformation of the free theory (e = 0), belonging
to some symmetry group G, and let U(g) be the unitary operator which realizes it
on the free-particle states. The invariance property is expressed in terms of the free
action operator

/d“xﬁo N /d“xﬁg = /d‘*xU(g)Tﬁo U(g) = /d4xﬁo. (11.297)

If U(g) also commutes with the interaction Hamiltonian (11.296) or, equivalently
with the interaction Lagrangian, we have

/ d*x L), = / d*xU(9)" Lo U(g) = / d*xLor. (11.298)

The above property is equivalent to the statement that g is a symmetry of the classical
interacting theory described by L;,;.

In this case the transformation g will also commute with the S-matrix which, as
mentioned above, is expressed as a series expansion in powers of Hy. If this is the
case for any g € G, then the whole group G will be a symmetry of the full quantum
theory. This is the case, however, if also the vacuum |0) of the interacting theory is
invariant under U (g), for any g € G:

U(9)|0) = |0). (11.299)

Although we do not know |0) a priori, we assume it to be unique and to be invariant
under the symmetries of L;,;.
Let us review these symmetries

e Poincaré invariance. This was our guiding principle for constructing a local rela-
tivistic field theory. It is guaranteed by the fact that £, is written in a manifestly
Poincaré invariant form (that is it is Lorentz and translation invariant) and therefore
transforms as a scalar under Poincaré transformations:

L1, &) = U, x0)" Liot &) U (A, x0) = Lioa (), (11.300)
where x’ = A x — xo.
e Local-U(1) invariance. This symmetry characterizes the present theory and is

described by the local transformations in (10.214) and (10.215) of Chap. 10:

A/L(-x) - A,u,(x) + a;J,SD(X)a
P(x) = P(x) ehe P, (11.301)
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e Farity. The free part of the action is parity invariant, since the Lagrangian density
is written in a form which is manifestly invariant under (proper and improper)
Lorentz transformations. Consider the transformation property of £;(x) under
parity:

UPY'Li)U(P) = eU(P)'¢: $)y"$ @) YU (PYU(P) A, (1)U (P)
=enp 1P P(xp)  Aulxp), (11.302)

where we have used the transformation properties of the fermion current, derived
in Sect. 10.8.1, and of A, (x). The factor 7p is the photon intrinsic parity. Choosing
np = 1, the whole action is invariant. This is consistent with the fact that parity is
conserved in all electromagnetic processes.

e Time-reversal. The free part of the action is invariant for the reasons explained
above, while £;(x) transforms as:

U Li@)U(T) = e UT)' ¢ $)"x) YU MU T) Au)U(T)
= —enr )V Pxr) @ Auxr), (11.303)

where we have used the transformation properties (11.208) of the fermion current
and those of A, (x). The factor n is related to the photon field. Choosing 7 = —1,
the action is invariant. This is also consistent with experimental evidence.

e Charge-conjugation. The free part of the action is invariant. Indeed we have:

U(C)TEAO U (C) = ﬁo(x) + four-divergence. (11.304)

This is apparent if we consider the Maxwell contribution to Lo and the mass term
of the spinor field, which is proportional to the invariant bilinear 1), see (11.203).
As far as the kinetic term for ¢ (x) is concerned we have:

U(C) P (x) (i licy" 0,1 (x)U (C) = =8, (x)ilicy" ) (x)
= @E(x)(ihcy“@lt)d/(x) + four-divergence.
(11.305)

The interaction Lagrangian density L (x) transforms as:

U Li(x)UC) =e U(C)*(:_ DX)YY(x) HUCU(C)T A, (x)U(C)
= —enc 1 P)Y'P(x) T Au(x), (11.306)

where we have used the transformation properties (11.203) of the fermion current
and those of A, (x). The factor 7)¢ is again related to the photon field and choosing
nc = —1, the action is invariant. Electromagnetic processes are indeed found to
respect charge-conjugation symmetry.
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Not all the fundamental interactions in nature respect the above symmetries and, in
particular, the discrete ones. The strong (nuclear) interaction, which is responsible
for the binding force among protons and neutrons within nuclei as well as for the
confinement of quarks inside protons and neutrons, respects P, C, T separately,
just as electromagnetic interaction does. On the other hand the weak interaction,
responsible for the beta decay of certain nuclei, is known to violate parity: The
mirror image of certain processes do not occur with the same rate as the original
ones.

There is however an important theorem, which we are not going to prove, which
states that in a local field theory described by a Lorentz-invariant, normal-ordered
Lagrangian density £(x), the numbers nc, np, nr for each field can be chosen so
that the product CPT of the three discrete transformations C, P, T is always a
symmetry. In particular ﬁ(x) transforms as follows:

Umtue) v LU UPYUT) = L(—x). (11.307)

This is known as the CPT theorem. The symmetry of a theory under CPT implies
that the image under CPT of a process must be as likely to occur as the process itself.
The effect of a CPT transformation is to change particles into antiparticles, and to
reverse space and time directions. The latter operation maps a process into its inverse
with the initial and final states interchanged. Furthermore the spin components of
the various particles are reversed as well.

Although we are not going deal with interactions other that the electromag-
netic one, let us mention that the weak, strong and electromagnetic interactions
are described by a unified local, Lorentz-invariant field theory known as standard
model. The weak interaction is found to violate parity, charge conjugation and also,
to a smaller extent, the combination CP. Assuming it to be correctly described by
the standard model, by the above theorem we expect the combination CPT to be
preserved in the weak interaction phenomenology.

11.8.1 References

For further reading see Refs. [3], [8, vol. 4], [9, 13].



Chapter 12
Fields in Interaction

12.1 Interaction Processes

So far we have restricted our analysis to free bosonic and fermionic fields. In this
case we were able to canonically quantize them, by associating with the fields and
their conjugate momenta operators acting on a Hilbert space of states and satisfy-
ing the canonical commutation (or anti-commutation) relations and the equations of
motion. This was possible since free fields can be represented as collections of infi-
nitely many decoupled harmonic oscillators, each associated with a given one-particle
state. Quantizing them amounted to quantizing each oscillator,! whose elementary
excitation is now interpreted as an elementary particle in the corresponding state.
This defines the correspondence between particles and fields, such as for the photon
and the electromagnetic field, as explained in Chap. 6. The field operators are then
constructed in terms of the annihilation and creation operators associated with each
quantum oscillator and satisfy canonical relations, expressed in terms of commuta-
tors (for bosons) or anti-commutators (for fermions). Quantum states for the system
are multi-particle states constructed as tensor products of the elementary oscilla-
tor states. They are completely characterized by occupation numbers, interpreted as
the number of particles in each single-particle state, and generate the Fock—space
of quantum states of the field. The Hamiltonian operator then describes the time
evolution of a generic state of the system.

This route to the canonical quantization of fields, however, only works for free
fields. In the presence of interactions, a basis of eigenstates of the Hamiltonian
operator is in general not known. One has to give up the purpose of finding an exact
solution to the canonical quantization problem and try to achieve a perturbative
description of the interaction whenever this is feasible. It is useful in this respect,
generalizing our discussion in Sect. 11.8, to write Lagrangian L of the interacting

1For fermionic fields it is more appropriate to talk about anti-oscillators, being them quantized
using anti-commutators in order to reproduce the right statistics.
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theory as the sum of a term Ly describing the free fields and an interaction term
Ly=L-—Ly:

L=Ly+1L;. (12.1)
A similar decomposition can be done for the Hamiltonian H of the system:
H =Hy+H,. (12.2)

‘We shall assume the interaction term L; not to involve time derivatives of the fields,
so that we have: Hy = —L;. If the interaction term Hj is “small”’, namely it is
proportional to some small coupling constant A, we can study its effect on the known
solution to the free problem perturbatively. In other words we express the solution
to the complete theory, i.e. field operators gZ; and states? |1), in terms of the free field
operators QAﬁo and states |1))o plus perturbative effects due to the interaction, which
can be expanded in powers of A and which vanish in the limit A — 0:

S() = o) + D dulx) N,

n=1

) = )0 + D W) X" (12.3)

n=1

The example which we shall be mostly concerned with, is the interaction between
an electron (or, in general, a charged fermion) and the electromagnetic field, which
was dealt with in Sect. 11.8 of Chap. 11. In this case Hj has the following form (see
Eq.(11.285) of Chap. 11):

H = —/d3xeAHEfy“’¢. (12.4)

where A, (x) and (x) are the photon and the electron fields respectively,
e = —le|] < O the electron charge. The dimensionless coupling constant associ-
ated with the electromagnetic interaction is the fine structure constant A = « =
#QEC ~ 1;—7, which is small and thus allows a perturbative analysis.

In this chapter we wish to give a concise account of the relativistic-covariant
perturbation theory developed, for quantum electrodynamics, by Feynman, Dyson,
Schwinger and Tomonaga, which generalizes the familiar perturbative analysis in
non-relativistic quantum theory to a framework in which relativistic covariance is
manifest at all perturbative orders. This approach provides a powerful and simple
diagrammatic technique for computing amplitudes of scattering or decay processes,
as well as perturbative corrections to generic physical observables: Each order \"

21n this book we often denote states by |¢). The reader should, however, bear in mind that the Greek
letter ¢ in this symbol has no relation to fermion fields, generically denoted by (x).
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term in a perturbative expansion is described in terms of diagrams made of basic
building blocks called propagators and vertices.

The starting point of this analysis is to express the complete Lagrangian and
Hamiltonian in terms of the free fields ¢o(x), namely in terms of fields evolving
according to Hy and quantized as operators acting on the Fock space of free field
states. Such Hamiltonian should be itself regarded as the first term of a perturbative
expansion and by no means describes the total energy of the interacting system. Sim-
ilarly, the constants appearing in this Hamiltonian (coupling constants and masses)
should be regarded just as the first term of a perturbative expansion in A which yields
the measured values of the corresponding physical quantities.

As we shall see, however, in the computation of the amplitudes of interaction
processes, while everything is consistent to the lowest-order approximation, to second
order divergent quantities occur, which seem to spoil the perturbative program. It
turns out, however, that if we express these divergent amplitudes in terms of the
physical (i.e. measurable) parameters, and not in terms of the bare ones (coupling
constants, masses, charges of the free theory), then the amplitudes become finite,
while the bare parameters, which are devoid of physical meaning in the interacting
theory, become infinite. The technique to arrive at such finite results is usually referred
to as renormalization program and we shall give of it just simple examples to second
order in the S-matrix perturbative expansion. A complete proof that this procedure
actually works to any order in perturbation theory can be found in the references given
at the end of the chapter. It should also be said that the roles of the renormalization
program and of the so-called renormalization-group flow related to it, are actually
of foremost importance in modern physics. Indeed, as it became apparent from the
later developments of quantum field theory, the renormalization technique is more
than just a technical procedure for making an interacting theory predictive and thus
experimentally testable, and has a profound bearing on the understanding of several
physical phenomena.

Before entering into the mathematical details of this analysis let us discuss the
relativistic-invariant description of scattering and decay processes.

12.2 Kinematics of Interaction Processes

If there were no interaction term H; in the Hamiltonian, a system originally prepared
in an eigenstate of the free Hamiltonian H = Hy, |¢, t = 0) = |E), and describing
free particles with definite momenta and total energy E, will stay (in the Schroedinger

picture) in the same state ever after |1, t) = e~ Hot |E) = e E |E). Inthe presence
of an interaction H; # 0, the eigenstates |E) of Hy are no longer eigenstates of the
complete Hamiltonian and a system initially prepared in |E)o will in general evolve
in time towards a different state. If we consider processes in which the interaction
among the particles takes place in a small volume and during a short time-lapse,
we can describe the states of the interacting particles long before (f — —o0) and
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long after (t — +o00) the interaction as free-particle states and express them in
terms of eigenstates of Hy. We shall call these two asymptotic states as the states
of incoming and outgoing particles, to be denoted by |v;,) and |1,,,) respectively.
They belong to the Fock space of free-particle states. We should think of the incoming
and outgoing (in the far past and future respectively) particles as being so far apart
from one another as not to feel their reciprocal action.> This picture would not be
consistent with describing the corresponding states as those of particles with definite
momenta, since momentum eigenstates are completely delocalized in space and
time. We should instead think of [1;,;) and |,,:) as combinations of momentum
eigenstates describing wave packets with definite width ¢, approaching each other
before the interaction and departing from one another after it. Each wave packet
will have a momentum which is indeterminate within a cubic element A3p ~ 73/¢3
about a central value p. We assume ¢ to be large enough for the probability of each
process not to vary appreciably within A%p but to depend only on the mean values
p; of the momenta of each wave packet.

Let us now make some general remarks about the number of independent kine-
matic variables describing an isolated system of interacting particles in relation to
its symmetry properties. Consider a process involving a total number N of parti-
cles (which include both the incoming and the outgoing ones), each particle being
described by a 4-momentum pf ,i=1,...,N, a polarization and a rest-mass m,;.
Long before and after the interaction, for each free-particle we can write the mass-
shell condition pi2 = pf‘ Dip = ml2 ¢? (also called on-shell condition). Thus each free
particle state is described by the three components of its linear momentum p; and its
polarization (i.e. as we have learned in the previous chapters, a free-particle is defined
by an irreducible representation of the Poincaré group). If the particles are scalars,
the total state of the system is therefore defined by 3N variables. Poincaré symmetry
however reduces the number of independent variables. Invariance under space-time
translations (a given process should look the same if observed in different places of
our universe at different times) implies the conservation of the total 4-momentum,
which amounts to 4 conditions on the 3N variables, cutting the number of indepen-
dent ones down to 3N —4. The physics of the process is also invariant under rotations
and boosts of the frame of reference (i.e. Lorentz invariance), though the description
of the system in terms of the 3N — 4 variables is not. If we are to achieve a Lorentz-
invariant description of the process, we need to find a maximal number of independent
combinations of the 3V — 4 which are not affected by Lorentz transformations of
the frame of reference (Lorentz-invariant quantities). We have already taken into
account N of them, namely the rest-masses ml.z, with the mass-shell condition. The
remaining Lorentz-invariant quantities are obtained by requiring generic functions
of the 3N — 4 variables to be invariant under each of the six independent infinites-
imal Lorentz transformations. This implies six further conditions which reduce the
number of variables to a total of 3N — 10 Lorentz-invariant quantities. The above

3This would not be true if, during the interaction process, bound states of particles are formed. The
final system at t — +o0o0 would not consist in this case of free-particles only. We shall not consider
interactions which allow the creation of bound states.
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counting therefore accounts for the 10 conserved Noether charges associated with
each Lorentz symmetry generator, see Sect. 8.8, which reduce the number of inde-
pendent momentum components to 3N — 10. For particles with spin, this number
should be further multiplied by the number of spin states.

12.2.1 Decay Processes

Each elementary decay process consists of a single particle decaying into two or
more particles, like, for instance, a neutron which decays into a proton, an electron
and an anti-neutrino:

n—pt4+e + . (12.5)

Consider a system of identical unstable particles prepared in a same initial state |, )
att — —oo. With the passing by of time a number of the initial particles will decay.
If N(#) > 1 is the number of particles in a small volume d V# at a time ¢, so that
p(t) = % is the corresponding particle density, and if dN (in) < N(t) denotes the
number of these particles decaying between ¢ and 7 + df, we can write the probability
of a decay per unit time as follows:

dP(in) _ dN(in) _ dN(in)
dt ~ N@dt  pt)ydVdt

(12.6)

Experimentally one finds that this quantity is a constant, depending only on the
initial state |1);,) and related to the probability of a single decay event to occur. Such
constant is expressed in terms of a decay width I (in), which has the dimension of
an energy, divided by h:

dN(in) T (in)
pt)dVdt  h

(12.7)

When computed in the rest-frame of the particle, the inverse of the above quantity
gives the mean life-time T = %, which is a characteristic feature of the particle
itself. The mean life-time of an isolated neutron, for instance, is about 15 min, while
that of a muon 1~ is of the order of 107 (see Chap. 1).

Let us discuss now the relativistic covariance of Eq. (12.7). Suppose the quantities
in (12.7) are referred to an inertial RF S and let us consider the same decay process
as described from a different inertial RF §” (primed quantities being referred to the
latter). The space-time volume element dV dt is Lorentz-invariant, and so is the
number of events contained therein: dV dt = dV'dt', dN = dN’. Equation (12.7)

“Here we denote by dV a volume which is infinitesimal but still macroscopic in size, so as to contain
a considerable number of particles.
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implies that the product p I (in) is Lorentz-invariant: p I" (in) = p/ I"(in’), where in’
refers to the initial state |1} ) of the decaying particles as seen from §'.

Consider now a process in which a particle of rest mass M decays into a final
system of n particles of rest masses mp, ma, ..., my,. As outlined above, we consider
a statistical sample consisting of identical decaying particles prepared in a same state
with definite momentum and energy E;, (in the rest-mass frame we have Ej;, = Mch).
We wish to study the probability for the decays to yield outgoing particles in a
certain quantum state |v,,,). Let us characterize |v,,;) by a complete system of
observables, which include the momenta of the outgoing particles q;, i = 1, ..., n,
and other (discrete) quantities like the spin, which we collectively denote by «, so
that |You) = |, qu, ..., qn). If each outgoing particle is thought of as contained
in a finite box of volume® Vi,i = 1,...,n, in which it is quantized, the momenta
are discrete as well and, denoting by dN (in; «, qi, ..., q,) the number of decay
events, within dV dt, yielding particles in the asymptotic state |1),,,), the probability
per unit time of observing the n outgoing particles in the final state |«, qq, ..., q,)
reads:

d . dN(in; o, qi,...,qn) 1
EP(m; a, qry ..., qn) = pdgdt Ll ﬁF(ln Q, qls ... Qn)-
(12.8)

d dN(in; o, q1,...,qn)
dth

which we shall denote by I, of the partial-width I (in; «, q1, ..., q,) times p must
have the same property. This implies that, in changing the reference frame from S to
S’ we have:

Since, as already observe is Lorentz-invariant, also the product,

Lny qi,...,q) =pln; q, ..., qn)
=g I, ). ....q.) = [Gn, q).....q). (12.9)

The total probability per unit time of the decay event is obtained by summing the
partial probability (12.8) over all the final states

iP(in) = F(m) Z Z—P(m a, ql, ..., qn)

dt
qn o

Z Z—F(m @ qr, .. Q). (12.10)

Qn @

As usual, in the limit of large volume V we may replace the sum over momenta by

an integral: >, = 5 and write

f(2 h)-

5The normalization volumes V;, here and in the following, should be thought of as having a micro-
scopic size, given by the width of the wave packet describing the particle. It should not be confused
with the macroscopic volume element dV in which the decay events occur.
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%P(in) _ Lim

h

1 4 d3q1 Vi d3ann

— I'(in; o, q1,...,q, . 12.11
/;m) G 0 1 @) G S (2

Notice that each factor ég'h‘)’g is Lorentz-invariant. The integrand in (12.11) now

represents the probability per unit time of observing the final particles with momenta
contained within elementary cubic volumes d°q; about some average values q;,
i =1,...,n. Letus stress that the momenta q; are referred to the final state of the
system at t — oo in which the particles are infinitely far apart and in this state V;
represents the average volume occupied by the wave-packet associated with the ith
particle. We can then define for each produced particle a density (number of ith-
type particles per unit volume) p; = % According to our discussion in Sect.9.5 of
Chap. 9, we can, for each particle, refer the definition of the volume V; to a RF Sy;
in which the product of twice the volume times the energy has a certain value co;
(2 Vi Eoi = i) in the appropriate units and write:

1 2E, 2K

pi = =

- = (12.12)
Vi 2VoEy Coi

The same can be done for the density p of the initial particle, by setting p = 2 Ej,,/co,
E;, being its energy. The normalization factors cg, co; have dimension (Newfon) x
(length)* and are relativistically invariant since they are defined in a specific frame
of reference. As we shall see, these constants will finally drop out of the expressions
for any physical quantity. Equation (12.11) will then have the following form:

dP(in) _ I (in) ) 1
/5

= - —FGn: qu,...,q)dRq, ... d2q. 12.13
o7 n 2E, (in; qq q.) qi QB ( )

where we have introduced the following Lorentz-invariant measures: d$2q, =

d*qicoi
(27T 5)3 2E,‘
El2 -2 q)? = ml2 ¢*. The above equation provides a Lorentz-covariant description
of a decay process. The integration in (12.13) is performed over all possible final
momenta of the outgoing particles, which are constrained by the energy-momentum
conservation condition, being our system isolated:

. The final momenta and energies are related by the mass-shell condition:

Pl =P, (12.14)
where Pf;1 = (% Eiy, pin), is the energy-momentum vector of the decaying particle
and Ph, = >, g"" is the total final energy-momentum of the system. We can take
condition (12.14) into account in the integration by factoring out of Iaé* (Pin—Pout),
that is redefining:


http://dx.doi.org/10.1007/978-3-319-22014-7_9

460 12 Fields in Interaction
I — I Quhy* 6*(Piy — Pou). (12.15)
Equation (12.13) will then read:

dP(in) _ I'(in)
d ~— R 2

co 1 . .
—CGn q,...,q,)do", 12.16
E, /h (in; q1 q.) ( )

where d® ™ is the n-particle relativistically invariant measure in phase space and is
defined as:

d*q, d’q

do®™ = rh)* 8*(Pin — Powr) ——= V1 ... -
(2mh) (Pin out) (27Th)3 1 (27Th)3 n
d*qi cor d>qy con

= (27Th)4 64(Pin — Pour) (12.17)

Qnh32E " Qnh)32E,

Itis manifestly Lorentz-invariant since 54 (Pin—Poyut) 1s. In Eq. (12.16), the kinematic
analysis of the process, i.e. all the implications of the conservation laws, is encoded
in the integration over d® ™, and is separated from the dynamics of the process,
which depends on the nature of the interaction involved, which is described by I.
This latter quantity, being Lorentz-invariant, should depend on the 3N — 10 = 3n—7
Lorentz-invariant variables associated with the system. For a particle decaying into
two particles, n = 2 and 3n — 7 is negative, meaning that all the kinematical variables
are fixed by the symmetry of the system and the mass-shell condition, so that I will
only depend on the rest-masses (i.e. it is a constant).

A same particle may decay into different systems of particles, defining different
decay channels. For instance the neutral pion 77°, which is a neutral particle about 270
times as heavy as the electron, decays, most of the times, into two photons, 70— 27.
However about 1 % of them decay into an electron, a positron and a photon, 7°
e + e~ 4. There are other decay channels which are much rarer. We can define for
each channel adecay width I" (in; channel), given by Eq. (12.16), where the sums and
integrals on the right-hand-side are over all possible states of the decay products in
the given channel. The total decay width I"(in), yielding the probability of decay per
unit time, will then be given by the sum of the widths associated with each channel:
I'@in) = 2 e I (in; channel). The relative probability associated with each
channel can be characterized by a branching ratio BR(in; channel) = W
which tells us how likely is the corresponding decay to occur. For the neutral pion
we have:

—

ra—2
BR(" — 27) = M ~ 99 %,
I (in)
rn® —et4+e +7)

BR(m" - ¢t +e +7) =
(m " T (in)

1%, (12.18)
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all other channels having BR less than 1073, The mean life-time of a neutral pion is
about 10~ 165,

12.2.2 Scattering Processes

Consider a process in which particles are projected at a fixed target. If the incident
particle comes close enough to the target particle at rest, the two will feel the interac-
tion and be scattered or produce new particles. This happens if the impact parameter,
i.e. the distance between the initial line of motion and the line parallel to it through
the target particle, is “small enough”. Depending on the nature of the interaction and
on the energy of the incident particle, we can define an effective area about the target
particle, on the plane perpendicular to the initial line of motion, so that if the incident
particle crosses this area interaction takes place, otherwise the states of motion of
the two particles remain practically unperturbed. This area is called cross-section o
of the interaction.

Let p1 and py be the densities of the incident and target particles respectively in
the laboratory frame So in which the latter are at rest, and let v be the relative velocity
of the two colliding particles in Sy (that is the velocity of the incident particle). The
number of incident particles colliding with a single target particle during a short time
lapse dt is given by the number of particles which pass through the corresponding
cross-sectional area o: pj v o dt, where v = |v| and pj v is the flux of the incident
particles. Multiplying this number by the number py dV of target particles in a small
volume dV, we find the number dN of collisions taking place in dV during dt. The
number of events per unit time and volume then reads:

dN (in)
dV dt

= p1 p2vo(in). (12.19)

The cross section ¢ is then defined as the number of collision events for each scatterer,
per unit flux of the incident beam and unit time. We can also define the probability
dP(in) of a single event between ¢ and ¢ + dt as the number of events per target
particle, that is: dP(in) = dN(in)/Nyyrger = dN (in)/(p2 dV'). Equation (12.19) can
also be written in the following way:

dP(in)
dt

= (p1v) o, (12.20)

providing an alternative definition of cross section as the probability of the scattering
event per unit flux of the incident beam and unit time.

Since the left-hand side of Eq.(12.19) is Lorentz-invariant, we wish to write the
right-hand side in terms of Lorentz-invariant quantities as well. Suppose each colli-
sion produces n particles with rest-masses my, . .., m,. We can consider, just as we
did for the decays, the number of events dN (in; «, qi, ..., q,) Which produce parti-
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cles in a final state |¢),,,) characterized by momenta contained within an elementary
momentum space volume d3q; about an average value q;, i = 1, ..., n, and certain
values of the remaining (discrete) quantum numbers «: |Vyu) = |, q1, - -, Qn)-
To this end we write the cross section ¢ associated with this final state in terms of a
density function X, times the invariant measure on the phase space d @™ which
accounts for all the kinematic constraints:

dN(in; o, q1, ..., q,)
dV dt

= p1p2v Zip(in; o, qu, ..., qn) dO™. (12.21)

The above formula is still not Lorentz-invariant since we are in the reference frame
So in which the target particle is at rest. Let us now move to a generic RF S in which
the incident and target particles have velocities vi, v, and four-momenta pf , pg
respectively. Let M1, M> denote the rest-masses of the two interacting particles:
M12 2= pP1 D1, M22 2= p2-p2. Recalling the discussion in Sect. 9.5 and Eq. (9.141)
therein, the densities p;, p2 in S can be expressed in terms of their corresponding

values p(o) p§0) in the rest-frames of the two particles, through the ~-factors: p; =

21 . . .
pi 7,-, vi=(1- Z—’z)_f, v; = |vi|, i = 1, 2. Let us show that the quantity p; p2 v in
So can be expressed with respect to S in the following Lorentz-invariant fashion

o o [@1-p2)*° - p2)?
P1 P M2M2 5 —c? (12.22)

P,

as we can show using the properties 77— = ;, % =y V;:
1

. 1r)2 . 2 1
© © [@1-p2) ©) () \/ Vi V2
Py Py s — 2 =pppy M2 (1 ) -
VMim3e? 2 V3

1
=p1m \/IV1 —-v? - = (viv3 — (vi-v2)?)

—

= p1p2 \/|Vl = V22 — = [vi x va?

= p1 p2f(V1, V2), (12.23)

where we have used the property Vi x V2% = ”1 v2 (v1 - v2)% and we have defined

f(vi, v2) = \/|V1 — w2 — c_2 [vi x v2|2. If the collision is head-on, the two initial

velocities are collinear (i.e. vi X vo = 0) and f (v, v3) is the modulus of the relative
velocity: f(vy, v2) = |vi — v2|. In the laboratory frame v, = 0, vi = v and the
above expression yields p; p2 v. Formula (12.23) is more general and also applies
to the case in which one of the two particles (say particle 1) is massless, so that
v1 = c. In this case the corresponding rest-frame does not exist but Eq.(12.23)
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yields p1 p2 (1 — vy cos(6)), where 6 is the angle between v and v,. If both particles
are massless, the frame Sy does not exist and Eq. (12.23) gives p1 p2 (1 — cos(#)).
Equation (12.21) can now be written in a fully Lorentz-invariant way:

(in; o, qu, ..., Q) = p1 p2f(V1, V2) Z(in; o, qu, ..., Q) dO™,
_ (E) QE)
C01 €02

dV dt
fovi, v2) Z(in; a, qu, ..., q) dO™,
(12.24)

where we have written p; = 1/V; = 2E;/co; and ¥ (in; «, qy, ..., q,) is a Lorentz-
invariant function which equals X, in the laboratory frame Sp. The quantity
X(@n; o, q1y ..., Q) d @™ is also called differential cross section do and charac-
terizes the probability that the scattering process, starting from a given initial state,
yields final particles with momenta contained within infinitesimal neighborhoods
dq; of q;:

dO'(ln, «, QI, cet q}’l) = 2("”9 a, qls LN} Qn) d@(ﬂ)
1 dN

 pipaf(vi, Vo) dVdt

1 ap
= T vy e A G (12.25)

(ln; a5 q17~~,qn)

In the above formula summation (or integration) over all quantities referred to the
final state which X' (in; «, qi, ..., q,) does not depend on is understood. It is useful,
when explicitly calculating of do, to eliminate the delta-function §* in the expression
of d® ™, by first integrating over one of the final linear momenta, and then over the
total energy of the system. We shall illustrate this below when computing d®?).

The total cross section of the process is the sum of the differential cross sections
over all possible states of the final n particles:

o(in) = Z/da(in; QL. Q) = Z/z(m; O ql,...,q)dd™.
[0} o

The Lorentz-invariant quantity X'(in; «, q1, ..., qn), should only depend, aside
from the rest-masses of the particles, on the 3N — 10 = 3n — 4 remaining Lorentz-
invariant variables associated with the system, and on the polarizations of the particles
in the initial and final states. If the scattering produces two outgoing particles, n = 2,
of momenta q’f , qg , and rest-masses 1, 2, starting from two colliding particles
with momenta p’f, pg and rest masses m, mjy, the system is described by only two
independent Lorentz-invariant variables (aside from the rest-masses which we con-
sider as constants). It is useful to express them in terms of the Mandelstam variables
S, 1, U
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s=P1+p)t =@ +@)? =P —q)* =P — @),
u=(p1—q)* = P2 —q)% (12.26)

which are manifestly Lorentz-invariant, though not independent. The relation between
s, t, u is readily found by expressing them as follows:

s = (mf +m3)c?+2p1-pr, t=(m}+pd)e? —2p1-qi,
u= (mi+p3)c* = 2p1 - qo. (12.27)

‘We then find:

sH+t+u=@mi+ms+pd+p3c+2p1- (02— q1 — @)
= (m} +m3 + p} + pd)c*. (12.28)

Therefore we can choose as independent Lorentz-invariant variables describing the
system any two of s, £, u, the third Mandelstam variable being fixed in terms of them
by (12.28).

In the center of mass frame p; = (E1/c,p), p2 = (E2/c, —p), q1 = (E}/c, q),
¢ = (E5/c, —q), p1 + p2 = (E1 + E2)/c, 0) and thus s = (E| + E»)?/c?, so that
c 4/s is the total energy. Consider now an elastic collision (m; = p1, my = p2) in
the center of mass frame. In this case E| + E; = E| + E} implies |p| = |q|, from
which it follows that £y = E| and E; = E). We then find, after some algebra:

0
t=-2|p>(1 —cosf) = —4|p|? sin® > (12.29)

E| — E»)? 60
u=—2|p/> (1 + cos()) + % = —4|p|? cos’ (5)

E| — E»)?
+(1 2)

, 12.30
S (12.30)

where 6 is the angle between p and q. The variable — represents the norm of the
momentum Ap = p — q transferred during the process.

12.3 Dynamics of Interaction Processes

In the description we have given in last section of decay and scattering processes,
we have encoded the dynamics of the event, namely the details of the interaction, in
the Lorentz-invariant functions I” and X, separating it from the kinematics, which is
captured by the phase-space element d® ™. In this Section we are going to express
these quantities in terms of the interaction Hamiltonian Hj.
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12.3.1 Interaction Representation

As anticipated in the introduction, in perturbation theory the Hamiltonian of the
interacting system is computed on free fields, namely on fields evolving according
to Hy.

In the Schrodinger picture, see Sect.9.3.2, operators, including the Hamiltonian,
are constant while states |1 (#))s evolve in time according to the Schroedinger equa-
tion:

., 0 A N N
ih S0 = B [WO)s = Fo+ A @) (123D
Both Ay and H I(S) can be expressed in terms of Hamiltonian-density operators
Hy = /d3x Ho, H® = /d3x H, (12.32)

Ho and ﬁ;s) being functions of the field-operators and their derivatives computed
at some fixed time ¢ = #p < 0 and thus not evolving (occasionally, in what follows,
we shall explicitly take #) = —o0). The reference instant #; is chosen long before the
interaction process occurs, so that the particles are consistently regarded as free and
described in terms of their free-field operators q@oﬁz

Ho = Ho(do(to, X), Dudo(to, X)), HY' = H> (oo, X), 8o (t0, X)). (12.33)

Clearly, the Schroedinger picture does not provide a relativistically-covariant descrip-
tion of the interaction since the free-field operators are all computed at ¢ = ;.

The time-evolution of states was described, in Sect.9.3.2 of Chap. 9, in terms of
a time-evolution operator U(¢, fy), defined by property (9.73):

[; t)s = U(t, to) | to)s. (12.34)

Let us recall the main properties of U(¢, fy) discussed in Sect.9.3.2. The inverse of
U(t, tp) is the operator which maps the state at 7 back to 7y: U(t, 1) = U, 1).
Substituting (12.34) into (12.31) we find that U(#, fy) is solution to the following
equation

d .
ih EU(t, 10) = HSO U@, 1), (12.35)

6Strictly speaking, identifying the fields of the particles long before the interaction process as free
is not correct: As we shall see when discussing quantum electrodynamics, although not interacting
with each other, charged particles interact with their own electromagnetic field. The effect of this
self-interaction will be discussed and taken into account in Sects. 12.7 and 12.8.
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with the initial condition U (ty, o) = 1. From hermiticity of H® it follows that
U(t, tp) is unitary. Indeed let us first show that U (¢, 10)" U(t, 19) is constant:

d
- 1) U, 1))

d . . fd
(E Ul(t, zo)') U, 1) + U, ty)' (E Ul(t, zo))

= (v 0" BY) U ) + UG ) (—%ﬁ@ ue, m))

é U, 1)t B U, 1) — % U, 1) S U, 1) = 0.
(12.36)

Being constant this operator should be equal to its value at ¢t = fg9, namely
Ul(t, t9)" U(t, tg) = 1, and thus U(z, o) is unitary.

In the Heisenberg picture states |1) i are constant while operators evolve in time.
The relation between states in the Heisenberg and in the Schroedinger pictures
is defined by the time-evolution operator: |¢)g = U(t, 10)" 10(@))s. Similarly the
operators O (t)g and O in the two representations are related to one ano/t\her in such a
way that their mean values on the states is the same: O(f)y = U(t, t0)" O U(t, to). As
pointed out in the introduction, the fundamental problem which motivates the pertur-
bative approach is that an exact solution to either Eq. (12.31) or (12.35) is not known.
In order to develop a Lorentz-covariant perturbation theory, it is convenient to work
in the interaction representation which is somewhat in between the Schroedinger
and the Heisenberg picture. In this representation operators, which depend on the
free-field operators, evolve according to Hy, while states evolve according to H ](S).
Let us introduce the time-evolution operator Uy (¢, ty) associated with the free-field
theory and thus satisfying the equation:

d N
iﬁEUo(t, to) = Ho Up(t, t9). (12.37)

According to our discussion of Sect.9.3.2, Chap.9, being Hy a constant operator,
the above equation is easily integrated: Uy(t, to) = Up(t — tg) = e~ Ho (=10 The
states | (¢)); and operators O(t) in the interaction picture are related to those in the
Schroedinger representation as follows’:

i

100 = Uo(t, 10)T [(0)s = e H06=0) 1)),
A1) = et M0 t=10) & =7 Ho (—10) (12.38)

It is straightforward to verify that the state |1/ (¢)); satisfies Eq.(9.76):

7Note that, for the sake of notational simplicity, we have simply denoted by Hy the free Hamiltonian
in the Schroedinger representation as well as in the interaction picture.
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. d -
ih EW}U))I =H;@®) [Yv®O)r, (12.39)

where H;(t) = efi Ho(=10) I:II(S) e~ 7 Ho(=10) g the interaction Hamiltonian in the
interaction representation. It non-trivially depends on time since Hy and Hy do not
commute. In particular, if we compute in this picture the density H; (t) associated
with the interaction Hamiltonian, we see that it is expressed in terms of the free-field
operators, and their derivatives, computed in a generic space-time point x* = (ct, X)
and thus has a Lorentz-covariant expression:

Hi(t) = ef 1000 Ty (o 19, %), Do 19, %)) &~ F o =10
= Hy($o(t, %), Do (t, X)),

where we have used the property of free-field operators of evolving according to Ho:

e Hot=10) 3o gy o= Ho =100 — 3op ). (12.40)

12.3.2 The Scattering Matrix

In perturbation theory the solution to the evolution Eq. (12.39) is sought for in the form
of a series expansion in the small coupling-parameter A which Hj(¢) is proportional
to. This expansion is to be determined by successive approximations.

Let us now define a time-evolution operator Uj(¢, o) for states in the interaction
representation:

[V (@)1 = Ui, to) [1h(t0))r1, (12.41)

satisfying the initial condition Uj(#o, fo) = 1. Substituting in (12.39), we find for
Ui (t, ty) the following equation:

d N
iﬁEUI(L to) = H; (1) Uy (t, o), (12.42)

which is analogous in the interaction picture to Eq. (12 35) in the Schroedinger rep-
resentation. Since H1 (t) is hermitian (H; (1) = H; ()T, we can apply the same argu-
ment used for Uy, see Eq. (12.36), to prove that Uy is unitary: U;(t, ty) U;(t, 1) =
Up(t, to)" Ujp(t, to) = 1. From this it follows that U;(z, 19)~! = Ui(tg, 1) =
Ur(t, o).

Let us now seek for a solution to the above equation in the form of a series
expansion in \:

Ur(t, to) = D Ur(t, to), (12.43)
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where each term Uy (¢, () is proportional to A For )\ = 0 there is no interaction and
thus the interaction picture coincides with the Heisenberg one in which the states do
not evolve in time, implying that the first term in the above expansion is the identity
matrix Ug—o(t, o) = 1. The initial condition on Uy (t, o) then implies on the other
terms: Ug~o(%0, t9) = 0. Substituting the expansion (12.43) in (12.42), recalling that
Hi(1) is proportional to A, and equating the coefficients of the same power in the
coupling-constant, we find the following iterative relation:

d i A
—U(t, t) = —=H;(0) Up_, (1, 1
7 «(t, 19) 5 1(0) Up—1(2, o)

t

i N
= Ui(t, 1) = -7 /dtl Hi(t)) Ug—1(t1, o).

fo

The above equation is formally solved for each k as follows:

Nk t 1 Tk—1
4 A A A
Ui(t, tg) = (—FL) /dt] /dt2 / dty Hi(t1)) Hi(ty) ... Hi(ty). (12.44)
i) 1o 1o

It is convenient to write the above composite integral in a form in which all integrals
are computed between 7y and ¢. To this end, let us consider, for the sake of simplicity,
the second order term U (t, fp):

t 11
1 ~ N
U, 1) = 7 / dn / dy iy (1) By (1), (12.45)
1 1

In the above expression the integration variables are in the following order #1 > f,.
Let us define the chronological operator T as follows:

~ - Hi(t) Hi(n) ifn >0
T|H H =1 . ~ 12.46
[H(11) Hy(22)] [HI(tz)H1(t1) T, ( )

FroAm theAabove definition we see that, if we compute the double integral of
T[H;(t1) Hi(tp)] over the square in the (1, fp)-plane defined by 7o < 11 < ¢,
tg < t) <t,we find

/dtl /dlz T[H; (1) Hi(12)) —/dll /dfz H(n) Hy (12)

/dlz /dll Hi(t) Hi(1).
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Being #1, 1> integration variables, the two terms on the right-hand side are equal and
we can then write:

Uy (1, 19) = /dtl /dtzHI(ll)Hl(tz)

252 /dt1 /dt2 T[H]([])H[(tz)] (12.47)

Similarly we define the chronological operator on a generic k-fold product of H; (1)
operators at different times, as the operator which rearranges the factors so that the
instants at which the operators are computed, decrease in reading the product from
left to right (time-ordered product):

TUH; (1) Hy (1) - .. Hi(6)) = Hy (1) Hy (1) .. Hi (1), (12.48)
where 11 > f, > --- > t;. Generalizing our discussion for the k = 2 case, we

can convince ourselves that, since the left hand side of (12.48) is symmetric in
the interchange of the factors, it contributes k! equal terms when integrated over
f, ta, ..., ty, each varying from fy to ¢, so that the correct expression for U(t, ty)
is obtained by dividing this integral by k!. Definition (12.48) then allows us to write
Ui (t, tg) in (12.44) as follows:

t t t
1 i\* . R .
Ur(t, ty) = o (_f_i) /dn /dzz .../dzk T[H(t1) Hi(t2) ... Hi(tp)].
1o o o

(12.49)

Note that, if the values of the operator ﬁll(t) at different times commuted (that is
if [I:II (1), I:Il(t’)] = 0), there would be no issue of time-ordering and thus no need
of using the T-operator. In this case the right-hand side of Eq. (12.49) would have a
simple form in terms of the kth power of a single integral

k

Nk z
Us(t. 10) =% (—%) / a1,y | (12.50)

fo
and the series (12.43) is easily summed to an exponential:

t

Ui(t, ty) = exp —?:L /dt H @) ]. (12.51)

fo
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In general, however, [I:II (1), I:II(t’)] # 0 and the correct solution to Eq.(12.42) is
not given by the above exponential but rather by the following formal expansion

t
Ur(t, t0) =T | exp —% /dt/l:ll(t/)

fo

t t t
o0 1 . k . R .
- ZE (_iiz) /dn /dtz .../dtk TIH (1) By (1) - . Er (6],
1o 1o

k=0 1o

(12.52)

where the symbol T'[exp(. . .)] represents the prescription that the integrand in each
multiple integral originating from the expansion of the exponential should be time-
ordered. This means that, when acting by means of Uj(¢, 7o) on a state |Y(fp))7,
the values of the operator H; (1) at earlier times should be applied to it before those
computed at later times.

Let |1(f)); describe the state of the system at the time ¢. Long before the interac-
tion, the system consists of free-particles described by the state |v;,) (we shall often
omit the subscript “I” of the interaction representation), so that:

[Yin) = 1im [9(0); = [3(=00));. (12.53)

At a time ¢, the state [¢(¢)); can be formally expressed in terms of |¢;,) using the
time-evolution operator U;:

[V (@)1 = Ur(t, —00) |in). (12.54)

Long after interaction the system is described by the free-particle state |1 (+00));,
related to the initial state as follows:

19 (+00))1 = Ur(+00, =00) [Yin) =S [Yin), (12.55)

where we have defined the scattering matrix S (S-matrix) as

. +oo
S = Uj(4o00, —00) =T | exp —% /dt/l:ll(t/)
—00
+o0 N 1 —+00 —+o0
- (__) - /dzl.../dznT[ﬁ,(zl)...ﬁ,(rn)]. (12.56)
h n!
n=0 —00 —00

If we now use Eq.(12.32) in the interaction representation, we can express S in a
Lorentz-invariant fashion, in terms of the interaction Hamiltonian density H; (¢, X) =

7"21 x):
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.t

S=T|exp - L /d4x7/'21(x)

ch

—00

+00 N +0o0 +00

—i 1 4 . R .
B (E) n! /dxl"'/dan[HI(XI)--ﬂz(xn)]. (12.57)
n=0 RN e

Just as Uy, S is a unitary operator acting on the Fock space of free-particle states:
SSt =1, (12.58)

and it encodes the information about the interaction.

In general one is interested in the probability of finding the system, after the
interaction, in a free-particle state |t,,,). If the particles are initially prepared in a
state |1, ), this probability P(in; out) reads

| (Wourl ) (+00)) 2 _ [(oulSIn) *
<w0ut |’(/}out) (¢(+OO)|¢(+OO)) <waut|woul> <'(/}in Iwm> ’

P(in; out) =

(12.59)

where we have used Eq.(12.55). The transition amplitude A(in; out) (also called,
for scattering processes, scattering amplitude) is then given by the matrix element of
S between the initial and final states. Let us define an operator T so thatS =1+ T.
The identity operator only contributes to the transition amplitude when the initial
and final states coincide, namely when there is no interaction. Excluding this case
we can write

A(in; out) = (Your[SIthin) = i (Vout | T|Vin). (12.60)

Since the system is isolated, the total four-momentum is conserved. If we think
of the initial and final states as consisting of plane waves of total four-momenta
Pﬁ:l , Pffm, respectively, we can factor out of the matrix element (12.60) a delta function
implementing this constraint

Wout| T10in) = Q7 I)* *Pour — Pin) (Your| T |%in), (12.61)

As previously emphasized, if the interacting particles were described by plane waves
(i.e. eigenstates of the momentum operator), it would not even make sense to talk
about “initial” and “final” states. We should always think of the process as of an
interaction between wave-packets moving with linear momenta which are narrowly
distributed about some average value, so that we can suppose the matrix element
of T not to vary appreciably within the momentum intervals associated with each
particle.

To make contact with our discussion in Sects. 12.2.1 and 12.2.2 let us express the
probability of an interaction process per unit time in terms of S-matrix elements.
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We start considering a scattering process of two particles of masses my, my, which
yield a number of outgoing particles. The initial state describes two wave-packets
of momenta narrowly distributed about two average values py, p». Therefore using
Fock space representation it has the form

[Yin) = 11} [¥2),
i) =/d9pZﬁ(p, nip.r), i=12, (12.62)

where f;(p, r) is the weight of each |p, r) contributing to the wave-packet |¢;,),
35

and where, as usual, d$2), = (jﬁﬂ% Vi. The one-particle states [1);) correspond to

the following positive-energy solutions to the Klein-Gordon equation, which, for

type-(a) bosons (complex scalar field and electromagnetic field) and type-(c) fermi-

ons, respectively, read:

— £ px
Gix) = O = / e e

fi(p) e H P,

-5 | =P
/‘/ZEPV,'

Ap() = (Ol = ch / Zﬁ(p, Menpre BPY (12.63)

/2Ep
«@ oxeY mc? a —Lpx
B = 01 @) = / 1%\ 55 §ﬁ<p, Dup. e kPT, (12.64)

We wish now to relate the Fourier coefficients f; of the wave packets to the corre-
sponding particle density. Consider, for instance, the case in which the incoming
particles are described by either a complex scalar field, or a Dirac field.® For each
of them we can define a conserved current j; ;, = (p;, %ji), which, for a scalar and a
fermion, respectively, reads:

Jin = i% (6F ()01 (x) — Dudbt ()i (),
Jip = Vv i, (12.65)

no summation over i. The time-components p; = j? of the current are positive defi-
nite, being constructed out of positive-energy solutions, and thus can be consistently
regarded as one-particle densities. We are now considering a single interaction event
and therefore, being p; related to a single-particle state, it will be normalized as

8The final relations we are going to derive apply to the photon field as well.
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follows”: Ik d3x p; = 1. This choice, using Eq.(12.65), implies the following nor-
malization for the one-particle states, as the reader can easily verify!?

1= / &’x pi = / d2p 1@ > = (Wilts). (12.66)

The above normalization is used also for the outgoing particles, so that (v;, |1;,) =
(djaut“puul) =L

In the following, for the sake of simplicity, we shall limit ourselves to two incoming
spin O particles, described by complex fields ¢; (x), although the final relation between
the transition probability, the differential cross section and the S-matrix elements,
straightforwardly extends to spin 1/2 and 1 particles. Being ¢;(x) positive energy
solutions, p; > 0 can be consistently regarded as single-particle densities. We now
observe that, substituting (12.63) inside (12.65) we find:

c ds2y A2y 2

ji/l(x) = \/W m
p/ p; Lo —
(fz(P) fi(®) (— )fe_T(l’—l’)x iﬁ(p)fi(p’)*# er P)-X)
Z%I_’i# |¢’(X)|2, (12.67)

where we have used the property that f;(p) are narrowly peaked about average values
p; and thus we have approximated, in the integral, p; e Pin with p; #.” Using the
same approximation, and restricting to the time component p; = j? of the currents, we
can set p'¥ ~ p¥ ~ Ep/c, so that the energy factors arising from the time-derivatives
cancel against the factor 1/,/Ep Eyy, and we can write the densities p; in the following
form:

1
p,(x>~7/dszpd9 SR fi(p) ek PP, (12.68)

1

Let |¢oy:) describe a system of free outgoing wave packets whose momenta are also
narrowly distributed about some average values, the average final total momentum
being Py ;. Let us now write the matrix element of T in plane waves components

9In Sects. 12.2.1 and 12.2.2, in contrast to the present section, we were considering collections of
particles decaying or interacting (i.e. colliding beams) and thus the densities p were referred to
multi-particle systems.

10Recall our choice of normalization for the single-particle momentum eigenstates: (p, r|p’, r’) =
2mh)?
L WVL) 5 (p—1p) 0.

Eor fermionic fields, in the same approximation, we would find j; , (x) ~ % %— (x) Yi(x).
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(Your| T|Vin) = /de d$2p, fi(P1) L2(P2) (Your I TIP1) IP2)
= / dS2p, dS2p, f1(P1) o(P2) QT 6* Pousju — P11 — P2)
X (Your| T [P1)IP2)- (12.69)

To evaluate the transition probability, we need to compute the squared modulus of
the above amplitude:

| T I} 2 = / dS2p, d2p, A2y, Ay, [iVS O} PS5 (B))

X(27Th)8 54(Poutu —Plu —PZ;L) 54(Poutu —P/l u _p/zl,,)
X (Your| T 1P1)1P2) (Pour| T 1PY) IP2) " (12.70)

Let us now approximate the matrix elements (1ou |7 [P1)[P2), (Vour|7 D)) IP5) With
the corresponding value computed on P;,  (Vou| T |P1)IP2). Writing

54(Poutu —Plyu _PZ/L) 64(P0utu _P/l M _P/z'u) as 54(P0utu —Plypu —qu) 64(P1 T
P2y — P} P P , ,) and expressing the second delta function as follows

QT 8* (Pry + pap =Py — Phy) = /d4x e HPIEPPIE  (12.71)
the expression (12.70) can be recast in the form

| o Tl = ( / d*x / A2, dS2p, d2y, 2y, i (PO} B

Xfa(p2)f5 (By) €T 011212
< 2mh)* * Pout ;i = P1y — P2,) 1o | T 1P1) B2) 1
= ( / d*x p1(x) Vi pa(x) Vz)
x (2mh)* 6* Pour i = P1 . — P2) ol T 1) D217, (12.72)
where we have used the approximated expressions (12.68). Finally, differentiating

both sides of Eq.(12.72) with respect to time and using the definition (12.59) of
transition probability we find:

dP . 3
i ouny = ¢ ( / X p1(¥) Vi o) Vz)
X 2R 8* Pout jy — Pty — P2.) 1 Wou| T IPVIP2) > (12.73)

If we consider p; uniform in the region where particle 2 is localized (i.e. the region
in which p; is non vanishing) we can write in the above expression [ dxpy = 1.
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If the final state |¢,,;) = |a, q1, ..., qn) describes n outgoing particles with def-
inite momenta (i, ..., q, and characterized by discrete quantum numbers which
collectively denoted by «, we would rewrite Eq. (12.73) in the following form:

dpP | .

— s acdr, @) = cp@ Vi Vol - Gl 71D D) 2 4.
(12.74)

where d® ™, defined in (12.17), is, as usual, the phase space element which depends

on the uncertainties d>qy in the definition of each final momenta and accounts for the
kinematic constraints. Using Eq. (12.25) we can write the differential cross section:

d 1 dP(. )
o= ——(n; o,qq, ...,
p1f(vi,v2) dt d n
Vi V- o
=c—2 [a.q....q|TIP1)IP2) > d ™, (12.75)
f(vi,v2)

where, for head-on collisions, f (v, v2) = [v] — v2|.

Along the same lines we can derive the expression of a decay probability per unit
time in terms of matrix elements of T. In this case the initial state [y;,) = |¢)
would describe a single particle with rest mass M and average four momentum
pt = (% Ep, p). The reader can easily verify that

dP

— i o) = (/d3xp(x) V) Ko, qi, ..., qul T P> do™

=cViaqr...,q|7p)do™
_ K ayEIn (n)
) I'(in; q1,...,49,)d®", (12.76)

where d® ™ is the phase-space element describing the n outgoing particles, p is
the density associated with the decaying particle, V the corresponding volume and
we have used the definition of the differential width I given in (12.16). The above
equation allows to express I" in terms of T-matrix elements.

Note that in Eqgs. (12.75) and (12.76), for scattering and decay processes respec-
tively, each incoming and outgoing particle contributes a volume factor: InEq. (12.75)
Vi, i = 1, 2, for each colliding particle, in Eq.(12.76) the normalization volume V
associated with the decaying particle, and Vy, £ = 1, ..., n, for each particle pro-
duced, from the definition of d® ™. It is useful, as we did in the previous sections,
to express each volume factor in terms of the energy of the corresponding particle
by a suitable choice of the normalization: V; = cp;/(2 Ep;) (incoming particles),
V = co/(2 Ep) (decaying particle), and Vy = co¢/(2 Eq,) (outgoing particles). As
pointed out in Sect. 12.2.1, the dimensionful normalization coefficients cqy, k running
over all the incoming and outgoing particles, should finally drop out of the expres-
sion for the cross section or the decay width, since these physical quantities ought
not depend on the specific normalization used. They indeed cancel against analo-
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gous coefficients originating from |(, q, . . ., q.| 7 |in)|?, (Jin) being [p1)|p2) for
scattering processes or |p) for decays). Let us motivate this by anticipating part of
the forthcoming discussion on the structure of the scattering amplitude. Consider the
contribution to the amplitude (v, qy, . .., q,|7 |in), of a generic term in the perturba-
tive expansion (12.57). It will be expressed as the matrix element between the initial
and final states of products of a number of Hamiltonian densities ﬁ; (x) computed
in different points:

(0, qus - QulHiGer) - . Hy Gon) lin). (12.77)

As we shall see in the Sect. 12.3.6, the above matrix element can be written as a
sum of terms, each containing a number of propagators, depending on m, which do
not contribute volume factors, and factors of the form (p|<13|0), for each incoming
and outgoing particle, @ being the particle field and p its momentum.'? These terms
will contribute a factor [, \/LVT{ o« [ ﬁ, k running over the total number N
of incoming and outgoing particles. Therefore the squared modulus of the matrix
element precisely contains inverse normalization factors which cancel against those
originating from the normalization volumes in the formula (12.75), so that the final
expression for do does not depend on them. This implies that we can forget about the
normalization factors and safely replace in all formulas the normalization volumes
V by ﬁ This is done by replacing the matrix element (.7°) by a rescaled one (J”)
defined as follows:

N
= [1VVi2E (7). (12.78)
k=1

where the multiplicative factor on the right hand side does the job of replacing
the normalization volumes Vj (one for each incoming and outgoing particle) in the
expression of (.7) by 1/(2Ey). With this position Egs. (12.75) and (12.76) will read:

1
do=c o, g1, -, @l T 1P1)P2) 1P de ™,  (12.79)
4EP1EP2f(V1,V2) q n PP

dP . A (n)
E(lns avqls'-'vqn)ZZHEp F(lnv q11~-~aqn)d¢
C _
= 55 e, Q.- @l 7P de™,  (12.80)
P

12This will be shown in detail when proving chk s theorem. Each matrix element (plqb |0) contains
a factor +/V coming from the expamlon of @ in terms of creation and annihilation operators

(a’, a, respectively), and a factor v coming from the vacuum expectation value (v.e.v.) (0laa’|0),
(Footnote 12 contmued)

Whlgh equals (0|[a, a®110) = [a, a'] for bosons and {a, a’} for fermions. The matrix element
(p|®|0) will thus contribute a factor TIV
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where now do™ = (Q2rh)* 54(I_)outu — Pip — pay) [1i=1 d2q, and 24, =
dqq
Qrh)32Ey,
The formula for the cross section, in particular, can be made manifestly invariant
by recalling, from Eq. (12.23), that

1 -
fvi,v2) = 5 \/(Pl P2 — M3 M; c*.

12M M e
This allows to recast Eq. (12.79) in the following Lorentz-invariant form
1

do =
4¢ [y p2)? — MIME

e, g -y Qul T [P1) IP2) 1 d ™.

(12.81)

If we are in the laboratory frame in which particle 2 is a target particle at rest, the
above formula reduces to

1

do= 15—
4¢3 M [p)|

Ha, gy -y Qul T [B1)P2) 1 d ™. (12.82)

Upon replacing V. — 1/(2E), the dimension of |{.7’ )?

involving two incoming and n outgoing particles is

for a scattering process

[|<9/)|Z] — [length"~2 x [energy]™2. (12.83)

The reader is invited to re-derive Eqgs. (12.81) and (12.82) in the more general case
in which the incoming particles are generic bosonic fields (like a spin 1 photon) or
fermionic fields (like an electron or a positron).

We have reduced the problem of studying, at a perturbative level, an interaction
process to that of computing S-matrix (or, equivalently, T-matrix) elements, which
encode the dynamics of the process itself. In what follows we shall introduce, in the
framework of quantum electrodynamics, a graphical method, originally developed
by Feynman, for computing these matrix elements.

Let us briefly elaborate on the issue of symmetry and its implications for interac-
tion processes. Consider a transformation implemented on the space of states by a
unitary operator U. Let U be a symmetry of the free theory which remains a sym-
metry also in the presence of interaction. In light of our discussion in Sect. 11.8, it
will in particular commute with the interaction Hamiltonian: [U, ﬁl] = 0. We also
require the vacuum |0) of the interacting theory, which we assume to be unique, to
be invariant under U: U|0) = |0). It follows that U commutes with S:

[U,S]=0 & U'SU=S. (12.84)

As a consequence of this (out|S|in) = (out|UTSUl|in) = (out’|S|in’), where |in’) =
Ulin) and |out’) = Ulout). This implies that the transition probabilities in (12.59)
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between the original and the transformed states be the same:
P(in; out) = P(in'; out). (12.85)

As an example we can consider the Poincaré symmetry, which, as often stressed,
encodes the fundamental assumption of homogeneity and isotropy of space-time, and
which has been our guiding principle for constructing a relativistic theory. Invariance
under a generic Poincaré transformation implies:

UT(A, x0)SU(A, x0) = S. (12.86)

If the symmetry, on the other hand, involves time-reversal T, U is antiunitary and
thus:

Utsu =S, (12.87)

since U commutes, in the expansion of S, with all the H ; factors, but switches i into
—i. Consequently we can write

(out|S|in) = (out|S (in)) = (U S (in)|U (out)) = (ST U (in)|U (out))
= (in|S|out’), (12.88)

that is
P(in; out) = P(out’; in'). (12.89)

In other words one of the effects of a transformation which involves time reversal,
is to invert the roles of the initial and final states, as it was to be expected.

12.3.3 Two-Particle Phase-Space Element

Before moving to dynamics and the computation of amplitudes, let us calculate,
in the new conventions, the phase space element d®® associated with two final
particles of rest-masses (1, u2:

dPqidiq

2 3
do® = ¢ 6(Esor —Ei —Eé)(s (Pror — q1 — ‘h)m,

(12.90)

where E| = Eq,, E} = Eg,. We can integrate over ¢ and then move to the center
of mass frame where q; = q = —q», obtaining

lql*>dlqld2

d®? = c§(Epy — E| — E)) ——————
OB =By = B) (o 2 4B E]

(12.91)
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where we have written d°q = |q|* d|q| d$2, d£2 being the solid angle element!:
d$2 = 2msin(#)d6. Note now that E| and E) are not independent since lq> =
Clz (EDN?—2c? = CLQ (E5)? — 113 ¢*. We wish to integrate (12.91) in the total energy
E| + E), in order to get rid of the remaining delta-function. To this end we use
lqld|q| = E|dE|/c* = E,dE}/c? and write:

_ Ejlaldlal + E; |aldlal _ E\E} d(E] + E)

dlq| = 12.92
lald|q] E| +E 2 E+E ( )
Integration of (12.91) over the total energy then yields:
d2 d(E; +E, ds2
d¢(2) _ /5(Emt —Ei —Eé) lq] ( /1 /2) _ Iq] ’
16(th)2c E|+E,  16(rhc)® /s
(12.93)
We can express now |q|? in terms of s by solving!* /s = /u?c2+|q]2 +
V32 + gl
(,LLZ _ ,LL2)2 C4 — 2 (MZ + /1/2) 6'2 +S2
lq)* = ——2 T . (12.94)
s
Equation (12.93) then becomes:
(13— 13)2 c* — 25 (U3 + 113) 2 + 52
do® = e L2 . (12.95)

32(mwhc)? s

If, for example, pu; = pp = p, we have E| = Ej = /s¢/2, |q]* = § — p* ¢* and
the above formula yields:

1 42 c?

o = — — -2 g0 (12.96)
32(mhc)? s

It is useful to totally express the phase-space element in terms of invariant quantities,

so that the resulting formula can be easily specialized to the frame of reference in

which a given process is most conveniently studied. To this end let us consider the

13We have supposed the dynamics of the process not to depend on the azimuthal angle ¢, which is
reasonable for an isolated system of interacting particles: In the case of a head-on collision both ¢
and ¢ are referred to the common direction of the two incident particles in the CM frame.

14For an elastic collision between two particles of rest masses mp, mj, we have j1; = my, pp = ma
and |p| = |q|. Using Eq. (12.94) one can easily show that the factor ,/(p1 - p2)? — m%m% c* in the

formula (12.81) for the cross-section can be alternatively be written as \/s|p| = E |p|/c,E = E1+E;
being the total energy of the system.
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expression (12.29) for ¢. For given total energy of the system, in the CM frame,
I[pl = |q| is fixed, so that @ is the only variable # depends on. Differentiating both
sides we find:

2
d(—1) = —2q|*d cos(6) = 19 0. (12.97)
T

Substituting the above expression in (12.95), and using (12.94) once again, we find

Jo® — 1 d(—1)

— (12.98)
2
8(mhe) \/(u% —uD2ct =25 (3 4 p3) 2 + 52

12.3.4 The Optical Theorem

Let us now discuss an important consequence of the unitarity property (12.58) of the
S-matrix, known as the optical theorem. Consider a scattering between two particles
of rest masses my, my, and let us use the short-hand notation of denoting by Sj; and
T the matrix elements (Wou [S|vin), (Wour| 7 |%in) (the subscripts f and i stand for
final and initial state respectively). Let us now compute the matrix element of both
sides of Eq. (12.58) between [t);,) and [t),y) and write SST = > S|n)(n|ST, where
{|n)} is a complete set of states in the Fock space. We can then rewrite Eq. (12.58) in
components as follows:

> SuSi, = 5. (12.99)
n

where we have used the property (W, |1|vi,) = 05 and denoted by Sg, and S,
the elements (¥,,,;|S|n) and (¥;,,|S|n), respectively. Recall now the definition of the
matrix element .7, between two states @ and b: Sy, = O +i Q) 6% (Py—Pp) Tp,
P,, Pp, being the total 4-momenta in the two states. Equation (12.99) can then be
recast in the following form:

i(zﬂ'h)464(Pout - Pm) (% - <gl];k)
+ 2@ 0 Pou = Pa)* (Pin = Pu) Tjn 7y = 0, (12.100)

where we have used the property of {|n)} of being acomplete set of states, D", 34 0i, =
8fi- Writing 84 (P oy — Pp)6* (Pin — Pp) = 6*(Pous — Pin)5* (Pour — Py), we can deduce
from Eq. (12.100) the following equation:

T — Ff = D i@eh)* 6" (Pows — Py) T Ty (12.101)

1}
n
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where all the kinematical quantities are subject to the constraint P;, = P,,;. Note
that, since 7, is proportional to the (small) coupling constant A, by (12.101), its
lowest order component in A is hermitian: .7 = 7.

Suppose now that the kinematical constraints only allow elastic processes. This
means that &% (Pin — Py) Ty is different from zero only for states |n) describing two
(free) particles of rest masses mj, my. In the CM frame the final state is totally
defined by the scattering angle 6 between q and p. The value 6 = 0, in particular,
corresponds to the forward scattering in which the initial and final states coincide
|Yin) = |Your) (€. i =f and p = q). In this case Eq.(12.101) reads:

2Im( ;) = D Quhy*§* (Pow — Pu) | Tl (12.102)

Observe now that we can replace the sum over the intermediate states n, by the
integral over the momenta q;, q» of the corresponding two particles and the sum
Zp ol.(n) OVer their polarizations:

d*q;
Z—> Z /Wv,. (12.103)

Equation (12.102) will then read:

2Im(T;) = Z | Tinl? d®®. (12.104)

pol.(n)

Note that the left hand side is proportional to the total cross-section of the elastic
scattering

1%
at(in)z/da(in; n = — V2 > /|%n|2d¢(2), (12.105)

fvi, v2) ol )

where we have used Eq. (12.75). Equation (12.104) can now be written in the follow-
ing form:

21m(%) = % o (12.106)

We have not performed the replacement V' — 1/(2E) yet. This is done by writing
the left hand side in terms of .7, defined in Eq. (12.78):
1

= v vaE s T (12.107)

ii

The normalization volumes cancel and we end up with:



482 12 Fields in Interaction

Im(7;)) = 2¢? \/(pl -p2)? — m%m% cto, =2cE|p|oy, (12.108)

where E is the total energy in the CM frame and we have used the comment in
footnote 14. Equation (12.108) directly descends from the unitarity property of S
and relates the imaginary part of the forward scattering amplitude to the total cross
section of the process. It describes the content of the optical theorem.

12.3.5 Natural Units

Our analysis would simplify considerably if we could get rid of all the factors £, ¢
occurring in our formulas. This can be done by an appropriate redefinition of the
units of measure: Being 7, ¢ dimensionful universal constants, we can consistently
relate the units of length (m), time (s) and mass (kg) to one another so that in the
new system of units (referred to as natural units) h = ¢ = 1.!° This can be done,
for instance, by choosing length (or mass) as the only fundamental quantity and by
defining in terms of it the units of mass (or length) and time. Let us denote by c¢,h
the measures (numbers) of ¢ and £, respectively, in the standard system of units:

c

c (m/s), h=h (kg (m)z/s) ,

c =2.997925 x 10%, B = 1.054589 x 10734,

When expressing meter, second, kg in natural units, we have:

cm/s)=1, R (kg (m)z/s) =1

The above equations can be solved in any one of the three units. Choosing for instance
the meter as independent unit:

Is = c(m)~3x 108 (m), 1kg= }31 (m~') ~ 2.84 x 10° (m~ "),

1]

1
= (m Y ~3.16 x 10 (m™ 1), 1eV ~ 5.07 x 10° m™ ).

We see that in this system of units mass dimensions is inverse to length dimension
while time has the same dimension as length:

15We are familiar with a similar choice for heat and energy: being the mechanical equivalent of heat
a universal constant (4.186 J /cal) we can think of its value as just related to the different operational
definitions used for heat and work, so that measuring the two equivalent quantities in the same
standard units, namely setting 1cal = 4.1861J, this constant equals one.

By the same token, in the (rationalized) Heaviside-Lorentz system of units, see footnote 1 of
Chap.5, the unit of measurement for the electric charge is defined in terms of the units of length,
mass and time by requiring that the vacuum permittivity £o be one.
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1
[length]”

[time] = [length], [mass] = [energy] =

In particular the mass m of a particle has the same value as its rest energy mc? and
as the inverse Compton wavelength of the particle mc/h. The electric charge, which
in the Heaviside-Lorentz system had dimension of (mass)% (length)% x (time)~L, in
natural units is dimensionless. The measures of the elementary electric charge and
of the electron mass are
&2 N 1
T 4n 137
me ~ 9.109 x 1073 kg = m, ¢? ~ 0.511 MeV 2 2.59 x 10'? (m™).

e~ 0303, «

The dimensions of bosonic and fermionic fields are:

1

[#1= [length]’ wi= [length]%’

(12.109)

while action is dimensionless. The Fourier expansion of a field operator in these units
will have the following simpler form:

Complex scalar field :

D) = i) () + D) ().
n d3p —ip-x
¢(+)(x)=/mape P,
In d3p ipx
¢<—)(X)=/mb;e” ,

Real vector field :
Ap(x) = Ay () + Ay (),

n d’p —ip
A = [ G Datw e
r

A d’p t x ipx
Ay px) Z/M Za(lh r'eu(p, r)* el
Spin—1/2 field:
D(x) = P () + Py (),

~ d3 > —ip-x
e =/mm;c(p, P u(p, r) e P,

N d3p : T ip-x
Y- (x) =/Mx/ﬁ§d(p, n u(p, r)er,
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where, as explained in the previous Section, we have replaced V by 1/(2 E). In the
sequel, we shall often label the helicity states of the photon by the index i = 1, 2, and
denote the corresponding (complex) polarization vectors by €, (p, i), not to confuse
it with the analogous index r of the fermion field.

Let us also recall the expressions for the Feynman propagators, which we shall
use in the following sections:

Complex scalar field :

A a4 .
mu—w=wwwm&@mm:/aﬁﬂ»@awvw,

i
D ==,

F(P) p2 — m2 + ie
Real, massless vector field :

Dryw(x —y) = (OIT[A,(x)A, (»)]/0)

d4p .
—ip-(x=y)
S D)7,
i PuPv
Dryuw(p) = T tie (mw -—(l-o 2 ) ;

where o should not be mistaken for the fine structure constant. It is the constant
associated with the choice of gauge fixing for the photon field.

Spin—1/2 field:
Spx—y)p = (OIT[QZJ“(X)%@)]IO)

d* i
= [ alesiorseire,
i

Sp(p) = F—— (12.110)

From now on we shall use the natural units. The factors 7, ¢ in any formula can
be eventually restored by straightforward dimensional arguments.

12.3.6 The Wick’s Theorem

In what follows we shall be interested in computing S-matrix elements between
the initial and final states. This requires evaluating matrix elements of time-ordered
products of interaction Hamiltonians, of the form (12.77). To this end it will be useful
to express a time ordered product of free-field operators in terms of normal ordered
products of the same operators. This is the content of Wick’s theorem.
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Let us introduce the notion of contraction between field-operators. If ¢ (x), 2 (x)
denote generic (bosonic or fermionic) field operators (we shall omit, from now on,

the hat over the symbols of field operators), the contraction ¢ (x1) @2 (x2) is defined
as follows:

P1(x1) p2(x2) = (0T @1 (x1) P2(x2)[0). (12.111)

Clearly to the v.e.v. on the right hand side only products of annihilation and creation
operators of the same kind (i.e. associated with the same field) contribute, and thus
the contraction is non vanishing only if ¢y = @T. A non vanishing contraction thus
coincides with the Feynman propagator:

1
P(x1)¢" (x2) = Dp(x1 — x2),

—
P (x)pg(x2) = SE(x1 — x2)% 3,
—
Au(x1)Ay (x2) = Dy (x1 — x2). (12.112)

If we denote by (4 and ¢y the positive and negative energy parts of ¢, proportional
to the annihilation, creation operators respectively, we can write the contraction, or
Feynman propagator, as a commutator (anti-commutator for fermionic fields) of field

operators.16 Suppose first x(l) > xg

PG ¢ () = (Ol f (2)10) = Ol (1) o], (12)[0) (12.113)

= 01 [pen @), 6, 0)] 10 = [er . ol @)]

where we have used the property that ¢(1)|0) = (0]~ = 0 and the fact that the
commutator (or anti-commutator for fermions), of two field operators is a complex
number. Similarly for xg > x(l) we find

P0en) ¢ (2) = (0167 (@) p(eI0) = £ ], (). |, (12.114)

j: b
the lower sign, here and in the following, refers to the case of two (components of)
fermionic fields. From the definition of time ordering it follows that the contraction
of two fermionic operators is odd with respect to the inversion of their order:

1

1 —
VDY) = =) (x1).

Let us now define the contraction between two operators which are not adjacent
within a product:

I6For the sake of simplicity we shall also denote the commutator and anti-commutator by
[-, 14+, [-, -1—, respectively. That is: [-, -14 = [-, -1, [-, 1= = {-, -}
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<[P1(X1)<P2(X2) E @k—1(Xk—1)SAI(xk)¢k+1(Xk+1) E
==+ (@](XI)W}L(xk)) ©2(x2) + k=1 (Xk—1) Prt1Xge1) - -+ (12.115)

where the minus sign only occurs if ¢ is fermionic and, in bringing gpi' in front of
the product, it has crossed an odd number of fermionic fields, as in the following
case:

. —
Y1(x)Y2 () (x3) = =1 (x1)Y(x3) Ya(x2). (12.116)

Wick’s Theorem A time-ordered product of field-operators can be written as a sum
of normal ordered products as follows

Tlp1(x1) .o on(i)] =2 @1(x1) - .. on(Xn) = +

single
contraction

. Z L) e o)

two
contractions

4. (12.117)

where the final ellipses represent terms with a higher number of contractions.

Before proving it, as an example, let us apply the theorem to a four-fermion
product (one should think of each field below as a generic component of a Dirac
spinor, so that (x1) should be intended as 1), (x1), ¥ (x2) as 17 (x2), 1 (x3) as 1/_17 (x3)
and ¥ (x4) as Y7 (x4), with no contraction in general among the indices, which are
suppressed for the sake of notational simplicity):

T () (2) 1) (x3)1) (x4)]
_ _ L _
=P (x)Y )P (x3)P(xg) 1 4 1 PP (x2)1(x3)1)(x4)

r — _
DYDY ()Y () (xa) T Y)Y () (x3) Y (xa)

1 1 1
)Y ) P (3) () |+ ()Y () (63) 1 (xs)
— [—
)Y ()P (x3)(xs)
=: Y)Y Y)Y () : —SFr — x1) : P(x3)1p ()
=Sp (g — x1) 1 ()Y (x3) : + Sp (g — x3) 1 Y)Y (xg)
=Sp(xs —x3) 1 ()P (x2)  +Sp( — x1) SF(xs — x3)
—Sr (x4 — x1) Sp(xp — x3). (12.118)
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M
In the above derivation we have used the properties ¥1) = 1) = 0. We shall prove
Wick’s theorem by induction. Let us first prove it for n = 2 and use, for the sake of
simplicity, the short-hand notation ¢; = ©;(x;):

—
Tl p2] =192 1 01 2. (12.119)

From Egs. (12.113) and (12.114), if o1 and o> commute, their contraction is zero and
the creation and annihilation operators in the time ordered product can be rearranged
to obtain a normal ordered expression, so that Eq. (12.119) is trivially satisfied. If the
two field operators do not commute, namely if ¢, = gpI, we start considering the
case x(l) > xg and expand the left hand side into products of the positive and negative

energy components of the two fields:

Tlorpal = P12 =Q1(+) P2 T L1 P2 (=) T PLE=) P2 T L1 P2(-)
=PI P2 T2 PL) TP P2 T @1 P2(-)

—
+ [s01 (+)> 802(—)]i =12 tP1 P2, (12.120)

where, in order to obtain a normal ordered expression, we had to swap the positions
of ¢1(4+) and ¢2(—) in second term of the second line, and this has produced a
commutator/anti-commutator (the lower sign, as usual, refers to the case of two
fermionic fields). Then we have used Eq. (12.113). If, on the other hand, x(l) < x(z) we
have

Tle1 v2] = 20201 = £ (L2 () L1 (4) + P2 () L1 (=) T 92 (=) P1(4) + P2() @1 (=)
=+ (P20 L1 EPIO) P20 T P2(0) P14 +P2(0) P1(—)

[
+[e24) 1))y = 0192 +01 02, (12.121)

Suppose now the theorem holds for the product of # fields, let us prove it for n + 1.
We start from a time-ordered product of the form T[pp ... ¢,], where p = @(x).
With no loss of generality, we can assume KO > x(l), e, xg, so that

Tlopr...onl =pTlor...oml =0 Lw1...on: +

single
contraction

1 1
+ Z : SOI ............ SOn N + .. -], (12.122)

two
contractions

where we have applied Wick’s theorem to T . . . o, ]. It is useful now to write ¢ =
©(+) + ¢(-) and to insert each component ¢+ inside the normal ordered products
within square bracket. Since ¢ contains a creation operator and multiplies the



488 12 Fields in Interaction

normal ordered terms to the left, it can be moved inside the normal order symbol, since
the resulting product s already normal ordered: o : @1 ... @, = Q)1 ... Qn -
This is not the case for ¢4y, which contains an annihilation operator and thus should
be moved to the right of all the creation operators in a normal ordered product in order
for the resulting expression to be in normal order as well. Every time ¢ is moved past
a field to the right, a commutator (or anti-commutator) is produced. Considering, for
simplicity, only bosonic fields, we can write

O P Pi L= Qi Qi Lt Lo wilen - i
ooy, Coloopn i 0n 0 - e, il
I
L= QPP - P PP Py - P

1 1
T 0P Pi e 0Py i 5 (12.123)

where we have used the properties : ;... i, @ @) = O+ i iy - - - i, : and

: <,0ﬁgo,- = [p(4), @i] (recall that K0 > x?). The reader is invited to explicitly verify
Eq.(12.123) in the simple case of three bosonic fields ¢, 1, 2, by writing the
expression of the normal ordered products in terms of the positive and negative-
energy components of the fields, and to generalize the above derivation to the case
of fermionic fields. We can now apply Eq.(12.123) to the product of ¢y with
each normal ordered term within square brackets in Eq.(12.122). The contractions
in Eq.(12.123) yield all the missing contractions involving ¢, which are needed
to write Wick’s formula (12.117) for the case of the n + 1 fields ¢, ¢1, ..., @x.
From the first term, for instance, indeed get : @)1 ..., : Which sums up with:
P(=)P1 ... pn 1 to give : Y1 ...@, 1, plus all the terms with single contractions
involving . This completes the proof of the theorem.
‘We shall be interested in applying Wick’s theorem to write a generic time ordered
product R R
TTHi(x1) ... Hr(xp)], (12.124)

of the interaction Hamiltonian, in terms of normal ordered quantities. Each operator
7/'21 (x) consists of a normal ordered product of field operators computed in the same
point x. The whole product (12.124), however, is not normal ordered. In other words
we have a time-ordered product of normal-ordered groups H; (x) of field operators.
As a corollary of Wick’s theorem, we can prove that, when applying Eq. (12.117),
the contractions between fields within a same normal ordered group (i.e. a same
factor ﬁ[ (x)) do not contribute. Let us prove this in the simple case of a normal
ordered group : ¢(x)p'(x) : consisting of two fields and apply Wick’s theorem to a
product of the form 7[: cp(x)cpT(x) 11 ... ] Since the two fields ¢ (x), goT (x) are
computed at the same time, we can write their product as a time-ordered one, and
apply Eq.(12.119):

@)’ () = Tlp@e @] = e’ @) : +p)e ().  (12.125)
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We can now write

TE 000" () 1 01+ . on] = Tle@e @1 . . . onl — p@) P @ TLp1 - . . onl.

Applying Wick’s theorem to the time ordered terms on the right hand side, we see
that the second term precisely cancels against the one containing the contraction

<,0(T)<pT (x) from the first one, which therefore does not appear in the final expression.

Let us now consider the problem of evaluating the matrix elements of S (or equiva-
lently of T) between an initial state |in) = |p1, r1; - . . ; Pk, 't) describing k incoming
particles with momenta py, ..., px and spin components ry, ..., ry (the k = 1 case
corresponds to a decay process), and a final state |qq, s1; .. .; qy, S,) describing n
outgoing particles with momenta qy, . . ., q, and spin components sy, . . ., s,. Denot-
ing generically by a;, aiT the annihilation and creation operators associated with the
ith particle, respectively, we can write

k
p1, 715 P k) = [ [ aitpi ) F10),
i=1

n
lqu.sis - Qe s = [ [ a@e, so)710), (12.126)
=1

so that

n k
Q1,515 -5 Qs sk TP, 715 -5 P, 7v) = (0] Haz(‘u, s¢) T Hai(Pi: r)"10).
=1 i=1
(12.127)
If we apply Wick’s theorem to each term in the perturbative expansion (12.57) of
the S matrix, we see that the only terms which contribute to the above matrix ele-
ment are those containing for each incoming particle an annihilation operator on the
right to match the corresponding creation operator acting on the vacuum, and, for
each outgoing particle, a creation operator on the left, to match the corresponding
annihilation operator to the left of T. In this way, the creation and annihilation oper-
ators, for each particle, would combine into non-vanishing matrix elements of the
form (0|a; a; |0) # 0. Therefore the terms in the expression of T contributing to the
amplitude of the process have the general (normal-ordered) form

n k
Ha(((](, so)f Ha,-(pi, r;) % (contractions), (12.128)
=1 i=1

the number of contractions depending on the order in A of the term in the perturbative
expansion (12.57). In the next section we shall review, within the theory of quantum
electrodynamics, the Feynman rules for computing the contributions, of different
order, to the amplitude of a given process.
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12.4 Quantum Electrodynamics and Feynman Rules

Quantum electrodynamics (QED) is the quantum field theory describing the inter-
action of electrons and/or positrons, the quanta of the Dirac field, with photons,
the quanta of the electromagnetic field. The Lagrangian density is obtained from
Eq.(10.228) of Chap. 10 by adding the term describing the free Maxwell field A, (x),
and reads:

— 1 — 1
L= '(/)(lp—m)’(/)— ZFMVF/W =1/)(l@—m)’(/J— ZFN,,F'IW—FAHJN
= Lo+ L), (12.129)

where, as usual, p= +*D,, D,, = 0,, — ieA, being the covariant derivative, and
JH(x) = EE(X)WN 1(x) is the conserved electric current.!” The interaction Hamil-
tonian is H;(x) = —L; = —A, J" and the corresponding operator is obtained by
replacing the fields in its expression by the corresponding free operators, and by
normal ordering the resulting products'8:

Hi(x) = —e : Py  h(x0) A, (x) - . (12.130)

If we want to describe electromagnetic interaction processes involving not just an
electron but also other charged fermion particles, like muons for example, we would
need to include in the definition of £ the corresponding kinetic term and electric
current. For instance, to include a fermion with charge g and field v, (x), the electric
current is to be defined as: J,,(x) = e ()Y (x) + qEq )Y by (x).

Let us start considering for the time being interaction processes involving elec-
trons, positrons and the electromagnetic fields. We need to compute the S-matrix
elements between the initial and final states. The scattering matrix S is defined per-
turbatively in the coupling constant e, according to Eq.(12.57), the nth-order term
S having the form:

( ')n +o0 +00
S = n" /d4x1.../d4an[ﬁ1(x1)...ﬁ1(xn)]. (12.131)
' —0Q —0Q

As pointed out in the previous section, each of these terms is a time-ordered product
of normal-ordered quantities H; (x). In order to compute the contribution to a given
process of Sy, we would need to apply Wick’s theorem in order to express each time-
ordered product in terms of normal-ordered terms. It is then useful to represent each of
these terms by a diagram, which will considerably simplify the task of computing the
corresponding contribution to the amplitude. We associate with each factor 7/'21 (%),

"In order to restore the % and ¢ factors in the covariant derivative, we simply need to replace

e . .
e — 7=, as the reader can easily verify.

I8For the sake of simplicity, we shall suppress the hats on the symbol of the field operators.
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i=1,...,n,in the integral (12.131) a point in the diagram, localized in xf , called
vertex. The plane of the diagram thus represents space-time, with just one spatial
direction. Which of the two is the time direction will then depend on the specific
process we are going to consider and will not be specified for the time being. The
operator ﬁ; (x;) consists of three field-operators computed in x;: ¥ (x;) which destroys
an electron in x; or creates a positron in the same point and E(xi) which creates an
electron or destroys a positron in x;. The former will be represented by a solid line
ending in the vertex and directed towards it, the latter by a solid line originating in
the vertex and directed outwards. Finally the operator A, (x;) creates or destroys a
photon in x;. It will be represented by an undirected dashed line ending in x;. In this
way, we have associated with each factor in the integral (12.131) a vertex with three
lines. The Wick expansion of the integrand in (12.131) will contain normal-ordered
terms in which two or more operators belonging to different 7/-21 factors are contracted
(recall that contractions between operators in the same H;-factor do not enter the
Wick expansion). These terms are graphically represented by drawing the three line-
vertices for each factor and connecting the lines corresponding to the contracted
operators. Contracted operators are then represented graphically by lines connecting
two vertices: 1) (x;)1) 3(x;) by a line connecting x; and x; and oriented from x; to x;;

—
A, (x})A, (xj) by a dashed, undirected line joining x; to x;. The reason why the latter

line is not oriented is due to the symmetry of the photon propagator Dg,,,, (x; — x;)
with respect to an exchange of x; and x;: Dr,,, (x; — Xj) = Dy (xj — x;). Each of
these internal lines describes a virtual particle propagating between the two vertices.
By virtual particle we mean a particle whose momentum does not satisfy the on-shell
condition: p> — m? = 0 for the electron, k> = 0 for the photon, k* being the photon
4-momentum.

The normal ordered terms, besides the contractions, will also contain un-contracted
field operators, which we shall refer to as free. These operators will be represented by
lines extending from the vertex in which they are computed to infinity: The line rep-
resenting 1 (x) will originate at infinity and end in x. In the matrix element between
initial and final state, it will contribute only if the initial state contains a free electron
or if the final state contains a free positron. In these two cases ¥ (x) will destroy
the incoming electron or create the outgoing positron in x, respectively. In the first
case, if the electron state is |p,-, r) = ¢/ (p,-, r)]0), ¥ (x) would give the following
non-vanishing contribution to the amplitude'®:

19Recall that, in the light of our comments below Eq.(12.76), we have replaced everywhere the
normalization volume of each particle with 1/(2FE) so that, for instance, [c(p, 1), cT(q, )]- =
(2m)3 2E 6,4 83 (p — q). Note that, had we kept the normalization volumes, the calculation below

would yield (O] (x)|p, r) = /E;'—’V u(p, r) e~P*, contributing a factor 1/+/V to the amplitude, as

anticipated in our discussion below Eq. (12.76).
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2 .
01 @) Ipe-. r) = / d2qV2m>" u(g. )(0le(q. 5) ¢ (p,. 1)[0) ¢4
s=1

2
- / d2qv/2m Y u(q. 5)(0lle(q. 5). ¢ (p-. 1)]-[0),- 74

s=1

= N2mu(p,-, r)e P, (12.132)

Similarly, in the second case, if the final positron state is |p,+, r) = d'(p,+, r)|0),
the field ) (x) will contribute the following non-vanishing quantity:

(Pt rIV(X)10) = V2m v(p+, r) e Pet ™, (12.133)

By the same token we can show that a free 1)(x) operator contributes only to those
processes with an incoming positron, which will be destroyed in x, or with an outgoing
electron, which will be created in x by the same operator. It will be represented by
a line originating in the vertex x and extending towards infinity. In these two cases

1 (x) will therefore, contribute the following matrix elements to the amplitude:

O[BC)Pot, 7) = V2 5y, 1) P,
(e 1[0 (0)10) = V2mT(pe-. ) P, (12.134)

We can also have a process with an electron in both the initial and final states. In
this case the normal-ordered product : 9, (y) ¥P(x) : will contribute the following
quantity to the amplitude:

(e 71 D) @) ¢ Pem. 1) = Ole(@em. 1) Ty a3 Uy, @ D= 1I0)
= 01 [e@ 1. Bya®] [0l @, " @e.n] 10)
= Qe rh M10) (01 ) Ip-, ), (12.135)

where we have used the property that (Olcc’ cc|0) = (0|[c, ¢']_[ccT]_10) =
(0lc ¢t 10Y(0]c ¢T]0).

Finally a free photon field operator A, (x) can either destroy an incoming photon
or create an outgoing one in x, giving the following contributions to the amplitude
in these two cases respectively:

(014, (0K, i) = e, (k, i) e K,
(k, il4,(010) = e, (k, ) e, (12.136)
where i = 1, 2 labels the transverse polarizations of the photon. Graphically a free

A, (x) operator is represented by an infinite, undirected, dashed line extending from
infinity to the vertex x. A same diagram can therefore describe a variety of processes:
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A solid line extending from infinity to a vertex x (oriented towards it), can either
describe an incoming electron destroyed in x or an outgoing positron created in x,
and similarly a solid line originating in x and ending at infinity can either describe
an incoming positron destroyed in x or an outgoing electron generated in the same
point. The direction on a fermion line is thus not related to the direction of motion, but
rather to the flow of the electron charge. Similarly a dashed line stretching from x to
infinity can either describe a photon destroyed in x (i.e. absorbed) or a photon created
at the same point. This ambiguity is due to the fact that a same normal ordered term
in the Wick expansion of S, will in general contribute to different processes. The
lines of a diagram which originate or end at infinity are called external legs. When
we consider specific processes, we shall identify the external legs with incoming or
outgoing particles, thus fixing the time direction in the graph.
Consider the lowest order term S(y):

Sqy =ie /d4x L)Y P() Ay () 1 (12.137)

The integrand is already normal-ordered and all field operators are free. It is repre-
sented by the vertex in Fig. 12.1 with three external legs. It may describe a process
in which an electron decays in x into an electron and a photon (photon emission),
or the analogous decay of a positron, or an electron and a positron annihilating and
giving rise to a photon etc. All these processes, although having a non vanishing
amplitude, cannot occur because of kinematical reasons. Consider, for instance, an
electron with momentum p which emits a photon with momentum k, ending up in a
free state with momentum p’. The momentum conservation implies:

p=p +k. (12.138)

Computing the norm of both sides and using the on-shell conditions p? = p*> =
m?, k* = 0, we find m> = m?> + 2k - p/, namely k - p’ = 0. In the rest frame of
the initial electron this condition reads k%p® — k - p’ = k° (»° + |p’|), where we
have used the properties k = —p’ and k° = |Kk|. Since p"® + |p’| > 0, momentum
conservation implies k* = 0, namely that there is no final photon and that the initial
electron stays still. Thus the probability of the process is suppressed by the phase
space element d@, which is non vanishing only for the trivial process with kK = 0.

Fig. 12.1 A vertex in QED i
1
A}’Jv (:C 1 ) |
1

; e : Blard (@) Aulwi) :

P(z;)
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Let us now consider the second order term S):

2 —_— —_—
Sy = ~5 [ A LT U0 A, 5 TN D0)A,0) 3

(12.139)
Wick expanding the integrand we find the following terms:
(1) D)V Ay () DY () Ay (y) :
— [ — 1
2) PV P A () OV DAL G)
= POV Y @) YY) : D (x — y)
_ 1
(3) POV A (x) Y)Y () Ay () :
= PV SF(x — ) VY () A (x) A () :
[ 1
@) POV PR Ay () DY () Ay () :
=1 PV SF(Y — ) Y P) Au() Ay (x) -
il N — |
(5) Y)YV P(X) A () Y)Y () Ay () :
= —Sr(y — 037" SF(x =075 (V)00 1 Au(x) Ay () :
= —Tr (Sp(y —x) V" Sp(x —y)7") 1 A () Ay ()
_ —t—— |
(6) : Y)YV Y Ap(x) YOV PG A ()
=: Y)Y Sp(x = )V ) © Dpw(x —y)
s f — ]
() PV P A () YOV PG A ()
= PV SF(y — X) Y Y(x) : DEp(y — x)
s 1 1 T
(8) : W)V Y(X) Ay (x) V(Y () Ay (y) :
= —Tr (Sp(y — ) V" SF(x — ) 7") Dppu(y —x) : (12.140)

Note that the terms (3) and (4) only differ for the exchange x <> y, and thus, upon
integrating over the positions of the two vertices, give an equal contribution. The same
holds for (7) and (6). All the diagrams corresponding to these terms are illustrated
in Fig. 12.2. We see that the diagram representing the first term is disconnected and
describes two separate, single-vertex, processes occurring in x and y, each of these
are forbidden by the conservation of 4-momentum, as explained above. The second
term may describe an electron-electron scattering, in which one of the two incoming
electrons emits a virtual photon in x, which is absorbed by the second incoming
electroniny. Similarly it may also describe an electron-positron or a positron-positron
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Fig. 12.2 Diagrams of S,

scattering.Thus in QED the electric interaction between two charged particles is
described in terms of an exchange of virtual photons between them. Finally the same
diagram can describe the annihilation of an incoming electron and a positron in a
point x, which produces a virtual photon decaying in y into a new electron-positron
pair. The diagram (3) has several interpretations as well. It may describe an electron
emitting two photons in y and x respectively, or absorbing a photon in y and emitting
one in x, or vice-versa, or finally absorbing two photons in x and y respectively. It may
also describe analogous emission/absorption processes by a positron moving from x
to y (opposite to the flow of the electron charge). Note that, between two consecutive
emissions/absorptions, the electron or positron is described by its propagator, namely
it is virtual. Diagram (5) may describe a photon which produces a couple of virtual
electron and positron in y, which annihilate in x to produce a final photon. Diagram
(6) may describe an electron emitting a virtual photon in y and re-absorbing it in x.
In other words the electron interacts with itself. Such process represents then a self-
interaction of an electron or a positron. Finally (8) is a vacuum diagram: The initial
and final states are both empty and at some point y, for instance, a virtual electron-
positron couple and a photon are created from the vacuum and then destroyed in
some other point x. Diagrams (1)—(3) do not contain /oops and are thus called tree
diagrams. The remaining diagrams, on the contrary, contain loops. As we shall see
in Sect. 12.7, the corresponding amplitudes ar plagued by infinities. Note that in all
the above diagrams there is no discontinuity in the orientation of the fermion lines.
This is a general property which is related to the conservation of the electric charge
and thus to the continuity of its flow in a given process.
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As a final remark, we notice that when computing the contribution of S, in
(12.131) to the amplitude of a given process, terms in the integral differing in the order
of the n vertices xp, . .., x, give an equal contribution to the amplitude. Exchanging,
for instance, x with y in the diagrams in Fig. 12.2 will yield the same processes. As a
consequence of this, when computing the amplitudes, we shall always find a factor
n! which cancels against the nl, in (12.131).

The graphical representations of interaction amplitudes, discussed in the present
section, are known as Feynman diagrams. We shall better appreciate the utility of this
technique when working in the momentum representation, namely when explicitly
computing the S-matrix element between eigenstates of the 4-momentum operator.

12.4.1 External Electromagnetic Field

Consider now electromagnetic interaction processes involving an electron and an
other fermionic particle with charge g, which we shall refer to as “particle q” (for
example the scattering of an electron by a nucleus of charge g = Ze). Upon including
the electric current associated with particle q, the interaction Hamiltonian will read

Hi(x) = — : [e D@ () + g Y, (07" Pg]AL @) 1. (12.141)

Suppose particle q is massive enough for its state not to change during the process:

[Yin) = |line)ling), [Your) = loute)|outy) = |out,)|ing),

in other words |out,) = |in,). For these processes we need not have a second quan-
tized description of particle q in terms of a field operator, since we do not need to
destroy an initial state and to create a new final one. Indeed, the only terms in the
Wick expansion of S at all orders, which contribute to the amplitude are those hav-
ing, as free operators, only 1) which destroys the electron in the initial state, v which
creates an electron in the final state, ), which destroys the incoming particle q and
Eq which creates an outgoing one in the same state. The terms should not contain
any external A, since neither [v;,) nor |{,,) contains photons. This implies that
all the photon fields are to be computed between vacuum states, namely they only
contribute in contractions (i.e. propagators). The lowest order term contributing to
the scattering amplitude is S(2):

Se) = % eq / dixd®y : [BON" BDg ()7 Ug(3) D (x = )

e n]i= 0Peq [ dhdty s TwA" HT00" 1,00 Druly - ).
(12.142)
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where we have used the fact that, by virtue of the parity of D;fy (x —y), the two terms
in square bracket give an equal contribution to the integral. Computing the matrix
element of S(») between the initial and final states, we find:

(PourlS@)|Yin) = —e / d*xd*yloute| : POV P(x) : line) Drpu (x — ) I (),
(12.143)

where _
Jg ) = (ingl : Y07 g () : ling), (12.144)

is the classical current associated with particle q in the state |in,). Recall now, from
the definition of the Green’s function D, that:

A (x) = i / d*YDyu (x = ) JL (), (12.145)

is the classical electromagnetic field generated by the current J ZI’ . In our problem it
represents the electromagnetic field generated by a particle whose state is unperturbed
by the interaction process and will be referred to as an external field. The amplitude
(12.143) can the be recast in the following first order form:

(WoulS )| ¥im) = (oute| (ie / dhx 1 Py () : Aii“(x)) line)
= (out,| (—i /d4x ﬁf’“(x)) line), (12.146)
where

Hi' () = —e : 7" px) : AL (). (12.147)

We have shown that, in all interaction processes in which particle q is just a “specta-
tor”, its effect on the electron can be accounted for by means of the external field Afj”
it generates. This is done by adding to the QED Hamiltonian describing just the elec-
tron and the electromagnetic field, the corresponding interaction term, generalizing
thus the definition of the interaction Hamiltonian

Hy() = Hi() + H (x0) = —e : P07 $(x) (A, (x) + AZ () : .

This amounts in turn to redefining the electromagnetic potential in the QED
Lagrangian (12.129) as the sum A, (x) + AZ’“ (x) of the field operator A, (x) and
the external field Aff’ (x). Let us stress that Aff’(x) is a classical field and not an
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Fig. 12.3 Interaction with ext
Ai ()

an external field |_e P (@)yp(a) © AGH () |

_ T
P(x) P(z)

operator, namely it is a number and thus acts as the identity on the Fock space of free
photons. Therefore the interaction term H{*(x) contains just two field operators,

1, 1. Graphically it will be represented by a 2-line vertex, with the external field
being represented by a cross, as in Fig. 12.3.

12.5 Amplitudes in the Momentum Representation

12.5.1 Moller Scattering

Let us start considering a specific process describing the scattering between two
electrons (labeled by 1, 2 respectively):

e +e — e +e . (12.148)

The initial state describes the incoming electrons with momenta py, p» and polariza-
tions rq, r, respectively. The final momenta and polarizations of the two electrons
are (1, q and 51, s respectively:

[Vin) = P1, T1)IP2, 72),
[Your) = 191, s1)|q2, $2). (12.149)

We shall compute the amplitude of the process to lowest order, namely the matrix
element of S(2) between the initial and final states. The only term contributing to the
amplitude is the one described by the diagram (2) in Fig. 12.2, so that:

* 2
('(/Jout|s(2)|¢in> = (l;) /d4xd4y

x [(ql, st@2, s2] 2 YOV Y E) YOV ()

Ip1. r1)Ip2, ”2)DF;W(X_)’):|- (12.150)

We can convince ourselves that the only term in the normal product which contributes
to the matrix element is the one of the form ¢’ ¢' cc, since we need to destroy the two
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incoming electrons and to create the two outgoing ones. Let us explicitly compute
the corresponding matrix element, bearing in mind that the two ¢ operators come
from the ) fields, while the two ¢ operator originate from the 1 fields. We write the
initial and final states in terms of creation operators acting on the vacuum:

Ip1, 1)Ip2, 2) = c(p1, r1)" c(p2, r2)710),
lqr, s1)lq2, 2) = c(qr, s1)" e(qz, $2)710). (12.151)

There is a peculiarity about this kind of processes which involve identical particles
in the initial and final states: There is an overall sign ambiguity in the amplitude due
to the choice of the order in which the creation operators are written in (12.151). We
can write:

(Dour| = D)V @X) POV D) * [Yin)
= / dRqdS2pd2qd 2y 4m*

s,r.s’,r
X [ — u(q, )Y u(p, rya(q’, sy up’, r)

x(0lc(qa, s2)e(qr, s1)e(q, ) e(q, ") e, e®, e, r) e(pa, r2)7[0)
« e—i[(p—q>~x+<p'—q’><y]]’ (12.152)

the minus sign on the second line is due to the definition of normal order for fermions.
To compute the v.e.v. of the eight creation/annihilation operators, we compute a single
state of the form c ¢ ¢' ¢7|0), which is clearly proportional to the vacuum. To this end
we move each ¢ operator to the right until it annihilates the vacuum, at each step an
anti-commutator being produced

c(p. e, i, r) e(pa, r2)710)

c(p. e r). c(pr. ) e(P2. 2)7[0) — e(p. ) c(pr. r) e (', ') e(p2, r2)T|0)

{c@’. 1), c(pr, 1) He. 1), c(p2, 12)T}0) — (P, ) c(pr, 1) T{c (', 1) c(p2, 12)T}]0)

={c@. ), c(pr.r) Hep, r). cp2, r)TH0) — {c(p, r) c(pr, r)THe @', ') c(p2. r2) T}H0).
(12.153)

By the same token we prove that

(Ole(qz, s2)c(qr, s1)e(q, ) e(q’, ) = (Ol{e(ar, s1), (@, 9} e(qo, 52), (@', s)')
—(0l{c(q2, 52), c(q, )"} {e(@r, s1), (@, s)).
(12.154)

The scalar product between the states in (12.153) and (12.154) gives rise to four
terms, each of the form of a product of four anti-commutators:
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(0lc(q2, s2)c(qr, s1)e(q. ) e(q’, ) e(p, e@', )epr, 1) e(p2, 12)10) =

= {c(q1, 51), c(q, 9} e, 52), (@', ") He@', 1), e(pr, 1) He, ), c(p2, 1)}
—{e(q1. 51), c(q. )} (@2, 52), e’ s He®', 7). e(2. ) THep, ). elpr, )T}
—{e(q2. 52), c(q. )} (@i, s1), e, s He®@', 7). epr, 1)} e, ), c(p2, )"
+{c(qz, 52). (@, 9 Hel@r, D), (@', HTHe®@'. ), cp2. 1)} e, 1), cpr.r)h

Each anti-commutator provides a delta function on the momenta times a delta func-
tion on the polarizations. Substituting the above expansion in the integral (12.152),
for each term the integration over the momenta and the summation over the polar-
izations disappear:

(Wour| : PV D) POV PG * 1in)

= 4m’ [_ i(qr, s1)7" u(pa, r2) i(qa. $2)7 u(py, ry) e 127X HE1=0) ]
il(p2—q2)-x+(P1—41)-y]
il(p1—q1)-x+@P2—q2)-yl

i[(PI*qz)-prz*q])w]] .

+u(qo, s2)y u(p2, r2) u(qr, sy u(pr, ri) e”
+u(qy, s)Y u(pr, r) u(qz, s2)7 ' u(p2, r2) e~

—u(qa, s2)y u(pr, ri) u(qy, sy u(p2, r2) e~
(12.155)

Note that the first and the fourth term, as well as the second and the third ones within
square brackets, are obtained from one another by exchanging x and y. They will
then give equal contributions to the integral (12.150), producing a factor 2 which
cancels against the 1/2!. The first term in square brackets describes the electron
(P1, r1) which is destroyed in y where the electron (q», s2) is created. This transition
is due to the emission of a virtual photon in y, which is absorbed by the electron
(p2, r2), causing its transition to the state (qp, s;). In the second term the roles
of the two final electrons is interchanged. The Feynman diagram representation of
these two contributions to the amplitude are represented in Fig. 12.4. Both these
diagrams have the same geometry represented in Fig. 12.2, (2). Since however we
are now considering a specific process, it is useful to identify the external legs so
as to identify in the plane of the graph the time direction: The plane of the picture
represents space-time and time flows from right to left. The reader should however
bear in mind that Feynman diagrams are not a graphical representation of the actual
time evolution of the interacting system. They are just a graphical tool for constructing
the contributions to the amplitude of a given process to all orders.

Substituting the above result in Eq. (12.150) we find
WoulSy ) = e [ dxdiyan?
X [ (—ﬁ(CII LSOV u(pa, 12) i(qa, $2)7" u(py, ry) e P20 P1=02) ]
+ (G2, 527" U(P2, 72) (@1, 517" u(py, ry) € P27 T

d4]7 ~ —ip-(x—
X/WDFW([J)e X y>], (12.156)
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e (qp,51) . e (p2,72) e” (ap,52) . e (p2,72)

v (p) v (p)

e” (QQ, SQ/‘)\‘B_ (pl’rl) . (ql, Sl) ¥ e (pls'rl)

t

Fig. 12.4 Two 2nd-order contributions to the e~ — e~ scattering amplitude

where we have written the photon propagator in momentum space. Let us notice
that an incoming electron in a state (p, r) contributes a factor u(p, r) e~ P~ to the
integrand in the expression of the amplitude, x} being the location of the vertex in
which the electron state is destroyed. An outgoing electron created at x}, is a state
(p, ) contributes a factor #(p, r) ¢”*. In general with every particle annihilated or
created, at a point xi is associated a characteristic factor e =P or ¢/P*v, respectively,
pH being the corresponding 4-momentum. Therefore, in Eq. (12.156) the exponentials
e~P* PV signal the creation of a virtual photon in y with momentum p (being the
photon virtual p? # 0), and its destruction in x. Let us now perform the integrations
over the space-time positions x and y of the two vertices. The integrand depends on
these variables only through the exponential factors. Let us consider the first term in
Eq.(12.156). The integrals for the two vertices yield the following delta functions:

[atzeimu — amt st - g1 4p)
/ dty e ! P1=027PY — 2m)* §*(py — qo — p). (12.157)

We find, upon integration, a delta function which implements the conservation of
4-momentum at each vertex: At x the sum of the momenta p; and p of the incoming
electron and photon equals the momentum ¢ of the outgoing electron; Similarly at
y we have p; = g2 + p. If we now perform the integration over the momentum of the
virtual photon, we end up with a single delta-function implementing the conservation
of 4-momentum for the whole process, as a consequence of the invariance of the
system under global space-time translations:

d4
/ (27r]))4 @m® ' p2 — g1 +p) 8 (1 — g2 —p) = @ 8 (1 +p2 — a1 — 2.
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Similarly, as far as the second term in Eq. (12.156) is concerned, the integration over
x and over y yield 2m)* 6*(p2 — ¢2 + p) and 27)* 6*(p1 — g1 — p), respectively,
and upon integrating over p we find the same factor Qm*5*(p1 +p2 — q1 — q).
Factoring this delta function out, we finally end up with the following amplitude
(Yout|S2)1Vin) = i{You|'T2)|Vin) = iem* 6 p1+pr— a1 — )
X (Wout| Ty lin) = @m)* 6% p1 +p2 — 41 — q2) (ie)> 4m®
x (—ﬁ(cn, sV u(py. r2) i(qa. $2)7" u@1. 1) DEy (2 — q1)
+i(qa, s2)7"u(py. 2) i(qr, sV upr, 1) Dppuw (p1 — 611)) -
(12.158)
We have thus found the second order contribution to the amplitude (Vous|- 7 |1in)
entering the formula (12.74) for the probability per unit time of the process. Let

us now insert in (1/1(,m|9(/2) [¥in) the explicit expression of the photon propagator in
momentum space. Consider the first term within brackets in Eq. (12.158):

1. 507 u(2. 1) (a2, 527 1. 1) Do )]
p=pr2—1q1

_ (=0 Pupv
= H w— 1 —
[M((h,sl)’)’ M(pz,rz)p2+i€ (TIW (I—-a) .

(12.159)

X u(q2, 52)7" u(p1, 71)}
p=p2—q1

Let us show that the p,p, term in the propagator does not contribute to the above

quantity by using the Dirac equation for the incoming and outgoing electrons (let us

recall, for completeness, the same equations for the positron states as well):
(d—m)u(q,r) =0, ulg,r)(g—m)=0, (12.160)
g+myv(q,r) =0, v(q,r)(g+m)=0. (12.161)

Using p = p2» — q1, it is easy to show that u(qy, s1)pu(p2, r2) = O:

u(qy, s)pu(pz, r2) = u(qy, s)p2u(p2, r2) — u(qy, s)g1u(p2, r2)
= (m —m) u(qy, s))u(pz, ) = 0. (12.162)

By the same token we prove that u(q2, s2)pu(p1, r1) = 0. We can then conclude
that:

i Wourl Ty 1Win) = (ie)” 4m®

X(—ﬁ(QLSl)’YNM(PZJ’z) ——— (g2, $2)7uu(p1, 1)

i
(P2 —q1)?

(g, )V u(pa, ) ——

([7]—71‘]1)2’2((11’ S Yu(p1, ’”l)) .

(12.163)
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As previously pointed out, there is an ambiguity in the overall sign, while the relative
sign between the two terms in brackets is fixed and physically relevant.

12.5.2 A Comment on the Role of Virtual Photons

The treatment of the Moller scattering has shown that the interaction between elec-
trons to second order in the fine structure constant can be viewed as due to the
exchange of a virtual photon between the two electrons.’? We recall that by vir-
tual photon we mean a photon whose momentum k = p> — p; does not satisfy
the mass-shell condition, k> # 0, and which can thus be interpreted as a massive
particle with m> = k. While for a real photon only the two transverse polariza-
tions are physical, when a virfual photon is exchanged, all four polarization vectors

(’\) (k), A =0, 1, 2, 3 contribute to the amplitude. It is then interesting to see what is
the role of the time-like and longitudinal photons € /O) k), 5(3) (K) in the interpretation
of the process.

Let us refer for concreteness to the second diagram of the Moller scattering whose
lowest order amplitude is given by the second term of Eq.(12.163). We observe
that the sum over the indices ¢ of the gamma-matrices is due to the 7, factor
of the photon propagator DFW = —inu (k* 4 ie)~!, which in turn comes from the
completeness relation (11.229). Therefore the amplitude corresponding to the second
term of Eq.(12.163) could have been alternatively written as

3
i1(q2, 52)7"'u(p2, 72) [Z W, (k)ei”(k)} ﬁuml 517 u(pr. ).
A=0

(12.164)

For a virtual photon we must take as polarization vectors a set which for k2 — 0

reduces to the set used for areal photonin (11.231) and (11.232). As seenin Sect. 11.7

of Chap. 11, such set is obtained by simply replacing the longitudinal vector € /3) (k)
of Eq. (11.232) with

— Nk -
O (k) = S ® ) (12.165)

Vik-m?*— k2

Let us now decompose the sum appearing in the completeness relation (11.229)
into the sum over A = ¢ = 0, 3, corresponding to the exchange of timelike and
longitudinal photons and the sum over the transverse polarizations A=0c=1,2.In
particular, using Eq. (12.165) for €7’ (k) and the value £\’ (k) = 7, of Eq.(11.234),
we have

20The same interpretation is of course also true for the interaction between electron and positron
in Bhabha scattering, see Sect. 12.5.3. For the sake of definiteness and simplicity we shall refer the
considerations of this subsection to the Méller scattering.
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5,20) (k)s,(,O) (k) — ES) (k)gl(/S) (k) = Mty — [klt U ((kk 737))]z[ki kznl/(k ] )
Since we are interested in the contribution to the amplitude of the A = 0, 3 polar-
izations, we substitute the right hand side of this expression into Eq. (12.164) with
the sum restricted to the values A = 0, A = 3. Since, as already seen in the previous
section, the terms proportional to k do not contribute by virtue of gauge invariance?!
we obtain

i = M - v 1 (k ) 77)2
—ﬁu(%, s2)7" u(p2, r2)u(qr, sy uPi, r1) X nuny - (l<77)—2—1c2

_ 1 _
= —iu(q, )7 (p2, rz)kz_—u((h , sV u(p1, r1)

(k0)?
1

Wﬂ(ql ,s)u(p1, r1), (12.167)

= iu’(qa, s2)u(p2, r2)

where in the second step we have used the explicit value n = (1, 0, 0, 0) valid in the
Lorentz frame where 5,(}’2) (k) are transverse (see Sect. 11.7 of Chap.11). We now
observe that u' (qa, s2)u(p2, ) and u' (q, s))u(p1, r1) are the Fourier transform in
the momentum space of the charge densities, while # is the Fourier transform of
1/(4xr). It follows that Eq. (12.167) represents an “instantaneous” Coulomb interac-
tion between the two electrons. Adding the sum over the two transverse polarizations
A =1, 2 the result is that the interaction between the two electrons is given by trans-
verse “waves” plus an instantaneous Coulomb interaction.

12.5.3 Bhabha and Electron-Muon Scattering

Let us now consider the scattering between an electron e~ and a positron e (first
studied by H. Bahbha in 1936):

e +et — e +et. (12.168)

Let the momenta and polarizations of the electron and positronbe (p—, r—), (p+, r+)
in the initial state, and (q—, s—), (q+, s+) after the interaction, respectively:

2Hn this special case this can be also seen directly. Indeed

kyit(qa, s2)7" u(pa, r2) = i(qe, $2) (P2 — q2) Y u(p2, 12)

_ _ (12.166)
= —mii(q2, s2)u(p2, r2) + mu(qy, s2)u(p2, r2) =0,

and similarly for the other factor of Eq. (12.167).
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i) = IP+> r4)IP—, =) = d(py, r1)e(p—, r-)"0),
[Your) = 1G4, 53:)1q—, 5-) = d(g+, s3) e(q—, s-)710),
(Your] = (Olc(q—, s-)d(q+, s+), (12.169)

where we have used the property that, if A, B are two operators (AB)" = BT AT.
Note that we have represented the initial state as resulting from the action on the
vacuum of the electron creation operator followed by that of the positron, and we
have used the same (conventional) ordering of creation operators for the final state.
This will fix the overall sign of the amplitude, in contrast to the previous case in
which identical particles where present in the initial and final states and the overall
sign was ambiguous.

As for the electron-electron scattering, the second order contribution to the ampli-
tude will come from term (2) in the Wick expansion (12.140) of S(2) (represented by
diagram (2) of Fig. 12.2):

(ie)?

(¢0ut|s(2)|¢in> = Y d4Xd4y
X [(@re (@ 5o | D@V PO YO) : P4 )P o)
XD, (x — y)]. (12.170)

Only terms of the form d ¢ cd in the normal ordered product will contribute to the
matrix element, with a term proportional to:

Ole(q—, s-)d(qy, s+) d' " cd dpy, r4)ep—, r-)710)
={d(q+, s+), d'}{d, d(py, r1) Hel@-, s-), ¢'}He, e(p-, o))

Each anti-commutator in the above expression provides a delta function on the
momenta times a delta on the polarizations. These deltas single out, in the expan-
sion of the field operators, the term with the same momentum and polarization as
the corresponding external state: For instance {d(q., s4), d'} will single out in
the expansion of the ¢ operator containing d', the term proportional to v(qy, 54 );
{d, d(p4, r+)T} the term proportional to 9(p., r4) in the expansion of the 1 field
containing d, and so on. Since d may come either from ) (x) or from % (y) and d
from E(x) or E(y), there are, in total, four such terms. Consider the contributions
in which d, d' originate from field operators computed in the same vertex. There
are two of them, related by an exchange of the two vertices x <> y, which then give
equal contributions to the integral (12.170). Each of them describes a positron and
electron exchanging a virtual photon, as illustrated in Fig. 12.5a. Note that, in the
corresponding Feynman diagram, the direction of motion for the positron is opposite
to the orientation on the corresponding external leg, as is represented by an arrow
parallel to it. The reason is that the arrow on an external fermionic leg indicates the
flow of negative charge (electron charge), which is clearly opposite to the flow of the
positron charge. One of them contributes to the integrand in (12.170) a term of the
form:
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Fig. 12.5 Two 2nd-order contributions to the e~ — e scattering amplitude: The diffusion, (a), and
the annihilation, (b) diagrams

—0(py, rOY (s, s (g, s )Y u(p_, ro) e PrTaR) T gmi (=)

to be contracted with the photon propagator, the other a similar term with x <> y. The
minus sign in the above expression originates from the definition of normal ordering
for fermions: : dd' ¢ ¢ :== —d" T cd.

Consider now the two terms in which d' and d originate from field operators
computed in different vertices. They are also related by an exchange of the two
vertices and thus give equal contributions to the integral (12.170). Each of them
describes a process in which the incoming electron and positron lines converge on a
same vertex, where the two particles are both destroyed (by ¢ and d, respectively).
They annihilate, producing a virtual photon which propagates up to the second vertex
where it originates the couple of outgoing electron and positron (created by ¢’ and
dT, respectively), see Fig. 12.5b. This is thus an annihilation process rather than a
diffusion one. Its contribution to the integrand in (12.170) is a term of the form:

Q= )7V V(Qrs 54) VP4, 1Y u(p—, ro) e POV ol @rta-)x

to be contracted with the photon propagator. The integration over x and y yields
the conservation of 4-momentum at each vertex. We have thus found two distinct
contributions to this integral, one describing a diffusion and an other an annihilation
process. In the former case the momentum of the photonisp = p_ —g_ = ¢4+ —p+,
while in the latter p = p_ + p4y = g4+ + g— (the sign of p is irrelevant since the
integral is invariant upon changing p — —p and x < y).

Upon integration over x and y and the photon momentum p we end up with a single
delta function implementing the conservation of the total momentum p_ 4 p4 =
q+ + q—. By factoring this delta function out, just as we did in the case of the
electron-electron scattering we derive the expression for the matrix element of 9(’2):
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i (Wour| Ty |in) = (ie)* 4m?

u(q—, s—)ypuP—, r-)

_ " —i
X (—U(er» roY ol sy) m

+ii(g—, s-)7"v(Q4, s4) B V(P4 r) VP, r—)),
+

—i
p—+p
(12.171)

where we have used the properties v(p+, 7+) P+ —¢4+)v(q+, s+) = Oand v(p+, 7+)
P+ + p-)u(p—, r—) = 0 which descend from Eqgs. (12.161) and (12.160).
Consider now an electron-muon scattering:

e +u —e +pu . (12.172)

The interaction Hamiltonian is obtained by writing the electric current as the sum
of the electron and the muon ones, as in Eq.(12.141), in which “particle q” (which
however now is no longer a “spectator”) is the muon (g = e = —|e| < 0):

Hi(x) = —e : [P D) + By (7" Yy AL 1. (12.173)

We shall indicate the quantities associated with the muon by a subscript (), not
to be confused with a 4-vector index. Let the initial and final electron states be
(p1, 1), (q1, s1), while the initial and final muon states be (p2, r2), (q2, 52), respec-
tively:

[in) = [P1, 71)IP2, 72) = c(P1, )" ey (P2, 72)710),
Wour) = a1, 511G, 52) = (@1, s1) e (@, s2)7[0).  (12.174)

The second order contribution to the amplitude, see Eq.(12.142), reads:

(WourS 2y ltm) = (ie)? / dxdty

x{q1, s1l(@2, s21: PV YDy IV Yy O) = Ip1s r1)Ip2, 72)
X Dy (x — y). (12.175)

In the expansion of the normal product in creation and annihilation operators, there
is just one term contributing to the matrix element, of the form ¢’ CI;L) ¢ c: The
incoming muon can only be destroyed by 1(,,) (y) and the outgoing one only be created
by E( ) (). We have therefore just one term contributing to the amplitude, represented
in Fig. 12.6. This situation should be contrasted with the electron-electron case, in
which the initial and final states consisted of identical particles and the independent
diagrams contributing to the amplitude, modulo x <> y, were two, one obtained from
the other by interchanging the external legs corresponding to the outgoing electrons.
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Fig. 12.6 Two 2nd-order

contribution to the e~ — p~
scattering amplitude e (q:[, 31) e (pl s Tl)
1
1
1 v (p)
i
1
[ (qQ}SQ) [ (stTQ)
Using the property:

(Oley (@2, s2)e(qr, s1)c’ Cz#) e e cpr, r) " ey (p2, 12)710)
= {cw(q2, $2), C(TN)} {cqns cqn®@2, 1)} e, s1), Y e, cpr, 1)),

and integrating over the momenta and the positions of the vertices, we arrive at the
following expression for the amplitude:

i (Wour| T in) = (i€)* 4mmy,

_ —i _
X (u(u) (@2, 52)7" () (P2, r2) ———= u(qy, s)wu(p1, "l)) .

(1 —q1)?
(12.176)

We leave as an exercise to the reader to show that the second order amplitude for the
annihilation process, see Fig. 12.7,

e +et — pum 4t (12.177)

Fig. 12.7 Two 2nd-order + s
contribution to the e (q+, +}

e+ et —>p +put \ /
et (P4.74)

amplitude

Y (P) e~ (p_,r_)
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reads:

i Cour| Ty [Woin) = (ie)* 4mm,,

x (ﬁ(u) (q—, s)7 v (q, 1) mﬂmu ro)ypu(p—, L)) .
(12.178)

12.5.4 Compton Scattering and Feynman Rules

Let us now consider the interaction between electromagnetic radiation (photons) and
matter, in particular a process in which a photon is scattered by an electron (Compton
scattering):

y+e —y+4e, (12.179)

in which the initial state consists of a photon ~y in the state (p1, i) (i = 1,2 being
its polarization) and an electron in the state (p2, ), while the final state describes a
photon and electron in the states (qy, i), (qz, s), respectively:

[m) = Ip1, D)Ip2, r) = a(p1, i) c(p2, r)710),
[bouw) = a1, )2, s) = a(qi, ) c(qa, )70). (12.180)

We shall compute the second-order amplitude of this process. The only terms in the
Wick expansion (12.140) of S(2) contributing to the amplitude are those containing
two electromagnetic free fields and two electron free fields, namely terms (3) and
(4), which, however, give an equal contribution upon integration over x and y. We
can thus focus of (3) and write:

(Wour IS i) = (ie)* / d*xd*y

X (q1. 71{q2 s 2 D@ Sp(x — )7 Y3 Au(x) Ay ) : [p1. i)p2 7).
(12.181)

Expanding the free field in creation an annihilation operators, we can convince our-
selves that the only terms contributing to the matrix element have the form: ¢' a c a,
which destroys the initial photon and electron (operators a, c, respectively) and cre-
ates the outgoing ones (operators a', ¢'). Their non-vanishing contributions have
the general form:

(Ole(qu, $)alqr, i)' a' caapr, i)' c(p2, r)710)
= la(qy, ), a'1la, a(p1, ) 1{c(qa, 9), ¢ He, c(pa, N} (12.182)
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Fig. 12.8 Two 2nd-order contributions to the Compton scattering amplitude

Let us note, however, that there are two terms of the form ¢’ a' ca: One in which a
comes from A, (x) (and thus a’ from A (1)), the other in which a comes from A, (y)
(and thus a' from A, (x)). The former describes a process in which the incoming
electron emits the outgoing photon (qi, i’) in y and absorbs the incoming one in x,
see Fig. 12.8a, while in the latter the incoming photon (p1, /) is absorbed in y and
the outgoing one emitted in x, see Fig. 12.8b. Using, for each term, Eq. (12.182), and
eliminating, by integration, the delta functions arising from the commutators and
anticommutators, we end up with:

I d*p
WoulSylvin) = ()" [ d'xd’y [ =g 2m
} i ) Nk —i(pa—qi—p)y
* [“(qz,sw"’ ]m’yyu([’z,V)E/L(Plal)fu((h,l/)*e “p2=q1=p)y
x @D L i(gs, 5)7 " ﬁ_’m 7 u(p2. Nev(pr. ) eu(ar, 1)*
we—iP1Hp2—p)y Hi(@2+41 —p)-X} (12.183)

‘We note that under the exchange
P1 S —qi; €,(p1, ) S eu(qn, i),

the total matrix element remains invariant. This invariance is known as crossing
symmetry, the graph (a) being referred to as the crossed term of graph (b). The
integrations over x and y implement the conservation of momentum at each vertex,
while the integration over the momentum p of the virtual electron yields the global
delta function (2m)* 6*(p1 + p2 — g1 — ¢2). The matrix element of 9(/2) reads:

i (Wout| Ty ltbin) = (ie)* 2m
i

i
x u(q, s) [V ——— "+ ———— “:|u T
(q2 )[v —ti=m ! T 5 hm (P2, 1)
x eu(P1,0) ex(qr, )" (12.184)

v
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Let us now verify that the above result does not depend on our gauge choice for the
electromagnetic potential, namely that it is not affected by a gauge transformation
A, — A, + 0, A. In momentum space a gauge transformation amounts to adding
an unphysical component to €,

e, i) — (P, D) +XxP) pu- (12.185)

To show that such component gives no contribution to Eq. (12.184), let us replace any
of the photon polarization vectors (e.g. €, (p1, 7)) by the corresponding 4-momentum
p1, and prove that the resulting expression is zero. It suffices to prove that the
following quantity vanishes:

- yn i v v [ o
u(qa, s) [v Py — + hipm! ]u(pz,r)plu
i i
= — Yy — . (12186
u(qa, s) [m P —— +7 1é1+1é2—mm} u(pz.r). )

To this end let us write, in the first and second terms within square brackets:

41
41

—(=br+d2—m)+ (fo—m) = —p2 — g1 —m) + (g2 — m)
W1 +p2 —m) — (P —m), (12.187)

respectively. As far as the first term is concerned, we can use u(q, s)(¢42 —
m) = 0, while (po — ¢1 — m) cancels against the electron propagator, yielding
—u(qy, s)y u(p2, r). Similarly, for the second term, we use the equation of motion
(2 — m)u(pa, r) = 0, while (p1 + po — m) cancels against the propagator, yielding
u(qo, s)¥ u(p2, r). Summing the two contributions we find for (12.186):

u(qz, )(=y" +~¥)u(p2, r) =0, (12.188)

thus proving that the amplitude (12.184) is gauge invariant. This result extends to any
amplitude with external photon fields and is required by consistency of the quantum
theory.

Feynman Rules. From the above discussion we can formulate few simple graphical
rules which allow us to write each perturbative contribution to the amplitude of a
process. The order-n amplitude i (9(;)) of a process is computed as follows:

e Write n three-leg vertices, of the form in Fig. 12.1, identify some of these legs with
the incoming and outgoing fields (external legs) and connect all the remaining legs
to one another (photon to photon, electron to electron) in all possible ways. In this
way we write all possible n-vertex Feynman diagrams with the given external
legs. Each diagram yields a contribution to the amplitude, which should be finally
summed up over all the diagrams.

e In each diagram we associate an incoming electron or positron with the field
u(p, r) or v(p, r), respectively, while outgoing electrons and positrons contribute
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fields u(p, r) and v(p, r) respectively. Finally an incoming or outgoing photon
contributes a polarization vector €,,(p, i) or €,,(p, i)*, respectively.

e Each vertex is associated with a factor ie v* = ie ((7*)“3), where « can contract
either an incoming positron (v, ) or an outgoing electron (i) field, while index /3
can contract either an outgoing positron v” or an incoming electron u”.

e 4-momentum is conserved at each vertex.

e Each internal fermion line contributes a propagator Sp P = while an

internal photon line contributes a propagator Dy v (p) (the final expression for the
amplitude does not depend on the gauge choice «), where p* is the momentum
carried by the corresponding virtual particle.

e Diagrams differing by an exchange of two external legs corresponding to identical

fermions contribute terms with a relative minus sign.

12.5.5 Gauge Invariance of Amplitudes

Different gauge choices for the photon field should not affect the physical predictions
of the theory. This is indeed the case since, as we are going to show shortly, the
S-matrix element defining the amplitude of a process is gauge invariant.

Consider a generic diagram, or set of diagrams, describing an interaction process.
As we have already noted, fermion lines always form polygonal curves which con-
sist of internal lines, contributing fermion propagators to the amplitude, between
external ones describing incoming and outgoing fermions. The orientation on the
fermionic line segments along a polygonal path, which represents the flow of the
fermion charge, is continuous because of charge conservation. Their end points are
vertices at which an internal or external photon line ends. The former contributes a
photon propagator D, (k) to the amplitude, the latter a photon polarization vector
€, (k, r). In both cases the index u contracts the * matrix at the vertex. The gauge
choice for a virtual photon, is encoded in the term k,k, within Dg,, (k), which, if
the amplitude is to be gauge invariant, should not contribute to the S-matrix element.
This was indeed shown to be the case for the Mdller scattering. A gauge transforma-
tion on a real photon, on the other hand, induces a transformation of the amplitude
which is obtained by replacing the polarization vector €, (k, ) with k,,, according to
(12.185). When discussing the Compton scattering amplitude, we have proven that
such transformation is indeed ineffective. We have also shown that the final ampli-
tude of the process is the sum of all diagrams in which a given (internal or external)
photon line is attached to a different vertex of a fermion line, see Fig. 12.8 for the
Compton scattering. In Fig. 12.9 this is illustrated for a generic fermion line with
n + 2 vertices: The three diagrams represented in the picture are the contributions to
the amplitude in which the photon with momentum k (k-photon) is attached to the
(i 4 3)th, (i + 2)th, and (i + 1)th vertices respectively; These are clearly part of the
sum over the n 4 2 diagrams in which the k-photon line ends in all possible vertices.
The momenta p;, i = 0,...,n + 1, are fixed in terms of the momentum pg of the
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Fig. 12.9 Contributions to the amplitude of a process in which a photon with momentum * ends
in different vertices along a fermion line

incoming fermion and of the photon momenta k; by the momentum conservation at
each vertex:

i—1
pi=po+ Y k. (12.189)
=0

To prove gauge invariance in full generality, it suffices then to show that, replacing
the k-photon polarization with the corresponding momentum &, (that is replacing
it with a gauge photon €, o k;) in each of the n + 2 diagrams the sum of the
resulting amplitudes is zero. Consider, for instance, the contribution from diagram
a) of Fig.12.9. In this case the matrix v* in the (i + 3)th vertex is contracted with
ky,, yielding:

e ryﬂH»Z l k 1 Hit+1 e
bivrtk—m  pip—m Piv1 —m
1 1
— L AMi2 T i — (s — AL,
Y b+ k—m K+ piy2 — m — (Piy2 — m)) Pisr — m7

A I |
s _ B L (12.190)
bivo—m  pio+k—m Pbiy1 —m
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where we have written f = f + pi12 — m — (piy2 — m). Similarly, from diagram (b)
we have:

e 1 Iylti+l ] k 1 ,yﬂi ] e
Pira+k—m birit+Hk—m" pipr—m - pi—m

1 1
— ... #i+l—(+ i) —m— .l_m))—/‘«i_,_
Y bl +f—m K+ pit Pi+ bt _m7

1 y 1 1 y
= ... fy'Hrl — ’Y" cee,
P2 +k—m pir1—m P +k—m pi—m
(12.191)

and from diagram (c):

1 P P BV
IZ‘+1~l—k—m7 7

tlﬁi+k—m pi—m bii—m

-V“i;(kﬂéi—m—(ﬁi—m)) 1 SRS
pi+k—m pi—m

! 7’”( b1 )wl L (12192)
bir1 +fk—m pi—m pi+k—m pioi—m ’

Note that the second term in (12.190) cancels against the first one in (12.191) and
that the second term in (12.191) is canceled by the first one in (12.192). We can then
convince ourselves that, summing all the n 4 2 diagrams up, the contributions from
the intermediate diagrams cancel out and we are thus left with the two contributions
from the diagrams in which the k-photon ends in the first and last vertices. These
read:

1
M —————kulpo, )

po+k—m
1
= ...AH o
= T Potk—m = (o —m) (o, ), (12.193)
1
w(pni1 +k, 8) f ———AF
pn+l_m

=upp+1 +k,8) (=@Put1 —m) +k+ppy1 —m P (12.194)

) Pny1 —m
The first term in Eq. (12.193) cancels against the second term from the next contri-
bution, in which the k-photon ends in the second vertex, while the second term is
zero by virtue of the Dirac equation: (p9 — m) u(pg, r) = 0. Similarly the first term
in Eq. (12.194) cancels against the first term from the previous diagram, in which the
k-photon ends in the one but last vertex, while the second term is zero by virtue of
the Dirac equation.
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This argument equally applies to all the fermion lines in the diagrams of a process,
showing that a gauge transformation on a generic photon field does not affect the
total amplitude.

12.5.6 Interaction with an External Field

Let us end this subsection by considering the interaction of an electron with an
external electromagnetic field A", analyzed in Sect. 12.4.1. This process is described
within QED by replacing, in the interaction term of the Hamiltonian, A, — A, +Afj" .
Let us write the first order term in the amplitude in the non-relativistic limit. Let the
incoming and outgoing electron states be (p, ) and (q, s), respectively. Let us restore,
for this analysis only, all the 7, ¢ factors, as well as the normalization volume V, of
the electron. The lowest-order S-matrix element reads:

(ol Sty [Yin) = (bous| 5= / dhx P P00 L AS W ). (12.195)

Let us write the external field in Fourier components:
A / A% (ky ek, 12.196
W= | GAr®e (12.196)

where k* is a4-momentum. In the Lorentz gauge we then have 8“Aff’ & k“;\fj“ =0.
The matrix element in (12.195) is readily computed by writing the electron field
operators and the initial and final states in terms of creation and annihilation operators.
As usual the integration over x yields the conservation of momentum at the vertex:
q = p + k. Integrating out all the delta functions we find:

<"/’0ut|s(l) W}in) =1 ) ﬁ(P + k, S)WMM(IL I’) AZXI(k) (12~197)

e mc?
fic \ \JEpEq Ve
In the non-relativistic limit we retain only terms of order less than two in the ratio .
We can then approximate the energy of the electron with its rest energy Eq ~ Ep ~
m c?. In this limit k° = Eq — Ep ~ 0, namely k* ~ (0, k). Defining A = Af;“ (k) A+
and writing u(p, r) ~ p;”'f’f u(0, r), where u(0, r) = (¢, 0), we find

e u0,9)P+Ek+me)A@P+ mcyu0, r)

(Vour ISty [Yin) ~ 1

— 7 i (12.198)
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It is useful to write the field strength F,,, of the external electromagnetic field in
momentum space as well:

d*k - Cia. = i N
Fu= / W F/w(k) e h kx; F,urx(k) = _E (k,u,A,e,Xt - k:/AZxr >
(12.199)

and to introduce the Fourier transforms E(k), B (k) of the electric and magnetic fields,
respectively:

e F*. (12.200)

We wish now to rewrite the matrix (p + ¥ + m c)A(p + m c¢) using the properties:

- ~ 1
Ap=2Ap) —pA. kA= (k- A + [k ]
= (k- A%) 4k, AST A1, (12.201)

which directly descend from the gamma matrix algebra (recall that v*¥ = % [+,

~”1). We then find

P+E+mOAP+me) = pap+ k@ +me) +mc {4, p}+m® 4
= [2AY - p) + (k- A + kAT A (P mo)
= [2(A%" - p) + k, AY A" (p+mc), (12.202)

where we have used properties (12.201), the on-shell condition p?> = m? ¢? and the
Lorentz gauge condition k - A% = 0. We can now rewrite the amplitude (12.197):

e

(YoutIS(1) [Win) ~ i W x

e

i ~ ih - )
X M(O, S)[2 (Aexz [7) + EFHV ’YHV] (]é + mc)u((), r) =1 m

x (0, $)[2 (A" - p) — i hE; 7% + ?fzjk VIBE) (p + m cyu(©, r).
(12.203)

Let us now write the matrix p + mc:

Zmecly —p- ") . (12.204)

_ 0y _pom—
ptme=med+1°)—p-y (p,a o
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in the non-relativistic limit, the off-diagonal blocks are subleading, so we shall only
consider the diagonal ones. The matrix element between u(0, s) and u(0, r) belongs to
the upper-diagonal block, and, being 4*' off-diagonal, the term in (12.203) containing
the electric field is subleading in the non-relativistic limit. To lowest order in ¢ we
find:

i e - ieh
(Your Sy [Yhin) =~ o |:_(Afxf D)+
mc 4

Bk
hic V, me 7 i| or

= el [e VI - — P A0 — — 5 B o
mc mc

he Ve
i ~
= —§/d“xmei”(x)wm, (12.205)
where V(k) = —;\f)”(k) is the Fourier transform of the electrostatic potential, s =

h o /2 is the spin vector. To derive Eq. (12.205) we have used the property
. h o ~ k
’7 ek VIBE = h (B"” 0 ) . (12.206)

The quantity between square brackets in Eq.(12.205) can be compared with the
analogous quantity appearing on the right hand side of Eq.(10.223) of Chap. 10.
Since s = 7o, we see that, excluding the kinetic term ﬁpz, the expressions of
the two interaction Hamiltonians coincide at first order in e. The last term in square
brackets is the coupling term — g, - B of the electron spin to the external magnetic
field, where the magnetic moment associated with the spin is usually written in the
form ge

Hy = —Ss. (12.207)
2mc

g being the so called electron g-factor. Comparing this definition with the corre-
sponding term in Eq. (12.205), we see that for the electron g = 2, to lowest order
in the perturbative expansion (classical value). We also note that, setting s = %o-,
this value coincides with the result given in Egs. (10.224) and (10.226), namely the
gyromagnetic ratio . is twice as large as the one related to the orbital angular
momentum.

The exact amplitude is obtained by summing to (12.205) all higher order correc-
tions (S™). In particular the term in (S®), described by the diagram in Fig. 12.10,
will be computed in Sect. 12.8.6 and will provide an important test of the theory
against experiments.
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Fig. 12.10 First perturbative
contribution to the electron
anomalous magnetic moment

12.6 Cross Sections

We analyze here two instances of interaction processes: the Bahbha and the Compton
scattering.

12.6.1 The Bahbha Scattering

Let us first compute the cross section for the electron-positron scattering (12.168), to
lowest order in a.. The Lorentz-invariant variables describing the process are, aside
from the electron (positron)-mass m, the cross scalar products among the 4-momenta
p’j_, . qi, ¢", all of which can be expressed in terms of the three Mandelstam
variables s, t, u defined in (12.26):

s — 2m? 2m? — ¢
P+ P- =4+ 44— = » P+ 4+ =pP--4-— = )
2 2
2m? —u
Pid-=dpp = (12.208)

Equation (12.28) in this case implies s + ¢ + u = 4 m?. The explicit form of 7, u in
the CM frame is given by Eqgs. (12.29) and (12.30):

6 6
= —4|p|* sin’ (5) , u = —4|p|* cos? (5) , (12.209)

beingEy =E; =E| =E, =E = m2 + |p|2 and s = 4 E2.
Let us now use Eq. (12.81) to write, in the CM frame:

2)
do = TP do!

2/s(s — 4m2

1
= s (TG 1Pds, (12210)
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where we have used the property /(p4 - p_)* — m* = % V/5(s — 4m?) and the gen-

eral form (12.96) of d® . We shall consider the simpler case in which the incoming
particles are not polarized and the spin states of the final particles are not measured.
The probability per unit time is then computed by averaging the one referred to
distinct polarizations of the electron-positron system, over the initial spin state and
summing over the final ones. This amounts, in Eq. (12.210), to define:

1
WP = 7 2 Hae sella— 5|7 P rodlp— 7P, (12211)
S4,r4

where the factor 1/4 is related to the average over the four distinct polarization states
of the initial electron-positron system. Let us now use our previous result (12.171)
for the scattering amplitude and write:

(TP = 4etm* > [AA* + BB + AB* + BA*],  (12.212)

S+,r+
where the terms
1_ . _
A= =2 0P+ )7 V@4 54) B s VuuP-, 1),
1_ _

B = S u(q—, s)""v(q+, s4) VP4, r)yuuP-, r-), (12.213)
are referred to the diagrams in Fig. 12.5a (diffusion) and b (annihilation), respectively.
Now, using the gamma-matrix properties (v*)" 7% = 70 4# and (%)™ = ~°, one can
easily show that

(07" u2)* = us (") () ur = Oy uy = iy, (12.214)

and similarly (viy*u2)* = upy*vy, (V1y*v2)* = vy vy, so that we can write

A*

1. B}
— 0@+, sV VP4, ) u(p—, ro)yuu(g-, s-),
1_ _
B* = < 0@ sy (@ s2) BP-, ) v (P 14). (12.215)

Next we need to recall the formulas (10.182) and (10.183) of Chap. 10, for the
projectors on the positive and negative-energy solutions of the Dirac equation.??

221n the case of polarized fermions, there would be no summation over the spin states and we
should use, for each particle, the expressions in Sect. 10.6.3 for the projector on the corresponding
polarization:

@+m

dm

@—m

dm

u(p, r) u(p, r) = A+, v, ) i(p.s) = A=)


http://dx.doi.org/10.1007/978-3-319-22014-7_10
http://dx.doi.org/10.1007/978-3-319-22014-7_10
http://dx.doi.org/10.1007/978-3-319-22014-7_10

520 12 Fields in Interaction

_ +m)”
> u. ap, r)s = W,
> v ). s = W, (12.216)

r

to rewrite the AA™* term in (12.212) as follows:

Z AA* = 6 4,2 (7“(% —m)v (s — m)) Tr (’yﬂ(]/ﬁ_ +m)v, (- + m)) )

r+,5+

To prove the above formula it is useful to write, in the product AA*, the spinor indices
explicitly. By the same token we find:

1
> BB = —— T (3 e — )y e+ m) T (B m (B —m)

r+,5+

1
> AR = —Te i 0 @ =m0y (= + -+ my (B = m)

F+,5+

1
D BAT = — T (3 — )Y (B — )P+ ) + ).

r+,5+

To compute the above traces we need to recall from Appendix G the following
gamma-matrix identities:

Tr(v"'~") = 49",
Tr(Y'y"777) = 40" + "0 —nPn"?),
Tr(,yﬂl . ,yll2k+1) — 0’

'YNA'Y/L = 24,
V' ABy, = 4(A-B),
Y ABGy, = —2GBA. (12.217)

The first of the above identities is proven by writing y/~" = 2nt" — ~HAY,
computing the trace of both sides and using the cyclic property of the trace
Tr(v#~") = Tr(v¥~*"). Similarly the second is proven by shifting v to the left,
past the other three gamma-matrices, and then using again the cyclic property of
the trace Tr(y*v"~P~7) = Tr(~v?y*~+"~"). Finally the property that the trace of
an odd number of gamma-matrices is zero is easily proven using the properties
()2 =1, v#4° = — ~4* of the v>-matrix:

Tr(yH -« AH2H ) = Tr(yH ... yH2k (75)2) — Tr('75’y“1 .. ,7N2k+175)
= —Tr(yH ... 42Ty, (12.218)
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We shall also need the general identities (G.25), (G.26) of Appendix G.
Now the reader can easily derive the following formulas:

Tr (V' (p £ m)" (g £ m)) = 4 [p“q” +p'q" — (p q— mz) n“”] :
Tr (V' Em)y" (g Fm) =4 [p"q” +p'q" — (p g+ mz) 77“”] :

which are needed, together with (G.25), to derive, after some algebra, the following
expressions:

1
2 AT = s Q4 PG 4-) + 204 PP g-)

I't,8+

1 s2+u2
+t(q+-p+)+t(q_-p_)+l2)=m4l2( +4m? (1 —m?) |,

2
1 t2 2
ZBB*:( J;” +4m2(s—m2)),

m4 52
r+,54
Z AB* = Z BA* = %(14 “q-) (17+ cg— + 2m2)
F+,8+ T4,5+ m~ st
- mjst (’"2 - g) (3’”2 - %) : (12.219)

Inserting the above result in Eq.(12.210) we find a general formula for the cross
section:

d 2 1 2 2 1 t2 2
20 L e —m?)) 4 = (a5 — md)
as? s s 2

A= -9)

where, as usual, o = €2 /(4m). The first and second terms in square brackets originate
from the squared norm of the diffusion and annihilation terms in the amplitude,
respectively, while the third is a cross product.

Consider now the non-relativistic limit in which £ ~ m (s ~ 4m2) and we
neglect terms of the order |p|?/m? (like t/m? and u/m?). In this limit we see that the
second and third terms on the right hand side of (12.220) are subleading, that is the
annihilation amplitude does not contribute to the cross section, which then reduces
to?:

d 2
4 _ ( e 2) , (12.221)
ds2 2 pv sin (%)

23Note that, in order to restore the A, c factors, we would need to multiply Eq. (12.220) by K%, while
Eq.(12.221) needs no A, c factors to be restored.
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where v = |p|/p = 2 |p|/m is the relative velocity, being 1 = m/2 the reduced mass
of the system. Since only the diffusion diagram contributes in the non-relativistic
limit, we would have obtained the same result for the scattering of an electron off
any charge-e particle. Equation (12.221) reproduces the classical result obtained by
E. Rutherford when studying the scattering of alpha-particles off heavy nuclei.

12.6.2 The Compton Scattering

Let us now analyze the Compton scattering (12.179). We shall denote the quantities
associated with the photon and the electron by 1 and 2, respectively. The initial and
final 4-momenta of the photon are written as follows:

p1=(w, p1), q1 =W, q), (12.222)

where |pi| = w, |qi] = &/, w, ' being the angular frequencies of the incoming
and outgoing electromagnetic plane-waves. We shall analyze the scattering in the
laboratory frame in which the electron is initially at rest: p» = 0. The angular
variables are referred to the direction of the incident photon. In particular we shall
denote by 6 the photon diffusion angle, namely of the angle between q; and p;.
Recalling that, for physical photons, p% = q% = 0, we have:
s—m’=2pi-pr=2q1-qr=2mw, u—m’==2p;-q
=-2pr-q1 = —2mw. (12.223)

Let us now use the conservation of the total 4-momentum and write g2 = p1+p2—q1.
Computing the squared norm of both sides we find

O0=pi-p2—p1-q1—p2-q1 =mw—w) —ww (1 —cos(®)),
from which we find

— L —cosoy). (12.224)
m

ISE

1
W
Let us now express the phase-space element in terms of photon quantities. To this
end let us write the ¢ variable as follows

r=2m>=2py-qa=—-2p1-q1 = —2ww (1 —cos(d)) = —2m (w—w),
where we have used Eq.(12.224). For a given w, t will depend on the variable w’,

related to € by (12.224). From the above equation we find df = 2mdw’. Using
Eq.(12.224) we can write dw’ = w'> d cos(f) /m and thus:
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2
d(—1) = —2mdw' = —2w? d cos(d) = Y Q. (12.225)
T

We can now write the phase space element substituting the above expression for
d(—t) in Eq. (12.98) and identifying pip = m, pj = O:

1 d(—t 12
do® = 140 w7 o (12.226)
81 s — m? 1672 mw
The differential cross-section, to lowest order, reads:
1 1 d(=p
do = —— "W dp® = TV 72
0= T Tt A (]
1 W\ )
!
= W(;) I (2))| as2. (12.227)

Let us now evaluate |(9(’2) )|?. As usual we consider unpolarized initial particles and
we do not measure the spin states of the outgoing electron and photon. This implies
that the probability per unit time should be summed over the final polarizations and

averaged over the initial ones, which amounts, in (12.227), to write

2

1 ) .
(TP =5 20 Har 7K. s1 75 Ipr. ) pa. )

ii',r,s

=etm* ) [E#(pu Den(qr. i) e,(p1. D" €0 (qu. )

ii’,r,s

x ii(q2, 5) (w“ m R m 7“) u(p2, 1)
x u( r)(”i1 P+ 1 ”)u( s)i|
PO —d—m T g em )
(12.228)

Consider the quantity R, = Z?:l €u(p, Dey(p, 1)* in the Coulomb gauge where
€, = (0, ). This tensor has only spatial components, Ry = Ro; = R;o = 0, which,
being e transverse to the direction of propagation n = p/|p|, read:

Rjj = 0jj — n;n;. (12.229)

The reader may easily verify that R, can be written in the form:
Ruv = —1uw + XuPv + XvPus (12.230)
where o = ﬁ Xi = —ni/(2w). The last two terms on the right hand side of

(12.230) can be reabsorbed by a gauge transformation of ¢, and do not contribute to
(12.228) since, as shown in Sect. 12.5, the amplitude of the process is gauge invariant
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and thus the contraction of the photon momentum with any of the gamma-matrices
Y, Y, AP, 49 is zero (see Egs.(12.186) and (12.188)). We can thus replace in
Eq. (12.228) the sum over the photon polarizations, 21'2:1 eu(P, Dey(p, D*, by =1
Equation (12.228) can now be recast in the following compact form:

4 —
(T = . |:(¢i2+m) (Wwﬂry-i-v”mi_ﬁﬂw)

4 u—m? — 52
p—dgi+m Prt+pr+m
X (P2 +m) ('71/ — > Vo + Y ——— 5 72 B
u—m u—-s
(12.231)

where we have used the property ( + m)( — m) = p> — m*. Using the identities
(G.25) and (G.25), we find the following useful formulas

Tr [(d2 + m)y" (B2 — gt + m)y” (B2 + m)y (B2 — gt + m)y]
=38 [4m4 — (s — mz)(u — mz) + 2m2(u — mz)],
Tr [(d2 +m)y" (b2 + 1 +m)y" B2 +m)y (B2 + b1+ m)v,]
= 8[4m* — (s — m>)(u — m?) + 2m*(s — m?)],
Tr [(d2 + m)y" (B2 — d + m)y” (b2 + m)v, (B2 + 1 + m)v, |
= Tr [(d2 + m)V" (B2 + p1 + M)V (B2 + m)vu (b2 — d + m)y ]
= 81112[41112 + (s — m2) + (u— mz)].
(12.232)

Expanding the right hand side of (12.231) and using the above identities we find:

12 4 4 1 LY, o 1 1
(TR)I" =8e [’” (u_mﬁm) o (u_mﬁm)
1 (s—m> u—m?
_Z(u—m2+s—m2):|
:864[m_2(i_1)2+@(1_i)+
4 \vw w 2 \w o

where we have used Eq.(12.223). Next we use Eq.(12.224) to rewrite the above
equation in the following form:

(12.233)

(TP =26 [ﬁ n % - sinz(G)} . (12.234)

w
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Substituting the above result in (12.227) we obtain the following formula for the
differential cross-section:

do re2 N Tw o .9
d_.Q = E Z J + Z — S (9) , (12.235)
where r, = & = 4% (= 4;—:;02) is the classical radius of the electron. The above

formula was originally found by O. Klein and Y. Nishina in 1929, and by L.E. Tamm
in 1930.

In the limit of low-energy photons, in which w < m, neglecting terms of order
-, we can approximate, by virtue of Eq. (12.224), w" with w and write:

d 2
é ~ %@ (1+cos?®). (12.236)
The approximation becomes exact if we compute the total cross-section at threshold,
that is when w, w’ — 0. Since
w
lim — =1
w,w'—0 w’

by integration in d£2 we easily find

&8 , 8 &2
O(thr.) = §7T r,=zm{——| . (12.237)

12.7 Divergent Diagrams

So far we have considered amplitudes and cross-sections corresponding to tree-
diagrams, that is diagrams where no closed lines (loops) appear. They correspond
to the terms from (1)—(4) of the second order S-matrix S@ given in Eq.(12.140)
and to the corresponding diagrams in Fig. 12.2. The amplitudes from (5)—(8) instead
involve loops, as it is apparent from the same figure. In particular diagrams (5) and
(6) in Fig. 12.2 (which represents the equal contributions of the terms (6) and (7)
in Eq.(12.140)) refer to transitions between initial and final states consisting of a
single particle with the same quantum numbers. They are referred to as self-energy
transitions. Considering first the electron self-energy diagram corresponding to the
terms (6) and (7). The S-matrix element contributing to the process is read from
Eq. (12.140)**:

24The factor % is canceled by the sum of the two identical terms (6) an (7) of Eq. (12.140).
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(ie)? / d*xdy S S — YV 00) : Drp(x — )

=—i /d4xd4y @)X (x — Yy (12.238)

where we have defined?>:

(@ —y) = —ie’ Y'Sp(x = )7 Dy (x —y)
4 4
L [ Ak L L iy
em*r ot g—m’ k2
d* ey
- (27:)’ S (p) e P, (12.239)

and p = g + k. The Fourier transform X' (p) of X (x — y) reads

X (p) = —ie? 'k, 1 v 1 (12.240)
- @ p—k-m ¥ '

Computing the S(2) term (12.238) between an incoming and outgoing electron states
with momenta P; and Py, the space-time integrals yield a delta-function 54 (Pr—P))
implementing the total momentum conservation (P = P;), times a second delta-
function which sets P; = g + k = p. We find:

i(7'y = —2miu(p, r) X (P)up, r). (12.241)

Notice that, in contrast to the tree-amplitudes, here the delta functions are not enough
to eliminate all the momentum integrals and we are left with the integral (12.240) over
the photon momentum k. This is a common feature of diagrams containing loops.
The function X' (p) describes the presence of the kind of loop in Fig. 12.11a, in the
momentum space representation of an amplitude and only depends on the inflowing
momentum p. We see that the integral representing X (p) is linearly divergent as
k — oo since there are four powers of k in the numerator and three in the denominator.
Divergencies arising for high values of the four-momentum circulating in a loop are
also called ultraviolet divergences.

As for the photon self-energy, corresponding to diagram (5) of Fig. 12.2, the term
in S(2) contributing to it can be written as follows:

—i / d*xdty : A (DA, () - T (x — y), (12.242)

ZHere and in the following we shall omit, for the sake of simplicity, the integration prescription
defined by the infinitesimal term ie in the Feynman propagators.
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Fig. 12.11 a Electron (a) k (b) p
self-energy diagram; S
b Photon self-energy 2 A
diagram; ¢ Second order el e e = ==
vacuum-vacuum transition p q p k
p—Kk
(c) P
q

where we have defined

d*k
(2m)4

" (x —y) = ie* Tr (Y"Sp(x — y)V'Sk(y — x)) = " (k) e~ k6=,

where we have denoted by k the difference between the momenta of the internal
fermions, see Fig. 12.11b. The Fourier transform I1,,,, (k) of I1,,,(x — y) reads:

d* 1 1
" (k) = —ie® / (277’)’4 Tr (Wlﬁ - nﬂy]ﬁ - m) L (12.243)

Computing S(2) between two single-photon states, and factoring out the delta function
which implements the total momentum conservation, we find:

i (K, i|T'|K, i) = —ie,(k, )" T (k) e, (k, i). (12.244)

Just like X (p), IT"" (k) represents the presence, in the momentum representation
of an amplitude, of a loop (in this case a fermion loop), and only depends on the
inflowing photon momentum k. It is referred to as the vacuum polarization tensor. We
see that [T (k) exhibits a quadratic ultraviolet divergence. As we shall discuss in the
following, the presence of infinities is a general feature of the perturbative expansion
when closed lines, that is loops, appear in a diagram, since the integration over the
virtual particles circulating in the loop makes in general the integral divergent. We
note that the existence of transitions between initial and final one-particle states
implies that the one-particle states are not stable, since

U(+00, —00)|p, s) # |p, s), (12.245)
U(+00, —00) |k, i) # |k, i). (12.246)

Furthermore in our case the matrix elements are divergent. As we shall see in
Sect. 12.8.2 to dispose of the linear divergence in the electron self-energy graph
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we must perform a mass renormalization which allows us to absorb the linear diver-
gent part of (12.240) in the definition of the experimental mass, thereby ensuring
that the one-particle electron (or positron) states (12.245) are stable.

As far as the photon self-energy graph is concerned, we can show that it must
vanish as a consequence of gauge invariance of the S-matrix. To show this it is
convenient to first decompose the vacuum polarization tensor in Eq. (12.243) as

M, (k) = IM,,(0) + 113,) (k). (12.247)
so that
T3, (k) = My (k) = I, (0) — 0

as k — 0. Let us prove that the quadratic divergence of 1, (k) is entirely contained
in I1,,,,(0). To this end consider the general operator expansion

1 1Bl+lBlBl+
A+B A A A A AA T
and apply it to the propagator(p—k—m)*] with A = p—m and B = — We obtain

1 1 1 1
K +... (12.248)

= +
@P—k-—m GP-—m  P-—m P—m)
Inserting this into Eq. (12.243) we find

d*p 1 1
1,,(0) = —ie? Tr (4" v : 12.249
w0) wl/@m4r(7¢—m”¢—m) (1224
while I7 ﬁ,) (k) is given by the sum of the other terms in the expansion each of which

features extra powers of p in the denominator implying that the divergence of 11 ,(ul,) (k)
is at worst linear.

Since I1,,, (k) is arank-two Lorentz tensor depending only of k, by Lorentz covari-
ance we may set

1,,(0) = Anp.
3 (k) = CUA kP + DK kyky . (12.250)

20The expansion is easily derived from the identity

1 1 1 111
—  =-A+B-B——=-——-B——.
A+B A A+B A A A+B
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where A is a constant. On the other hand, gauge invariance of the S(2) term in (12.242)
implies
k'IT,, (k) = 0. (12.251)

This can be shown by gauge-transforming the polarization vectors in (12.244) accord-
ing to (12.185). This induces the following extra pieces in the amplitude?”:

M (X) M (kYK X + ¥ (X) [T (k)KF X + XKV T .

Requiring them to vanish, by gauge invariance, Eq.(12.251) follows. Using the
decomposition (12.250), we have

KT, (k) = K, (A +CURHK? + D(kz)kz) —o.

For k* = 0, with k,, # 0, we find
A=0.

Hence for arbitrary k
C(k*) = —D(k?).

Since the term containing the quadratic divergence A vanishes the expression of the
vacuum polarization tensor reduces to

M, () = T (k) = CUk>) (uk® — kuky). (12.252)

%

Finally, inserting this result in the matrix element (K, i|.7’|K, i) in (12.244), we find
ik, |7k, i) = —ie,(k, i) CP) " k> — KMk e, (k, i) = 0, (12.253)

as a result of the mass-shell and transversality conditions: K2 =0, kMe uw=0.

We conclude that the vanishing of the photon self-energy for the second order
S-matrix elements ensures that one-particle photon states (12.246) are stable.

Let us note that the result A = 0, was obtained by requiring gauge invariance of
the S-matrix. Actually if one computes the trace /T#,,(0) directly from the integral
expression (12.243) one finds

L i, [ d'p L BEm)  (p+m)
A=7 m,(0) = 3¢ / n)? Tr P2 —m2 P2
, [ d*%p (=2p® +4mb)

(271_)4 (p2 _ m2)2 ’

= —ie

(12.254)

2TNote that this relation is obtained by gauge-transforming the polarization vectors in (12.244)
according to (12.185), and requiring the variation of the amplitude to vanish.
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where we have used Tr(y*) = 0. The result is that A does not vanish, but diverges
quadratically so that gauge invariance appears to be violated. It is however essential
that no gauge invariance property be lost in a consistent theory. Actually it can be
shown that there are different ways of manipulating the divergent integral, one of
them reestablishing the A = 0 result. From this point of view we can say that the
gauge invariance of the theory must be the guiding principle in defining divergent
ill-defined integrals and thus consistency of the quantum theory implies A = 0.

Finally we consider the last term of the second order amplitude (12.140), namely
the term (8) which is associated with the matrix element (0|S@ |0). Diagrammatically
it is a graph with no external line, see Fig. 12.11c, consisting of just propagators, and
it is referred to as a vacuum—vacuum transition. The amplitude is readily calculated
to be

d4q

: d*p L1 1 71
080)10) = ie* ot 60 [ S S [Vly—m”“q—m] @

where k = ¢ — p, and corresponds, in momentum space, to the graph in Fig. 12.11c.
We have two sources of infinities in the above expression,: One given by the § @ 0)
factor due to the absence of external lines in the diagram, implying that the matrix
element is proportional to the four-dimensional volume in space-time; The other
infinity shows up in the double integral which is ultraviolet divergent in p as well as
in g. Actually we may simply ignore this diagram along with all vacuum—vacuum
transition amplitudes, of any order in the perturbative expansion. For example at
fourth order we may have the vacuum diagrams in Fig. 12.12a. To show that the sum
of all these diagram is physically irrelevant, we recall that the S-matrix elements
describe the evolution of a state vector from t = —oo to t = 400 in the inter-
action picture (it is a mapping between asymptotic free-particle states). Under this
transformation the vacuum state must remain invariant. Let us denote by

C = (0]S]0y),

the sum of all the vacuum—vacuum transitions to all orders in perturbation theory.
Conservation of the four-momentum p* implies that the S-matrix can only map the

Fig. 12.12 a Fourth order (a) ‘
vacuum-—vacuum transition; - == i, - = ~. - _-
b Disconnected fourth order O O T o<, & Y .22, &
graph for the Compton -—-- Z = = > >
scattering
(b)
Y !
Ay U
hY ’
AY ’
Ay ’
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vacuum state, which has p* = 0, into itself. Therefore
S|0) = €]0) = (0[S]0)|0).
However unitarity of the S-matrix implies
(01SST10) = (0]CC*|0) = (0|0) =1 = |C|*> =1.

The conclusion is that C is just a phase factor and can be disregarded.

Note that each Feynman diagram can be accompanied by a set of vacuum graphs.
For example at fourth order we may have the disconnected graph in Fig. 12.12b and
so on at any order in perturbation theory. Since in any disconnected diagram the
S-matrix element is the product of the matrix elements of the disconnected parts, we
conclude that the constant C appears as an overall multiplicative phase factor in the
S-matrix. If S’ is the S-matrix with all the disconnected diagrams omitted CS’ is the
full S-matrix differing from S by a trivial phase factor. It follows that all the discon-
nected Feynman diagrams can be omitted in studying the perturbative expansion.

12.8 A Pedagogical Introduction to Renormalization

In Sect. 12.7 we have shown that the last three diagrams of Fig. 12.10 are expressed
in terms of divergent integrals. Aside from the divergences associated with vacuum-—
vacuum transitions (which, as we have seen, can be disregarded because their effect
is of multiplying any S-matrix element by a same phase factor), the divergence
associated with the photon self-energy transitions (vacuum polarization) was shown
to vanish on the grounds of gauge invariance. On the other hand, the divergence
associated with the electron self-energy graph was found to be somewhat “serious”
in that there seems to be no simple and consistent way to eliminate it.?8

Actually the treatment of the aforementioned divergences was given for matrix
elements (out|S® |in) of S between initial and final single-particle states obeying
the equations of motion of the free theory (on-shell particles), namely>’

H—mu(p,s) =0 (12.255)
K¥=0, e-k=0. (12.256)

28Note that the problem of the electron self-energy already exists in the classical theory of the
electron. Indeed, either one assumes the electron to be a point particle without structure, in which
case the total energy of the electron together its associated field is infinite; or one assumes a finite
electron radius, in which case it should explode as a consequence of the internal charge distribution.
2Here and in the following we shall refer, for simplicity, only to electron wave functions u(p, s),
to electron lines and so on. However all our analysis equally applies to the electron antiparticle, the
positron, as well as to, any other charged lepton, like muons and tau mesons.
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Photon and electron self-energies are just an example of diagrams containing loops.
As already mentioned, the presence of loops in a Feynman diagram entails an inte-
gration over the momentum k of the virtual particle circulating in the loop, and
this, in general, implies an ultraviolet divergence of the integral when the k — oo.
Thus, when we consider higher order terms in the perturbative expansion many more
ultraviolet divergences (actually infinitely many) show up in the computation of the
S-matrix. This tells us that the Feynman rules for the computation of the amplitudes
are in some sense incomplete since they do not tell us what to do with divergent inte-
grals when computing amplitudes beyond the lowest tree-level. It turns out, however,
that if we express amplitudes in terms of the physical measurable parameters of the
theory, namely the mass and the coupling constant, the amplitudes become finite.

Let us make this statement more precise. [t must be observed that when we consider
higher order terms in perturbation theory, the parameters m and e appearing in the
Lagrangian do not represent the experimental values of mass and coupling constant,
as it was anticipated in the introduction. For example the electron experimental mass
is defined as the expectation value of the Hamiltonian (the energy operator) when
the one-particle electron state has zero three-momentum. This has to be computed,
to the order of precision required, using

(p. slp, s)

Mexp = )
p=0

Ip, s) and H being the states and Hamiltonian operator of the complete interacting
theory, the former being perturbatively expressed in terms of free states in (12.3).
Notice that in no situation an electron state can be identified with a free state in the
Fock space, of the kind we have been using so far in our analysis: the higher order
terms in the expansion (12.3) are always present. The reason for this is that an electron
is never isolated since it always interacts at least with its own electromagnetic field,
and its self interaction contributes to the perturbative expansion (12.3).

Similarly the coupling constant, the physical charge of the electron, should be
defined as the quantity which appears in an experimental result. For example the
charge may be defined as the parameter that appears in the Compton scattering
cross-section at threshold. Therefore to any order in the computation, the result must
be given by the formula (12.237) with e replaced by ecy.

When these definitions are implemented, the parameters e, m entering the original
Lagrangian can be expressed in terms of the physical ones by relations of the form

e = e(eexp)s
m = m(mexps eexp)-
In the following it will be convenient to rename ey and my the parameters entering

the Lagrangian,, called the bare parameters, while the physical measurable values of
the coupling constant and mass will be denoted by e and m, respectively, so that the
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relations (12.257) take the form

ep = eop(e),
my = mo(m, e).

As we shall see in the sequel, these relations actually contain divergent quantities.
This means that, since the experimental mass and charge are obviously finite, the
parameters e, and mq entering the Lagrangian, in terms of which the Feynman rules
were constructed, must be themselves infinite in order to obtain finite results for the
physical parameters. Therefore eg and my are not observable. By eliminating e, my
in terms of m, e, and by suitable redefinition of the fields, all higher order amplitudes
turn out to be finite.

The technique used to handle the divergences appearing in perturbation theory
is called renormalization. By means of it the divergences can be isolated and rein-
terpreted as unobservable redefinitions of the mass, coupling constants and field
operators of the theory.

Let us observe that the renormalization program requires manipulations of infinite
quantities, given in terms of divergent integrals showing up in the perturbative expan-
sion. This raises many questions of mathematical consistency, not all of them having
a clear answer. However, even if its mathematical formulation may seem somewhat
unsatisfactory, from a pragmatic point of view the renormalization program is fully
justifiable, since by means of it we are able to extract finite results which are found
to be in remarkable agreement with experiments. We shall give examples of that in
the last section.

Renormalization is therefore a necessary route in order to extract physical verifi-
able predictions from the quantum theory of fields.

The complete renormalization program is rather complicated and its full exposi-
tion is beyond the scope of this book. The key point however is that, as it will be
shown in the next section, in quantum electrodynamics all the divergences appear-

Fig. 12.13 One-loop (c)
divergent diagrams in QED
(a) (b)
4 - &
O
(d) , (e)
N ’ 1
1
s Y
’ \ ’ N
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Fig. 12.14 a Second order (a)
electron self-energy parts in . i .
fourth order diagrams;

\\ / \\\ i 5 f”
b Second order photon i s :
self-energy parts in fourth 14
order diagrams 3
(b)

2
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ing in higher order corrections are associated with a limited number of diagrams,
represented in Fig. 12.13a—c, namely the self-energy diagrams considered as parts
of larger higher-order graphs, together with the vertex-part diagram to be defined
below. This means that, once we are able to consistently eliminate the divergences
associated with this limited number of diagrams, all the divergences of the theory, at
least in principle, can be eliminated. In this case we say that the theory, QED in our
case, is renormalizable.

By self-energy part or self-energy insertion of a larger diagram we mean a portion
of the graph which, if cut off from the rest, is a self energy diagram of the kinds illus-
trated in Fig. 12.11a, b. It is important at this stage to distinguish between self-energy
parts and self-energies, computed for the second order amplitudes in Sect. 12.7.
Indeed, in the latter case the amplitude was taken between external on-shell states,
that is between states obeying the equations of motion of a free particle, while the
former describe just parts of the amplitude associated with the larger diagram. They
can be viewed themselves as self-energy amplitudes, whose external lines however,
may not describe on-shell particles, but rather be internal lines of the larger graph,
represented by propagators. For example in the Compton scattering we may have,
at fourth order, the diagrams in Fig. 12.14a. We see that in these diagrams there is a
second-order 1-loop electron self-energy inserted in an external and internal electron
line of the larger graph. Note that, in the latter case, both the lines attached to the self-
energy part are internal and thus correspond to electron propagators in the amplitude.
Therefore the self-energy part is not computed between external one-particle states
obeying the free-particle equations of motion (7 — m)u(p, s) = 0, i.e. the inflowing
momentum is off-shell p? # m?.

Similarly, considering a photon self-energy insertion, we may have at fourth order
the 1-loop diagrams in Fig. 12.14b, where the second-order self-energy partis inserted
between two photon lines, one of which is internal and thus describes a virtual photon,
for which the mass-shell and transversality conditions k2 =0, €k = 0 are not
satisfied. It follows that our computations of the self-energies given in Sect. 12.7 for
the second-order 1-loop S-matrix elements between external on-shell states should
be reconsidered when applied to self-energy parts. In particular the proof that the
(divergent) 1-loop self-energy of the photon is zero does not apply when we have a
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photon self-energy part since the conditions k> = ¢ - k" = 0 used in the proof do
not hold. The same is true a fortiori for the 1-loop electron self-energy considered
in Sect. 12.7, where we have seen that it is actually divergent even if it refers to an
amplitude between external states. We shall show in the following that both the photon
and electron self-energy insertions can be made finite by mass renormalization,
coupling constant renormalization and field renormalization.

Furthermore, when we consider diagrams that are parts of larger ones, besides
the self-energy graphs, a further divergent contribution comes into play, namely the
vertex part, whose 1-loop diagram, (second order in the coupling constant), is given
in Fig. 12.13c. This diagram exists only when it is part of a larger diagram since when
the external electron and photon lines are on the mass-shell momentum conservation
cannot be satisfied. This justifies why it was not considered when discussing S-matrix
elements between external states.>”

12.8.1 Power Counting and Renormalizability

In this section we show that QED is a renormalizable theory, by which we mean, as
mentioned earlier, that only a limited number of amplitudes is divergent. In particular,
to one-loop, the divergent amplitudes are those associated with the self-energies and
vertex insertions discussed in the previous section, see Fig. 12.13a—c. This justifies
the assertion made in the previous section that the consideration of the self-energies
and vertex parts are actually sufficient to show that in QED all the divergences can
be disposed of.

We have so far restricted our attention to diagrams containing just one loop. A
generic diagram may however contain various loops. Let us define the superficial
degree of divergence D¢ of a diagram as a number which signals, if non-negative, the
presence in the amplitude of divergent integrals. We observe that in each Feynman
graph there is an integration in % for each internal fermion (electron) line and an
integration ‘% for each internal boson (photon) line, which contributes three and
two units, respectively, to the degree of divergence of the amplitude, Furthermore, at
each vertex we have a §*-function expressing conservation of the momenta flowing in
and out of the vertex. This eliminates four momentum integrations at each vertex (i.e.
an integral in d*p). However one of the momentum §*-functions just implements the
conservation of the total momentum and thus is ineffective in eliminating momentum
integrals. Taking this into account, we may define the superficial degree of divergence
to be given by

DG =3F; +2B; —4(V — 1). (12.257)

30There are in principle further divergences associated with the so-called photon-photon system,
Fig.12.13d and the three-photon vertex, Fig. 12.13e. Such divergences are however armless (see
below.).
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where F; and B; are the number of internal fermion and boson lines, respec-
tively, and V is the number of vertices. Here we are using the words “fermion”
and “boson” instead of electron and photon because our considerations in general
apply to any theory containing bosons and fermions. What actually characterizes
a theory is the interaction vertex. For QED the interaction Hamiltonian density is
Hy = —ezﬁ(x)'y“w(x)Au (x), so that at each vertex there are two fermion and one
boson lines. Let us denote F;, F, and B;, B, the number of internal and external lines.
Since an external line is connected to one vertex and an internal line connects two
vertices, it is easy to see that’!

2F; +F, =2V,
2B+ B, = V. (12.258)

If we solve the above equations in F; and B; and substitute the result into Eq. (12.257)
we find

3
DG =4~ F.—B.. (12.259)

We conclude that the degree of divergence does not depend on the number of
vertices and internal lines, but only on the number of external lines. In particular we
see that Dg > 0 only for a limited number of diagrams. In general when this happens
we say that the theory is renormalizable. Therefore QED is renormalizable.

On the other hand the renormalizability property is related to the physical dimen-
sion of the coupling constant. Let us first recall from Sect. 12.3.5 that, using natural
units, the fermions have dimension % in mass units and the bosons dimension 1.
Furthermore the action of a theory is dimensionless, so that the Lagrangian density
has dimension (in mass) [M*]. On the other hand, if from each vertex f fermionic
and b bosonic lines originate, respectively, we must have that the dimension of the
coupling constant g in front of the interaction Lagrangian density is

A = [M*7] = [MD],

where v = %f + b and d\, = 4 — v is the mass-dimension of A. In particular for

quantum electrodynamics we find v = %f + b = 4, so that the coupling constant

«/LT’ ( «/427 in the usual units) is indeed dimensionless. For a general theory we can
™ Tnc

generalize Eqs. (12.258) as follows

2Fi+Fe=fV
2Bi+B.,=bV. (12.260)

31Ty derive these relations, one can cut each internal fermion line of a diagram into two parts. The
total number of lines so obtained should be twice the number of vertices. In this counting however,
each internal line contributes two units (i.e. a total of 2F; units) and each external ones a single unit
(i.e. a total of F, units). A similar argument applies to the boson lines.
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Substituting the values of F; and B; in Eq. (12.257) we find
3
DG = bV = Be+ S(fV = Fo) =4V +4

3 3 3
=V (b+2f-4)+4—-ZF,—B,=—d\V — >F. — B, + 4,
2 2 2
(12.261)

where we have used the definition dy = 4 — % f — b of the mass-dimension of A\. We
then have the following cases:

Ifb+ % f < 4,thatisifdy > 0, asthe perturbative order V increases, D¢ decreases
and amplitudes are finite. We say in this case that the theory is super-renormalizable.

Ifb+ %f = 4, so that dy = 0, the coupling constant is dimensionless. In this
case Dg is independent of V and the theory is renormalizable. The divergences
occurring in the infinitely many loop diagrams, as we shall illustrate in the sequel for
the case of quantum electrodynamics, can be disposed of by adding a finite number
of counterterms to the Lagrangian, which amounts to a redefinition of the parameters
of the theory (renormalization).

If b+ %f > 4, d\ < 0, the theory is non-renormalizable since, by increasing
the order of the diagram, that is the number of the vertices, the degree of divergence
also increases. This time, however, in order to dispose of the divergences occurring
to each order in the coupling constant, counterterms should be added to the origi-
nal Lagrangian, whose functional dependence on the fields and their (higher-order)
derivatives, would in general depend on the corresponding power of the coupling con-
stant. Therefore, in contrast to the renormalizable theories, in the non-renormalizable
ones the divergences cannot be cured through the redefinition of a finite number of
parameters but infinitely many counterterms need be added to the Lagrangian. An
example of a non-renormalizable theory is the quantized Einsten gravity, in which
the interactions are all expressed in terms of a fundamental coupling constant, which
is proportional to the square root of Newton’s constant and thus has dimension of a
length in natural units.

After this general discussion, let us come back to the case of the QED. To one-
loop order besides the three divergent diagrams (a—c) of Fig. 12.13, corresponding
to the electron and photon self-energy parts and vertex part discussed before, which
are of second-order in the coupling constant, there is also at one loop a divergent
fourth-order diagram, represented in Fig. 12.13d, which is referred to as the photon-
photon system and an order-three three-photon vertex, see Fig.12.13e. Applying
Eq. (12.257) to diagrams (a)—(c) we immediately conclude by power counting that the
electron self-energy part is linearly divergent (Dg = 1), the photon self-energy part
is quadratically divergent (Dg = 2) and the vertex part is logarithmically divergent
(Dg = 0).

As far as the photon-photon system is concerned, it is logarithmically divergent,
while the three-photon vertex is linearly divergent Dg = 1. However, an explicit
evaluation of the former diagram, shows that the coefficient of its divergent part is
exactly zero. Therefore we shall disregard this diagram in the following. As far as the
three-photon vertex is concerned, it is zero being odd under charge conjugation and
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thus would violate the charge conjugation symmetry (recall from Chap. 11 that the
photon is odd under charge conjugation: nc = —1). Actually, by the same argument,
one can show that all diagrams with an odd number of external photons is zero
(Furry’s theorem).

Renormalizability of QED means that all the divergences appearing in the pertur-
bative expansions can be eliminated. As previously anticipated, a complete account
of the full renormalization program to all orders is rather heavy and complicated
and would be outside the scope of this pedagogical introduction. In the following
we shall therefore limit ourselves to apply the renormalization program to the self-
energy and vertex parts given in Fig. 12.13 which correspond to 1-loop insertions
and are therefore of second order in the coupling constant. We believe that even in
this restricted framework the main ideas used in the full renormalization program,
to all orders, can be understood.

Thus far we have been dealing with divergences as if they were well defined
quantities. Actually, in order to make sense of divergent integrals, and their manipu-
lations, it is important, as a first step, to make such divergent integrals finite by some
regularization procedure. The general procedure is the following. One first separates
the divergent integral into two parts,3> where the first part is still divergent, but the
divergence is entirely contained in a set of divergent constants, that is in a set of
integrals which do not depend on the external momenta, the second part instead is
completely finite and, in general, will depend on the external momenta. To show
how this separation can be made we quote the following simple example.>> Let us
consider the following integral

dk
op) = m7
0

which is logarithmically divergent. If we differentiate with respect to p we obtain

0/@)__7L__1
S G

Therefore
o(p) =—logp+c.

We have thus separated the divergent part of o(p), given by the constant ¢, from its
finite part. Analogously, from the linearly divergent integral

[e¢])
k dk

o(p) = m,

32 Actually, beyond 1-loop, there are divergences that require a more careful treatment than just
separation into a divergent and a finite part (overlapping divergences). We can neglect them, since
we are going to discuss only 1-loop self-energy and vertex insertions which cannot give rise to this
kind of divergences.

33See Weinberg’s book [13].
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by the same procedure, we obtain

o(p) =a+bp+plogp,

where a and b are divergent constants. In general for a divergence of order D of
the integral we obtain a polynomial in the external momenta of degree D — 1 whose
constant coefficients are divergent plus afinite part. Actually the given decomposition
is equivalent to the first terms of a Taylor expansion of the integral in the external
momenta. However we must pay attention to the fact that the separation between
a divergent part and a finite part is not uniquely defined. Indeed we may always
change the value of the finite part by adding a constant to it and subtracting the same
constant from the divergent part. In order to have a uniquely defined expansion we
must therefore add some requirement dictated by physical considerations.

The previous examples are given in terms of one-dimensional integrals. Coming
back to the divergent four-dimensional integrals arising from loop integration, in
order to manipulate the “constant” divergent integrals they need to be regulated, that
is made finite, by a some convenient regularization scheme.

There are several regularization schemes which do the work and would be worth
discussing, since they allow to compute the explicit form of the divergence. However,
being their treatment rather technical, it would be outside the limited discussion of
the renormalization that we plan to present. We shall therefore avoid entering the
detail of the regularization procedures. We can just give a simple example of how
regularization can be achieved for the linearly divergent integral (12.240). In this
case can use the so called Pauli—Villars scheme of regularization by modifying the
photon propagator in the integral as follows

—i —i —i . —A?
e 7 e T e —ar) T T e g =4y

The integral (12.240) becomes

) , d*k 1 —A?
E(rcg)(p) — e / R A - m%‘ |:k2 W A2):| . (12.262)

We see that X9 (p) is finite as long as A? is kept finite. If we separate the integral
into a divergent (in the A2 > 0 limit) and a finite part, as we shall do in Sect. 12.8.2,
the finite part remains the same when A? — oo, while the divergent regulated part
becomes infinite only when A% — oo.

This example shows how regularization allows us to manipulate quantities which
become divergent only when the regularization is removed. In the following, with
abuse of notation, we shall call these regulated quantities “divergent”, but it must
be kept in mind that they are in fact regulated. Only once regularization has been
performed the renormalization program allows us to separate the divergent part of an
integral from its finite part and to prove that the entire divergence can be eliminated
by appropriate redefinitions of the mass and coupling constant of the theory. This
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procedure is referred to as mass and coupling constant renormalization, and will be
discussed in the next sections.

Since our process of elimination of the infinities will require a redefinition of
the parameters and of the fields entering the Lagrangian, we will rewrite the initial
Lagrangian, in terms of which the Feynman rules are defined, as follows:

_ 1 i}
Lo = g (i — mo)ipo — 7 Fouw Fy” + e0 Aoy oy vo. (12.263)

Therefore, in this notation, the fields ¢(x), A, (x) and the coupling constant e appear-
ing in all the formulas written so far, should be intended as 1y (x), Ao, (x) and e,
respectively.

12.8.2 The Electron Self-Energy Part

Consider an internal electron line of a Feynman graph. When adding higher order
contributions to the amplitude of the same process, we will have to consider a dia-
gram which differs from the initial one only in the insertion of a self-energy part in
the electron line. In summing the contributions from the two diagrams, all the rest
factorizes while the propagator associated with the internal line is replaced by the
following sum, see Fig. 12.15:

Sr(r—y) + / d*x1d*% Sp(x — 2)[=i (61 — x)ISF (k2 — ),

where X (x; — x2) was defined in (12.239). Since the effect of the higher order
contribution is accounted for by replacing the propagator Sr(x — y) in the original
amplitude with the above sum, the second term on the right hand side can be seen as
a second order correction to the free propagator. In momentum space this correction
reads,

Sr(p) + Sr(p) [-iZ )] Sr(p), (12.264)
—iX(x1 — x3)
PLanis. \
. el P P
T _ Y €z T T9 Y
Sp(z—v) Sp(z - 1) Sp(z2 - )
Pasie \
-+ —I_ -+ N -+ A
Sr(p) Sp(p) —i2(p) Sp(p)

Fig. 12.15 Corrected electron propagator by insertion of a second-order self-energy part
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where s+
. _ . mo
Sk(p) = i (f — mo) 1Elﬁ7
p- —my

and —i X (p) is given in Eq. (12.240). Diagrammatically the 1-loop corrected propa-
gator is given in Fig. 12.15.34

The correction (12.264) to the free propagator can be improved by considering
the so called chain approximation. In this procedure one considers higher order
corrections to the free propagator arising as a (infinite) sum of all the graphs obtained
as chains of 1-loop insertions as in Fig.12.16. The improved correction S} to the
propagator is then

SE(P) = SE(p) + SFP)[—iZ (P)ISF(p)
+SEPI—iZPISFP—iZP)ISFP) + -

1
=5 ) (1 +iZ(p) Sp(m)
= ! 1 = ! . (12.265)
F—mo L= () —mo)"L  p—mo— Z(p)

Note that each correction term in the above sequence is two orders (in the coupling
constant) higher than the preceding one, since each self-energy insertion in the chain
is of second-order.®

To proceed we apply the considerations of the last section to separate the divergent
partof X' (p) from its finite part. As we have noted earlier, the expansion of a divergent

34Note that if (12.264) were taken between external (on-shell) electron lines, we would recover the
electron self-energy computed in Sect. 12.7, namely Eq. (12.241).

35 Actually we could make the chain approximation (12.264) exact if we would consider each
electron self energy insertion not restricted to one-loop order. This can be done by introducing the
concept of one particle irreducible (1PI) diagram. A diagram is 1PI if it cannot be disconnected by
cutting one internal line. Thus we may consider a self-energy diagram which has contributions from
1PI diagram only, like the three fourth order diagrams of Fig. 12.17a, while the graph (b), being
reducible, would not contribute. The reason for selecting only 1PI diagrams is that the reducible
diagrams can always be decomposed in 1PI diagrams without further integration, and therefore if
we can take care of the divergences of the 1PI diagrams, we automatically take care of the general
diagram. Let us denote the correction to the free propagator due to the sum of all possible 1PI
self-energy diagrams by —iX*(p), see Fig. 12.18a. The correction (12.264) becomes

Se(p) + Se(p) (—iZ*(p)) Sk (p). (12.266)

If we now perform the chain expansion as in (12.265) but with —i X' (?) replaced by —i X*(p), we
obtain the exact propagator in the form

i

Sp(p) = ——m——,
L !

(12.267)

see Fig.12.18b. In the following however we will limit ourself to consider the approximation
(12.264) where only the 1-loop integral X' (”), lowest order approximation of X*(p), appears.
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Fig. 12.16 Correction to the electron propagator in the chain approximation

(a) - -
,’O'\ e =~ PRGN
Il 1

(b)

Fig. 12.17 Examples of fourth-order corrections to the electron propagator: a one-particle irre-
ducible; b one-particle reducible

(a) -
|:| R @ S i
= £ s + L 'l..|_l'\ I‘+r \;+"'
~1T¥p) = ~iE(p)4---
(b)
S Sp[-ix*]Sp Sp[—ix*]Sp[—iZ*]SF

Fig. 12.18 a Definition of —i X*(p) as the sum of the corrections to the electron propagators due
to all 1PI diagrams; b Exact propagator

integral into a polynomial in the external momenta with divergent coefficients plus
a finite remainder is equivalent to a Taylor series expansion, truncated to the first
divergent terms plus a finite remainder. Let us apply this technique to the divergent
integral

o [ d% ] 1
Z‘(p):—leo/(zﬂ)4'y P_k_mo'y#k—z. (12.268)

By differentiation with respect to the external momentum p, we increase the power
of k in the denominator by one unit making the result only logarithmically divergent.
Through a second differentiation we obtain a finite, that is convergent, integral. In
our case we have then a Taylor expansion truncated to first order in p plus a finite
remainder. Taking into account that by Lorentz invariance X' (p) can only be function
of p/and p?, we expand X (p) in powers of (;y — m) where m is arbitrary:

X (p) = dm+ B@/—m) + 2O ). (12.269)
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Here dm and B are divergent constants given by

5 =)l B 1 " o))
m = _ s = — _ .
p27m2 4 Y apu p2=m2
while X(©(p) is convergent and satisfies
: 0x©
TOP)y=~4""=— =0 for p*> =m’. (12.270)
OpH

We see that the entire divergence of X (p) is contained in the infinite constants dm
and B.

We can now insert the result (12.269) into the expression on the right hand side
of (12.265), obtaining

i i

F—mo—2(p) p—-mo—om—Bly—m —TO@p)

(12.271)

We see that the pole of the improved propagator S, (p), which defines the mass of the
particle, is no longer at p* = mé. If we choose the arbitrary parameter m to satisfy:

mo + X (m) = m, (12.272)
where X'(m) = X (p)|2—,2 = dm, Eq.(12.271) yields

i

SE ) = =B — 20G)

(12.273)

Recalling that X () vanishes for p> = m?, m becomes the mass of the particle, which is
shifted from its original value my, the shift being proportional to the divergent quantity
om = X (m). Since dm is divergent we conclude that the bare mass m present in the
original Lagrangian must be divergent as well, in order for the physical mass m to
be finite.3® The mass renormalization given by the mass shift (12.272) provides the
removal of the divergent term dm = X (m) from the corrected propagator, but it still
depends on the infinite constant B.3” As it is apparent from the (12.273), this infinite

36Naively one could think that the separation of the physical mass into the bare mass mq and the
mass-shift ym = X (m) would correspond to the separation of the electron mass into a “mechanical”
and a “electromagnetic” mass. However such separation is devoid of physical meaning since it
cannot be observed. We also note that the process of mass renormalization is not a peculiarity of
field theory. For example when an electron moves inside a solid it has a renormalized mass m*, also
called effective mass, which is different from the mass measured in the absence of the solid, i.e.
the bare mass m(. However, differently from our case, the effective and bare mass can be measured
separately, while in field theoretical case mg cannot be measured.

3TWe observe that this term would give a vanishing contribution if we had an external on-shell state
instead of the propagator in (12.264) since the term B(y — m) in Eq.(12.269) is zero on the free
electron wave function.
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constant changes the residue at the pole from its original value i to

. -1

i(1-B) .

To dispose of the divergent constant B we observe that neglecting higher order terms

in e we may write

2@p) ~ 2P (1 - B),

that is
2O@P) =29 -B)=29pz, ",

where
Z=(1-B)"L (12.274)

Equation (12.273) can be recast in the following form

Z
@y —m)—ZO@p)

Sp(p) =i

We see that the expression multiplying Z5 is completely finite. On the other hand, the
multiplicative constant Z> can be reabsorbed in a redefinition of the electron field,
namely by defining a renormalized physical field ¥ (x) in terms of a bare unphysical
one 1o (x) as follows:

o = 22% 1. (12.275)

Recalling indeed the definition (12.110) of the Feynman propagator and its Fourier
transform, we have

Sk = / d*e P01 T (v + )1 (1))]0)

=2, / d*e P (01T (o (y + €)Po(3))[0)

~ic )1 —5 (12.276)
—m) — X

so that, when written in terms of the renormalized mass m and the renormalized field
1), the corrected propagator is completely finite. The renormalization of the bare field
into the physical field by the divergent constant Z; given in Eq. (12.275) is usually
referred to as the wave function renormalization.>®

At the Lagrangian level, we can give an interpretation of the renormalization
procedure as the addition of counterterms to the original Lagrangian Ly. Indeed,
taking into account Eqgs. (12.272) and (12.275) we have

38Recall that a one-particle state and its wave function 1(x) is related to the quantum fields 121 by
(0] (x)|a), see for example Eq. (12.64) for a boson particle.
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LR = o (i) — mo)o = Zo O (i) — m)p + Zohibom. (12.277)

Therefore the Dirac Lagrangian written in terms of the physical mass and fields is

£PME =4 (i — m)y
= LY — (Zy — D)) (i) — m) — Zohbdm. (12.278)

One can verify that applying the Feynman rules to these counterterms the mass
myg acquires the correction (12.272) while the logarithmically divergent part B is
subtracted from X' (p).

12.8.3 The Photon Self-Energy

Let us now consider the photon self-energy graph. We perform the same steps as
in the case of the electron self-energy graph. A photon self-energy insertion in an
internal photon line defines a second order correction to the photon propagator. In
the coordinate representation the second-order corrected photon propagator reads:

D/Flu/(x —)’) = DF/Ll/(-x _y)

+ / d*x1d* 2Dy (x — 30)[—i IT (x1 — 32)] Dy (k2 — ),

and is represented diagrammatically in Fig. 12.19. In the momenutm representation
the corrected propagator reads:

D/F'l“/(k) = DF,uV(k) + DF;Lp(k)[_inpa(k)]D}:m,(k) (12279)

e - ————— - e —— ——
T éﬁ + T 1 T2 Y
DF{rp(J' —x1) Dpg(z2 = y)
Dy (z —y)
p
B B gy 2 _k _x
DF;tu(k) DI—'jap(k) DFG‘U("{“)
p—k

Fig. 12.19 Second order correction to the photon propagator
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Fig. 12.20 Correction to the propagator in the chain approximation

As in the electron case, the self-energy diagram is just part of a larger graph and the
inflowing momentum k is off mass-shell. For this reason IT,, (k) is non-vanishing
and is expressed by the divergent integral in Eq.(12.243), which is of second order
in the charge e.

Just as for the electron case, we limit ourselves to the chain approximation and
consider all the higher order corrections to the propagator originating from chains of
self-energy insertions, see Fig. 12.20.3 Performing the sum over the chain of 1-loop
diagrams is, however, somewhat more complicated than in the case of the electron
self-energy, because of the tensor indices carried by I1,,,,. We may proceed as follows.
Denote by D (k) and II(k) the 4 x 4 matrices Dr,,,, (k) and I177 (k). Define now the
projector P(k) = (P(k)*,):

kPk,,
(2

P(", = 6/ — (12.280)

The reader can easily verify that P(k)" = P(k). From the general form (12.252) of
the vacuum polarization tensor found in Sect. 12.7 and the expression of Dr,,;, (k) in
(12.110), it follows that:

— i [1°° (k) Dpgy (k) = —C(K*) P(k)",,. (12.281)

The corrected propagator in the chain approximation reads:

D} = Dy + Dp[—il|Dp + Dp[—iMDs[—iMDp + - --
=Dr 1—i1'IDF+(—iHDF)2+...]

= Dp _l—CIP—l—CzIP—i-m] =Dy |:1—IP’+(Z(—C)")}P’:|

n=0

i 1
=Dp|l1-P+ —P|, 12.282
F- +1+C ] ( )

where C = C(k?) and we have used the property of the matrix P(k) of being a
projector. From the above derivation we then find:

3The discussion made in footnote 35 about the exact electron propagator also applies to the photon
case. We can express the exact photon propagator as the sum of chains of insertions IT**¥ (k)
each representing the sum of all the 1PI diagrams to the photon propagator. We shall restrict, for
the sake of simplicity, to the chain approximation of the photon propagator, in which IT**" (k) is
approximated, to lowest order, by 1T (k).
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) w1 C k'k,
DFW(k)_—zk—2<1+C+ ) (12.283)

In light of the discussion made in Sect.12.5.5 about the gauge invariance of
S-matrix elements, we can disregard the &k, terms in D, since they give a van-

ishing contribution to the S-matrix. Therefore the non trivial part of D} m (k) reduces
to

in
Dlpy (k) = =15 1 (12.284)

(14 Ck?)

The important point is the fact that, assuming that C(k*) has no pole at k* = 0, the
pole of the photon propagator is not shifted with respect to the tree diagram level,
namely it is located at k> = 0. Therefore no mass renormalization is needed for
the photon self-energy part. Recalling our discussion in Sect. 12.7, this absence of
renormalization is due both to gauge invariance which implies the vanishing of the
quadratically divergent part I1,,,(0) = An,,,, and to the assumption of regularity of
C(k*) atk* = 0.

We now have to eliminate the further divergent term C (k%) from D}W (k) the
residue being now given by (1 + C(0))~!. This can be done exactly as in the case of
the electron self-energy part. We first observe that the quantity

9% = k*C(k?) — kK2C0) = k> B (k?), (12.285)

where C® (k%) = C(k*) — C(0), must be finite since C(k2) is logarithmically
divergent. In fact I7,,, (k) is given by a quadratically divergent integral and C(0) is
the coefficient of k2 in its expansion around k% = 0

K2C (k%) = K2C(0) + [T (k?). (12.286)

Therefore the divergence is entirely contained in C(0). We fix the ambiguity in
(12.285) alluded to in Sect.12.8.2, assuming I7(“)(0) = 0, which can always be
done by shifting a constant from C(0) to IT (©(k2). Therefore the corrected propagator

takes the form )
s

K2 (14 C0) + TO®K2)

Dp,, (k) = (12.287)

We see that the residue changes by the factor Z3 = (14 C(0))~!. Moreover, neglect-
ing higher order terms, we may also write

mOGW) = MO 1 +CO) = T9%Nzs ",
so that Eq. (12.287) becomes

w23

/ e —

(12.288)
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where the expression multiplying Z3 is completely finite. As for the electron self-
energy, the factor Z3 can be now by reabsorbed by the photon wave function renor-
malization, namely by setting

1
Ao, = Z7 A, (12.289)

Indeed recalling Egs. (12.110) we have

D p = /d4§ P01 T(Au (v + A, ()]0)

=3 /d4€ P01 T (Ao (y + Aoy ())10)

1 1
=—Mpy—5——"5"=—NwHs——s 5 12.290
E e~ meay ey 2P0
Similarly to what we did for the electron self-energy, the photon wave function
renormalization (12.289) can be interpreted at the Lagrangian level, as the addition
of a counterterm. Indeed we can write for the electromagnetic free Lagrangian density

1 1
Ly = —ZF(/)”FOW = —ZZ3F“”FW. (12.291)

Therefore the electromagnetic Lagrangian density in terms of the physical renormal-
ized fields is

1 1
Lp2 =~ F"Fu = Lz + 2(Z — DF"Fp. (12.292)

The change in the photon propagator given by the self-energy insertion is referred
to as vacuum polarization. The vacuum polarization is a physical measurable effect.
Indeed, let us consider for example the Moller scattering. We have seen in Sect. 12.5.2
that, in a specific Lorentz frame, we can separate the interaction due to the exchange
of transverse photon from the one due to the exchange of longitudinal and timelike
photons, the latter resulting in a instantaneous Coulomb potential energy, whose
Fourier transform is*’

2
eo V(K| = ~2 .
0 k2

When the self-energy insertion is taken into account, we have to replace the lowest

order photon propagator D, with the new propagator D}, L given in Eq. (12.288).
This implies that the vacuum polarization changes the Coulomb law as follows

e? e’

— = .
kI [K2[1+ C®(— k)]

40With respect to Eq. (12.163) we have replaced the coupling constant e with e since the amplitude
was computed to lowest order in the coupling constant.
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where we have defined ¢ = Z3e% and we have set k> = —|k|? since we are in the
non-relativistic limit in which k® = 0. The factor (1 + C® (—|k|?)) behaves much
like a dielectric constant €(K) since, as we show below, it reduces the effective charge
(in absolute value) ‘seen’ at a given |k|, as |k| decreases (i.e. as the distance from the
charge increases), in the same way as it happens for charges in a dielectric material.
Pictorially we may say that the vacuum polarization creates electron-positron virtual
pairs circulating in the loop with a resulting partial screening of the electric charge, as
it happens for a charge in a polar dielectric material. The actual value of 17 (—|k|?))
can be computed explicitly by appropriate regularization of IT W(kz). One finds that
for k? <« m? (the threshold for the pair production et e™)

e N PO L (12.293)
k2 [1+CO—k)] k2 150 m? ) '
By Fourier transforming to configuration space we have

4’k ikx —e? e? a e

~

e3¢ KPR+ CR®kD)] ~  4nr  15nm2

eV(x) = ¥ x),

where r = |x|. This change indicates that the electromagnetic force becomes stronger
at small distances.*! This effect can be measured in hydrogen-like atoms, where the
wave function is non-zero at the origin for s-waves. In fact this produces a shift of
the 2s 1 level given by

2 2
AE = / x| ) (—lie—zé@(x)) — A Ok,

STmm 15m
and using |1(0)|> = % for the 2s state, we get

AE = —1.123 x 1077 eV.

This change has in particular the effect of removing the degeneration between the
2s 1 and 2p 1 levels. As will be discussed in the last section, the Lamb shift also
removes the degeneration with a much larger correction. The agreement between
theory and experiments, however, is good enough to verify the shift due to the vacuum
polarization.

“IThe seeming singularity due to the presence of the delta function is actually due to our approxi-
mation |k|> < m?. In general the correction will be smooth and strongly peaked around x = 0.
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12.8.4 The Vertex Part

We now discuss the third divergent diagram, namely the vertex part whose 1-loop
second order graph is shown in Fig. 12.21, together with the tree-level vertex. The
element of S(3 contributing to the amplitude reads:

(ie0)® / A3y - Do Sk (x — Y)V'SFO — D7 () -

X Dry1p(x — 2) Aoy () = ieg / d*xd*yd*z < ho(x) AY (x, z]y) Yo(2) = Aow (),
(12.294)

where we have defined the vertex part connecting the three external legs as:
A (x, zly) = (ie0)* /'Sy (x = )7 SF (v = 2)7° Drpup(x = 2).

Using the explicit form (12.110) of the propagators in momentum representation we
can write:

d4q/ d4q d4k/
@m)* 2m)* (2m)*

l 1 =l . /
x AH v @ =) =) Hilg+k)-(z=x)
Y 7 _mPY ﬂ—mwl )2

AY(x, zly) = (ieg)?

(12.295)

Changing integration variables from g, ¢, k' to k = ¢’ — q, p = q + k' and ¢q the
above expression simplifies to:

d*p d*k

AV(x, zly) = _(271')4 —(271_)4 AP (p + k,p)eik'(y_x)ei”'(z_x), (12.296)

P =p+k P

Fig. 12.21 Third order vertex loop
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where

dq , 1 L1
77 gl
@Qm*" kt+g—m g—m

(12.297)

AP 4k, p) = i€} / -

1
r—-a?*
When the operator (12.294) is computed between on-shell states, conservation of the
total momentum sets the corresponding amplitude to zero, as explained in Sect. 12.4.
Consequently the third order term (12.294) can only contribute to the amplitude of
a larger process, in which at least one of the three external legs is an internal line
of the corresponding Feynman diagram. This means that at least one of the fields
1[_10 (x), Y0(z), Aou(y) in (12.294) is contracted with some other one within a higher
order S-matrix term, to make a propagator. Another process to which such term may
contribute is the interaction of an electron with an external field, in which case Ao, (y)
is to be replaced by AS)Z (). In this case the one loop vertex diagram contributes to
the amplitude a term of the form

2imeo V(p', p) A(‘}fj(k) = 2imeou(p") A" (p', p)u(p) As)l‘f(k), (12.298)
where VH(p', p) = u(p') A*(p’, p)u(p), while p and p’ = p + k are the momenta of
the incoming and outgoing electrons, respectively. We see that the above term has
the same form as the tree vertex contribution (12.197) except for the presence of
AF(p’, p) instead of v#. Similarly, if the photon of momentum k is a virtual photon
within a larger graph, the current V#(p’, p) will have to be contracted with the cor-
responding photon propagator DF,,, (k). According to our discussion in Sect. 12.5.5,
gauge invariance with respect to the incoming photon of momentum k = p’ — p
requires the current V# to be conserved (i.e. divergenceless), namely:

k. VE@'.p) =@ —p) V'@ .p)=0. (12.299)

When summing all the contributions to a given amplitude coming from S-matrix
terms of orders differing by two units, we will have to sum contributions from two
diagrams differing justin the substitution of a tree vertex by a one loop vertex. Adding
up the two terms amounts to effectively replacing in the lowest order one:

,y/t - Fu(p/7p)7
rp',p) = "+ A @, p). (12.300)

The quantity A#(p’, p) then represents a second order correction to a vertex, whose
integral expression in (12.297) has a logarithmic divergence for large values of the
integration variable g, representing the momentum of a virtual electron. The matrix
T'H(p', p) is referred to as the second order corrected vertex. There are other cor-
rections to the vertex, obtained by inserting self-energy parts in the legs of the three
diagram. These are in principle accounted for by using the exact propagators for the
electrons and the photon.
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Expanding A*(p/, p) inp, p’
A, p) = Loy, + AL . p), (12.301)

where Ly = A,,(0, 0) and one can isolate the divergent part L, which is a constant,

from the finite remainder A{l (', p). The second order corrected vertex I'*(p/, p)
consequently splits as follows:

L' p) = (L + Lyy, + AL @' p). (12.302)

The ambiguity in the definition of L is fixed as follows. Let us first show that,
on the general grounds of Lorentz covariance, if p’ = p, the current V#(p, p) =
u(p) A*(p, p)u(p) is proportional, through a constant, to u(p)y*u(p). By Lorentz
covariance we can indeed convince ourselves that A*(p, p), which is a spinorial
matrix depending on p, can only be combination of the matrices p* 1 and «*. Using
then the property*?

u(p)y"u(p) = %ﬂ u(p)u(p), (12.304)

we conclude that
Vi (p,p) = u() A" (p, pup) = foulp)y"up), (12.305)
fo being a constant. Actually, using Lorentz covariance and the gauge invariance con-

dition (12.299), one can show that the current V#(p’, p) can only have the following
general form

VEQp) =) (FL6D A + P20 /" k) up),  (12.306)

where k = p’ — p.*3 It follows that V¥ (p, p) = F1(0)u(p)y"u(p), so that F; (0) = fp.
We now fix the ambiguity in L by requiring L = fy, which implies

42To show this use the general on-shell identity (which only holds on-shell):

1
(P u(p) = o (@) pa(p) + a @y~ u(p)]

pr+p" e (D)
2m 2m

(12.303)

=u(p) [ ] u(p),

where we have written v#~” = p#” + ", and v** being defined as [y*, v"]/2.
43See Weinberg’s book [13] for a general derivation of this formula. There the most general form
of I'*(p/, p) is written in terms of ~y-matrices, p and p’. The number of independent terms reduces
considerably upon using the Dirac equation pu(p) = mu(p) (u(p')p) = mu(p’)) and the identity

(12.303). By further implementing the gauge invariance condition (12.299) the final expression
boils down to the one in Eq. (12.306).
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iu(p. ) Al (p. pyu(p, s) = 0. (12.307)

Let us observe that the vertex I, (p’, p) contains in general the coupling constant eg

1
and a factor Z,Z; originating from the wave function renormalization of the electron
and photon fields

- 1 _
Ll = eo oy Aoy = e0ZoZE Py'p Ay (12.308)

We conclude that the logarithmic divergence in the vertex part correction can be
absorbed in a charge (or coupling constant) renormalization as follows

1 1
6022232 — e()ZzZ32 (I1+L)=e, (12.309)

where e defines the physical renormalized coupling constant. Setting 1 + L = Z !
we rewrite (12.309) as follows

1
e=eZiZ; " (12.310)

We now show an important identity between the vertex function I',(p’, p) and the
propagator S (p). The identity, referred to as Ward identity, is

aS/fl
Iup,p) = i—g ﬂ(p) (12.311)
i

and, as we shall presently show, it is a consequence of the gauge invariance of the
theory. The identity is trivially satisfied by the tree level vertex <y, and the free
propagator i (jy — m)~!. To next order, using Eqs.(12.265) and (12.301), we can
rewrite the Ward identity as follows

90X (p)
OpH

Au(p,p) = — (12.312)

The proof (to second order) can be done by exploiting the fact that, in the presence
of a constant external electromagnetic field AS’L’ , the electron self-energy part is
modified as follows

—i¥(p) » —iX(p) + ieoAG Au(p.p) + ... (12.313)

where the right hand side represents a power series in the constant AZ” and the second

term represents a single interaction with Afj". Note that, since the external field is
constant, it transfers zero momentum, so that its Fourier transform is non-zero only
fork = 0: AS’Z = Agﬁ (k = 0) §*(k). Diagrammatically we can represent (12.313) as
in Fig. 12.22. On the other hand, gauge invariance requires that the interaction with
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PR PR " e
—ix(p) —iZ(p) ieg N(p) ﬁg’;’-(k =0)

Fig. 12.22 Insertion of an external field in an electron line at zero momentum transfer k = 0

the external field can be obtained by performing the minimal coupling substitution:

Pu = Pu+ eoAfj". (12.314)
Therefore we also have
~ 00X
Xp) — Xp)+ eer’“—(p) +.... (12.315)
® 8p“ Aflxrzo

Comparison of (12.313) and (12.315) gives the Ward identity (12.312).
An important consequence of the Ward identity is that the wave function and
vertex renormalization constants are equal

Z\=72 & L=-B, (12.316)
where B was defined in (12.269). To show this we compute the right hand side of the

Ward identity (12.312) using Eq. (12.269) while on the left hand side we substitute
Eq.(12.301). We obtain

0 2O ).

Y - _ —
Ly, + A, (. p) = —uB aph

We now sandwich this relation between external on-shell states and find
u(p, s yuu(p, s)L = —Bu(p, s )yu(p, s). (12.317)

where we have used Eq.(12.307) and the fact that 6’%2(6) (p) vanishes for p = m.

Recalling the definition (12.274) and that Z; = (1 + L)~ !, we immediately obtain
Eq.(12.316).

The equality (12.316) implies that the coupling constant renormalization (12.309)
reduces to

1
e=17Z5e) — epAo, = €A, (12.318)

The cancelation between the electron and photon wave function renormalization
constants has been shown to work at one loop level (second order in the coupling
constant). Actually the implementation of the full renormalization program reveals
that the cancelation between the constants Z; and Z, is valid at all orders of the
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perturbation theory. It follows that these renormalizations are in fact spurious. This
result is of fundamental importance. Indeed, generalizing to the electromagnetic
interaction of other charged particles, it implies that the electromagnetic coupling is
universal.

The interpretation of the coupling constant renormalization follows the usual lines.
Starting from Eqgs. (12.308) and (12.309) we have

Ly = eo Yoy o Aoy = Zie Py A, (12.319)
Therefore the physical renormalized interaction Lagrangian density can be written

as
L= ey A, = LY+ el = Z) py"p A, (12.320)

12.8.5 One-Loop Renormalized Lagrangian

We can now summarize the results of the previous sections writing down the relation
between the bare Lagrangian density (12.263) we started from and the physical
renormalized Lagrangian density £. Adding Eqs. (12.278), (12.292) and (12.320)
we find

_ 1 , i}
Lo = g (i — mo)po — ZFOW F)" + eo Ao oy o
— L+ AL (12.321)

where
_ 1 _
L=yAPd—m)y— ZFWF“” + ey P A, (12.322)
and

AL = (Zo — DY (i ) — m) + Zopipdm +
—41-1(23 — DF"F —e(1 — Z)Yy" Ay (12.323)

The relation between the bare fields and parameters and the physical ones is given
by

1 1
o = 222 P, AO;L = Z32A;L

_1 _1
mog =m—0m; ey= ZlZz_IZ3 ‘e=17y"e (12.324)
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Note that the added terms in AL have exactly the same structure as the terms present
in the original Lagrangian L.

The conclusion is that in order to have finite two-point Green’s functions, that
is propagators, and vertex functions we must start from a Lagrangian whose fields
and parameters are not the physical fields and parameters, but are the unphysical,
formally infinite bare quantities defined by Eq. (12.324). This has been shown at one-
loop level or, equivalently, at second order for the self-energy and vertex insertions.
In the general theory of renormalization one proves that the results obtained at one-
loop level are sufficient to render finite the diagrams to any order in the perturbative
expansion.

12.8.6 The Electron Anomalous Magnetic Moment

We have seen that the removal of the divergences from the second- order self-energy
and vertex parts of a larger diagram is achieved by separating the divergent from the
finite parts of the amplitude, the former being reabsorbed in the mass, coupling con-
stant and wave-function (field) renormalization. The finite parts, on the other hand,
give a well defined contribution to the amplitude and the result of its computation
can be compared with experiment.**

In this subsection we want to give an important example of this finite contribution
in a specific case, namely the (second-order) correction to the scattering of an electron
by an external field Afj“ . This will allow us to compute the anomalous magnetic
moment of the electron and compare the result with experiment.

Let us start with the first-order computation of the scattering amplitude of an
electron in the external field Aff’ . It was computed in Sect. 12.5, Eq.(12.197), with
the result

(WoulSy ) = i ( ) a7 u(p, AL k), (12.325)

mc?
VEpEy Ve
where k = p’ — p. Let us now consider the second order correction to the vertex part
whose diagram is given in Fig. 12.23. We know that the vertex correction is given
by the right hand side of Eq.(12.301), where the entire (logarithmic) divergence is
contained in the constant L and can be reabsorbed in the coupling constant renormal-
ization via Z; = (1 + L)~!. Hence A"; represents an observable effect. We are thus

confronted with the explicit computation of AL. The computation of this integral
is not trivial and we shall only quote the result. If the electron is supposed on the
mass-shell, p’ 2 = p2 = m?, and if the momentum transfer k* is small one obtains

#Corrections given by the finite parts of loop diagrams are often referred to as radiative corrections.
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Fig. 12.23 Radiative
correction to the Aff’ field

I _i-/_Lui(i_i)
() A (Ru(p) = 5- u<p>[ Yk + 5z (In 5 u(p).

min 8

(12.326)

Comparing the above formula with the general expression in Eq.(12.306) we can
identify the invariant functions F (k%), F»(k?) in the latter with the following quan-
tities:

P =L+ = £ (g m 3
! o 31 m2c? Amin 8)°
«

F(k*) = —

(12.327)

9
dmmce

where we have used the identification of L with Fj(k* = 0) = fo. We see that
only Fp is divergent, the divergence being in L and is reabsorbed in the charge
renormalization, while F7 is finite and gives the correction to the electron magnetic
moment, as we shall show.

The constant \,,;, in (12.326) is a fictitious photon mass that has been introduced
in order to avoid the divergence of the integral for small k, known as the “infrared
catastrophe”. In fact to obtain the previous result the photon propagator has been

modified as follows { {

k_2 g _lk2_|_—/\2'

min

—1i

(12.328)

This modification obviously entails that the amplitude (12.326) diverges when we
let the photon mass go to zero giving rise to the so-called infrared catastrophe.
Let us shortly comment on this point, since this kind of infrared divergence occurs
quite often when computing Feynman diagrams. Actually this infrared divergence
has nothing to do with the ultraviolet one present in A, (p’, p) which was included
in the definition of L. Its origin lies in the fact that considering an electromagnetic
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interaction process, we are asking a wrong question, namely: What is the amplitude
of electron scattering with the emission of no photon? Now, in any scattering experi-
ment, the electrons can radiate photons whose energy and momentum is sufficiently
small to be undetected by the experimental apparatus. If the apparatus has an energy
resolution Ej,, then photons with energy £ < E,, will remain undetected. When
the amplitude for the soft photon emission is combined with the infrared divergent
amplitude, the divergence disappears.

Coming back to the our second order amplitude, we see that the first order ampli-
tude (12.325) is changed as follows

(YourIS(1) + S@3)¥in)

2
. € mc — ( m frug ) Fext

=]i— | ——— Julp,s + A , u(p, r) ASM (k), 12.329

hc(\/m%)(p)v @.p))ulp,NA; k), ( )
where A/ (p/, p), the finite remainder of the second-order vertex part, is the radiative
correction to the first-order electron scattering. This is not the only correction to the
first-order scattering. There is a further correction arising from the vacuum polar-
ization graph of Fig. 12.23. One can show that the external field will get replaced
by

ACD () > Ay (1 - o K
157 m2c2 )’

which amounts just to adding —% to —% in the last term of Eq.(12.326).

We now show that the first term of Eq.(12.326), depending on the function F»,
computed at zero momentum transfer k% =0), represents the effect of an anomalous
electron magnetic moment to the amplitude. To this end let us rewrite the current
u(p")¥y"u(p) in the three-level part (12.197) of (12.329) using Eq. (12.303). As shown
in Sect. 12.5.6 by evaluating the non-relativistic limit of the tree amplitude, the term
contributing to the magnetic coupling is the one proportional to Wﬂl’kﬂﬁfj" which has
the following form:

1
th EM(P Yk AL (ku(p),

where we have used the non-relativistic approximation Ep ~ Ep ~ mc?. The factor
e/(mc) = ge/(2mc) represents the gyromagnetic ratio that we have computed earlier.
If we add the second order correction represented by the first term in Eq.(12.326)
we end up with

1
th 2— (1 —2mcF) u(p )’y“”k;,Af,x’(k)u@).
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We see that the gyromagnetic ratio has acquired a correction of the form:

e e 2e « ge
£ U —meFy) = = (1 n —) . (12.330)
mc mc 2mc 2w 2mc

corresponding to a corrected g-factor:

g=2(1+%).

This result was first obtained by Schwinger in 1948. The quantum deviation

A @=e
2mc
of the electron magnetic moment from its classical value, due to perturbative correc-
tions, is usually referred to as the electron anomalous magnetic moment. Nowadays
the very high precision measurements [10] of g — 2 provide the most stringent tests
of QED (the agreement between theory and experiment is to within ten parts in a
billion).*?

There is another experimental result which is successfully predicted by quantum
electrodynamics, and is worth mentioning without entering into heavy technical
details. It is the splitting of the 2s1,2 and 2p1 > levels in hydrogen atom, which was
first measured by Lamb and Retherford in 1947 and is known as the Lamb shift. Indeed
one can interpret the correction A‘,fL appearing in Eq.(12.326) as a modification of
the effective field Afj" seen by the electron, in our case Afj" reducing to the Coulomb
potential. This modification produces a splitting of the 251/, and 2p; > levels, but it
still depends on the A, cutoff present in Eq.(12.326). However if one takes into
account the contribution from emission and absorption of virtual photons of momenta
less than A, then the dependence from J,,;, cancels out. The final result gives for
the splitting a value 1052.01 Mc/s. By improved theoretical calculations the value is

raised to 1057.916. This agrees with the experimental value of with an accuracy of
1075.

12.8.7 References

For further reading see Refs. [3], [8, vol. 4], [9, 13].

4>Since in order to test QED predictions for higher order corrections to a given quantity (like the
g — factor), a high-precision determination of the coupling constant « is needed, one uses the
QED formulas to experimentally determine . QED is then tested by comparing the values of «
determined from different experiments.



Appendix A
The Eotvos’ Experiment

Let us consider two bodies, with inertial masses m; € m}, and suppose we attach them
to the ends of a torsion pendulum as in Fig. A.1. We denote by £ and ¢’ the distances
of the masses from the center of suspension. Let z and x be directed vertically
and southwards, respectively; on the left part of Fig. A.1 these directions have been
drawn at a particular point P of the terrestrial surface, the y direction being the normal
passing through P corresponding to the west—east direction. Note that the centrifugal
force my a due to the rotation of the earth forms an angle 6 with the vertical direction
equal to the latitude of P, while the gravitational force m¢ g is directed towards the
center of the earth.

On the right part of the Fig. A.1 we have drawn the torsion pendulum, and the
centrifugal forces m; a and m; a have been decomposed along the x and z axes.

The centrifugal forces acting in the x direction give rise to a momentum along the
vertical direction z given by:

=mpacl —myact'. (A.1)

On the other hand, equilibrium in the east—west direction requires the vanishing of
Ty, SO that we may write:

(mgg—mpa)l = (mgg—mjaz) . (A2)

If we now substitute the value of ¢’ given by (A.2) into Eq. (A.1) we find:
(A.3)

This component 7, if non vanishing, should be balanced by the momentum exerted
by the torsion of the rod to which the pendulum is suspended. Experimentally no
torsion momentum is observed, and therefore we must have: 7, = 0, that is:
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Fig. A.1 The Eotvos’ experiment
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It follows that the ratio between inertial and gravitational masses does not depend
on the particular body we are considering. Choosing the same unit for their measure
we conclude that the two masses are indeed equal.



Appendix B
The Newtonian Limit of the Geodesic Equation

In this section we show that in the non-relativistic limit v < ¢, by further assuming
the gravitational field to be weak and stationary, the geodesic equation (3.56) reduces
to the Newton equation of a particle in a gravitational field. We recall from Chap. 3
that the metric field g, (x) is the generalization of the Newtonian potential, and
the statement that the gravitational field be weak and stationary is expressed by
conditions (3.61) and (3.62), computing all quantities to first order in v/c and h.

We first rewrite Eq.(3.56) by splitting the coordinate index p into 4 = 0 and
pw=ii=1,2,3):

ety o (den)? o dct) dx o dx dy
P L Iy —— =0, B.1
dr? + 00( ) % d4r dr 1 dr drt ®.1
x o (den\ L dxk dY  det dx/
-~ i — —+4+20}——=0. B.2
dr? 00 ( dr ) * dr dr T2l dr dr (B.2)

Since

dx'! ax® vf
= — ) =, B.3
(dT) / ( dr ) c ®-3)
one recognizes that the condition v/c < 1 makes the last two terms of both equations
negligible, so that Eqs. (B.1) and (B.2) become:

1 d? o (dr)?
12 (dt)?
= 77+ T (E) =0. (B.5)

Taking into account that the time derivative of g, is zero for a stationary field, from
(3.59) we find:
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1 1
oo = 3 9% (9,900 + 2 Doge0) = —3 (0" = h%) 0,900 + O(K*)
= =™ dohoo + O(h*) = O(h*) ~ 0, (B.6)
. 1 . 1 . i
To = =5 9" 9900 = = (" = W) Gjhoo + OG1?)
1
= 5 oo + o), (B.7)
where we have taken into account Egs. (3.61), (3.62), the fact that ¥ = —§%, and

the inverse of relation (3.61), namely:

g/w — ,',]/LV — 4 O(hz) (B.8)

Equation (B.4) implies, taking into account (B.6)

dt

— = t. B.9
o cons (B.9)
> _ (dt 2 i . .
so that o2 = \ar - By virtue of (B.9) and (B.7), Eq. (B.5) becomes:
d*x! c?
— = —— O;hy, B.10
i 5 Oihoo (B.10)

where the minus sign on the right hand side originates from the metric. This is exactly
Newton’s equation of a particle in a gravitational field if we identify the Newtonian
potential ¢(x) with hgg as follows:

10) 1

— = = hoo- B.11
2 = 5 ho (B.11)

Indeed, with such identification, Eq. (3.64) can be rewritten as:

d?xt

—7 =~ 0. (B.12)

Furthermore, from the previous equations, we also see that in the limit of non-
relativistic, weak and static field we can write:

goo = 1+h00:1+2%. (B.13)
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Appendix C
The Twin Paradox

The so called twin paradox is the seemingly contradictory situation arising from
a naive application of the time dilation phenomenon discussed in Chap.1 to the
following conceptual experiment.

Let A e B be two twins which are initially both at rest on earth. Suppose the twin B
makes a journey on a high speed spaceship with constant velocity v and then comes
back to earth meeting again the twin A. Let S be the frame of reference on earth
and S’ the one attached to the spaceship. If A7 is the time duration, relative to the
earth’s system S, of the total journey of B, if we were to naively apply the special
relativity formulas given in Chap. 1, and since the two events (departure of B from
A and final meeting of the two twins) occur in the same place relative to S, the
corresponding time At’ elapsed in the spaceship frame S is related to A 7 by the time
dilation relation Ar = A ¢’ v(v). It follows that the twin B must be younger than the
twin A when they meet again. This result appears to be paradoxical, since from the
principle of relativity it follows that it is the same thing to consider B traveling with
velocity v with respect to A or A traveling with velocity —v with respect to B. Since
time dilation depends on v2, considering B at rest and A traveling, it should be also
possible to argue that A be younger than B. This puzzling result can be easily seen
not to be correct if we recall that the special relativity effects can be applied only to
frames of reference in relative uniform motion. If the two twins are to meet again to
find out who is the younger, the spaceship system S’ must invert its motion in order
to come back to earth and therefore there is a part of its motion which is accelerated
with respect to S. The situation is therefore not symmetrical since the S frame always
remains inerfial, while the frame S’ is non-inertial during the inversion of its motion.
There is thus no logical contradiction in saying that B is younger than A.

Even if the analysis of the twin paradox can be made entirely within the framework
of special relativity we shall give its solution by applying the principle of equivalence
discussed in Chap. 3 and showing that in both reference systems S and S’ the twin B
is younger than the twin A. .

v

We shall perform the computation to the first order in = and we shall denote
by 11, t3, t» the time durations of the forth and back journeys and the inversion of
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motion, respectively. In the frame of reference S’ the corresponding times lapses will
be denoted by 1], 1, 15.

e Let us first compute the total time duration of the journey from the point of view
of the twin A, that is relative to the frame of reference S.
The B twin in the frame S’, measures a total duration of the journey ¢’ = 1} + 15 + 15,
while A measures t = 1| + 1 + t3 where:

1
f=t,1—v2/2~n (1—51)2/8), (C.1)

—_

1
fy=13,/1 —v2/2 ~1 (1—5v2/c2), (C.2)
ty ~0 1,~0, (C.3)

where we have set té = 1 >~ 0 since the time of turnaround of §’, from the point
of view of the inertial frame S, can be neglected compared with #; and 3. Note
that the times ] are proper times since B is at rest in .

Setting #; = t3 the total duration of the journey of B from the point of view of A

1S: 5
1
/=21 (1 v ) (C.4)

2

Thus, if we take v = 9 x 10’ m/s and 7; = 20 years, and if the two twins were, say,
22 years old when B departed, as they meet again after the trip, their age difference
will be 1, g—; ~ 2 years: A will be 62 and B 60. It is instructive to derive Eq. (C.4)
from geometric considerations, see Fig.C.1.

Fig. C.1 World-lines of the ct
two twins in a space-time
diagram R

B (backward journey)
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Let us plot on a space-time diagram, relative to S, the trajectories (world-lines)
of the two twins. Let the points O and R in the diagram be the events in which
they depart and meet again, respectively. The twin A is at rest in S and thus its
world-line is vertical, directed along the time direction. Suppose, for the sake of
simplicity, that the twin B moves forth and back along the x-axis, so as to describe,

. . . . .o . A)C _ 2 .
in the diagram, two segments: One, OP, with positive slope Z- = © > 0 during

the forward journey, and an other, PR, with slope —2 < 0, during tche backward
journey. The lengths of the two world-lines, divided by ¢, measure the proper-time
intervals relative to A and B (i.e. the times measured by A and B, respectively)
between the two events O and R. Since A is at rest in S, its proper time interval is

t= |0R‘ =11 4+ 1 + t3 = 211. As for B, its proper time interval is
/ / / / / 2
=1+t +15220 =;|0P|. (C5)

From the diagram one would naively conclude that ¢ > ¢ since the length of the
trajectory of B appears to be greater than that of A. Recall, however, that we are in
Minkowski space and that lengths are measured with the Lorentzian signature for
the metric. As a consequence, in contrast to the Pythagorean theorem which holds
in Euclidean geometry, the squared length of the hypotenuse of the right triangle
OPP' is given by the difference of the squared lengths of the catheti, instead of the
sum (in other words the hypotenuse is shorter than each of the catheti):

2

0P| = V|OP'2— [PPR = /22 — Ax2 = c1y Z—z (C.6)

where we have used Ax = v t1. Substituting the above result in (C.5), and expand-
ing the square root to the first order in v?/c?, we find (C.4).

e Let us now compute the duration of the journey from the point of view of B himself
(frame of reference S).
In this case 71 e t3 are proper times, being the twin A at rest with respect to the
earth’s frame of reference S, which is now moving relative to B, and we have

’ il
tl = m (1 + —U /C ) (C7)

h= B~ (1 n 1v2/c2)
Y- 2 '

Let us now compute 7, which now, as opposite to the previous analysis, cannot be

neglected: We are indeed now in a non-inertial frame of reference and, as we shall

see below, it will turn out to be proportional to 1.

Indee(%, during the turnaround of the spaceship, there is an acceleration field
%

9 =% with respect to earth (directed towards the earth itself). According to
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the equivalence principle, we can interpret this acceleration as due to an equiva-
lent gravitational potential with strength ¢ = g h where h = v 1{; using Eq. (3.75)
one obtains:

, gh 2vh 207, v? vt
HL=n 1_0_2 =1 1_1‘2? =t2_c_2t1=t2_26‘_2[1+0 C_4 s

where we made use of (C.7) implying #; = 1 + O(v?/c*). The final result is
therefore:

2

=t +t,+165>21 1-|-lv—2 +t2—2v—t1
2 2 c?

1 v?
>~ 2f] 1-— 5 c_2 y (CS)

where we have used #, < 11, see (C.3).

We see that Eq. (C.8) coincides with (C.4). We conclude that from both the points
of view of A and B the time elapsed for the twin B is shorter than the time elapsed
for the twin A. In other words, after the journey the twin B is younger than the
twin A.


http://dx.doi.org/10.1007/978-3-319-22014-7_3

Appendix D
Jacobi Identity for Poisson Brackets

We show that given three dynamical variables f (p, q), g(p, q), h(p, ) their Poisson
brackets obey the Jacobi identity, namely:

. 2. 610 + 12, 6. 40 + 5. (.21 =0, D.1)

where we have renamedf (p, q), g(p, q), h(p, g) of the text (see Eq. (7.39) of Sect. 8.3)
with the more convenient notation fi (p, q), /> (», ), 3 (P, q)-
Let us compute {f1, {f>, f3}}:

Vi th oy = L 2 [%% _ %%] _oh 9 [%% _ %%]
e dq; Op; | 9q; Opj  Op; dq; |  Op; Oq; | dq; Op;  Opj gj

LW | Phoos . Phop Ph o f o
dq; | Op;i0q; Op; = Op;iOpj Oq;  Op;Op; Oq;  Op;dq;j Op;

I B o N I - N - SO M)
Opi | 0q;0q; dp; ~ 0q;Opj dq;  Dq;Op; Dq;  Dq;dq; dpj |’

oft 0

where sum over the repeated indices i, j is understood.
Considering the terms which are bilinear in the first derivatives with respect to
the two g}s we have:

0o R ] 2
9qi L 9q; Opidp;  9q; Opidp;

Adding to this expression the analogous terms coming from the second and third term
of the identity (D.1) which are simply obtained by cyclic permutations of 1, 2, 3, we
see that the total contribution sum up to zero:
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%[% Of s Ph }
0qi [ 0q; Op:iOp;  Oq; Ipidp;
@[% Ph O Pk }
0q; | 0qj OpiOp;  Oq; Opidp;
%[% fh O Ph }
0q; | 0qj Opidp;  Oq; Ipidp;

The same of course would happen if we considered all the other terms bilinear in the
first derivatives with respect to two p/s and to one g; and one p;. Therefore the total
sum is identically zero.



Appendix E
Induced Representations and Little Groups

E.1 Representation of the Poincaré Group

The single particle states |p, r) are constructed as a basis of a (infinite dimensional)
space V() supporting a unitary, irreducible representation of the Poincaré group.
This construction is effected through the method of induced representations: We
start defining the single particle states |p, r) in a fixed reference frame Sy, where the
four momentum is a standard one p* = p*. These states differ by the internal degree
of freedom, labeled by r, related to the spin of the particle and which is acted on by
the little group G(¥ c SO(1, 3) of the momentum = (p*) (spin group), consisting
of the Lorentz transformations A?) which leave p inert:

AP e GO & AOr, B = p. (E.1)

A transformation A© of G(© is implemented on the states |p, r) by a unitary opera-
tor U (A(O)) which then maps |p, r) into an eigenstate of the four-momentum corre-
sponding to the same eigenvalue p. The vector U (A p, r) has then to be a linear
combination of the basis elements |p, r) through a matrix R = (R'):

UA)p, r) = RAD),|p. s). (E.2)

Such matrix R(A ) defines a (unitary) representation R of G © which characterizes
the spin of the particle. For a massive particle m? # 0, GO — SU(2), see Sect.E.2,
and R has dimension 2s + 1 (thatis » = 1,...,2s + 1), s being the spin of the
particle (in units /); for a massless particle, m?* =0, GO is effectively SO(2),
generated by the helicity operator, see Sect.E.2, and r = 1, 2 labels the helicity
state. Proper Lorentz transformations do not alter the eigenvalue of the helicity, as
proven in Sect.9.4.2.

A state |p, r), corresponding to a generic four momentum p = (p") is defined by
acting on |p, r) with the Lorentz boost A, which relates Sy to the RF S in which
the momentum of the particle is p: p = Ap. If U(A) is the unitary transformation
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implementing a Lorentz transformation A on the states, |p, r) is then defined as:
lp.r) = [App. 1) = U(Ap)Ip, 1). (E.3)

The above relation defines |p, r) and U(A,) at the same time. Equations (E.2) and
(E.3) allow to define the action of a generic Lorentz transformation A on the states
|p, r) through a corresponding unitary operator U(A). Suppose A transforms p into
p':p’ = A p. We can then write:

UA) Ip. 1) = UK U(Ap) [p.7) = UAy) (U™ UK UA) Ip.7)

= UA) U (A;lAAp) B, 1), (E4)

where A, is the Lorentz boost connecting p to p’. Note now that the transformation
AD = A;,IAA,, first maps p into p, then p into p’ and finally p’ back into p. It

therefore belongs to the little group G of p and thus its action on |p, r) is defined
in (E.2). We then find:

UA) p,r) =R, UA) B, r') =R, |Ap, 1), (E.5)

where now the rotation matrix R, associated with A(O), depends on both A and p:
R = R(A, p).If A is asimple boost, the corresponding rotation R(A, p) is called
Wigner rotation.

The action of a Poincaré transformation (A, xg) on |p, r) then reads:

H P UM p.r) = R e H0 P |Ap, r) = R e F0AP) |Ap YY),

As mentioned in Chap.9, the procedure illustrated here for constructing the uni-
tary, infinite dimensional representation of the Poincaré group on single particle
states starting from the (finite-dimensional) representation of the spin group is called
method of induced representations.

Having defined the single particle states |p, r) and the action of Poincaré transfor-
mations on them, let us prove general properties that were used, or simply mentioned,
in Sect.9.4.1.

e The little group Gl(yo) of a generic momentum p, defined in Eq.9.109, is related to
G© through conjugation by A,: G\ = A, G© A, ! To see this we first observe
that with each element A© of G©, defined by the property A p = p, we can
associate a unique transformation A[(?O) in the little group G[(,O) of p, whose effect
consists in a first boost to the RF Sy in which the four-momentum is p, followed

by the transformation A© which leaves p inert, and then a second boost back to
the initial frame in which the momentum is p: AI(,O) = A, A© A;l. We easily

verify that AI(,O) so defined leaves p invariant:


http://dx.doi.org/10.1007/978-3-319-22014-7_9
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A p = (Ap A© A;l) p=AADp=A,p=p. (E.6)

which implies that A[(,O) € G,(,O). Similarly, given an element AI(JO) S G[(,O) we can
construct the unique element A = A;] A;,O) A, in G This proves that little
groups corresponding to four-momenta with the same mass squared, are conju-
gated to one another, and thus share the same structure, though being represented
by different matrices. The one between G 1(,0) and G is the same kind of relation,
that we have called isomorphism in footnote 12 of Chap. 9, which exists between
the little group O(1, 3) of the origin (Lorentz group), and that of a generic space-
time point x, O(1, 3),, and implies that the two groups realize the same symmetry.
e In order for the representation U of the Poincaré group on the single-particle
states |p, r) to be irreducible, the representation R of the spin group G ? has to be
irreducible as well. Indeed, if R were reducible, there would be a proper subset of
states in Sp, denoted by |p, s)¢ which is stable with respect to the action of GO,
The states |p, s)o = U(Ap) |p, s)o span a proper subspace VO(C) of the full Hilbert
space V() which is stable with respect to the Lorentz group. This is easily shown
by applying a generic Lorentz transformation U(A) to |p, s)o, as in Eq. (E.5): The
corresponding G© transformation A = AI;IAAP will act on |p, s)p mapping
it into a combination of states in the same G©-invariant subspace. The action of
A, on such combination will therefore still be in VO(C). Thus the full representation
of the Lorentz group would be reducible.
Consequently R is the (25+ 1)-dimensional representation of the spin group SU(2)
for massive particles, while it is the one-dimensional representation defined by a
given value of the helicity for massless particles.

E.2 Little Groups

The little group of a four-momentum vector p = (p*) was defined in Sect.9.4 as
the set of all the Lorentz transformations AI(,O) leaving p invariant, namely satisfying
Eq.(9.109). Such setis indeed a group, as the reader can easily verify. Let us construct
the little group G© of the standard four-momentum p. Writing Eq.(9.109) for an
infinitesimal transformation (4.171) we find':

AOp~ (1 + Ql_h 60,0 J’”’) p=p = 00,,J7p=0, (E.7)

from which we deduce that G(? is generated by those combinations dw,e JP7 of the
Lorentz generators J#° which annihilate p. Let us consider the different cases:

'Recall that JP7 = —iRLr?, LF° being defined in (4.170).
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m? > 0: In this case we can choose the standard RF Sp as the rest frame of
the particle in which p = (mc, 0, 0, 0). Equation (E.7) the implies the following
conditions on the infinitesimal generators:

0 4§61 0602 060 3 1 0
060.1 0 —601, —0613)(0] _|O _
S002 012 0 —sbys||o| T |o| T Ofu=0 ESY)
0003 6013 6023 0 0 0
that is the infinitesimal generators of G® read:
ﬁ 50,77 = %59,- Ji (E.9)

having defined 60; = —e;j 56/ /2. We conclude that G© is the rotation group SO(3).
When we consider the action of these generators on states, J; also contains the spin-
component S;, which can act on bi-dimensional representations (as it is the case for
spin 1/2 particles). Since SO(3) has no such representation, it is appropriate to say
that J; generate the spin group SU(2).

m?2 = 0: The standard four-momentum vector can be chosen to be p = (EE,
0, 0)/c. Equation (E.7) the implies:

0 0001 0602 060 3

1 0
_ _ 66p1 =0
0601 0 001 2 0013 1 _ 0 01 (E.10)
06002 6012 0 —6023 ) |0 0 800a = —66014,
590,3 591,3 5923 0 0 0
where a = 2, 3. The generators of G© consist in /2> = —J! which generates
rotations about the direction X of motion, and the following two matrices:
N = jb _ jla, (E.11)

From the commutation relations among the J”? -s we deduce:
%, N* 1= —ihN?; [J5, N’1=ihN*; [N*, N°’]1=0.  (E.12)

A group generated by three generators J>3, N with the above commutation relations
is denoted by ISO(2) and contains an SO(2) subgroup generated by J>* and a two-
parameter subgroup of translations generated by N¢. It is the group of congruences
on the Euclidean plane E>.

Defining N* = N? 4+ i N3 and the helicity matrix I = J! = —J? we find:

[[, N¥] = £ANT; [NT, N"]=0. (E.13)
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Consider now the action of the operators I", N* on the states | p, r). In going from
the 4 x 4 matrix representation of these operators, to their representation on states,
the commutation structure (E.13) is preserved. Moreover Nt = (IV )T, while Iis
hermitian and can thus be diagonalized. Suppose it has an eigenvalue /s on |p, )
(the state vectors being normalized to one). Note that the operators N*t, N~ behave
as creation and annihilation operators in the sense that, using (E.13) one can easily
verify the following:

NTIp, sy =aolp,s+1); N™|p,s+1) = af|p, s), (E.14)

agp being some complex number. If we continue applying those operators we can
construct infinitely many states |p, s + k):

Nt p,s+k)=aglp,s+k+1); N |p,s+k+1)=af|p,s+k), (EI5)
Note that N = N* N~ = N~ N is positive definite and:

Nip,s+ky=N"Nt|p,s+k) = |axl*Ip,s+k) =NT N~ |p, s+ k)
= lak_1P1p,s+k); k=...,-2,—1,0,1,2,..., (E.16)

from which we deduce that |ag_1|? = |ag|? = |a|?. If we require the system to have
finitely many spin states, corresponding to its internal degrees of freedom, some state
should be annihilated by N, which implies a = 0 for some &, and thus & = 0. We
conclude that N* and N must be zero on any state (consequently also N* are zero):
The only generator of the little group which has non trivial action on the states is
the helicity operator I generating the SO(2) subgroup of ISO(2). The condition that
the single particle state transform in an irreducible representation of SO(2) further
implies that there can be just two helicity states:

[ |p, £5) = +hs|p, +s), (E.17)

s being the spin of the particle.
m? < 0: Let us just mention this case which corresponds to an unphysical particle

called tachyon which moves faster than light: f—i = ‘I’JE# > 1. The standard four-
momentum vector can be chosen tobe p = (0, p!, 0, 0). Clearly Eq. (E.7) is solved by
a4 x 4 matrix A obtained from 66, J*? by deleting the second row and the second
column. It generates Lorentz transformations in the three-dimensional subspace of
My spanned by the coordinates (ct,y, z) and orthogonal to the X-axis. This space
is a three-dimensional Minkowski space M3 with a metric n = diag(+1, —1, —1)
and the corresponding symmetry subgroup of the Lorentz group is therefore G© =
SO(1, 2).



Appendix F
SU(2) and SO(3)

The group SU(2) is the group of all 2 x 2 unitary matrices with unit determinant
(also called special unitary matrices). Let S = (S§”) be a generic element of the
group. By definition STS = 1, and det(S) = 1. From our general discussion of
unitary matrices, it follows that, we can write S, in a neighborhood of the identity,
as the exponential of i times a hermitian matrix A as follows:

S=¢A = AT=A. (F.1)

From the matrix property det(S) = exp(i Tr(A)), it follows that, being S special, A
should be traceless. The most general 2 x 2 hermitian traceless matrix has the form:

. a b—i(,‘ _ 1 2 3
A_(b—i—ic i )—ba +co“+ao’, (E2)

where o' are the Pauli matrices, defined as:

1 (0 1y, - (0 =i\, 3 (1 O
o —(1 0), o _(i 0), o —(0 _1). (F.3)

The Pauli matrices therefore form a basis for 2 x 2 hermitian traceless matrices, and
thus a basis of the algebra of infinitesimal generators of SU(2). The reader can verify
that these three matrices satisfy the following relations:

ool = 601, + i ek ", (F.4)

In particular, we can choose as basis elements the matrices s; = ho'/2 which satisfy
the following commutation relations:

[S,’, Sj] =ih €ijk Sk (E.5)
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as it can be easily verified using (F.4). Note that the three matrices s; satisfy the
same commutation relations as the components M; of the orbital angular momen-
tum, which generate the group SO(3) of rotation in the three-dimensional Euclidean
space. These two groups share therefore the same structure in a neighborhood of the
identity element (they are locally isomorphic). For this reason the spin is sometimes
improperly referred to as an internal angular momentum. The two groups are how-
ever globally different and this reflects in the fact that SU(2) has representations (the
even-dimensional ones) which SO(3) does not have.

Let us illustrate the relationship between SU(2) and SO(3) in some more detail.
We define a mapping between elements of the two groups as follows. Consider an
element (2 x 2 complex matrix) S = (§”,),r, s = 1, 2,0f SU(2) and its adjoint action
on the Pauli matrices: S~ 0; S = S ; S, i, Jj =1, 2, 3. Since the Pauli matrices form
a basis for hermitian traceless matrices, resulting matrix is still hermitian traceless:

S'0i9) =80/ S=8"0;S, Tr(8T0;8) = Te(SST 77) = Tr (o) = 0.

Therefore ST ;S can be expanded in the basis (o;). Let us denote by R[S]/ the
components along o; of ST ¢; S:

S"5:S = RIS)/ 0;. (F.6)
Since R[S] = (R[S]/) isa3 x 3 matrix, we have thus defined a correspondence which
maps a2 x 2 matrix S of SU(2) into a3 x 3 matrix R[S]. We want to show first that

this correspondence is a homomorphism, namely that R[S; S2]/ = R[S11:* R[S21¢/:

(182707 (8182) = 8] (ST 6:81)S2 = RIS1 1 (8] 04 S2)
= RIS11* R[S21¢ 0 = (RIS1]R[S2])/ 0. (E7)

Let us prove now that the matrix R[S] is real by computing the hermitian-conjugate
of both sides of Eq. (F.6) and using the property that the left hand side is hermitian:

STo:S = (8" 0:8)" = (RISI/)* o (F.8)
Since the components associated with any vector (in this space vectors are hermitian

matrices!) are unique, comparing (F.8)—(F.6) we find: (R[S1/)* = R[S]/. Using the
first of properties (10.66), we can write

RISI = 3 TH(S 1) o], (F9)

Finally let us show that the matrix R[S] is orthogonal. To this end we use the general
property of homomorphisms that: R[S™!'] = R[S]~! and write

RISI™'/ = RISTT = L Tr[(S0;8T) 0] = + Tr{(S' ;) 1] = RIS);
P = 1—5 r[(So; )Jj]_z r[( aj )oil = []]7
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where we have used the cyclic property of the trace. We conclude that R[S]™! =
R[S]7, which means that R[S] € O(3). Let us show that R[S] € SO(3), namely that
det(R[S]) = 1. To show this let us use the property that o1 0 03 = i 15. Then, from
unitarity of S it follows that:

1L=S'S=-iS"0,0003S=—i(ST,S) (ST S) (ST 73 S)
= —i (R[S1i" o) (RISIY 07) (RISI5* 0%) = —i R[S11" R[S1Y RIST:* (0; 0} o).
(F.10)

Now use the following property of the Pauli matrices
0 0j O = I €jjk 12+5,'j Ok _5ik0j+5jk0i, (F.11)

which follows from (F.4), to rewrite o; 0} 0. Note that the terms with the ¢ matrix
do not contribute because of the orthogonality property of R: R[S’ R[S]¢/ 0 =
Z?:l R[S+’ R[S]¢' = ke, which is zero if k # £. The only term in o; oj oy which
contributes to the summation is i ¢ 12, and therefore we can rewrite Eq. (F.10) as
follows:

RISI' R[STY RISI: € 1o = 1. (F.12)

We recognize in the sum R[S] ' R[S]2’ R[S)3* €;jk the expression of the determinant
of a matrix in terms of its entries and therefore we conclude that:

det(R[S]) =1, (F.13)

namely that R[S] € SO(3). We have thus defined a homomorphism between SU(2)
and SO(3):

Secsu®@) -2 R[S]eSOM). (F.14)

This homomorphism is two-to-one. Indeed, the matrix S which corresponds to a given
orthogonal one R[S] is defined modulo a sign: R[S] = R[—S]. In a neighborhood of
the identity of SU(2), the correspondence is therefore one-to-one and thus the two
groups are called locally isomorphic.

The fact that s; and the 3 x 3 SO(3)-generators M;, defined in (4.131), have the
same commutation relations allows to write the correspondence R as a mapping
between the element S = e% 'S of SU(2) and eh O'Mi of SO(3) defined above in the
following way:

Rle# V'8 = 7 " Mi ¢ SO(3), (E.15)

as it can be easily verified for infinitesimal transformations (6 < 1).
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Appendix G
Gamma Matrix Identities

We collect in this Appendix the most useful formulae used for the manipulation
of gamma-matrices. All the following relations are actually a consequence of the
defining anticommutation rules (10.61), namely

YA At =22 v =0,1,2,3, (G.1)

where we recall that n*¥ = diag(+1, —1, —1, —1). Let us first observe that, since
the matrix representation is four-dimensional, from (G.1) it follows

7]“,,7“71’ = fy“fy“ =4, (G.2)

Let us suppose that we have an expression of the type

AT ) Y

Using several times the anticommutation rules (G.1), the two +,, can be put side by
side, and we find the following formulae:

AV

VY = —29", (G.3)
VA = 4",
VA A A = =297
The first is readily proven by writing y’y# = —~H~P + 2nHP,
As for the second we write

YV = P (=17 4 2017) = 2997 4+ 2979° = 4n™°.
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In an analogous way, using the previous result, we have for the third identity

WYV = Py (=T +201T) = =40y + 297y
= —4P7y" + 297 (=177 + 207) = 29777

In most applications the indices of the gamma matrices are contracted with four-
vectors. Introducing the notation

d=~-a=~"a,, (G.4)
and using (G.1) we have, for example

dap+ Pd =2a-b;, dd=a-a. (G.5)

The formulae (G.3) take the following form

Yy = =24 (G.6)
Yy, =4a-b (G.7)
V! iy, = =2 ¢pd. (G.8)

Consider now the matrix 7> defined in (10.194) and define the following matrices:

1 .
A = Al = 5 [V, 7] = —io" 5 AP = yltyrar), G.9)

where o was defined in (10.98). We may easily prove the following duality relations

i

75 T = _5 €uvpo 'Ywm,
i
'75 Vv = _z €uvpo ¥,
75 Yuvp = L €po 7. (G.10)

As for the first one, multiplying both sides of (10.194) by 3 to the right and using
the property 7>y3 = 1, we find:

v 3 = iy = ie013 Y0P = —ies0127%712, (G.1D)

where we have used €g123 = 1. By Lorentz covariance, the above relation implies the
first of Egs. (G.10). As far as the second equation is concerned, we further multiply
Eq.(G.11) to the right by 7, and find:

¥ 1372 = i = —iez001 707 (G.12)
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Covariantizing the above equation, the second of Egs. (G.10) follows. By a similar
argument, the third of those equations can also be proven.
Let us now consider the following set of 16 matrices

Iy = {1,~y5,w,~y5w,vﬂ”} . A=1,...,16, (G.13)

where, when A labels the matrices ¥, we consider only the six independent couples
(u, v) with p < v, so as to avoid repetitions: A = (u, v) = {(0, 1), (0, 2), (0, 3),
(1,2), (1, 3), (2, 3)}.

Note that for each value of A:

WAVA =¢e4 1, (nosummation over A)

where e4 = 1 for Iy = {1,7*, v} and g4 = —1 for Iy = {y*", 7> y*}. The
following properties hold:

1
I #£1= T =0 ; I Tr(I' ) = e4 04, (G.14)
where g4 = %1. For instance Tr(v*" 7,5) = —8 8hy == —4 (6,6 — 6§5Z). In this

case A = (uv), B = (po) and ¢4 = —1, being 52 = 2550”.

The proof that all the s, except 1, are traceless is based on the observation
that the trace of the product of two anticommuting matrices is zero. Indeed from the
invariance of the trace of a matrix product under a cyclic permutation of the matrices,
we have

AB = —BA — Tr(AB) = 0.

Now ~v>~# and 4" are already in this form. As for »” it suffices to write

,YS — i707172'73 — _i71727370~

Taking the trace of the above y*-matrix products, it immediately follows that this
trace must vanish. On the other hand we can observe from (10.194) that the explicit
for of 7> in the Pauli basis is traceless. Clearly this product is basis-independent,
since a change of basis amounts to a conjugation of 7> or any other matrix by a
non singular one U, and such conjugation does not affect the value of the trace:
Tr(U~'3U) = Tr(UU ') = Tr(y°) = 0. A similar argument applies to the ~*
matrices, which are traceless in the Pauli basis, and thus are traceless in any other
basis.

We can regard the I'* as vectors in a vector space and define among them a
symmetric scalar product (-, -) as follows: (r4, r8) = r(r4 r’. Being the r4
mutually orthogonal with respect to this scalar product, they are linearly independent.
Indeed if we consider a generic combination of them
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16
ZCAFA = 0,
1

upon multiplication of both sides by I'p and taking the trace, we obtain:

16
D eaTe(IIg) =4egcp =0 — cg=0 VB.
1

A generic 4 x 4 matrix is defined by its 16 elements, which implies that the vector
space consisting of all the 4 x 4 matrices is 16-dimensional. The 16 linearly inde-
pendent matrices {I"} form therefore a basis for this space, i.e. a complete set of
matrices in terms of which any other matrix M can be expressed as a unique linear
combination:

13
M= /; CaTh; Cy= ZATr(MFA). (G.15)

In Chap. 12 we shall often need to compute traces of products of gamma matrices.
Let us derive some useful properties of these traces. We start defining the following
quantities:

THIH2  fn — TI-(,-YHI/-Y/LZ . fy”‘”). (Gl6)

FN-

These are Lorentz-invariant tensors. To prove this let us observe that the v matrices,
if written in components (y*)“g, can be viewed as a mixed Lorentz-tensor, with
two contravariant indices p, « in the fundamental and spinorial representations,
respectively, and one covariant spinorial index 3. As a Lorentz tensor, it is invariant
sice, if we simultaneously apply to all its indices a Lorentz transformation A, it
remains unchanged:

A ' 1 a ’
(Y > AR, SA) WSV ()Y )y o
& A A AR, S(A)Y S(A) T = Ak, (G.17)

where we have used (10.88) with A — —A. If we apply the above property to each
gamma-matrix in 7H1#2#n we find:

1
THH2 pn = i Tr(y k2 . ..yt
1
=AM, AP ZTr(S’y”‘S_lS’y”zS_l o SynsTh
— Amm . A/Lnyn TVIVZ"'Vn’ (G.IS)
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where we have used the invariance of the trace under conjugation of the gamma-
matrices by S = S(A). This proves the Lorentz-invariance of the tensors 7#1#2#n,
These tensors should therefore be expressed in terms of the only invariant tensor of
the full Lorentz group O(1, 3), namely 7),,,,. Since every tensor made up in terms
of the metric tensor is necessarily of even order, the trace of the product of an odd
number of gamma matrices is zero.

From the anticommutation relations (G.1), using the cyclic property of the trace
we easily find

TH = = Tr(yFy") = . (G.19)

Bl—=

Let us now consider the trace of the product of four gamma matrices. We show that
T/Lll12/l3/‘/4 — 77,“‘1/"2 77#3/‘/4 _ 7]/41/“3 nl*2/14 + 77,“1#4 77/‘2/1/3 . (GzO)

By successive steps we bring v#! to the right end of the product. In the first step,
using (G.1) we find

THIH2H3NA = QK2 THIMA _ TH2ANKINE = Dl p2 pli3fa _ TH2ME3 M4 (G.21)

As a second step we (anti)commute v*! with v/ on the right hand side of (G.21),
and so on until after the last anticommutation we find the tensor T#2#3H4K1  which
equals to TH1#2K314 by the cyclic identity of the trace. Putting together the results of
the successive commutations we recover Eq. (G.20).

The same iterative procedure can be applied to any number of gamma matrices.
As a further example consider the trace of six gamma matrices. We can write

THIH2H3HAHSHG — i1 K2 THIHAHSHG _ i3 TH214HSHG

+ 71#1#4 TH2H3H5 16 nulﬂs TH2H3Halts 77#1#6 TH H2H3 14
and the four-index tensors can be reduced using (G.21). In general, using the property
THA2 b — 0V H2 U3l _ A3 TH2elin g TH2 (G.22)
a generic rank tensor can be reduced to combinations of products of n-matrices.

In actual computations the Lorentz indices of the gamma matrices are contracted
with four vectors a,,, so that we typically have to evaluate expressions like

1
(amar...ay) = ZTr(yilﬂz e dhy). (G.23)
In that case formula (G.22) implies:

(aray ...ay) = (a1-az) (a3 . ..ay)—(a1-az) (az ... ap)+- - -+(ar-ay) (az .. .az—1) .
(G.24)
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Using the properties discussed above we can also prove the following identities
which will be useful when computing cross sections in Chap. 12:

Tr [(4 + &7 (B + )y (@ + )P + d)y |
= —32(A-C)(B-D) + 16ab(C - D) + 16 ac(B - D) + 16 ad(B - C)
+16bc(A - D) 4+ 16bd(A - C) + 16cd(A - B) — 32abcd, (G.25)

Tr [(4 + 7" (B + )7 (¢ + O (P+ d)yu]
=16[(A-D)(B-C)+ (A-B)(C-D)—(A-C)(B-D)]
—32[ab(C -D)+ad(B-C)+ bc(A-D)+cd(A-B)]
+64ac(B-D)+ 16bd(A - C) + 64 abcd. (G.26)
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Appendix H
Simultaneity and Rigid Bodies

In this Appendix we shall discuss the relativity of the concept of simultaneity, giving
some simple examples and illustrating its main consequences. We shall also prove
the meaninglessness, in relativity, of the classical concept of rigid body.

Let us first discuss simultaneity.

According to the invariance of the speed of light and its independence of the source
speed, two events taking place at two points Py, P, are defined to be simultaneous
when two light rays departing from them arrive at the same instant in the midpoint
between Py and P;. As we have seen in Chap. 1, the simultaneity of two events
occurring at different points, observed in a frame § is not in general observed in a
different inertial frame ', that is (see Eq. (1.70)):

At:O—)At/:—’ygAx;«éO. (H.1)

This result can be made intuitive in the following way.

Let S be the observer at rest on a railway, that is relative to the earth (considered
as an inertial frame) and S’ be an observer on a train of length I’ = A’B’ moving at a
velocity V in the x direction.? Let the two events be the lighting of two light bulbs
in A" and B’, of coordinates x, and xj in S, at the two ends of the train (B’ at the
front, A’ at the rear). In the instants the two events occur, A’ and B’ coincide with
two points A, B along the railway, of coordinates x4 and xp in S, respectively. We
suppose the two events to be simultaneous in S. That means that the two light signals
reach simultaneously the midpoint C of the length [ = AB, as measured along the
railway, of coordinate xc = (xp — x4)/2. In S the two events therefore occur at the
same time: 4 = .

In the S” frame connected to the train the signal coming from the end A’ reaches the
midpoint C’ of the train, of coordinate xcr = (xg —x;‘) /2, later than that sent from B,
since during the light propagation the train has shifted its position in the direction of
motion. It follows that in the S’ frame the event “lighting of the bulb” in B’ precedes

2 As always we suppose that the two frames are in the standard configuration.
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the corresponding event in A’, i.e. the two events are therefore no longer simultaneous
and 1, < 1. This is consistent with Eq.(H.1) since 1, — 1}, = —v g (xp — xn) is
negative being xp > x4.

Note that this result, which seems paradoxical from the point of view of classical
mechanics, is due to the fact that we are used to consider the propagation of light as
instantaneous. However, if we were to use the Galileo transformations of classical
mechanics, we could find a similar result by assuming the speed of light to be finite.
Using Galileian transformation laws we would write:

ch=c—V;, (g=c+V, (H.2)

where ¢/, and c}; are the speeds of the light signals from the two endpoints of the train
in §’, propagating in opposite directions, while ¢ is the corresponding common speed
in the frame S connected to the earth. It is then obvious that, since ¢ > ¢/, in the
frame S’ the signals from A’ reaches the midpoint of the train later than that from B’.
From the classical viewpoint, however, this would have no bearing on the simultaneity
of the two events since the observer in §’, taking into account the different speeds
of the two signals, would find A" and B’ to be simultaneous just as they are for the
observer in S. This is not the case in special relativity, where ¢j; = ¢, = ¢ and
different transformation laws should be used.

We also note that the fact that the coincidence of the times of two events is relative
to the reference frame, is quite analogous to the fact that the occurrence of two events
at the same place is relative to the frame, a well accepted fact in everyday life. For
example, if a bulb is lit and later turned off on a train, the two events happen in the
same point in ', but in different places in S.

Finally we observe that if we consider the same process from the point of view of
an observed located in C’, at rest in ', the point B’ is seen to coincide with B before
A’ is seen to coincide with A. That means that the observer perceives the length of
the train I’ = A’B’ larger then the length [ = AB on the railway, i.e. he observes
a contraction of the length [. This shows, as already observed in Chap. 1, a close
connection between simultaneity and length-contraction.

Let us now discuss the meaninglessness of the concept of rigid body in special
relativity.

As we mentioned at the end of Sect. 1.4, the concept of rigid body, being related to
the invariance of distances in classical mechanics, looses its meaning in a relativistic
theory. This conceptual limitation can be made apparent by considering accelerated
bodies, and we shall take as an example the circular motion of the hand of a clock
(the second-hand, for example).

Indeed suppose we have a clock in an inertial frame S. An observer in this frame
sees the clock hands, which are straight segments, moving with uniform circular
motion (which is indeed accelerated) around the center of the clock face. As we
shall show below, the same hand is seen curved by a second inertial observer O’ in
a reference frame S’.
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Indeed let us take a point P on the rotating hand whose coordinates in the S-frame
are x, y. We have

x(t) = rcoswt,
y(t) = rsinwt, (H.3)

r being the of P from the center along the hand and w its angular velocity. Using
Lorentz transformations the same point in the frame S’ (standard configuration
between S’ and S being understood) has the following time-dependence of its coor-
dinates x’, y’

X () =~ coswt — V1),
Y (') = (r sinwt — V1. (H.4)

where ¢’ is related to ¢ by:

=7 (t — Kzrcoswt) =f(r 0. (H.5)
c

To express ¢ in terms of ' we have to solve the transcendental equation f(r, r) = ¢’

in order to write ,
t=1t@r1).

Though we cannot give £(r, ') explicitly, we can Taylor-expand it in r and write
% , % wt’ By
t:—+—2rcos[wt(r,t)]=—+—2rcos — )+ O(r%). (H.6)
voc voc v

Substituting this expansion in (H.4) and expanding x'(r, ') and y'(r,?') in r, the
presence of quadratic terms in this expansion implies that the clock hand is a curved
linein S'.

The meaninglessness of the concept of rigid body in relativity is also apparent in
the famous pole and hole paradox first described by Rindler [15].
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