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Preface

This book presents a selection of the latest developments in nanotechnology and
nanomaterials. It features articles written by lecturers and young scientists from
Europe, in particular from Ukraine, who participated in the Second International
Summer School “Nanotechnology: From Fundamental Research to Innovations,”
held in Bukovel, Ukraine from August 25 to September 1, 2013 within the frame-
work of the FP7 project Nanotwinning. This International Summer School provided
early-career scientists the opportunity to participate in a series of lectures on the
emerging fields of nanoscience and nanotechnology. The goal of the Second Inter-
national Summer School was to familiarize young scientists with actual research
and problems of application in this area and to promote the future implementation
of nanotechnology in innovative development to meet public needs. The First Sum-
mer School, held in 2012, received positive feedback from international experts and
sparked interest in the media, with mentions on the Ukrainian Channel 5 programs
“Window to Europe” and “Intellect.UA,” the TBi Ukrainian TV program “Today,”
and on the Tonis national TV Channel program “Social Pulse,” as well as in Viche
magazine and the scientific journal World of Physics. International Summer School
was hosted by the Institute of Physics of NAS of Ukraine in conjunction with its
Nanotwinning project partners: University of Tartu (Estonia), European Profiles
A.E. (Greece), University of Turin (Italy), and Pierre and Marie Curie University
(France).

The beginning of the twenty-first century witnessed tremendous breakthroughs
in nanoscience and nanotechnology. Today, nanotechnology is used in computer
technology and electronics; the aerospace, chemical, and construction industries;
medicine and pharmacology; and in the manufacture of new unprecedented ma-
terials. The present volume surveys some of the latest advances in the field and
points the way to exciting future investigations and applications. The book chapters
cover such currently important topics as microscopy of nanostructures; nanocom-
posites; nanostructured interfaces and surfaces; nanooptics; nanoplasmonics; and
enhanced vibrational spectroscopy. The book demonstrates that researching nanocar-
bons, nanosilicon, biomolecular nanostructures, and their applications is a very
interesting and exciting area of modern science, which will certainly attract the
attention of scientists and engineers for many years to come.



vi Preface

The book is divided into four sections: Part I: Nanocomposites and Nanos-
tructures; Part II: Nanophotonics; Part III: Nanobiotechnology; and Part IV:
Application.

An overview of the chapters is provided below. The reader is recommended to
read the following descriptions first, as they provide insights into the book’s contents
and the results presented.

Part I: Nanocomposites and Nanostructures

In Chap. 1 (Dodziuk) endohedral fullerene complexes involving Cg, C79, and CsoHj
nanotubes, especially those containing small molecular guests, are reviewed and
calculations of their stability presented. Chapter 2 (Nykyforchyn) focuses on the
improvement of certain physical and mechanical properties of surface layers of en-
gineering steels by severe thermal—plastic deformation treatment using high-speed
friction and simultaneous rapid cooling in a special medium. The authors of Chap. 3
(Korol) consider a gapped graphene superlattice (SL) constructed in accordance with
the Fibonacci rule. Chapter 4 (Cravanzola) focuses on the characteristics and electri-
cal conductivity mechanisms of carbon nanotubes and expanded graphite. Chapter 5
(Beresnev) presents nanocomposite (Zr-Ti-Cr-Nb)N coatings with high hardness and
thickness around 8.5 wm which allows their use as protective coatings for cutting
tools. In Chap. 6 (Savchenko), the luminescent spectra of obtained metallocom-
plexes in solid state are investigated and analyzed. In Chap. 7 (Vretik) possible
morphological changes on a poly(methacrylamidoaryl methacrylate) surface before
and after irradiation with polarized UV-light were investigated. Chapter 8 (Orel)
presents research into the nonlinear magnetic properties magneto-mechano-chemical
nanocomplex synthesized from magnetite and antitumor antibiotic doxorubicin.
Chapter 9 (Bellel) describes the electrochemical preparation process of magnesium-
based nanocomposites on a metallic cathode. Chapter 10 (Ulyanova) focuses
on preparation processes of SiO,—Al,03;-TiO, composite materials doped with
nanostructured fibrous powders y- and a-Al,Os3.

Part II: Nanophotonics

Chapter 11 (Donets) presents technological aspects of corrosion resistant steels sur-
facing by intense relativistic electron beams. Chapter 12 (Chrzanowska) reviews
the consequences of the presence and amount of water on the silicon based parts
of nanodevices such as AFM tips. Chapter 13 (Uklein) examines the structural and
optical characterization of the (Y3Al50;2, YAG) ceramics prepared by high-pressure
low-temperature technique. The authors of Chap. 14 (Raczyriski) interpret the be-
havior of homocysteine molecules in the pure clusters and in the clusters with carbon
nanotube, by qualitative interpretation of physical observables and snapshots of in-
stantaneous configurations. Chapter 15 (Sumarokov) examines the heat capacity of
1D chains of atom/molecule adsorbates in the grooves of c-SWNT bundles.
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Part III: Nanobiotechnology

Chapter 16 (Martseniuk) is devoted to the analysis of properties of water, diffused in
the layered compounds SrFe,As; and FeTe( gS¢ 2. The aim of Chap. 17 (Pavlovich) is
to study the effect of gold nanoparticles on morphological and functional characteris-
tics of SPEV cells. Chapter 18 (Shcherbak) focuses applications of nanomaterials in
rational gene pool preservation technology. In Chap. 19 (Christophorov) the author
describes the basis and development of the concept of dynamic molecular self-
organization, a model he first introduced more than 20 years ago when searching
the most adequate approach to analyzing the functioning of biomolecules, in partic-
ular, proteins—enzymes. Chapter 20 (Burlaka) presents applications of CNT-based
strategies for improved efficacy, reproducibility, accuracy, and speed in gene transfer
in plants. In Chap. 21 (Chevichalova) the authors present the result of investigations
on the effect of platinum nanoparticle aggregations on the vital activity of a variety
of cancer cells.

Part I'V: Applications

Chapter 22 (Kucherenko) describes urease-based conductometric biosensors that
were created using a non-typical method of urease immobilization via adsorption
on micro- and nanoporous particles. Chapter 23 (Bazela) presents the results of
investigations into the effect of particle size on the magnetic properties of RMnO;
(R =Pr, Nd and Tb) using magnetometric and X-ray and neutron diffraction methods.
Chapter 24 (Nichkalo) reviews investigations of silicon nanowire formation via a
combination of LPCVD and wet etching methods on Si substrate using gold films
as mask. In Chap. 25 (Draidi) the authors develop a precision MESFET model
for transconductance variation based on gate length and voltage and resistance and
voltage. Chapter 26 (Shalaeva) discusses the nanocrystalline structure formation
mechanism of quasi-one-dimensional nanostructured aggregates ZnO and Zn—-O-C
used as photocatalysts and the effect of thermolysis condition on the formation of
textured structure in these aggregates. Chapter 27 (Boudine) focuses on the study
of spin-polarized transport in semiconductors as new type of current transmission
in semiconductor devices. In the chapter, the authors present a two-degree model
for a so-called SPINFET transistor. Chapter 28 (Protsenko) is devoted to the strain
properties of multilayer thin-film materials based on metals. Chapter 29 (Gudyma)
is devoted to an analysis of spin-crossover system dynamics using both an Ising-like
mechanoelastic model and a macroscopic phenomenological model.
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Chapter 1

Endohedral Fullerene Complexes. Which and
How Many Small Molecules Can Be Inserted
into Fullerenes and a Carbon Nanotube?

Helena Dodziuk

1.1 Introduction

The discovery of Cgo 1 [1-3] (Fig. 1.1) and its studies abound in sudden twists like a
detective story. The first fullerene endohedral complexes were observed in the same
year when Cgp was discovered [4]. Few years later, an “application rush” begun with
proposals of exciting, strange, and unrealized fullerene applications [5] until today.
In spite of the lack of massive commercialized applications of endohedral fullerene
complexes, this is a rapidly developing domain, which was recently reviewed by the
groups of Cong [6], Lu [7], and Popov [8]. These reviews were almost exclusively
devoted to a very specific type of the complexes, i.e., endohedral metallofullerenes
(EMFs). On the other hand, our review on the endohedral fullerene complexes involv-
ing small guests and in-out isomerism in perhydrogenated fullerenes [9] published
three years ago calls for an update although one of its main conclusions that, in
spite of numerous claims (see, for instance, [10—14]) fullerene cages cannot serve
for hydrogen storage, is valid. Therefore, this report is devoted mainly to the recent
results in the modeling of the endohedral fullerenes stability.

Predicting properties of the endohedral fullerene complexes is a difficult task in
view of their size and complexity. Taking into account properly dispersive interac-
tions (describing nonbonding attraction) is a difficult task. In addition, for the polar
guests there is a strong interaction of the guest with electrons of the host. Numer-
ous calculations on the endohedral complexes involving hydrogen were published
with the number of the molecules inserted into the cage ranging from 0 [15] to 28
[11, 12]. The first Cioslowski’s work of 1991 [15] yielded instability of one hydrogen
molecule inside Cgg since the simple Hartree—Fock model with a very small basis
set which could be applied at that time did not describe properly small but numerous
stabilizing nonbonding interactions. On the other hand, simple model considera-
tions taking into account the Cgp diameter, van der Waals radii of the hydrogen and
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Fig. 1.2 IPR isomers of Cgy, C79, C76 and Cgg

carbon atoms and H-H bond length show unequivocally that the complexes with
two or more H, molecules inside the fullerene cannot be stabilized. On the other
hand, our simple molecular mechanics calculations on the complexes formed by Cg
1, Cy9 2, two isomers of Cyg, five isomers of Csg, and 7 isomers of Cgy [16] (see
Fig. 1.2 for the formulae) with one to four hydrogen molecules inside revealed in
an agreement with a later experimental finding [17] that H, @C7 3 prevails in the
mixture with 2H, @C7, 4; interestingly although partially accidentally, and experi-
mentally determined 3:4 as 96:4 [17] corresponds to the earlier calculated difference
of 1.8 kcal/mol [18]). The prediction of the same study that 3H, molecules should
be stable inside some isomers of Cgy has not yet been proven experimentally. The
symmetry adapted perturbation theory (SAPT) calculations [19, 20] for complexes
involving one or two H2 5, CO 6, N2 7, HCN, Hzo 8, HZS, COz, NH3, CH4, C2H2,
H,CO, and CH30H guest molecules in Cgy and C7g, of which only few have been
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detected, will be discussed and those on the recently synthesized CsoH;o chair nan-
otube and its complexes with H,, N,, CO, HCN, H,0, CO,, CS,, H,S, NH3, C;Hy,
CH4, CH;CN, CH30H, CH3CCN, 2-butyne, methyl halides, or noble gas atoms in-
side [21]. In addition, the molecular dynamics simulations on the CsoH;¢ nanotube
complexes will be presented. Both methods yielded a very good agreement between
the results obtained and a few available experimental data.

1.2 Nontrivial Fullerene Discovery

Science is often presented to students as a fully logical structure, impersonal, and
devoid of emotions. Among other, centuries-long discussion on the nature of light,
whether it consists of waves or particles in which not the facts but Newton authority
was decisive for more than one hundred years, is a good example of the serendipitous
development of this domain. Fullerene history is of course much shorter but it also
abounds in exciting moments. A structure of such a high, ;, symmetry was drawn by
Leonardo da Vinci and Diirer ([22] and the references cited therein). Interestingly,
a possibility of existence of a molecule of such a high symmetry was denied in
1945 by Herzberg [23] who was later awarded the Nobel Prize. Then, Cgg was
predicted independently in 1970 by Japanese scientists [23] and in 1973 by Russian
computational chemists [24]. Next, the MS signal of Cgy was observed and even
published, but went unnoticed [25] in 1984, and a year later, Kroto, Smalley, and Curl
with collaborators published their correctly interpreted observation of the strong MS
Ceo signal [3]. For this discovery, they were honoured with the Nobel Prize in 1996.
Interestingly, until the Krédtschmer et al. paper on fullerene purification [26], very
small amount of the fullerene available for studies did not enable to prove its proposed
structure. The proof came from the single '*C NMR signal which was only possible
for the very high symmetry of the molecule [27]. Similarly, the NMR study enabled
first, although not very accurate determination of the fullerene bond lengths [28],
since, in view of the tumbling of the almost spherical C¢ at room temperature, X-ray
analysis yielded only the molecular radius and the distance between the molecules
in the crystal. Of course, the full X-ray structure determination at 110 K [29] yielded
much more accurate values than the NMR one.

The first endohedral fullerene complex was observed very soon after the Cgq dis-
covery [4] (a compendium of atoms that have been inserted until 2007 is given in
http://homepage.mac.com/jschrier/endofullerenes_table.html). However, similar to
catenanes 13, rotaxanes 14, knots 15, and Mobious strips 16 shown in Fig. 1.3, the
endohedral fullerene complexes have been analyzed as objects of nontrivial topology
only in the works of our group [9, 18, 30-32]. For this, the definition of molecules
with nontrivial topological properties had to be extended allowing for a bond defor-
mation only to such an extent that it does not break [30]. The endohedral fullerene
complexes are the fullerenes that have atoms, ions, and molecules inside the cage.
In the nomenclature used in supramolecular chemistry, the fullerene cage plays a
role of the host, H, while what is inside is treated as a guest, G, and the complex is
denoted as G@H. The detected complexes include not only H, @Cry 3, 2H, @C5
4 [17], Hy@Cg 5 [33], HD@Cg [34], D, @Cg [35], CO@Cq 6 [36],"*CO@C
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13 14 15 16

Fig. 1.3 Schematic formulae of catenane /3, rotaxane /4, knot /5, and Mobius strip /16

[37], Nz @C60 7 [37, 38], and N2 @C7Q [37], HzO@CGO 8 [39] but also 2H20@C120
9 [40], two Cg—Cgo dimers containing an isolated nitrogen atom like 10 [41, 42],
the dimer in which each cage contains an isolated nitrogen atom have also been re-
ported 11 [43], and an analog containing nitrogen isotopomers [44]. Specific nested
(onion-like) fullerenes reported Ceo @ Cr4012, Cr49 @Cs49 and Cgp @Cpg9 @Csyy (the
outer shell of the latter two were most probably incorrectly described as Csg) [45],
while nested fullerenes with hundreds of fullerene layers were reported long before
the fullerene discovery [46].

As briefly discussed in Sect. 1.5, inserting an atom, a molecule or an ion into a
molecular cage can lead to spectacular changes of the host and/or guest properties.
It can even stabilize a nonisolated pentagon rule (IPR) fullerene isomer [47-52] or
another short-lived species [53] or change the fullerene symmetry upon the guest
inclusion [54], as shown in case of Y @Csg,.

It should be stressed that although Cg is the most common fullerene, it does not
form numerous endohedral complexes because of its small internal cavity. As pointed
out independently by Patchkovskii and Thiel [55] and Dodziuk et al. [16], to obtain
endohedral complexes with fairly large guest molecules suitable for applications one
has to master the synthesis and purification of much larger fullerenes.

The stupendous isolation of atomic nitrogen in the Cgy cage [38, 56, 57] and in
one [41, 42] or two [43] cages of the Cg—Cgo dimer, H,O without any hydrogen
bonds in one Cgy cage [39] and in each cage of the Cg—Cgo dimer [40], diatomic van
der Waals molecules of noble gases He, in the Cgp [58] and Cyg [58, 59] cages as
well as Ne; in Cy9 1 [60] and simultaneous insertion of helium and nitrogen atoms
inside Cgp and Cyq [61] or helium and neon atoms inside C7o [37] illustrate radical
changes in the guests’ properties due to its encapsulation into the fullerene cage.
Other examples of exotic, short-lived species stabilized in “molecular flasks™ are
briefly reviewed by Dodziuk [62, 63].

Today, the endohedral fullerene complexes are studied by several groups not only
because of their exciting properties but also in view of their future applications.
The applications in medicine have been reviewed by Dellinger et al. [64], Nitta
group [65], and Bakry and coworkers [66]. With a metal guest, so called EMFs
can be metal, small-gap semiconductors, or insulators depending upon the fullerene
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size and the kind and number of encapsulated metal atoms. Interestingly, they form
unusual salts since the metallic guest transfers its electron(s) to the cage. Thus, one
has to destroy the cage for the salt decomposition. EMFs are applied in medicine,
(among others as radiotracers [67], MRI contrast agents [68, 69], drugs [70] (in
particular, HIV-1 protease inhibitors [71])) in electronics [72-76], (in particular, as
single-molecule transistor for quantum computing [77-79]), in photovoltaics [80],
and in the solar cells [80, 81]. Noteworthy, the application of so-called peapods that
is carbon nanotubes filled with endohedral fullerenes encapsulating metal atoms in
the latter devices seems promising [82].

1.3 Types of Endohedral Fullerene Complexes

As mentioned above, due to its small size only few endohedral complexes of Cgg
are known. The first observation of fullerene complexes was published as early as
in 1985 [4], the same year in which Cg itself has been detected. Depending on the
guest character, the endohedral fullerenes can have an atom(s) or molecule(s) inside
their cages and the guest can be metal or not. It can even be tritium [53] or muonium
[83]. A special class of the complexes are multishell-nested fullerenes that span the
structures having from two [45] to even hundreds of fullerene cages buried inside
one another [46].

The complexes are often so stable that they undergo several chemical reactions
and their numerous derivatives have been synthesized [81, 84-88]. Noteworthy, the
guest can influence the shape of the host cage. To our best knowledge, no endohedral
fullerene complex with an isolated hydrogen atom as the guest has been detected.
However, as mentioned earlier, Cross et al. reported a tritium guest inside Cgo [53].

Contrary to organic molecules with distinct topological properties such as cate-
nanes 13, rotaxanes 14, knots 15 and Mobius strip 16 (schematically shown in
Fig. 1.2), the endohedral fullerene complexes 3—-12 are not obtained by taking ad-
vantage of the preorganization phenomenon [9, 89] or dynamic covalent chemistry
[90-92]. They are manufactured by applying completely different procedures. Those
having metal cations inside are obtained in an arc reactor or via laser evaporation dur-
ing the process of fullerene formation [93, 94], while the ones with noble gas guests
are produced by heating fullerenes in the nobel gas atmosphere at high pressure using
Kritschmer—Huffmann procedure [95]. The endohedral fullerene complexes of few
simple molecules inside the fullerene cage were obtained mainly by so-called molec-
ular surgery approach consisting in making a hole in the cage chemically, inserting
a guest inside the cage (for instance, one [96] or two [17] hydrogen molecules), and
closing the hole chemically. On the other hand, different nitride cluster fullerenes,
like Sc;N@Cg [97], were obtained by a reactive gas addition to the cooling gas of
the arc burning process [98]. It should be stressed that the main effort in studying en-
dohedral fullerene complexes seems to be focused on group 2 and 3 metallofullerenes
involving Sc, Y, La, Ca, Sr, Ba, and lanthanide (Ce—Lu) metallofullerenes [99] for
which exciting applications are expected.

Few, but very exciting, proposals of application of endohedral complexes have
been published soon after the Cgy discovery [5]. One of them consisted in using
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an endohedral fullerene with a door enabling the guest drug escape in appropriately
controlled conditions, another in using the perfluorinated CgyFgg as an ideal lubricant
or the solid Cgo with intercalated alkali metals as superconductors. None of them
have been realized until now. The fall of the perfluorinated fullerene proposal was
spectacular. The molecule was synthesized [100] but was unstable and on air it
decomposed with the HF, the strongest acid, formation.

Few studies were devoted to the degree of isolation of the endohedral guest by
the fullerene cage. Measurements of the triplet lifetime or EPR indicated that the
interaction of the H, molecular guest with the cage walls is too weak to be determined
but, on the other hand, there is a significant interaction between singlet molecular
oxygen ('0,) and the incarcerated H, or D, guest [101]. A quantum chemical study
by Varadvaj and Varadvaj [102] indicates that, although the guest water molecule
inside the Cgy cage does not form usual O-H...H hydrogen bonds, its hydrogen
and oxygen atoms interact with the host carbon atoms, thus it is not fully isolated in
H,0@Cg 8. The recent obtaining of the latter complex [39] and that of two H,O in
both cages of the Cq—Cgo dimer 9 [40] resulted in several physicochemical studies
of these systems [86, 103—105]. Similarly, availability not only of the Cgy and Cyg
complexes with H, but also of those with HD and D, allowed one to study their
subtle properties [34, 106, 107]. In addition, interconversion of para and ortho H,
inside fullerenes was demonstrated [108, 109].

Until now, very few fullerenes applications have been commercialized. The idea of
using fullerenes for hydrogen storage also looked promising. However, as mentioned
above placing H, molecules inside the cage seems impractical for such a purpose
since, even if we do not bother for a moment how to put hydrogen inside, one has to
destroy the cage irreversibly to release it. Some other possibilities, e.g., enhancing
exohedral hydrogen binding electrochemically, or by forming composites either by
placing a metal cation inside the fullerene cavity, or by coating fullerene with Ca
have been proposed [110-114] but their feasibility for practical uses is still unclear.

1.3.1 Fullerenes with Noble Gas Atoms and Molecules as Guests

Individual He, Ne, Ar, and Kr atoms are inserted into Cgy and Cyy cages by the
fullerene manufacturing in the nobel gas atmosphere [95, 115]. Interestingly, He
and Kr were also detected in higher fullerenes having up to 400 carbon atoms [116].
Cross et al. studied a possibility of inserting another noble gas atom into He@Cg
[58]. The observation of two He atoms [117] inside Cgy and two He or two Ne atoms
[59] or a mixed guest 3He??Ne inside Cyg at a close distance [37] raised the question
of the possibility of the existence of a noble gas two-atomic molecule, Ng,. Krapp
and Frenking carried out elaborated analysis of the Ng, @Cg [118] using density
functional theory (DFT) with BP86 functional, ab initio methods at MP2 and SCS-
MP2 levels topped with the charge and energy partitioning and topological analysis
of the electron density using Atoms in Molecules (AIM) method. They concluded
that He, and Ne, guests in Cgy form weakly bound van der Waals complexes and
stated “The Ng—Ng and Ng—C interactions interactions could also be considered as
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genuine chemical bonds”. Similarly, in Xe, @Cgy both Xe—Xe distance lower than
that in Xe, (2.494 A versus 2.746 A) and the charge transfer from xenon to the cage
Xe] * @Cy, (typical for the strong electron acceptors) indicate that the Xe—Xe bond
is genuine. It remains to wait to be able to observe complexes of higher noble gases
with Cgo and study their properties.

Simultaneous insertion of helium and nitrogen atoms inside Cgy and Cyo [61]
raises the question on the character of He to nitrogen bonding in these systems.

In addition to studies of Ar@Cgy and Xe@Cgy, Amusia et al. carried out
calculations of generalized oscillator strength for nested endohedral fullerenes
A@Cy; @Cyp with N2 > N1[119].

In general with very few exceptions, this mini review is devoted to studies of
small molecules inside fullerene cages in which only stabilization energies, that is,
the enthalpic increment to the complex stability is calculated. The results obtained
for the complexes of noble gas atoms with the CsoH ;o nanotube on the basis of the
SAPT calculations will be given here since they include also the entropic term and
allowed Dodziuk and Korona [21] to estimate the temperature at which the complexes
decompose. The negative values of interaction energy showed stabilization at T =0
K due to the attractive Ezdisp, E?ind, and Elq terms (Table 1.1). Further analysis
including zero-point vibrational energies and entropic terms allowed them to estimate
temperature for which the complex Ng@CsoH;y becomes stable at 1 atm showing
that the complexes with the Kr and Xe atoms as guests should be stable at room
temperature. In the Scott group [120], the work is in progress to check this prediction.

1.3.2 Endohedral Metallofullerenes

EMF are endohedral fullerene complexes with metals as molecular guests. In these
complexes, the metal atom looses electrons which are accepted by the fullerene cage.
Thus, they represent a quite unusual group of salts since their decomposition into the
cation and anion requires the cage destruction. As mentioned earlier, EMFs are most
thoroughly studied endohedral fullerene complexes since they are relatively easily
obtained and promise applications, among other in medicine [67-70], photovoltaic
[75, 80], and electronics [72-79]. Several reviews of EMFs [6-8, 121-124] appeared.
Thus, an extension covering EMF with molecular guests requires only brief update.
Combining Echegoyen and coworkers [124] and Popov et al. [8] works, we divide
endohedral metallofullerenes into four groups:

a. Mono—di, and trimetallic classical EMFs (M@C,,, M, @C,,,, M;@C,,,, M=
metal and 60 < 2n > 138) including mainly alkali metal and alkali earth metal
atom(s), transition metals, lantanides, iron, cobalt, and uranium. The largest
endohedral fullerenes involved include M@Cgs—C3,(134) M =Ca, Tm, Sm)
[125, 126], Smy @Cyo4-D34(822) [127], the second largest dimetallofullerenes
isolated to date La, @Cy3g [128] and Dy, Cjgo and trimetallic Dy3;Cjoo [98]. Rare
trimetallic EMF of Sm3; @ I;,-Cg, was recently detected [129].
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b. Metallic carbides EMFs (M,C,@C,,, and M3;C,@C,,, M=metal and
68 <2n>124) [130-132]. Several members of the series of Gd,@Cyy to
Gd, @Cjy4 were detected by mass spectrometry [133]. A carbide structure of
one of them have been proven by X-ray also for Gd,C, @Cy,-D3(85) with non-
IPR structure [133]. As with numerous other endohedral fullerenes, also in this
case the guest can stabilize a non-IPR structure.

c. Metallic nitrides EMFs (M3N@C,,, M=metal and 68 <2n>96) [124,
134-136], ErySc3_xN@Cgsy (x =0-3) [137, 138], mixed lutetium/yttrium nitride
metallofullerenes [ 139] and several other [140—142]. Some of them also have been
proven to have non-IPR structures. Interestingly, the X-ray study of Sc;N@Crg—
D3, (5) revealed that the distances between scandium and nitrogen atoms of the
guest and the carbon atoms are smaller than the sums of their van der Waals radii
and those of the closest cage atoms indicating that in this case there is no endo-
hedral complex but the molecule [137]. Contrary to such a behavior, Sc;N@Cg
forms a standard EMF with the guest rotating almost freely inside the host cage.
Supramolecular structures of higher order involving fullerenes such as ErsN@Cg
and Sc;N@Cygy forming monolayers are very rare [143].

d. EMF metal cyanides (like ScsNC@Cg-1, complex having a planar Sc3NC en-
dohedral cluster with a (NC)3~trianion [144] and the Sc;NC@C75—C, complex
with a non-IPR structure having adjacent five membered rings with a common
bond [145]), oxides (like M40, @Cgy or M;O3 @Cg [146], and sulfides (like
large Sc,;S@C,, (n=40-50 [121, 147]).

e. Methano cluster EMF Sc;CH@Cg [148].

f. Hetero EMFs are the endohedral complexes having one or more carbon atoms of
the cage replaced by noncarbon atom, e.g., nitrogen like M, @C7;oN (M =Y, Tb,
Gd) [149, 150].

1.3.3 Fullerenes with Neutral or Slightly Polar Molecules
as Guests

1.3.3.1 Simple Fullerenes with Small Non-metal Molecular Guests

In this subchapter, under simple we understand monolayer fullerenes as opposed to
multilayered onion-like ones buried inside one another like 9 and 10. As mentioned
above, only few endohedral fullerenes with neutral or slightly polar small molecules
(other than noble gases) as guests have been reported. They encompass Hy @Cgp 5
[96], HD@Cg [34], D, @Cq [35], H,@C7g 3, 2H, @C7 4 [17], CO@Cgp 6 [36]
and 13CO(@C@O [37], N2@C60 7 [37, 38], and Nz@C7o [37], H20@C60 8 [39] but
also 2H,0@C 15 9 [40], two Cgp—Cgp dimers containing an isolated nitrogen atom
like 10 [41, 42] and the dimer in which each cage contains an isolated nitrogen
atom 12 [43] as well as an analog containing nitrogen isotopomers [44] and nested
fullerenes like 11 discussed in Sect. 3.3.2.

On the other hand, N inserted into one of the Cg( cages of the dimer as well as
two nitrogen molecules inserted into two Cgg cages of Cyg still await their synthesis.
It should be stressed that CO and N, molecules have been inserted into the fullerene
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cages by more standard procedures during the fullerene manufacturing while hydro-
gen and water [17, 39] have been put into the fullerene cages by so-called molecular
surgery, that is, by chemically opening the cage, carrying out the guest insertion
and chemically closing the cage. As mentioned before, this method of obtaining
fullerene complexes with molecular guests has been proposed earlier independently
by Patchkovskii and Thiel [55] and Dodziuk et. al. [16].

H, [151], HD [152] and D, [35, 101, 152], H,O [153-155], CO [156, 157], N,
[156], NH3 [158], and CH4 [159] have been inserted inside an “opened” fullerene,
mainly Cgp. Whether those involving ammonia and methane inside an “opened” Cg
can be closed without losing the guest remains to be seen. The model calculations
carried out in our group long ago suggested that ammonia could be slightly stabilized
inside Cgo while methane could not [16]. However, it should be stressed that once a
guest “sits” inside the fullerene cavity, it can be relieved by the host bonds breaking
only if the associated strain is very high.

Recently, we have carried out the SAPT [160, 161] calculations for the complexes
involving one H, (and two H, molecules in Cgo and C7g [20]), N, CO, HCN, H,O0,
H,S, CO,, NH3;, C;H,, H,CO, CHy4, and CH3OH guest molecules in Cgo and Cyg
[19] of which, as mentioned above, only those involving H,, N,, CO, and H,0
are known. Contrary to the standard DFT and some other approaches, the method
applied correctly describes the dispersion contribution of the host—guest interactions.
In this approach, the interaction energy between host H and guest G is defined as a
difference between the calculated energy of the complex G@H and the sum of the
energies of the host and guest with an additional assumption that the geometry of
the host and guest do not change upon complexation.

Ei = E(G@H) — [E (H) + E (G)] (1.1)
In the SAPT approach, the interaction is calculated as a sum [160-163]:
ES = Egq + Eid + Egly + Eon + Eqining + Ecxenoina +8Ere (12)
of the 1(12r)st-order electrostatics (Eé,ls)t), second-order induction (Eff(;) and disper-
sion (E

disp) energies, and their exchange counterparts: first-order exchange (E M,

exch
second-order exchange-induction (E S()chfmd), and exchange-dispersion (E, 2 ),

exch—dis,
accounting for the electron tunneling between the interacting constituent moleculpes
and §Eyr describing intramolecular electron correlation accounted for by the DFT
method.

As described earlier [9], the SAPT calculations for the complexes involving one
[20] or two H;, guest molecules in Cgy and C7 in agreement with expectations
revealed that there is place for only one hydrogen molecule inside the former fullerene
cage and that, although there is place for two of them inside the latter larger cage,
H, @Cy is considerably more stable than 2H, @Cr.

The calculated SAPT(DFT) interaction energies for a large series of Cgp and Crg
complexes with small molecules, parts of which have been obtained earlier either for
opened or intact host cages, are given in Table 1.2, respectively. The data collected
in the Table 1.2 indicate that all guests under study, except probably H,CO, should



14 H. Dodziuk

Table 1.2 Calculated SAPT(DFT) interaction energies in the TZVP basis set® for the complexes of
linear, planar, and three-dimensional guests in Cgp and C7g (in kcal/mol)

Guest Cgo host Cy9 host
Linear guests

H, —3.2° -3.1

N, —-3.8 -7.2

CO =51 =75

HCN® 24 -9.6

HCN¢ —-15 Not calculated
CO, 28.3 -7.7

CyH, 17.5 —53

Planar guests

H,0 —-7.4 —-6.7

H,S —7.7 -79

H,CO¢ 15.6 0.4

H,CO! Not calculated -2.1
Non-planar guests

NH;3 5.4 -74

CHg —1.5 —-5.7

CHZ‘11 —4.0 Not calculated
CH;OH 47.8 -7.1

2 For a few cases, the calculations were repeated in the larger def2-TZVPP basis

®Tn [18], where the better TZVPP basis has been used for this complex, the interaction energy
was equal to (—4.6)—(—4.7) kcal/mol for three orientations studied, while for one orientation (the
hydrogen molecule parallel to one hexagon), it was higher by 0.18 kcal/mol

¢ Calculated using TZVP basis set

d Calculated using def2-TZVPP basis set

be stable inside the larger cage while four complexes involving HCN, CO,, H,CO,
and CH3OH were not stabilized inside the smaller cage. It should be stressed that the
stability of the H,O molecule inserted into the Cgy cage was predicted [19] before
the complex was reported [39].

Typically for supramolecular complexes, the stabilization energy for some larger
guests (e.g., Hy, HO, and N, or H,O and H;S series) is larger than for the smaller
ones. Similarly for the H, and H,O guests, the stabilization inside the smaller cage
is larger than the larger one. The effect is easily understood by analyzing in which
complexes the distances between host and guest atoms are closer to the sum of
their van der Waals radii. The larger value of the stabilization energy obtained for the
larger basis set (TZVP versus def2-TZVPP) is attributed to a better description of the
dispersion component of the host—guest interaction. Interestingly, most complexes
with the larger Cyy cage exhibit close values of the interaction energy (—7.2 0.7
kcal/mol).

At present, no reliable quantum calculations for the known endohedral complexes
of the Cg—Cgp dimer can be carried out. Therefore, it is not clear why the dimer
with two water molecules situated in two cages could be obtained while for the
nitrogen only two paramagnetic atoms [43, 44, 85], not more usual two diamagnetic
N, molecules were observed separately in the dimer Cg cages.

A decomposition of the interaction energy in the complexes calculated using the
SAPT method (Eq. 2) presented in Tables 1.3 and 1.4 for the complexes with Cgp and
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Cy0, respectively, allowed Korona and Dodziuk to analyze the factors influencing

the complexes stability. The largest stabilizing effect is due to E, ((jizzp followed by El(fs

() followed by the

and EW g while the largest destabilization was the result of E,,)

Eézlh_md and/or E®

X exch—disp terms.

1.3.3.2 Nested Fullerenes and Analogous Structures

As mentioned above, nested or onion-like fullerenes are built of two or more fullerene
cages buried inside one another. The number of fullerene layers in such complexes
can reach several hundreds [164]. Interestingly, such structures have been discovered
long before Cg itself [46]. Nonspheroidal nested fullerenes have also been detected
[165]. On the basis of model calculations, the driving force for the formation of nested
fullerenes was found to be due to small but numerous nonbonding attractions [166].
Mordkovitch reported obtaining two- and three-layered Cep @Cy49, Cr40 @Csgo and
Cs0 @Cp49 @Csgp [45]. We believe that what he really had observed were complexes
9, 10 and Cgy @Cy49 @Csyg involving the Csyg cage not the Csgy one [166].

A different, interesting type of clusters were reported in which fullerene
forms the core containing multilayered metal (Ca, Sr, Ba) structures grown over
a fullerene such as C6() @M32, CG() @M32 @M72, CG() @M32 @M72 @M132, and
Coo@M3, @M7, @M 3, @M; 5 [167]. In Cgp @M3, and C;9 @Basy, in the first 1ayer
one metal atom is placed over each of the 12 pentagonal faces and 20 (or 25 for the
larger cage) over the hexagonal faces.

1.4 Complexes with the C5;0H ¢y Nanotube as the Host

Recently, Scott group obtained the CsoH;y nanotube [120] using a more standard
synthetic method than those usually applied in fullerene and nanotube manufacturing
[168, 169] and found that it forms a complex with the CS, molecule inside. The group
was interested in finding which other molecules can be complexed with the nanotube.
Therefore, we carried the SAPT calculations for the complexes with a large series
of guests including H,, N, CO, HCN, H,0, CO,, CS,, H,S, NH3;, C,H,, CHy,
CH;CN, CH30H, CH;CCN, 2-butyne, methyl halides, or noble gas atoms inside
[21]. For the unsymmetrical guests, two orientations with a guest inside the cage
were taken into account. For molecules with the methyl group, one such orientation
has been denoted as “out”, if the methyl group is inside the hole, while the reverse
orientation has been called “in”. For hydrogen cyanide and carbon monoxide, the
“in” orientation has the nitrogen or carbon atom, respectively, in the CsoH, hole.
The results of the SAPT calculations for the complexes of the nanotube with
noble gases have been presented in Sect. 3.1 while those with other molecular guests
have been collected in Table 1.5. Interestingly, all complexes under study have been
found stable at 0 K but most of them should dissociate into constituent parts at room
temperature. In agreement with expectation, the largest (in absolute value) stabilizing
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termis E gi)p and the largest destabilizing one is E ii)ch The estimation of temperature
at which the Gibbs free energy G = 0 revealed that only the complexes with CS,,
HCN, Xe, and CO, are stable at room temperature. The former recently obtained
complex, CS, @CsoHj( [120], is the most stable “surviving” up to 340 K, while the
corresponding complexes with HCN and Xe guests should decompose at ca. 310 K
and the one with CO, at ca. 300 K.

The molecular dynamics (MD) simulations (described in [21]) showed the com-
plex decomposition at ca. 350 K. The calculations in CHCI3 solution yielded an
energy minimum of —12.7 kcal/mol at about 3 A separation between the CS, and
the nanotube centers of mass indicates that the guest molecule should have a definite
tendency to remain inside the nanocage. It should be stressed that the MD value is
in a very good agreement with —12.36 kcal/mol one obtained by the SAPT(DFT)
calculations (Table 1.5). The simulations showed that the presence of CHCl; solvent
stabilizes the CS; @CsoH o complex in comparison to vacuum. Thus, for the com-
plexes obtained in solution the CO, gas responsible for the greenhouse effect could
probably be stored in the CsoH;o nanotube.

1.5 Exciting Properties of Endohedral Fullerene Complexes

Inserting one or more guests into a fullerene can significantly change their properties.
For instance, in nature, noble gases exist as a single atom species but He; in Cg [170]
and Ne, in Cy( [60] have been reported as the weakly bonded van der Waals diatomic
molecules of noble gases. On the other hand, nitrogen usually present in the form of
a diatomic molecule was found as a monoatomic nitrogen radical inside Cgg, C79,and
C120 dimers [38, 41, 56, 171, 172] and in the C61(COOC2H5)2, C66(COOC2H5)12,
C66(COOC2D5)12, C()] (COOC2D5)2 cages [17 1]

The complexes involving an isolated, paramagnetic nitrogen atom inside a
fullerene cage are so exotic that they will be mentioned here, in spite of the fact
that the guests in these cases are not molecular. The nitrogen atom as monoatomic
radical has been found in both Cg( and C7g as well as in four C¢y adducts [38, 56, 57,
171-174]. Interestingly, the N@Cg, complex is so stable at ambient conditions that it
does not decompose during exohedral addition reactions. Proving its radical charac-
ter, it produces so characteristic, very clear hyperfine split EPR signal with sharp lines
even in the solid state that it has been proposed as an ideal probe for monitoring chem-
ical reactions of C¢p via changes of the signal [56]. The effect of cage variation in the
series N@Cﬁ(), N@C@] (COOC2H5)2, N@C@@(COOCQHs)]z, N@C@G(COOC2D5)12,
N@Cg (COOC;Ds);, [171], and N@C exemplifies this. The nanomagnet formed
by an isolated nitrogen atom and fullerene was proposed to be applied in novel
devices for high-density information storage and quantum-state control [175]. Simi-
larly, due to the spin to charge conversion in thin N@Cg films at room temperature,
the possibility of application of these endohedral fullerene spin qubits has been pro-
posed [176]. In addition, two Cg—Cgo dimers containing an isolated nitrogen atom
were also detected [41, 42] in which only one of the connected Cg cages is filled.
The dimer 11 in which both cages contain isotopomers of an isolated nitrogen atom
have also been reported [43, 44, 85]).
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“Empty” C,, fullerenes are known to obey the IPR stating that the most stable
are those in which pentagons do not share any common atom. This rule holds for
empty fullerene cages larger than Cg since there are no IPR structures for fullerenes
smaller than this cage. There is only one IPR isomer for C¢y and C7g, but the number
of isomers increases rapidly with the increase of the cage. The IPR rule limits the
number of fullerene structures. It can be shown that there are only 450 IPR isomers
of Cjop while the number of all possible isomers (enantiomers excluded) for this
cage molecule equals 285,913 [177]. However, a guest can invalidate this rule and
several stable non-IPR endohedral fullerene isomers [47-51, 99] have been observed.
Interestingly, as shown, for instance, in case of Y @Cg, the cage symmetry can change
upon the guest inclusion [54].

In agreement with the “induced fit” mechanism [178], not only are the non-IPR
isomers Sc, @Cgg [50] and Sc3;N @ Cgg [99] stable but they were also isolated although
neither the Cgg and Cgg hosts nor the scandium guests are stable molecules.

One of the most interesting problems in the structure of fullerene complexes
is whether there is a bonding of included atom(s) or molecule(s) to the cage. A
covalent bond between the Cgs cage and the endohedral scandium dimer creates a
molecule with exciting but topologically trivial structure [50]. Similarly, Sc3;N@Cog
does not represent a “real” endohedral complex since there is a considerable bonding
between three Sc and cage carbon atoms [137], whereas in the Sc;N@Cgy complex,
the nonbonded guest rotates freely inside the cage. Analogously, in La, @ I;,—Cyg
[179] and Ce, @ I,—Cgy complexes, the guests do not occupy specific positions but
circulate three-dimentionally executing large amplitude movements [123]. Such a
movement was also documented in Sc;N@Cgy and in Yb@C4 [180].

Fullerenes act as the Faraday cage isolating the guest from the outside and/or
suppressing the influence of the guest on the whole system [181-183]. The DFT
calculations of the electronic structure and static dipole polarizability of Cgy@Cy4g
12 have shown practically identical values of dipole polarizability of the complex
and that of the isolated Cayo (449 A® versus 441 A%). This means that the outer cage
effectively shields the inner one [183].

Interestingly, at low temperatures, hydrogen molecules can exist in form of para-
and ortho-allotropes, which interconvert when H; is immersed inside Cg [108].

Formation of a topological nontrivial system can change its properties as com-
pared with the nontrivial one. These changes are less pronounced for catenanes 13,
rotaxanes 14, and knots 15 than for molecules that are endohedral complexes of cage
compounds such as endohedral fullerene complexes. The former ones are character-
ized by a considerable restriction of molecular dynamics characterized by worm-like
movement of knots [184] or dynamical behaviour of catenanes and rotaxanes [185].
Such properties and their manifestations in NMR spectra are presented in a very
detailed review, mainly based on the Stoddart group works [186].

Endohedral fullerene complexes exhibit a very strong sensitivity of the NMR sig-
nals of their host and guest to the charge distribution enabling isomers identification
[187], probing fullerene reactivity [ 188] and internal magnetic field in the cage [170]
or its aromaticity [189].
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1.6 Conclusions

Endohedral fullerene complexes are fascinating objects promising at long-run numer-
ous applications. The results presented in this mini review indicate that the modeling
of endohedral fullerene complexes, when applied cautiously, can provide valuable
information on their stability. On the other hand, the literature data [10-14] show
several examples of erroneous results on the stability of the complexes, especially
those with the hydrogen guest.
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Chapter 2

Physical and Mechanical Properties of Surface
Nanocrystalline Structures Generated by Severe
Thermal-Plastic Deformation

Hryhoriy Nykyforchyn, Volodymyr Kyryliv and Olga Maksymiv

2.1 Introduction

Improvement of mechanical properties of engineering steels due to the formation
of nanocrystalline structures (NCS) is generally done by severe plastic deformation.
Both volume and surface NCS can be achieved by this type of treatment [8, 13,
14, 23, 25, 26]. One method for the creation of surface NCS consists in severe
thermal-plastic deformation by high-speed friction. A technology for the formation
of surface gradient NCS is developed on this base by mechanical-pulse treatment
(MPT) [11, 17] which is based on the principles of grinding process (Fig. 2.1). A
special metal tool is installed instead of a grinding ring.

A lathe equipped by the special device similar to spindle mandrel of a grinder
can be used for the treatment of cylindrical surfaces. This tool rotates with velocity
Vi of 50-70 m/s and the treated component rotates at V, =0.03-0.18 m/s. The tool
pressure on treated component surface in the friction contact zone reaches 1 GPa at
a depth of run of # =0.25-0.35 mm and the longitudinal feed of S = 0.3—4 mm/rev.
The coolant is brought up into the friction area. Its role consists not only in rapid
cooling of thermal-plastic-deformed surface layer but also in its alloying. The surface
temperature in the friction contact area depends on the treatment regimes and varies
between 1100 and 1600 K.

The applied coolants are oil or water based with different polymer additives. The
thermal and mechanical destruction of the additives in the contact area under high
pressure and temperature create active carbon, hydrogen, oxygen and other alloying
elements [10, 12]. The rapid plastic deformation and high temperature promote a
mass transfer at abnormally high diffusion velocity of D =10"°-10""7 m?/s [12].
In particular, a special oil-base coolant with low molecular weight polyethylene
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Fig. 2.1 The scheme of MPT of a cylindrical and b plane surfaces: /—strengthening tool; 2—
treated component; 3—coolant

additives was developed for saturation of surface layers with carbon [10]. This is
especially useful for the treatment of low carbon steels.

The contact zone is the area with high shear deformation. Phase transformations
occur in the surface layers due to high-speed heating above the phase transformation
temperature and the subsequent cooling by heat sink in the coolant, the tool and the
component.

The achieved nanostructure of the surface layer with a different phase compo-
sition and a modified chemical composition has different physical and mechanical
properties, which are discussed in this chapter.

2.2 Investigation Methods

Armco iron and carbon steels 45 (0.45C), 40Kh (0.40 C-1Cr) and 65G (0.65 C-1Mn)
with a ferrite-pearlite structure in as-received state (after annealing) were investi-
gated. Three coolant types were used for MPT: mineral oil U-12 A (GOST 20799-88
standard), 10 % aqueous solution of emulsol and a special coolant for carbonization
[11]. MPT was carried out on specimens of two geometries: (a) cylindrical speci-
mens strengthened by a lathe and (b) flat specimens, which were strengthened by a
flat grinding machine.
The cylindrical specimens were of two sizes:

a. Specimens with net diameter of 20 mm and a length of 100 mm were used for
chemical and phase analysis as well as microhardness measurements.

b. Ring specimens with a diameter of 40 mm were used for ring-insert wear-
resistance tests [11].

The counter body was a specimen of the high carbon martensite ball-bearing steel
ShKh15 (1.0 C-1.5Cr). The GOST TAP-30 oil with an addition of 0.1 wt% of fine
quartz sand with grain size up to 40 pm was used. The tests were performed at the
loading of 4.0 MPa and the sliding velocity of 0.9 m/s. The specimens were preloaded
at 0.8 MPa within 2 h.
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Fig. 2.2 Specimen for an evaluation of mechanical properties of tension

Two sizes of flat specimens were used as well. The tensile properties were deter-
mined using 1.6-mm thick specimens (Fig. 2.2). However, the hardening effect of
the surface treatment is localized in the surface layer. To decrease the hardness gra-
dient in the specimen cross section, they were preliminary quenched and tempered
at 500°C, grinded, treated by MPT and tempered again at the same temperature.
Fatigue crack growth was determined on 6 x 19 x 150-mm single-notched beam
specimens under the cycle bending load with the frequency of 26 Hz and the load
ratio R =0.

The phase analyses were carried out metallographically and with the transmission
electron microscope JEM-CX. The diffractometry analyses were performed with
the diffractometer DRON-3 to measure the average grain size and the dislocation
density. The dislocation density was calculated on the basis of widening of the
lines (220)k,. Phase analyses of the surface layers were carried out with the CuK,
radiation method (U= 30 kV, I =20 mA) with a step of 0.05 and the exposition of
4 s. The diffractograms were post processed using the software Powder Cell [5].
The X-ray pictures were analysed after the Joint Committee on Powder Diffraction
Standards/American Society for Testing and Materials (JCPDS-ASTM) index [19].

The carbon content in surface layers of the strengthened Armco iron was deter-
mined layer by layer by the chemical analysis. For this purpose, three layers 0.05 mm
thick were cut off the specimen.

2.3 Results of Investigations and Discussion

The metallographic examination showed the presence of unetched surface area
(Fig. 2.3a) with a high dislocation density, which is maximal on the surface (Fig. 2.3b,
curve 1). Two types of deformation occur during friction: pressure and shear, both
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Fig. 2.3 Steel 45 after MPT (V, = 1.0 m/min; S = 0.5 mm/double motion; # =0.3 mm) in mineral
oil. a Microstructure ( x 300). b Dislocation density (/) and grain size (2) in a depth of strengthened
layer &

of which decrease with increasing depth 6. Shear deformation causes a particular
texture, which can be distinguished by the inclination of grain groups (Fig. 2.3a).

With increasing depth from the surface, the deformation grade decreases and thus
the grain size decreases (Fig. 2.3b, curve 2). The calculated average grain size d on
the surface is 12 nm, which is in good agreement with the literature data [24]. The
obtained data of d and p are comparable with those for powder iron milled in a ball
mill [20]. Therefore, it can be argued that MPT and the ball milling decrease the
grain size to nearly the same extent.

The phase composition changes were caused by rapid heat treatment during MPT
with material temperature rising above the phase transformation point and subse-
quently dropping below this point. The resulting martensite—austenite microstructure
includes rest of cementite that have not fully transformed during the deformation
process (Fig. 2.4). The phase composition and parameters of the nanocrystalline-
hardened surface layer depend on the coolant type, process parameters and the
chemical compositions of the material [6].

The electron microscopy images of the microstructure of the hardened surface
layer are presented in Fig. 2.5. The grain size on the surface of 10-15 nm is achieved
and it grows gradually with the distance from the surface.

The grains look strongly distorted. The probable reason for it is the far field
stresses in non-equilibrium grain boundaries due to high dislocation density. A cel-
lular structure with low degrees of lattice disorientation of grains is typical at the
distance from the surface of 200 wm and above. Randomly distributed dislocation
clews are observed in the grains. The microstructure is strongly fragmented in the
surface layer at a depth of 5 wm. Arrays of parallel nanocrystals 10-15nm are
observed in dark-field images, which is in good agreement with the diffractometry
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Fig. 2.4 The fragment of diffractogram of the surface layer on 45 steel after MPT in a mineral oil

(X-ray) examinations. The observed washed out rings on diffractograms are indi-
cations of a quasi-amorphous structure. The absence of the typical amorphous halo
([3]; Fig. 2.4) can be explained by deep penetration of X-rays (over 10 pwm). The
observed circular distribution of grains signifies big disorientation (over 10) between
adjacent grains, and the azimuthal blurring is particular for large strains. With the
depth increasing to 20-30 pm, the grain boundary stresses gradually decrease, the
grain size increases and diffraction picture corresponds to a fine-grain microstructure.
The deformation velocity e=2 x 103 s~! was calculated by using the dislocation
density p ~ 10°(Fig. 2.3b) and the Jonston—Hilman law [4]. This means that the de-
formation velocity 10° s~ is required for the nanocrystalline structure formation in
surface layers.

For the Armco iron, the effectiveness of carbon enrichment of surface layers by
MPT with a special coolant is shown (Fig. 2.6). Carbon concentration C on the surface
can reach 1 % and depend on not only the treatment process parameters [9, 12] but
also the surface roughness; for polished surfaces, higher carbon enrichment can be
obtained. According to Fisher [2], a linear decrease of carbon content 1g C versus
8% occurs for volumetric diffusion and linear decrease of g C versus § is typical for
grain-boundary diffusion. The analysis of concentration curves after MPT showed
that carbon is distributed mainly on grain boundaries (Fig. 2.7).

The percentage of coolant additives in the chemical composition of the surface
layers is presented in Table 2.1. The most differences were obtained for carbon and
oxygen. It is known [16] that the presence of carbon at grain boundaries increases
material strength, while the presence of oxygen, nitrogen and hydrogen deteriorates
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Fig. 2.5 Electron-microscope images: a light field, b dark field and ¢ electrongrams of
nanocrystalline structures of 45 steel surface layers from the different depth § after MPT
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Fig. 2.6 Distribution of
carbon in Armco iron during
MPT using the special
coolant for carbonization:
I—polishing, 2—grinding

Fig. 2.7 Dependence of 1gC
on 3 (1) and 8% (2) for
saturation of the surface by
carbon during MPT

Table 2.1 Mass-spectral
analysis of surface
nanocrystalline layer,
obtained by MPT on 40Kh
steel in different coolants

Fig. 2.8 Microhardness
distribution of 45 steel in
depth from surface after MPT
in the special coolant for
carburization (/) and mineral
oil (2)
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mechanical properties of steels. Useful additives while diffusing into grain bound-
aries increase the grain boundary energy, which results in increase of intergranular
fracture energy. Therefore, the chemical composition of coolants affects the
mechanical properties of surface NCS.

It is generally acknowledged that NCS in the bulk material improves its me-
chanical properties [15, 21, 22, 25, 26]. This was proved also for the surface NCS
[7, 18]. It is shown in the example of strengthening by MPT (Fig. 2.8) that the surface
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Fig. 2.9 A change of the mechanical properties of 65G steel specimens (Fig. 2.2) after MPT in the
different coolants: /—as-received state; 2, 3—MPT in aqueous TE; 4, 5—MPT in mineral oil; 2,
4—as received state + MPT; 3, 5—quenching + tempering at 500°C + MPT + tempering at 500°C

microhardness of the 45 steel reaches 8—8.5 GPa after the MPT, which is three times
higher than for the original material.

Changes in the mechanical properties of the high-carbon 65G steel after MPT
(V> =1.0m/min; §=0.5 mm/double motion; # = 0.3 mm) are presented in Fig. 2.9.
The tensile strength changed insignificantly and independent of the coolant type.
However, the plastic

behaviour, the elongation in particular, varies with the coolant type. Such be-
haviour is caused due to carbon, oxygen and hydrogen, which are segregated mainly
at grain boundaries and affect the grain boundary strength. The surfaces of flat
specimens pretreated by MPT with different coolants and then subjected to tensile
loading are presented in Fig. 2.10. Numerous microcracks can be observed in the
case of aqueous coolant.

Wear-resistance tests of the 40Kh steel showed (Fig. 2.11) a positive effect of MPT
in comparison with quenching and low tempering. The wear resistance was increased
for both hardened rings and not-hardened inserts. Itis caused by a substantial decrease
of the friction.

The applied MPT also had a positive effect on the fatigue crack growth resistance
of the 40Kh steel (Fig. 2.12). The fatigue test results show the lowest crack growth
rate dA/dN for the specimens treated in mineral oil (curve 3) and the highest crack
growth rate dA/dN for the untreated specimens (curve 1). This is in good agreement
with the X-ray examinations showing a lower-surface grain size of 19 nm for the
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Fig. 2.10 Treated by MPT, the 65G steel specimens after the tension test: a in ageueos MPT and b
mineral oil coefficient from 0.14-0.16 at quenched state to 0.04—0.06 after the MPT in mineral oil
[11]. Such effects can be explained by a change of contribution of electrons of d-orbitals in metallic
bonding [1].

30 30
ring insert

1, h 7 h

Fig. 2.11 Wear kinetic of the couple 40Kh—ShKh15 in the oil-abrasive environment (MPT regimes,
V,=1.0 m/min, § =0.5 mm/double motion,  =0.3 mm): /—quenching and low tempering; 2—MPT
in ageuous coolant; 3—MPT in mineral oil

specimen treated in mineral oil than for the specimen treated in the aqueous coolant
(24 nm).

2.4 Conclusions

The surface gradient nanocrystalline structure is formed during MPT by severe
thermal-plastic deformation. The phase transformations and the changes of the chem-
ical composition of surface layers take place due to the very fast heating and cooling
as well as due to alloying by the coolant additives. The mechanical properties of the
hardened layers substantially depend on the coolant type, which affects the grain
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Fig. 2.12 Fatigue crack 105
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boundary strength by segregation of carbon, oxygen and hydrogen. Such struc-
tures are characterized by improved mechanical properties: higher tensile strength
and yield stress, higher microhardness, wear resistance and fatigue crack growth
resistance.
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Chapter 3
Energy Spectra of the Fibonacci Superlattice
Based on the Gapped Graphene

A. M. Korol and V. M. Isai

3.1 Introduction

It is known that semiconductor superlattices (SLs) can play an essential role in con-
trolling the electron processes in various devices of modern electronics (see, e.g.,
[1]). Therefore, great attention is paid to the investigation of physical properties of
SLs. The SLs of various types are considered, namely, strictly periodic, disordered,
lattices with defects, etc. The structures intermediate between the periodic and dis-
ordered structures of quasi-periodic lattices, e.g., the Fibonacci and the Thue-Morse
SLs, occupy a special place among the SLs. This is associated with their unusual
properties such as self-similarity, the Cantor nature of the energy spectrum, etc. (see,
e.g., [2]).

However, starting from 2004, graphene-based structures attracted great attention,
which is naturally explained by nontrivial properties of graphene, including elec-
tron ones. It is sufficient to call the analogy of m electrons of graphene with the
Dirac massless fermions at low energies (which are formally described by the Dirac
massless equation), the linear dispersion law, the chirality property, the Klein tunnel-
ing, the high mobility, the ballistic transport, the unusual Hall quantum effect, etc.
[3-6]. It should be also taken into account that graphene is a promising material in
modern electronics from the viewpoint of the substitution of the silicon technology,
the development of which has come to its limit, by the graphene technology. It is
evident that by virtue of the mentioned properties, the investigation of physical prop-
erties of graphene-based SLs is an urgent problem [7-16]. Particularly, it is shown
in [9, 10, 13] that a new Dirac point and the corresponding forbidden band manifest
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themselves in graphene SLs; it is determined through the zero value of the averaged
wave number [9]. In new studies, the properties of this new gap in various graphene
SLs are investigated in detail. (For brevity, we will call this forbidden band an “SL
Dirac” band, and we will call other gaps in the energy spectrum of the strictly peri-
odic SL as well as the gaps in the Fibonacci SLs similar to them as the Bragg gaps
[9, 10, 13, 14].)

A series of methods to form graphene structures is suggested and implemented
in practice [17-20]. We note that among other ones, it is important to obtain such
graphene-based structures, in which the forbidden band exists in the energy spec-
trum since just its presence plays the key role in the development of transistor-type
semiconductor devices. Therefore, developers apply the efforts to the formation of
graphene structures with a sufficiently wide gap. Here, using various methods, such
as the use of graphene nanoribbons, the interaction with the substrate, etc., essential
results are already attained [21-25]. Particularly, developers succeeded to obtain the
gap several tenth of electron-volt wide by chemical methods [24].

3.2 Concretization of the Statement of the Problem
and the Method for Calculating the Spectra

In this study, we investigate the energy spectrum of the graphene-based Fibonacci
SLs in a continual model. We assume that there is an energy gap of equal value A in
both elements of the SL a and b and the quasi-periodic modulation along axis Ox is
formed due to a difference in barrier height values in different elements of the SL, so
that V=V, in elements a and V= V,, in elements b; the barrier height accepts one of
two different values in different elements in the SL chain according to the Fibonacci
rule.

Thus, we have the SL constructed according to the Fibonacci inflation rule:
Sy = Sp—1 + S,—> and therefore, for example, for the fourth Fibonacci genera-
tion (sequence) we have Sy = abaab. Transmission conditions for the electron wave
through the SL constructed for the n-th Fibonacci generation are determined by the
period of this generation. Energy ranges E, for which the transmission coefficient
of electrons though the lattice T(E) is close to unity, form the allowed bands in
the energy spectrum, while forbidden bands correspond to energy segments with
T << 1. Coefficient T can be calculated by the transfer matrix method expressing
it either via the Green’s functions or via the wave functions. The latter can be found
from the Dirac-type equation corresponding to the problem:

[Ve(p,o)+m-VE-o.+V(x)-1]-¥=E -V, (3.1)

where Vi 2 10% m/s is the Fermi velocity; p = (py, py) is the momentum operator;
o =(oy, 0y), o, are the Pauli matrices for the pseudospin; V(x) is the external po-
tential, which depends on the coordinate x; I is the unity two-dimensional matrix;
we denote the mass summand by symbol A as it is accepted in publications. Func-
tion ¥ is a two-component pseudospinor. W= [W AT W, Wy, are the envelope
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functions for graphene sublattices A and B, and T is the transposition. Let us assume
that potential V(x) consists of periodically repeating rectangular barriers along axis
Ox, and inside each j-th barrier, V;(x) = const. In this case, using the translational
invariance of the solution over axis Oy, we can write W, g = Wy ge'*Yand we can
derive for W, p from Eq. (3.1):

A’V p
dx?

+(k;—k}) - Wap=0 (3.2)

where g; = sign(Sji_ W(E — Vj)2 — Az]l/z, S+ = E — V(x) =% A; here and below,

measurement units 7 = e = Vy = 1 are adopted. If we represent the solutions
for eigenfunctions in the form of the sum of planar waves moving in the direct and
inverse directions along axis Ox, we derive:

i-qi-x 1 —i-qj-x 1

where ¢g; = sgn(S;+) ka. — k2, if ka. > ki and g; = i /kj2. — kZ; in the opposite

case, gj[ = w the upper line in (3.3) is referred to sublattice A and the lower

one is referred to B. The transmission coefficient of electrons through the SL can be
expressed via the transfer matrix and the last can be evaluated using the boundary
conditions for the eigenfunctions. Since this procedure has been reported for many
times, we can proceed here with the results obtained.

3.3 The Analysis of the Results Obtained

InFig. 3.1 the trace map is presented for the SL considered with the following param-
eters: ky, =0,d=w=0.5, A=1, V,=4,and V, =1 (except for the first generation,
in that V, = V, =1; we will also note, that k, =0 for all figures, i.e., we examine
only the case of the normal incidence of the electron wave on a lattice) and d and w
are barrier and the well width, respectively.

This one and other figures make it evident that under the act of the quasi-periodical
factor, namely differences in values of the potential barrier heights in the elements
of SL a and b there is the effective splitting of the allowed bands, and it takes
place at the normal incidence of an electronic wave on a lattice. The first Fibonacci
generation is related to the strictly periodic SL with the values V, = V, =V =1.1In
a corresponding spectrum, there are two basic gaps D and B that play an important
role in spectra of the next generations.

The first one relates to the so-called new Dirac point (see [9, 10, 13, 14]), and we
will name it the SL Dirac band, the second is the Bragg band. The position of the
middle of the SL Dirac band is determined by the parameters of SL and as per the
values taken here the indicated middle is located at a point V/2 =0.5 [9, 10, 13, 14].



46 A. M. Korol and V. M. Isai

Fig. 3.1 Trace map of the
energy spectra for the SL
considered; n denotes the 5
Fibonacci generation number

This one and other bands can be substantially moved with the change of barrier
height, which is obvious from the figures presented.

In an interval between the bands D and B, under the act of the quasi-periodical
factor, there is splitting of the allowed bands with the formation of several gaps. The
widths and the number of bands and their location in the energy interval of D and
B depends, on the one hand, on the parameters of the problem considered, and on
the other, on the number of Fibonacci generation. This number of the allowed bands
submits to the inflation Fibonacci rule Z,, = Z,,_; + Z,_ and in this case beginning
from the third generation we have the following set of numbers: 3, 5, 8, 13. ..

As the quasi-periodical modulation in our problem is realized due to the different
heights of potential barriers, it is important to see what changes are observed in spectra
with the increase of difference between values V, and V,,. First, it is necessary to
notice that most gaps in spectra appear in the vicinity of energy E =V, or E =V,
nearby a border between subbarrier and overbarrier regions, i.e., at energies with
the strongest electronic wave perturbation. If barriers are near a size, then the strong
perturbation of wave results in especially wide gaps. On the other hand, the closeness
of values V, and V,, means the weakness of the quasi-periodical factor. Thus, spectra
are formed under the action of two counteractive tendencies. The above said is
illustrated in Fig. 3.2 with valuesd =w=0.5, A=1, V,=1,and V, =3, 5, 8, and
10 for Fig. 3.2a, b, c, d, respectively. The narrowing of the main gaps is observed
with the simultaneous widening of the gaps which arise as a result of the effect of
the quasi-periodical factor. This process is not monotonous; so with increasing of
AV =1V, — V, | the P gap broadens and becomes larger than the Q gap, and then P
gap becomes smaller than Q gap once again. An increase in difference between V,
and V}, results in narrowing of all gaps being not in a vicinity of V, or V. Basic gaps
can become narrower than, e.g., the P band (Fig. 3.2d).

It is interesting also to note that at certain parameters spectra have a structure
that periodically recurs with the change of E. So, e.g., the high-symmetric, in rela-
tion to points R and S, spectra of Fig. 3.3 repeat their configuration in an interval
approximately equal to 1.6.
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Fig. 3.2 Energy spectra of . A R
the third Fibonacci generation '

with different values of the

barrier heights V, and V),

J

La(T)
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Fig. 3.3 Energy spectra of the third Fibonacci generation with the parameters: A=1, V, =2,
V,=8,w=05,d=1

It is here appropriate to represent Fig. 3.4, in which the spectrum of the fifth Fi-
bonacci generation is given for the wide enough range of energies. This figure shows
that the investigated Fibonacci spectra of quasi-particles subjected to Eq. (3.1) ex-
pose a periodic character depending on the energy of E. In the spectrum, it is possible
to distinguish the different areas of energies, less and large energy intervals, that can
be considered the spectrum periods (more precisely the conventional periods), and
each of them has a certain number of the allowed (forbidden) bands. The regions of
energies between D and B gaps can be considered the least period of spectrum.

We would also like to note that the change of widths of bands has not the
monotonous but the oscillating character—with an increase in E we see the alternat-
ing widening and narrowing of the forbidden (allowed) bands. As a result, broader
periods are formed (conventionally superperiods). In other words, this wave-like
variation in the bandwidth results in grouping of smaller separate units into larger
ones with the formation of the additional structural order, and the self-similarity
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Fig. 3.4 Energy spectra of the 5th Fibonacci generation with the parameters: A=1,V, =1, V, =4,

w=

d=05

property is manifested itself in this fact in our problem. The nonmonotonous change
of widths of gaps, discussed above, is just explained by the fact that the spectrum on
the axis of energies consists of totality of different sized periods, and it is necessary
for providing of such complicated periodicity, that the widths of gaps changed on a
corresponding complicated law.
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Chapter 4
Carbon-Based Piezoresistive Polymer
Composites

Sara Cravanzola, Federico Cesano, Lucia Muscuso, Domenica Scarano
and Adriano Zecchina

4.1 Polymeric Composites

The field of nanostructure science and technology has been growing very rapidly in
the past few years, since the realization of new materials and devices from nanoscale
building blocks could access new and improved properties and functionalities. As
a result of these developments, a wide range of new opportunities for research and
applications in the field of nanotechnology now present themselves. Some examples
of potential applications with significant technological impact can be identified, such
as dispersions and coatings and synthesis of high surface area materials with ultra-
high strength and conduction properties. Considerable resources are being expended
around the world for research and development aimed at realizing these and a variety
of other promising applications [59].

Polymers represent a class of materials which, due to their well-known electrical
insulating properties, are widely used in many electronic fields.

In recent years, the interest in obtaining polymers with new characteristics has
considerably increased, trying to combine them with conductive nanomaterials, such
as metals or carbon-based systems. Thus, the so-called polymeric conductive com-
posites belong to the wide class of the composite materials, which attracts scientific,
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industrial and commercial interest, with an annual production which goes beyond
10 tons [81].

Generally, a composite is a system made up of the combination of two or more
phases with different structure and chemical composition, which brings about an
enhancement of physical, chemical or mechanical properties.

Therefore, from a technological point of view, the combination of two materials
is particularly useful to integrate the properties of the two components in a hybrid
material. Thus, they can be used in catalysis, nanoelectronics, energy storage, gas
sensors and solar cells, to name but a few [56].

Many materials are used as fillers; among those, inorganic materials such as
semiconductors PbS, CdSe, CdTe, ZnS [40] and SnO, [54] can be used in high-
refractive-index materials, light-emitting diodes, photocatalysts, photovoltaic solar
cells and non-linear optical devices. Other possibilities are represented by conven-
tional fibres made from alumina, glass, boron, silicon carbide and conductor carbon
[47]. All these cited materials are fillers of special interest because, depending on
the polymer matrix structure and on the peculiar treatments (UV-Vis, y-ray or mod-
erate temperature curing), they allow to obtain composites characterized by novel
properties [8, 25, 40, 54, 71].

As far as conductive polymeric composites are concerned, the combination of
the peculiar electrical and mechanical properties of the fillers, together with some
typical characteristics of polymers, resistance to chemical corrosion, simplicity of
production and manufacturing, low costs, low density and lightweight if compared
to metals [83], offers new and interesting opportunities.

In particular, the polymer nanocomposites are made up of a polymeric matrix
(i.e. polypropylene, polyethylene, polyvinylchloride) and nanostructured materials,
known as nanofillers.

Nowadays, concerning nanofillers, carbon nanofibres, nanographite, graphene
and single-wall carbon nanotubes (SWCNTs) or multiwall carbon nanotubes (MW C-
NTs) are the most promising materials [7, 9, 18, 37, 52] due to their excellent
electrical and mechanical properties.

The reason for this is that carbon particles, mainly carbon fibres and CNTs, have a
much greater tendency to form a conductive network due to their chain-like aggregate
structures compared with other conducting additives such as metal powder [81].

Focusing on the electrical properties of carbon/polymer nanocomposites, the con-
ductivity of such composites is usually discussed in terms of percolation theory [56].
Following this, the material exhibits an abrupt insulator-to-conductor transition at
a specific concentration of the conductive filler (percolation threshold) due to the
formation of a continuous conductive network. A detailed description will be given
in the following paragraphs.

A further element of interest in this kind of composites is piezoresistivity. It
means that electrical conductivity is stress—strain dependent, that is to say that it
changes because of a deformation applied to the material, which causes the me-
chanical properties of the composite to change. This implies that these composites
can be used for deformation and pressure sensing. This property has been observed
in reinforced polymer matrices or wearable textiles [29, 39] as well as for carbon
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Fig. 4.1 Layered graphene
structure of graphite and

hybridation of p orbitals
0.335 nm

nanofibre/polypropylene [55], multiwalled nanotubes/polyimide, multiwalled nan-
otubes/rubber composites [16, 24, 50] and in hybrid CNTs/expanded graphite (EG)
sheets [31].

4.1.1 EG: Synthesis and Properties

EG is an important carbon material for the industrial production of graphite sheets,
which are flexible, compactable and resilient [80]. As graphite, its structure is
composed of layers of stacked graphene sheets.

Graphene is a two-dimensional, crystalline allotrope of carbon. In graphene,
carbon atoms are densely packed in a regular sp’>-bonded atomic-scale hexagonal
pattern. Graphene can be described as a one-atom-thick layer of graphite. It is the
basic structural element of other allotropes, including graphite, CNTs and fullerenes.

Carbon atomic orbitals s, py and py are hybridized and generate strong sp? covalent
bonds. The atomic orbital p, is overlapped with the three adjacent carbon atoms,
creating a 7 (valence band) and a 7r* orbitals band (conductance band) (Fig. 4.1).

Usually, EG is prepared by rapid heating of expandable graphite to a high temper-
ature, obtaining the thermally expanded graphite (TEG) [3, 80]. Expandable graphite
includes the so-called graphite intercalation compounds (GICs).

Similarly to graphite, TEG is chemically inert and heat resistant. Its electrical
and thermal conductivities are determined by the porous structure of the material.
Thanks to a unique combination of properties of the material and to the possibility
of their purposeful modification, catalysts, adsorbents, fireproofing, composites,
flexible heaters and many other TEG-based articles are widely used in modern high-
tech industry. The high chemical and thermal stability, combined with controllable
electrical and thermal conductivity, porosity and developed specific surface area,
create prerequisites for the development of multifunctional materials [78].

The general principle for production of TEG is the intercalation of substances or
compounds, which either are themselves converted into gas upon rapid heating or
give gaseous decomposition products, into the interlayer spaces of graphite. Many
methods have been developed for GIC synthesis: they are subdivided into chemical
methods and electrochemical methods [78]. The chemical model of GIC formation
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presumes occurrence of conjugated reactions of oxidation and acid intercalation.
The necessity for presence of an oxidizing agent is due to the low redox potential of
the systems containing most of the acids being introduced, which cannot withdraw
electrons from the graphite network. An exception is provided by nitric and perchloric
acids, which are self-intercalating agents. As oxidizing agents a wide variety of
compounds can serve: CrO3, K,Cr, 07, (NHy),S,03, HNO3, KMnO4, H,0,, O3, etc.

A particular place among GICs is occupied by compounds with sulphuric and
nitric acids, i.e. graphite bisulphate and graphite nitrate. For example, the chemical
method for synthesis of graphite bisulphate consists in oxidation of graphite with an
H,SOy solution additionally containing an oxidizing agent. The rate of formation and
stage of the resulting graphite bisulphate is dependent on the H,SO, concentration
and on the nature and content of the oxidizing agent in the solution.

The chemical method is rather technologically and instrumentally simple. How-
ever, changes in the concentration of an acid and of the oxidizing agent in the course
of the intercalation predetermine inhomogeneity of the GIC composition. In addition,
the compounds obtained are contaminated with the oxidizing agent and products of
its reduction. This, combined with the high concentration of the acids, requires a
large expenditure of water for hydrolysis and washing of the final product [78].

The electrochemical method has a number of advantages over the chemical tech-
nique: it is environmentally safer, the compound obtained is not contaminated with
the oxidizing agent and products of its reaction and synthesis can be performed in
a controlled mode, which makes it possible to obtain with high precision a product
of the required composition and diminishes the expenditure of the acid. The electro-
chemical synthesis is used to produce GICs with inorganic and organic acids such as
H,SO4, HNO;3, HC104, HSeO4, CF;COOH and HCOOH. For example, the electro-
chemical synthesis of graphite bisulphate is based on anodic oxidation of graphite
in H,SOy solutions of sufficient concentration [78].

As regards the thermal expansion of GICs, its mechanism is still a matter of
discussion. Some studies assume that carbon networks break down after fast removal
of a certain amount of intercalating particles from the interlayer space of the graphite
host, with neighbouring planes disintegrated. In other works [2], the process of
thermal expansion of graphite is regarded as a phase transition caused by the removal
of the intercalating agents from GIC. The degree of foaming depends on the synthesis
conditions and the composition of the resulting GIC, as well as on the structure and
size of the particles of the starting carbon raw material. Most frequently, it is assumed
that the fast heating of GIC gives rise to a pressure between layers of carbon networks
of graphite, and this pressure has a dispersing effect.

The basic and technological characteristic of TEG is its low bulk density, which
largely depends on preparation conditions.

Owing to their high inertness towards corrosive media and thermal stability, com-
bined with elasticity and plasticity, TEG-based materials can replace such conven-
tional sealing and laying materials such as fluoroplastic, copper and lead. Their use is
especially effective in chemical and oil-and-gas machine building, fuel-and-energy
complex, as electrically and structuring additives in electrodes of lithium chemical
power cells to improve their specific characteristics and in conductive composites.
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Fig. 4.2 A schematic image
of a graphene layer and
SWCNTs formed by rolling
up of rectangular strips of a
hexagonal graphite
monolayer. The short side of
the rectangle becomes the
tube diameter. The rectangle
must be properly oriented
with respect to the flat
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4.1.2 CNTs: Synthesis and Properties

CNTs represent one of the best examples of novel nanostructures derived by bottom-
up chemical synthesis approaches. Nanotubes have a simple chemical composition
and atomic-bonding configuration but exhibit perhaps the most extreme diversity and
richness among nanomaterials in structures and structure—property relations.

CNTs can be visualized as graphene layers rolled into cylinders consisting of a
planar hexagonal arrangement of carbon—carbon bonds. Their outstanding properties
are a consequence of this unique bonding arrangement combined with the topological
defects required for rolling up the sheets of graphene into cylinders.

Nanotubes are classified into two types, namely MWCNTs and SWCNTs [17].
Their diameters range from a few nanometres to tens of nanometres with lengths
ranging from several micrometers to millimetres or even centimetres. MWCNTSs
contain several concentric, coaxial graphene cylinders with interlayer spacing of
0.34 nm. Note that this spacing is larger than for single crystal graphite (0.335 nm).
The intershell spacing ranging from 0.34 to 0.39 nm decreases with increasing the
CNT diameter [67]. The geometrical constraints in forming the seamless honey-
comb graphene cylinders cause the layers to be uncorrelated with respect to each
other, which is in contrast to crystalline graphite that exhibits a perfect ‘ABAB’
layer stacking. In the case of SWCNTSs, the structure consists of a single cylinder
and special properties emerge from the strong one-dimensionality and crystalline
perfection of the structure. SWCNTSs can be metallic or semiconducting depending
on the geometrical characteristics of their structure, that is the orientation of the
hexagons with respect to the nanotube axis (chirality). In fact, a SWCNT can be
represented as a single sheet of graphene rolled into a cylinder along a (m, n) lattice
vector Cp, = n X a; +m X a in the graphene plane. The (m, n) indices determine the
diameter and the chirality, which are key parameters of a nanotube [15]. Depending
on n and m values, armchair, zig-zag and chiral tubes are obtained (Fig. 4.2).
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n =m : armchair structure.
m = 0: zig zag structure.

n #m # 0 : chiral structure

Armchair nanotubes are always metallic, while zig-zag and chiral nanotubes can be
either metallic or semiconducting. For (n — m)/3 = whole number, the nanotube is
metallic. For (n — m)/3 = fractional number, the nanotube is semiconducting [23].

For same-chirality semiconducting nanotubes, the band gap is inversely propor-
tional to the diameter. Thus, there are infinite possibilities in the type of carbon tube
‘molecules’, and each nanotube could exhibit distinct physical properties.

In the case of MWCNT where conduction occurs through the outermost shell,
the large diameter of the outer nanotube causes the structure to be essentially non-
semiconducting [67].

Arc discharge, laser ablation and chemical vapour deposition (CVD) have been
the three main methods used for CNT synthesis [4, 15, 67]. The first two employ
solid-state carbon precursors to provide carbon sources needed for nanotube growth
and involve carbon vaporization at high temperature (thousands degrees Celsius).
These methods are well established to produce high-quality and nearly perfect nan-
otube structures, despite large amounts of by-products associated with them. CVD
utilizes hydrocarbon gases as sources for carbon atoms and metal catalyst parti-
cles as ‘seeds’ for nanotube growth that takes place at relatively lower temperatures
(500 — 1000 °C).

Arc discharge: An electric arc is generated between two graphite electrodes under
a helium or argon atmosphere, which causes the graphite to vaporize and condense
on the cathode. The deposit contains the nanotubes and also fullerenes, amorphous
carbon materials and catalyst particles. This technique requires further purification to
separate the CNTs from the by-products present in the crude material. The electrodes
of graphite are doped with catalytic metal atoms (Ni, Co) for the production of
SWCNTs.

Laser ablation: A laser ablates a graphite target in flowing argon at a temperature
near 1200 °C. The graphite target contains a small amount of a metal catalyst such as
nickel, cobalt, iron and platinum. It has been shown that bimetallic catalysts are more
productive than single metals. Various configurations of laser ablation experiments
were developed for the production of SWCNTs. They range from a single- or dual-
pulsed laser to a continuous laser. The yield, mean diameter and diameter distribution
can be changed by varying the growth temperature, gas pressure, catalyst composition
and laser pulse.

CVD: 1t consists in the pyrolysis of a carbon source such as carbon monoxide,
hydrocarbon gases (acetylene, ethylene, methane) or liquid aliphatic saturated hy-
drocarbons over metal catalyst-supported silica, alumina or zeolite at temperatures
between 500 and 1000 °C. The catalyst consists of nano-sized particles of a single
metal (Fe, Co or Ni) or a mixture of metals.

Small amounts of CNTs can be formed by arc discharge and laser ablation which is
really a limitation to scale up the production to the industrial level. Larger quantities
of nanotubes can be obtained by CVD.
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4.1.3 Composite Processing and Fabrication

Fabrication methods have focused on improving carbon-filler dispersion. In fact,
a better filler dispersion in the polymer matrices has been found to improve the
properties because of the enhanced interfacial interaction with the matrix itself. For
example, a functionalization of CNTs can improve nanotube dispersion in solvents
and polymers [49]. Solution blending, melt blending and in situ polymerization
[11, 46, 60] are the most widely applied methods to produce carbon-based polymer
composites.

Solution processing: The most common method for preparing composites implies
the mixing of conductive filler and polymer matrix into a certain solvent and evap-
orating the latter to form a composite film. All the solution-processing methods are
variations on a general theme which includes the dispersion of carbon filler powder
in a liquid medium by vigorous stirring and/or sonication, mixing the dispersion with
a polymer in solution by energetic agitation and controlled evaporation of the sol-
vent with or without vacuum conditions. Agitation is usually provided by magnetic
stirring, reflux or ultrasonication. Sonication can be provided in two forms: mild
sonication in a bath or high-power sonication using a tip or horn [27]. The choice of
solvent is generally made based on the solubility of the polymer.

An advantage of this method is that agitation of the filler in a solvent facilitates
particle de-aggregation and dispersion. However, it must be pointed that pristine
nanotubes cannot be well dispersed in most solvents. To get around this problem,
additives are used, such as surfactants (e.g. sodium dodecylsulphate), to disperse the
nanotubes before mixing with the polymer solution [75].

Melt mixing: Due to the fact that thermoplastic semi-crystalline polymers soften
when heated above their melting point, melt processing has been a very valuable
technique and it is most compatible with current industrial practices. In fact, melt
mixing uses high temperatures and high shear forces to disperse carbon fillers in a
polymer matrix. Depending on the final morphology and shape of the composites,
samples can then be processed by several techniques, such as extrusion [13, 14, 75].
The method is suitable for polymers that cannot be processed with solution techniques
due to their insolubility in common solvents.

However, relative to solution-blending methods, melt mixing is generally less ef-
fective for dispersing carbon fillers in polymers and it is limited to lower concentration
due to the high viscosities of the composites at higher filler loadings.

In situ polymerization: This fabrication strategy starts by dispersing the carbon
filler in a monomer, followed by polymerizing the monomer. The main advantage
of this method is that it produces polymer-grafted filler particles, mixed with free
polymer chains, and enables covalent bonding between the carbon filler and the poly-
mer matrix using covalent reactions. Moreover, due to the small size of monomeric
molecules, the homogeneity of the resulting composite adducts is much higher than
mixing filler and polymer chains in solution. In this sense, the method allows the
preparation of composites with high-conducting filler weight fraction. This tech-
nique is particularly important for the preparation of insoluble and thermally unstable
polymers, which cannot be processed by solution or melt blending.
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Depending on required molecular weight and molecular weight distribution of
polymers, chain transfer, radical anionic, ring-opening metathesis and catalysed
(Ziegler—Natta) [30, 63] polymerization reactions can be used.

4.2 Electrical Conductivity Percolation Threshold

Concerning the properties of polymeric conductive composites, the fundamental one
is, of course, electrical conductivity.

Electrical conductivity is the measure of a material’s ability to accommodate the
transport of an electric charge. In a polymeric composite, the transport of electrons
is guaranteed by the filler nanoparticles that can establish a conductive network of
contacts, creating a pathway for the transfer of electrons within the polymer matrix.

Depending on the type and the concentration of the nanofiller, several conduction
mechanisms have been suggested: the tunnelling effect and the conduction path
theory [81].

The tunnelling effect describes the electrical conductivity not only as a con-
sequence of a direct contact between conducting particles but also as the ability
of electrons to ‘jump’ across energetic barriers, gaps or tunnels between the con-
ductive elements within the polymeric matrix. It is a quantomechanical process
occurring when the distance between the conductive components lies in the order
of few nanometres. The tunnelling effect takes place according to the type, the
concentration and the dispersion degree of the nanofiller. It is promoted at high
temperatures because the thermal fluctuations cause the potential barrier of carbon
aggregates to decrease. In particular, for temperatures in the 45-298 K range, con-
duction strongly depends on the thermal fluctuations, while below 45 K, temperature
does not influence the conduction anymore [12].

On the other hand, according to the conduction path theory the electron motion
within the conductive material occurs through a continuous chain (network)
established by the physical contact between the filler particles.

The significant difference between the two described mechanisms lies in the
amount of conductive material. For the conduction path theory, the physical con-
tact between carbon aggregates is essential, making the formation of the continuous
network more probable for higher concentrations of filler.

For the tunnelling effect, otherwise, a lower amount of filler is sufficient.

Many factors affect the conductive properties of polymeric composites [12, 21];
in particular, the operative conditions adopted during the mixing of the polymer and
nanofiller to prepare the composite are crucial. On one hand, long mixing times guar-
antee a homogeneous dispersion of nanoparticles within the polymer matrix. On the
other hand, too much extended times can lead to the fracture of the carbon aggre-
gates or to the formation of very short carbon fibres, unfavouring the formation of
the conductive network. In fact, during mixing operations, when new filler—polymer
bonds form, some pre-existing filler—filler bonds are broken.
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Conductivity is strongly affected by the type of the filler in terms of geometrical
and morphological characteristics, particle dimensions and porosity and by the nature
of the polymer. It is a matter of fact that polymers with different properties influence
in a different way the conductivity of the composite.

The polymeric matrix—conductive nanofiller compatibility is also very important.
To this purpose, it is essential to evaluate the ideal operative conditions for the
preparation of a composite to obtain a product with high properties.

On the basis of data which correlate the conductivity of a composite to the fraction
of its conducting nanofiller, it can be shown that in a narrow range, a small increase
of the filler can bring a drastic change in the value of electrical conductivity.

This behaviour is shown in Fig. 4.3 for a carbon fibre/silica rubber composite [79].

The graph shows a typical S-shaped curve representing the electrical conductivity
of the composite as a function of the content of nanofiller. Within the small range in
which the volume fraction of carbon fibre changes from 0.78 to 0.84 %, the electrical
conductivity drastically increases. This is due to a sudden change in the dispersion
of the carbon nanoparticles and then in their mutual structural interaction.

The volume fraction of a filler at which an insulator-to-conductor transition is
shown is called percolation threshold. It is the limit amount of the conductive phase
that is necessary to create a conductive network within the material. This makes
electron transfer suitable to give electrical conductivity to the polymer.

Many factors can influence the value of the percolation threshold. It rises when the
polarity [45] and the viscosity [57] of the polymer increase. The crystallization degree
of the polymer is also important: Narkis and Vaxman [48], studying the electrical
resistance of high-density polyethylene added with carbon black particles, observed
atendency of the smallest carbon aggregates to concentrate in the amorphous regions
of the polymer. Therefore, the percolation threshold in semi-crystalline systems is
lower than in amorphous systems.

Otherwise, the type and the amount of the conductive filler are crucial. In fact,
the fraction of the conductive phase has to be sufficient to give to the composite the
desired electrical characteristics, but not too high, in such a way to avoid problems
during the production phase and then to decrease the quality of the mechanical
properties of the composite.



60 S. Cravanzola et al.

Various theoretical approaches have been applied to describe the electrical con-
ductivity of composites. For example, Stankovich et al. [61] described the percolation
threshold as a rapid increase in the direct current electrical conductivity of the com-
posite materials, taking place when the conductive filler forms an infinite network
of connected paths through the insulating matrix. When the filler particles are rigid
bodies, the conductivity of such media is typically described with a bond percolation
model [62]. The conductivity of the composite o, above the percolation threshold is
then treated with a power law [43].

oc = 0otl(d — ) / (1 — )]

where o is the conductivity of the filler, ¢ the filler volume fraction, ¢. the
percolation threshold (the onset of the transition) and ¢ is the ‘universal critical
exponent’.

In the classical percolation theory, the conductivity of a composite has been
expressed as [27]:

O—c=0—0(¢_¢c)l

where ¢ is the volume fraction of the filler, ¢, is the volume fraction of the filler at
the percolation threshold and oy is the conductivity of the filler.

The critical exponent () is universal; it depends only on the type of percola-
tion model [81] and on the dimensionality of the system, ¢ values being comprised
between 1-1.3 and 1.6-2 for two-dimensional and three-dimensional networks,
respectively [27].

The classical percolation theory is valid for spherical, monodispersed, isotropi-
cally conductive particles. Otherwise, the obtained theoretical value deviates from
the real one.

4.2.1 Percolation for Two Fillers

The use of a combination of different carbon fillers (1D, 2D, 3D) can help to obtain
composites with enhanced properties, getting a balance of properties and costs of the
different fillers [42, 76]. In fact, each type of carbon filler has its own characteristics.
For example, graphite is cheap but its percolation threshold is very high, which could
lead to distortion of mechanical properties. On the contrary, CNTs have a very low
percolation threshold but high costs.

It has been proved that combinations of fillers further improve the electrical con-
ductivity of the composite material because additional pathways for electron transport
are formed between the different fillers. Combinations of different carbon particles
do have a positive synergistic effect [20, 42, 65] for conductive properties. For exam-
ple, carbon fibres or CNTs [82] can act as long-distance charge transporters, while
particulate carbon black [10], graphite [69] or graphene/expanded graphite [33] act
as an interconnection between the fibres by forming a dense conducting network
[77, 82].



4 Carbon-Based Piezoresistive Polymer Composites 61

Fig. 4.4 In violet, conductive pathways are represented for composites containing a carbon black
and b carbon black and CNTs as conducting fillers

The co-presence of conducting fillers of different dimensionality (1D and 2D) able
to enhance the conductivity of the composite gives rise to the well-known synergistic
effect, shown in Fig. 4.4.

For example, 1D MWCNTs are flexible and can promote the formation of new
conducting pathways by bridging adjacent 2D graphite platelets or carbon black,
with the generation of conductive structures [14].

Moreover, it has also been demonstrated that the incorporation of binary com-
binations of nanocarbons results in extraordinary synergy in mechanical properties
(hardness and elastic modulus [53]).

A model of the electrical conductivity for the evaluation of the percolation
threshold for mixed-carbon-filler-filled systems can be proposed on the basis of the
excluded volume theory [66]. In polymer science, excluded volume refers to the idea
that one part of a long chain molecule cannot occupy space that is already occupied
by another part of the same molecule [28]. In other words, the excluded volume of
a molecule is the volume that is inaccessible to other molecules in the system as a
result of the presence of the first molecule [28].

According to the excluded volume theory, the number of objects per unit volume
at percolation ¢, is inversely proportional to the excluded volume V <> of one of
the objects.

4~ 1/ (Veers)

It is possible to define Vyy;; as the unit volume, N, as the number of objects in the
unit volume V,;; at percolation and k as the proportionality constant:

N = k (Vunil/V<ex>)

That is to say, Vinit = (NcVeexs) /k, where k shows the relationship between
Nc/Vunit and 1/V<ex>-
k becomes unity when the aspect ratio of the object is long and randomly oriented

[6].
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If there is only one type of conductive filler, then we may assume that the unit
volume V; is divided into N, with much smaller equivalent volumes (called small
volumes thereafter), and each small volume is V <, >/k.

Therefore, if there is only CNT-type filler and the averaged excluded volume of
one CNT object is V <cnt> and the corresponding constant is kcnr, then the small
volume is V_cnts/kent, and when one CNT object occupies one small volume
(V<cenr>/kent), percolation occurs [66].

For a system containing two types of conductive fillers a and b, the unit volume
can be divided into two types of small volumes, V,/k,andV; /ky:

Vunit = N/a (Vd/ka) + N/b (Vb/kb)

where N, and N} are the numbers of a and b objects, respectively.
When all of the small volumes are filled, percolation occurs.
It is possible to explain Vi as follows:

Vinie = (Va/ ¢c,a) Vunie + (Vb/ d)c,b) Vit

where V, and V}, are the actual volume fractions of a and b objects and ¢, and ¢
are the percolation concentrations of a and b expressed in volume fraction if the unit
volume is filled with a or b alone.

(Va/¢c,a + Vb/¢c,b) =1

It means that when (Va [@ca+ Vo/ qbc,b) = 1, the conductive fillers begin to percolate
in the polymer matrix; when (Va [Pca + Vi/ ¢C,b) > 1, the conductive fillers con-
nect to each other, and the material is conductive; when (Va [Pca + Vi /¢>C,b) <1,
the conductive fillers separately disperse in the polymer matrix, and the electrical
resistivity is high. It should be noted that the condition of using this last equation is
that the dispersion of one type of filler is not affected by the presence of the other.

Furthermore, the volume fraction ¢. can be generalized like weight fraction for
the convenience of practical use and the avoidance of the uncertainty of the fillers’
density.

(Ma/PC,a) + (Mb/PC,b) =1

where Ma and Mb are the weight fractions of fillers a and b, respectively, and P,
and P}, are the corresponding percolation concentrations when a and b are used
alone.

4.3 Piezoresistivity

One of the most important properties of carbon-based polymer composites is
piezoresistivity, which is a common sensing principle for sensors.

The piezoresistive effect describes a variation of the value of electrical resistivity
of a material when it is subjected to an external mechanical deformation.
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This property can be used for a large variety of sensing applications, including
pressure sensors [64], tactile sensors [32], flow sensors, sensors for monitoring
structural integrity of mechanical elements [26] and chemical and biological sensors.

The piezoresistive effect was first discovered by Lord Kelvin in 1856. An electrical
resistor may change its resistance when it experiences strains and deformations. This
effect provides an easy and direct energy/signal transduction mechanism between
the mechanical and the electrical domains [38].

The resistivity 7 is the aptitude of a material to impede the transition of electrons.
Usually, the value of resistance R is reported, that is determined by both the bulk
resistivity and the dimensions:

R=p-(/A)

where [ is the length and A is the cross-sectional area of the resistor.

Consequently, there are two modes of resistance change when a device is deformed
or strained. First, the physical changes in dimensions, including the length and cross
section, are considered. It recalls the Poisson’s ratio, which states that if we elongate a
‘member’, the dimensions change in all three axes x, y and z; that is to say, transverse
strains may be developed in response to longitudinal loading, as shown in Fig. 4.5.

Assuming that the material is stretched or compressed along the axial direction
(the x axis in Fig. 4.5):

V= _(Etrans/saxial) = |8y/8x| = |8Z/8x|

where v is the resulting Poisson’s ratio, eyans 1S transverse strain (negative for axial
tension, positive for axial compression) ande,yiy is axial strain (positive for axial
tension, negative for axial compression).
Second, the resistivity p of certain materials can change as a function of strain ¢.
By strict definition, piezoresistors refer to resistors whose resistivity changes with
applied strain [38]. Therefore, it is possible to establish a linear relation between the
change in resistance and the applied strain:

(AR/R) = G(AL/L)
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Fig. 4.6 Example of a
longitudinal strain

where G is the so-called Gauge factor of a transistor. It is possible to explicitly
express G as follows:

G = (AR/R)/(AL/L) = AR/ ¢R

The resistance of a resistor is customarily measured along its longitudinal axis.
However, for 2D, the total resistance change is the summation of changes due to
longitudinal and transverse strain components [38]:

(AR/R) = (AR/R)longitudinal + (AR/R)lransverse
that is to say:

(AR/R) = Glongitudinal * Elongitudinal + Gtransverse * Etransverse

For any given piezoresistive material, the longitudinal and transverse gauge factors
are different. The change of measured resistance under the longitudinal stress com-
ponent is called longitudinal piezoresistivity (Fig. 4.6) The relative change of the
measured resistance to the longitudinal strain is called the longitudinal gauge factor.

The change of resistance under transverse strain components is called trans-
verse piezoresistivity (Fig. 4.7). The relative change of measured resistance to the
transverse strain is called the transverse gauge factor [38].

Carbon-based polymer composites show high piezoresistive properties even under
low deformations. Their piezoresistive behaviour is due to the deformation of the
conductive network of filler particles within the polymeric matrix. In particular,
during a mechanical deformation (e.g. compression) three main phenomena can
occur [41]:

1. Change in gap size in existing effective conductive path: The compression
makes the gaps between two adjacent conductive particles smaller, leading to
the decrease of the electrical resistance of existing effective conductive paths.

2. Formation of new effective conductive paths: The compression makes the gaps
between carbon particles smaller, leading to the formation of new effective
conductive paths, then contributing to the increase of their number.

3. Destruction of effective conductive paths: The transverse slippage of carbon black,
caused by compression, leads to the destruction of effective conductive paths. This
effect contributes to the decrease of the number of effective conductive paths.

The changes in (1) and (2) contribute to the decreasing of the resistance. The change
in (3) contributes to the increasing of the resistance.

Obviously, piezoresistivity properties of a composite strongly depend on the
kind and the concentration of filler and on the type and strength of the mechanical
deformation imposed [74].
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Also, the type of polymer matrix can affect the piezoresistive behaviour. It has
been demonstrated that, with the same content and structure of filler, the composite
shows an enhanced piezoresistive response if the Young modulus of the polymer is
lower. In fact, Young modulus represents the deformability of the material [73].

Piezoresistivity of graphene has been investigated by Medvedyeva et al. [44].
Usually, mechanical properties of graphene have been measured on suspended
graphene flakes mechanically deposited over a hole. By indentation in an atomic
force microscope (AFM), it can be shown that graphene is incredibly stiff [22, 36].

Recent experiments combine mechanical and electrical properties of graphene by
measuring conductivity of suspended graphene flakes, which exhibit much higher
mobility than graphene on substrate due to much weaker disorder [5, 19, 72]. Sus-
pension of graphene flakes always leads to their deformation, which in turn affects
the conduction properties of graphene. Deformation creates inhomogeneous elonga-
tion of the lattice constant which locally affects the electron spectrum of graphene.
In some experiments, graphene flakes are typically suspended over a back gate,
which redistributes the electron density in the flake due to the spatial variation of the
capacitance. Medvedyeva considers two situations [44]: graphene deformed homo-
geneously by interaction with a gate and graphene deformed locally by an AFM tip.
Experiments conclude that deformation of graphene can change the conductivity by
inducing changes in the band structure as well as by changing the electron density
over the flake. The two effects provide functionally different contributions to the
conductivity. For small deformations, the correction due to the charge redistribution
dominates and leads to the enhancement of the conductivity. For stronger deforma-
tions, the effect of the lattice distortion becomes more important and eventually leads
to the suppression of the conductivity.

As for CNTs, piezoresistive characteristics can be evaluated under local-probe
manipulation. In particular, Tombler et al. [68] prepared individual SWCNTs bridg-
ing metal electrodes on Si0,/Si substrates, with part of the SWCNT length suspended
over the trenches fabricated on the SiO, surface. The AFM tip was positioned above
the centre of the suspended nanotubes. The nanotubes suspension was pushed to-
wards the bottom of the trench by moving the sample stage upward. The stage was
the retracted. The pushing-retracting cycle was repeated many times in which then
AFM cantilever deflection and the resistance of the SWCNT sample were simul-
taneously recorded as a function of the time. Analysis revealed that strong local
bonding deformation induced by the AFM tip is responsible for the conductance de-
crease of the SWCNT. When pushed by an AFM tip, the nanotube region proximal
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to the tip exhibits significant changes in atomic-bonding configuration. For small
bending angles, the nanotube retains sp> bonding throughout its structure. The nan-
otubes respond elastically but exhibit a larger bond distortion for the atoms in the
region underneath the tip than the global strain [70]. This distortion accounts for
an initial conductance decrease at small bending angles where the overall structure
remains sp’. As tip pushing proceeds, the tube structure progressively evolves and
larger structural changes occur underneath the tip. The local bonding configuration
changes from sp? to nearly sp>. Away from the tip region, the nanotubes remain es-
sentially in an sp>-bonding configuration. Analysis in the tip vicinity reveals the onset
of an increase in o -electrons contributing to the local density. This is accompanied
by a significant decrease of the rr-electron density. As the rr-electrons are delocalized
and therefore mainly responsible for electrical conduction, a drastic reduction in the
m-electron density is responsible for the substantial decrease in conductance [70].

Moreover, the length, the concentration of CNTs and the matrix elastic modulus
influence the geometric piezoresistive sensitivity of a composite. The contribution
of CNTs deformation on the piezoresistivity of polymer composites increases with
increased CNT length and matrix elastic modulus [51]. The main factor responsible
for a measured piezoresistive behaviour of CNTs/polymer composite is the change
in the configuration of the CNTs network, rather than the changes in length and
diameter of the CNTs themselves.

4.4 Piezoresistive Sensors

Over the years, piezoresistive sensing has been used for many categories of sensor
applications, for example, inertia, pressure, tactile and flow sensors [38].

In inertia sensors, under an applied acceleration, a proof mass experiences an
inertial force, which in turn deforms the mechanical support elements connected to
the proof mass and introduces stress and strain. By measuring the magnitude of the
stress, the value of the acceleration can be inferred. This is the basic principle of
piezoresistive accelerometers.

The pressure sensor consists of a membrane suspended from the substrate by a
small gap, where piezoresistive sensors experience tension when the membrane is
deflected downward.

Tactile sensors are used to measure contact forces and to characterize surface
profiles and roughness.

In flow sensors, fluid flow around a microstructure can impart a lifting force,
drag force or momentum transfer on a floating element. These forces can cause the
microstructure to deform, producing minute changes of stress in the floating element
or its supporting structures. Piezoresistors located strategically on these structures
can therefore infer the bending by measuring the resistance.

Piezoresistive materials find their main application in strain-sensing field. The
applications of strain sensors are mainly used in engineering fields for structural
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health monitoring of aerospace systems, wind turbines and civil structures among
others. Some examples of these emerging sensing technologies include infrared
thermography, shape-memory alloys, fibre optics, ultrasonics and acoustic emissions
[39]. Strain measurements by the traditional sensors (metal and semiconductor strain
gauges) have shown high sensitivities and are less expensive. However, despite these
advantages, there are drawbacks. They are fixed directional sensors, meaning that
strain can only be measured in a specific direction; they have low resolution at
nanoscale and cannot be embedded in structural materials. The optical fibre sensors,
mostly used as trunk lines for the transmission of information, have been attracting
special interest recently due to their strain-sensing characteristics. Optical fibre strain
sensors match quite well with other composite materials like glass and carbon fibre
composites. They can be embedded into composites or can be fixed on the surface
of the structural materials. They can measure very high strains and are well suited to
highly stressed composite constructions. One of the major disadvantages of optical
fibre strain sensors is the insensitivity to strain on a nanoscale [39].

Thin film piezoresistive strain sensors of single-walled/multiwalled CNTs and
graphite serve as good alternatives for developing new sensors because of their
outstanding properties.

CNTs thin film strain sensors can be embedded into structural materials and oper-
ate as both multidirectional and multifunctional sensors with high strain resolution on
nanoscale. The electromechanical properties of CNTs thin film strain sensors exhibit
excellent characteristics compared to the traditional sensors due to a combination of
high elastic moduli and outstanding electrical properties [50].

4.4.1 Carbon-Based Polymer Piezoresistive Composite
Strain Sensors

The strain sensing of CNTs-polymer composites is mainly due to the piezoresistive
properties of the conductive network of CNTs in the polymer matrices.

When the network of CNTs is altered due to a mechanical deformation, there
is an increase in the resistivity. This difference in the resistivity is associated with
the modification of contact arrangements and the tunnelling distance between CNTs
[50].

In general, this kind of polymer composites is produced in the shape of films or
filament/fibres. CNTs films composed of randomly oriented single-walled or multi-
walled CNTs make their electronic properties independent of direction. Hence, taking
measurements along these different directions provides corresponding strains. CNTs
films can also act as strong structural materials and sensors in composites.

Many types of polymers can be used for the production of composite sensors:
polypropylene [14], polyethylene, epoxy matrices [39], poly(dimethylsiloxane) [35],
polyether sulphone [58] and so on. Usually, piezoresistive characterizations are per-
formed by conducting cyclic tension and compression tests on composite specimens
(Fig. 4.8).
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Upon several cycles of mechanical deformation, (for example, traction) stress—
strain curves and piezoresistive properties of samples are investigated by evaluating
how the value of R/R, changes as a function of the imposed stress or strain. R
represents the value of electrical resistance after the deformation and R is the initial
value of the electrical resistance [14].

Figure 4.9 shows the trend of the piezoresistive behaviour for a MWCNTs +
EG/polypropylene composite fibre (1.5 mm in diameter).

It is inferred that under repeated elongation of the fibre, R/Ry slightly drifts
downward but abruptly increases for increased loadings. In other words, the R/R
changes are proportional to the tensile stress with synchronous variations and a good
signal/noise ratio.

The reduction of R/R( amplitude, which occurs by applying several numbers of
deformation cycles for each elongation percentage, can be due to the rearrangements
of the MWCNTs conductive network. In fact, after each cycle, R/ Ry does not go back
to its initial value, probably because some phenomena, occurring in the viscoelastic
polymer matrix, permanently modifies the morphology of MWCNTSs network [34].

To explain the non-specular signal in loading/unloading cycles, some considera-
tions can be drawn. First of all, for piezoresistive CNT-based polymer composites a
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linear piezoresistivity is usually obtained under low strains (¢ < 1 %) [1], followed by
non-linearity at larger strains. In addition, at the end of each cycle of the release step,
arebound peak of R/R is obtained. It is an effect very common in carbon-based com-
posite fibres upon cyclic tensile loading—unloading cycles and tensile—compressive
cycles. Bumps were ascribed to the fibre buckling occurring in return steps [58].
Moreover, the electric conductivity in conductive polymer composites above the
percolation threshold is a complex phenomenon, which can be explained as resistor
networks among conductive nanofillers, with tunnelling resistances in neighbouring
EG flakes and/or MWCNTs. Although at microscopic level, the electric conductivity
of the nanocomposites can be deeply affected from aggregation phenomena; never-
theless, variations of conductive networks due to loss of contacts among nanofillers
upon deformation and the intrinsic piezoresistivity of MWCNTSs and of EG flakes
cannot be inferred.

This kind of piezoresistive composite filament can be used in some real applica-
tions. A piezoresistive sensor device can be made by integrating two piezoresistive
fibres into two sandwiched polymer panels. Each conductive fibre inside the device
is able to monitor different areas of the panel. By monitoring the changes in electrical
resistance of each fibre compared to the initial value, it is possible to evaluate the
effect of an applied load in damaging the mechanical properties of the tested portion
of the panel. Actually, it is possible to evaluate ‘in situ’ the structural integrity of a
material examining the electrical resistance behaviour of the sensing polymer panel
as a function of time without analysing the stress—strain curves [14].

Filaments, made by piezoresistive composites, can be also used to develop textiles
which can detect environmental conditions and then react and adapt to environmental
changes. These smart textiles can measure and monitor the physiological conditions
of the wearer. Thus, they could be applied in health-care systems. Many applications
based on this kind of sensing fabrics can be developed. One typical application is to
capture posture or motion. The others are related to measuring biomechanical signals
for health care, especially for respiration detections [29].

4.5 Conclusion

It is a matter of fact that carbon-based polymer composites are attracting more and
more interest due to their distinct properties and their importance is expected to
increase in the years to come.

When used as conductive materials, they possess the merits of lightweight, ease
of manufacturing and chemical resistance.

These outstanding properties are given both by the polymeric nature of the matrix
and by the carbon allotropes used as conducting fillers. CNTs, EG and graphene are
nowadays challenging due to their special electrical and mechanical characteristics.

One of the most important properties of this kind of materials is piezoresis-
tivity, which makes carbon-based polymer composites the best candidates for the
development of piezoresistive sensors for many applications.
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Many applications of CNTs and graphite for strain sensors will be explored in
future works due to increasing importance of the nanotechnology research in strain-
sensing fields.
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Chapter 5

Structure and Physical and Mechanical
Properties of Nanocomposite (Zr-Ti-Cr-Nb)N
and (Ti-Zr-Al-Nb-Y)N Coatings, Obtained
by Vacuum-Arc Evaporation Method

V. M. Beresney, 1. N. Torianyk, A. D. Pogrebnjak, O. V. Bondar, M. Bilokur,
0. V. Sobol, D. A. Kolesnikov, S. V. Lytovchenko and P. V. Turbin

We obtained nanocomposite (Zr-Ti-Cr-Nb)N coatings using the method of cathode
vacuum-arc evaporation under pulse stimulation. The structure of the coatings is
characterized by (5—10nm) the crystallite’s size. Bias potential increasing leads to
more intensive formation of nitrides, to increasing of relative concentration of Ti and
Cr, and to increasing of hardness up to 4500 HV, ; GPa. Sklerometrical investigations
showed high adhesion strength and high hardness. Also, we studied nanostructured
(Ti-Zr-Al-Nb-Y)N coatings, fabricated from high-entropy alloys. Face-centered cu-
bic (FCC) phases with average lattice parameter <a> =4.3 are formed in such
coatings. Hardness of such coatings is very high and equals to 4220 kg/mm?, thick-
ness is around 8.5 wm. All these physical properties allow us to use such coatings as
protective coatings for cutting tools.

5.1 Introduction

Protective coatings are an effective means of increasing the productivity and dura-
bility of functional materials. Due to the high mechanical properties and thermal
stability, the protective layer can maintain the functionality of tools in severe operat-
ing conditions for a long time. Protective coatings were designed for providing high
hardness of material on its surface, low friction coefficient, oxidation resistance, and
wear resistance [1-3].
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One of the most called-for materials among those which are widely used for the
formation of protective coatings are nitrides of transition metals which perform one
of the best complexes of their properties. Among the binary systems of the nitrides,
titanium nitride (TiN) is the most widely used material due to its high mechanical
properties and corrosion resistance [4].

In the last decade, the titanium-aluminum nitride (Ti;_xAlxN) has got a wide
application. It increases hardness and durability of the cutting tool in high-speed
machining. Besides, the addition of aluminum in the coating composition leads to
the increased oxidation resistance in the temperature interval of 500—800 °C, due to
the formation of a resistant layer of aluminum oxide on the surface [S]. Adding such
elements as chromium or zirconium in order to form a ternary system leads to the
positive effects in improving the functional properties of the coatings [6, 7]. Thus,
the transition from the two-element coatings to the more complex ones by means of
doping by the elements of the transition metals is the effective way to significantly
change the functional properties of the coating.

The next step in the universalization of properties of the obtained nitride materials
is the use of four- and five-component coating systems in which there are three and
four transition metal components, respectively, and nitrogen as a component of the
filling, stimulating strong covalent bonds [8]. The most frequently used vacuum-
plasma methods, used for obtaining the mentioned systems of coatings, are the
following: vacuum-arc deposition, and magnetron sputtering [8, 9].

The aim of this chapter is to study the regularities of the structure formation of
multi-component coating of the system (Zr-Ti-Cr-Nb)N and the investigation of their
physical and mechanical characteristics.

5.2 Equipment and Methods of Investigation

As amethod of obtaining coatings of (Zr-Ti-Cr-Nb)N system, the vacuum-arc evapo-
ration method was used. The unit-cast cathode Zr+4-Ti+Cr+Nb with the composition:
Ti—12.32 at. %, Zr—27.99 at. %, Cr—37.39 at. %, and Nb—22.30 at. % was used
as a vaporized material. The cathode was made by electron-beam-melting method.
Coatings were deposited in the installation “BULAT-6" in the atmosphere of molec-
ular nitrogen on the polished surface of the steel 45 substrate as well as on the surface
of the silicon substrate.

Table 5.1 shows the physical and technological parameters of obtaining the
coatings based on (Zr-Ti-Cr-Nb)N system

The thickness of the coatings, the state of the boundaries between the substrate,
and the coating and the surface morphology were investigated by means of scanning
electron microscope FEI Nova NanoSEM 450. The X-ray diffraction studies of the
coated samples were held using DRON-4 diffractometer in Cu-k,, radiation. The anal-
ysis of the surface topography of the coatings was performed additionally by means
of atomic force microscope NT-MDT, Russia, in the atmosphere of air. Si-cantilevers
NSG10/W2C with solid current-conductive W, C coatings with a thickness of 30 nm
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Table 5.1 Physical and technological parameters obtaining the coatings based on (Zr-Ti-Cr-Nb)N

system

Evaporated material Coatings I, A Py, Pa Uem, V Series no.
Zr+Ti+ Cr+-Nb (Zr-Ti-Cr-Nb)N 110 0.3 — 100 1

Zr+Ti + Cr+Nb (Zr-Ti-Cr-Nb)N 110 0.7 — 100 2
Zr+Ti+ Cr+Nb (Zr-Ti-Cr-Nb)N 110 0.3 —200 3

Zr+Ti + Cr+Nb (Zr-Ti-Cr-Nb)N 110 0.7 —200 4
Zr+Ti+ Cr+Nb (Zr-Ti-Cr-Nb)N 110 0.7 —200 54

2Pulse stimulation was used

Table 5.2 The results of energy dispersion analysis for the coatings based on the system (Zr-Ti-Cr-

Nb)N
Series No. Elemental composition of the coatings at. %

Zr Ti Cr Nb

Elemental composition of the cathode before deposition

27.99 12.32 37.39 22.30
1 27.87 13.47 14.89 43.77
2 23.55 12.07 14.82 49.56
3 18.54 25.73 36.95 18.78
4 20.74 28.15 31.27 19.84

were used. The thickness of the coatings was ~ 7.0 microns. Studying of mechani-
cal characteristics (hardness) of the layers of the coatings was carried out on DM-8
hardness tester.

5.3 Experimental Results and Discussion
of (Zr-Ti-Cr-Nb)N Systems

The results of research of elemental composition of the coatings based on the system
(Zr-Ti-Cr-Nb)N as a function of the physical and technological deposition parameters
that are given in Table 5.2.

Figure 5.1 shows the XRD spectra of the coatings. The lattice is cubic, structure-
type NaCl. The results of the structural conditions of the obtained coatings are shown
in Table 5.3.

As can be seen from the Table 5.3, increasing the values of the bias potential
applied to the substrate, the size of the crystallites (L) increases.

The analysis held on the basis of the data from the Table 5.2 indicates a significant
dependence of the composition of the coatings on the bias potential applied to the
substrate, i.e., due to the bias potential the energy of the sputtered particles increases,
which leads to higher radiation component during the formation of structure of the
coatings. Thus, the increase of the bias potential to — 200 V leads to an increase of
the strong nitride formatting components of Ti and Cr, as well as to an increase of
the content of the nitrogen atoms.
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Table 5.3 The crystallite size

. Parameters Series no.
(L) and the lattice constant (a)

of the coatings based on the 1 2 3 4 5
system (Zr-Ti-Cr-Nb)N L, nm 45 52 51 69 73
a, nm 0.4359 04365 0441 04381 0.4371

Fig. 5.2 Electron microscopy
image of the coatings of the
system (Zr-Ti-Cr-Nb)N. a
Bright field image of the
microstructure of the coating.
b Microdiffraction image

The direct studies of the structure of the obtained coatings based on (Zr-Ti-Cr-
Nb)N system were carried out by using an electron microscope Jeol Jem-2100.
Figure 5.2 shows an electron microscopic image of the coatings based on (Zr-Ti-Cr-
Nb)N system. It can be seen that the formed crystal structure is very finely dispersed,
which corresponds to the results presented in Table 5.3

Hardness, as the most revealing mechanical characteristic of the coatings based on
(Zr-Ti-Cr-Nb)N system, is given in Table 5.4. The imprints were made at the distance
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Table 5.4 The results of

- Series no. Hardness, HVy; GPa  Note
hardness measuring for the

Coatings based on the system 1 3093 Coatings were not polished
(Zr-Ti-Cr-Nb)N 1 3652 Coatings were polished
2 3478 Coatings were not polished
3 3886 Coatings were not polished
3 3996 Coatings were polished
4 4393 Coatings were polished
5 4457 Coatings were polished

Table 5.5 Comparative
results of adhesion testing for
the coatings based on the

Critical load ~ Series no.

system (Zr-Ti-Cr-Nb)N and 1 2 3 4 5 TiN

on the system TiN Les 1094 118 1035 1521 949 2131
Lo 1869 2093 1842 2429 3037 3091
L 2695 3035 23.12 3345 3438 4028
Les 30.15 4594 4512 4097 4049 48.84
Les 49.09 56.17 61.08 6206 5823 -

of 1.0 mm between each other; ten measurements were held for each sample. In order
to reduce the impact of droplet component and in order to measure the hardness of
the coatings more accurately, part of the coatings had been polished after deposition.

The adhesive properties of the coatings were determined by the scratch tester
REVETEST (CSM Instruments). For this, the scratches were made on the surface
of the coated samples at continuously increasing loads by means of the diamond
spherical indenter “Rockwell C” type with a radius of curvature of 200 mm and
the following physical parameters were registered: acoustic emission, coefficient of
friction, and the depth of penetration of the indenter. To obtain the reliable results, two
scratches on the surface of the coating were made. The substrates for the deposition
of the coatings were steel 18Cr10NiTi cylinders with a diameter of 30.0 mm and
height of 5.0 mm. The coatings of (Zr-Ti-Cr-Nb)N system were deposited on their
polished surface. The thickness of the coatings was 6.2 pm.

The following are the critical loads changing the coefficient of friction and acoustic
emission curves from the scribing load: L;—characterizes the time of occurrence
of the first chevron crack, L;—the moment of the appearance of chevron cracks,
L c3—the destruction has a cohesive and adhesive nature, Lcy—Tlocal flaking of the
areas of the coating, and L¢s—plastic abrasion of the coating to the substrate.

Table 5.5 shows the results of adhesion tests of the coated samples obtained at
different technological deposition parameters. After the deposition of the coatings in
order to reduce the influence of the droplet constituents, the coatings were polished.
For comparison, the samples coated by TiN, obtained by the vacuum-arc deposition
method with the hardness of H =28.0 GPa, were taken.

Figure 5.3 shows the curve of the change of the coefficient of friction (1) when
moving the diamond indenter on the surface of the coating of the (Zr-Ti-Cr-Nb)N
system (sample 4) and the curve of change of the acoustic emission (AE).
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Fig. 5.4 Image of the
remaining fragments of the
coating on the bottom of the
scratch after the influence of
the diamond indenter

As seen from the results shown in Fig. 5.3, the process of destruction of the coating
when scratched by the diamond indenter can be conventionally divided into several
stages. In the beginning, the monotonous penetration of the indenter into the coating
takes place and the first cracks appear (load up to 15.21 N); the coefficient of friction
(w) is increasing, but the acoustic emission signal remains unchanged. Subsequently,
with the increased load, the appearance of chevron and diagonal cracks takes place
[11, 12], which leads to the increase of coefficient of friction to a value of 0.3. At
a load of up to 14 N, the amplitude of the acoustic emission signal dramatically
increases, and its value remains at the same level until the end of the test. After this,
with the increase of the load reaching 62 N, there is a local abrasion of the coating
down to the substrate material (see Fig. 5.4).

Comparative analysis shows that the coatings wear away when scratched, but
no chalking takes place, i.e., they are destroyed following the cohesive mechanism
which is associated with the plastic deformation and the formation of fatigue cracks
in the coating material.

The work was performed by the authors in the framework of complex state-
funded research works 01120006974 and 0113U001079, funded by the Ministry of
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Fig. 5.5 X-ray spectra of the (Ti-Zr-Al-Nb-Y)N coating, which was obtained using EDX

Table 5.6 Integral

. . Element wt. % at.% K-ratio
concentration of elements in
the (Ti-Zr-Al-Nb-Y)N coating Nx 10.77 35.62 0.0155
Alg 8.32 14.27 0.0516
Yo 24.18 12.59 0.2014
Zry, 23.69 12.03 0.2047
Nb,, 13.79 6.87 0.0903
Tig 19.25 18.61 0.1636
Total 100.00 100.00

Education and Science of Ukraine. Part of the work is performed using the diagnostic
equipment of the Center for collective use of scientific equipment of Belgorod State
National Research University “Diagnostics of the structure and the properties of
nanomaterials” of the Ministry of Education and Science of the Russian Federation.

5.4 Experimental Results and Discussion
of (Ti-Zr-Al-Nb-Y)N Systems

Another sample of high-entropy nitride (HEAN) (Ti-Zr-Al-Nb-Y)N coatings was
fabricated under the same conditions as the previous one.

In Fig. 5.5, we present the X-ray spectra of the coating, which was obtained
using EDX. We can see all elements, which form the coating. Integral concentration
of elements in atomic and weight percents are presented in Table 5.6. Nitrogen
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Fig. 5.6 Results of the TEM analysis of the (Ti-Zr-Al-Nb-Y)N coating. a Microstructure of the
coating. b Microdiffraction image

Table 5.7 Lattice parameters of the (Ti-Zr-Al-Nb-Y)N coating

circle 1,sm d, A Q=rl? HKL H4K>4+ aA <a>, A Aa +A
+L?

1 1 2.51 1 111 3 4347448 4.305811 0.061903

2 1.15 2.182609  1.3225 200 4 4.365217

3 1.65 1.521212  2.7225 220 8 4.302638

5 2.05 1.22439 4.2025 222 12 4.241412

6 2.35 1.068085 5.5225 400 16 4.27234

Type of the lattice: FCC

concentration is rather high and equals to 35 at.%, Ti ~ 18.25 at.%, Al~ 14.27 at.%,
Y ~12.59 at.%, Zr ~ 12.03 at.%, and Nb ~ 6.87 at.%.

In Fig. 5.6, we present the results of Transmission Electron Microscopy (TEM)
analysis, Fig. 5.6a corresponds to the coating’s structure and Fig. 5.6b shows
the diffraction of the selected region of the coating. We can claim that type of
the crystal lattice is face-centered cubic (FCC), with an average lattice param-
eter <a> =4.305811, Aa=0.061903 C°, which is normal for such nitrides of
high-entropy alloys, fabricated by vacuum-arc deposition method. Lattice parameters
and its evaluation are presented in the Table 5.7

In Fig. 5.7, the diffraction image of the (Ti-Zr-Al-Nb-Y)N coating’s fracture is
shown. As we can see from this figure, the thickness of the coating equals 8.534 pm,
hardness is Hvg ; = 4220 kg/mm? (the loading was applied using Vickers pyramid
under the pressure 0.1 N).

Investigations of hardness of such rather thick nanostructured coatings showed
that due to the deposition conditions, such as bias potential and residual pressure,
dispersion of the hardness’ values was high. For example, we have coatings with
the hardness of 5358 kg/mrn2 and higher, but, at the same time, minimal value of
hardness is 3627 kg/mm? under adverse deposition conditions.
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Fig. 5.7 The cross-section image of the (Ti-Zr-Al-Nb-Y)N coating’s fracture

5.5 Summary

(O8]

. The coatings of the systems (Zr-Ti-Cr-Nb)N and (Ti-Zr-Al-Nb-Y)N were ob-

tained by means of evaporation of the unit-cast cathode in the nitrogen atmosphere
using the vacuum-arc method.

. Crystallites of the coatings based on (Zr-Ti-Cr-Nb)N system are characterized by

an average size of 5—-10 nm, depending on the deposition parameters.

. The hardness of the obtained coatings reaches the value of 4457 HV | GPa.
. The coatings demonstrate high adhesion strength and are characterized by

cohesion mechanism of destruction during the testing.

. By physical and mechanical properties, the obtained coatings of the systems

(Zr-Ti-Cr-Nb)N and (Ti-Zr-Al-Nb-Y)N have shown themselves as promising for
using them as protective coatings for cutting tools.

Acknowledgment The authors are grateful to the collaborators from the National Science Center
“Kharkov institute of physics and technology”: to Professor A.A. Andriyiv and to senior researcher
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Chapter 6
New Nanosized Systems Based Lanthanide
Diketonate Complexes for OLEDs

I. A. Savchenko, A. S. Berezhnytska, N. B. Ivakha and E. K. Trunova

6.1 Introduction

Over the last decade, organic light-emitting devices (OLEDs) have attracted great
interest for their manifold applications in different areas, varying from white lighting,
such as light bulbs replacement, to multicolor displays for televisions and cell phones
[1-4]. OLEDs are considered the next generation of technology for flexible flat-panel
displays and low-cost solid state lighting [5-8].

Light emitting diodes (LEDs) will probably become the most important type
of light source for artificial lighting in the twenty-first century and will probably
replace the incandescent lamps and even the mercury-containing discharge lamps.
Typically, a LED consists of inorganic p- and n-type semiconductors. The holes and
electrons are driven to the p—n junction by the applied electric field. The electrons
and holes recombine at this p—n junction, and the excess of energy is emitted as
visible or infrared radiation. In an LED, electrical energy is transformed into light
(electroluminescence).

In OLEDs, the active components are organic molecules instead of inorganic
semiconductors. OLEDs are mainly developed for display applications. One hopes to
use OLEDs for the design of large flat-panel displays with very wide viewing angles.

The advantages of OLEDs are that they are easier and cheaper to fabricate than
their inorganic counterparts, that they can be made very large (luminescent sheets),
and that they can be deposited on almost every substrate including flexible ones, like
plastics, to yield flexible displays [9-10].

An OLED consists of very thin layers sandwiched by two electrodes. These layers
can be deposited by various techniques such as chemical vapor deposition, plasma
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deposition, or spin coating from a solution. Electrons are injected into the emitting
layer from the cathode, and holes are injected from the anode. The cathode is typi-
cally a layer of a metal with a low work function such as aluminum, magnesium, or
calcium or a magnesium/aluminum alloy to guarantee efficient injection of electrons.
The anode is typically a transparent layer of indium tin oxide (ITO). ITO is a nonsto-
ichiometric composition consisting of In,O3 (80-90 %) and SnO; (10-20 %). The
recombination of the injected holes with the injected electrons allows the formation
of singlet and triplet excitons. Because of spin statistics, 75 % of the recombina-
tions give rise to triplet excitons and 25 % to singlet excitons. Only singlet excitons
can produce electroluminescence. The triplet excitons decay nonradiatively and do
not generate electroluminescence. For this reason, the maximum internal quantum
efficiency of an OLED is limited to 25 %.

The study of luminescent lanthanide compounds in hybrid materials is not only of
fundamental interest because these materials have also a high potential for different
applications (optical amplifiers, optical waveguides, OLEDs, etc.).

There has been a large research activity on coordination compounds of the
lanthanide ions with organic ligands including S-diketones, which can act as
light-emitting diodes and electroluminescent devices.

Lanthanide B-diketonates are the most popular and the most intensively investi-
gated luminescent lanthanide coordination compounds. Their popularity is partially
because many different -diketones are commercially available and the synthesis of
the corresponding lanthanide complexes is relatively easy but also because of their
excellent luminescence properties [11-15]. Weak visible or near-infrared emission
is possible for the complexes of praseodymium(IIl), neodymium(IIl), holmium(III),
erbium(III), thulium(III), and ytterbium(III).

However, sometimes it is difficult to disperse the organic low-molecular-weight
lanthanide complexes uniformly in a polymer matrix. Compared to guest—host sys-
tems, the polymers with covalently bonded lanthanide chromophores can be used
in pure forms without doping into other matrixes because of their own film-forming
ability, enhanced solubility in solvents, better homogeneity, and higher stability.

There are different methods for incorporating lanthanide complexes into poly-
mers. First of all, one has to distinguish between host—guest systems and systems in
which the lanthanide complexes are an integral part of the polymer.

In a host—guest system, the lanthanide complex is dissolved in the polymer matrix
or blended with the polymer matrix. To prepare host—guest systems, two techniques
can be used. The first technique involves dissolution of the lanthanide complex
directly into the monomer or into the monomer solution. After addition of an appro-
priate initiator, the monomer solution is polymerized by thermal polymerization of
photopolymerization to form a uniformly doped polymer. In the second technique,
the lanthanide complex and the pure polymer are both dissolved in a cosolvent. The
solvent is then evaporated, and a uniformly doped polymer is obtained. There is a
limit to the amount of dopant that can be incorporated in the polymer host. This limit
is determined by the solubility of the lanthanide complex in the host polymer. Beyond
this limit, aggregation of the complexes occurs, and this ruins the optical quality of
the doped polymer. Lanthanide complexes that contain polymerizable groups can be
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Fig. 6.1 Structures of investigated monomers

copolymerized together with another monomer. This results in a copolymer in which
the lanthanide complex is part of the polymer backbone or of the side chain.

The aim of this chapter is the synthesis of Er complexes with 2-methyl-5-
phenylpentene-1-dione-3,5 and allyl-3-oxo-butanoate as well as polymers based
on them and investigations of properties of metal-containing polymeric systems
depending on influence of the nature of organic ligand (Fig. 6.1).

6.2 Experimental

6.2.1 Samples

We synthesized two kinds of monomeric ligands: allyl-3-oxo-butanoate and 2-
methyl-5-phenylpentene-1-3,5-dione. NMR (mphpd):'H (D,0) § (ppm): 3.27 (sin-
glet, 3H, CH3); 3.47(singlet, 1H, =CH-); 5.27 (singlet, 1H, =CH,); 5.58 (singlet,
1H, =CH,); 7.15-7.60 (multiplet, SH, Ph).

Complexes obtained by an exchange reaction between equimolar amounts of
lanthanide acetate and sodium 2-methyl-5-phenylpentene-1-3,5-dione salt or allyl-
3-oxo-butanoate in a water-alcohol solution at pH 9-9.5 with a slight excess of the
ligand.

The polymerization was carried out at 80°C in the thermostat in dimethyl-
formamide solution with monomer concentration 0.03 mol/l and initiator 2,2'-
azobisisobutyronitrile concentration 0.003 mol/l. Thus obtained metal polymers pre-
cipitate out from propanol-2 solution. [Er(mphpd);],, GPC (eluent DMF, polystyrene
standarts): M, = 1918 My, = 2009 M,,/M,, = 1.05.

6.2.2 Observation and Measurements

The synthesized compounds have been studied by NMR, IR-, electronic absorption,
and diffuse reflectance spectroscopy. The infrared spectra were recorded in KBr
tablets at a range of 4000-400 cm~! with Spectrum BX II FT-IR manufactured by
Perkin Elmer. The electronic absorption spectra were recorded using spectropho-
tometer Shimadzu “UV-VIS-NIR Shimadzu UV-3600" and the diffuse reflectance
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Table 6.1 Some distinctive absorption band of metallic complexes and metallopolymers

Complex v(M-0O) V,5(C-0) V,s(C-C) vs(C-0) v(C=0C)
Er(mphpd); - 2H,0 420 1465 1557 1594 1676
[Er(mphpd)s ], 425 1470 1575 1575 -
[Er(OH)(allyl);] - H,O 416 1420 1518 1640 1720
[Er(OH)(allyl); ], 418 1412 1518 1638 -

spectra were obtained using the Specord M-40 spectrophotometer in the range
of 30000-12000 cm™'. The excitation and luminescence spectra of solid samples
were recorded on a spectrofluorometer “Fluorolog FL 3-22”, “Horiba Jobin Yvon”
(Xe-lamp 450 W) with the filter OS11. The InGaAs photoresistor (DSS-IGA020L
Electro-Optical Systems, Inc, USA) cooled to the temperature of liquid nitrogen was
used as a radiation detector for infrared region. The excitation and luminescence
spectra were adjusted to a distribution of a xenon lamp reflection and the photo-
multiplier sensitivity. The particle size studying was performed at 25 °C using the
equipment from ‘“Zeta Sizer Nano by Malvern.” Photomicrographs were obtained
by a scanning electron microscope “Hitachi H-800” (SEM).

6.3 Results and Discussion

The monomeric complexes of Er(mphpd); - 2H,O and Er(OH)(allyl), - H,O were
prepared in an aqueous alcohol solution at pH 8-10.

The monomeric and polymeric complexes of erbium with 2-methyl-5-
phenylpenten-1-3,5-dion (mphpd), Er(mphpd)s - 2H,O, and allyl-3-oxo-butanoate
(allyl) Er(OH)(allyl), - H,O were synthesized at the first instance. The metallopoly-
mers [Er(mphpd);], and [Er(OH)(allyl),],were obtained by free-radical polymer-
ization with the initiator AIBN and the kinetics of polymerization was studied by
dilatometric method.

Kinetic parameters of radical polymerization of complexes Er(mphpd); and
Er(OH)(allyl), were calculated: the rate of polymerization is 0.46 x 10™* (0.97 x
10~*) mol/L-s, the reduced rate of polymerizationis 1.52 x 1074 (3.36 x 107%)s7 !,
and the total rate constant is 2.57 x 1073 (5.14 x 107%) dm'>/(mol’? s)!, respec-
tively. The influence of the nature of organic ligand on polymerization rate are
deduced in case allyl the polymerization rate above mphpd are observed owing
to steric restrictions under polymerization of Er(mphpd); - 2H,O.

With the aim of the identification of ligand functional groups coordination methods
to metal ions were studied the IR spectra of synthesized compounds (Table 6.1).

In the IR spectra of the synthesized complexes and metallopolymers in 1500—
1600cm™!, there are bands corresponding to stretching vibrations of the v (C-O)
and v (C-C), which confirms the bidentate cyclic coordination of the ligand to the
metal ions (Table 6.1). At the same time, a higher frequency band should be attributed
to the stretching vibrations v (CC) and a lower frequency to the stretching vibrations
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Fig. 6.2 Electronic absorption spectra /—Er(OH)(allyl),, 2—[Er(OH)(allyl), ],

of the v (CO). The region of 1640-1680 cm™! contains stretching vibrations v (C =
C) [14]. In the case of metallopolymers, this band disappears or is significantly
reduced in intensity, indicating the presence of only the terminal unsaturated groups.
Fairly broad band of coordinated water molecules is observed in the region 3300-
3500cm™!.

In IR spectra of the metallopolymers [Er(mphpd); ], and [Er(OH)(allyl),],, com-
paratively with monomeric metallocomplexes, the location of main absorption bands
are shifted in short-wave spectrum region, their intensity is significantly lower, and
the intensity is decreased especially which corresponds to vibration of the double
bond. Presented results are confirmed of the polymer complex formation.

In the case of erbium complexes, a band pattern of the Er** ion transition with
the *T;5 /2 main (quantum) state is observed (Table 6.2, Fig. 6.2).

Electronic absorption spectra (EAS) of Er(OH)(allyl), demonstrate transitions
that are shifted at the short-wave region of spectrum relatively with aqua-ion which
are indicated about the complex formation with less coordination number of central
atom and enhancement of ionic component in bond erbium-oxygen.

Electronic absorption spectra of metallopolymers are analogous to EAS of
monomeric complexes. But, main absorption bands of polycomplexes undergo the
long-wavelength shift 10-100cm™" that is indicated about the decay of the metal
bond with ligand in the polymer. The decrease of the intensity of all absorption bands
for metallopolymers and their bathochromic shift in comparison with monomeric
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Table 6.2 Energy transition in Er electronic absorbtion spectrum

Transition Er(Ill), Er(mphpd);, [Er(mphpd);],, Er(OH)(allyl),, [Er(OH)(allyl),],
cm™! cm™! cm™! cm™! cm™!
4115/2—>4D7/2 39215 - - 38,834 38,460
4115/2—>4G1 12 26370 26,350 26,350 26,420 26,490
s /2—>4F7 2 20480 20,470 20,450 20,480 20,480
4115/2—>4H11/2 19160 19,120 19,120 19,160 19,160
4]15/2—)433/2 18400 18,385 ]8,385 ]8,420 ]8,420
4115/2—>4F9/2 15320 15,270 15,290 15,320 15,320
4115/2—>419/2 12480 12,450 12,470 12,500 12,500
D
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Fig. 6.3 Diffuse reflection spectrum of Er(OH)(allyl),

spectra indicates about polymer structure formation. The similarity of monomers
EAS with polymer spectra confirms of the identical coordinative environment of
lanthanide ions in both cases.

Thus, coordination number is 8 for Er(mphpd)s - 2H,O and [Er(mphpd)s],, and
coordination number is 7 for Er(OH)(allyl), - H,O and [Er(OH)(allyl);],.

Diffuse reflection spectra (Fig. 6.3) and electronic absorption spectra (Fig. 6.2)
of all samples do not differ much, suggesting a similar structure in solution and
polycrystalline state.

The mass loss is 5.3 % (Amgeor =4.7 %) for the erbium complex Er(mphpd);
2H,0 at 125°C, which corresponds to the decoupling of two coordinative water
molecules accordingly. The small exoeffect in the region 190 °C can be conditioned
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Fig. 6.4 Luminescence spectra of Er(mphpd); - 2H,0 (1) and [Er(mphpd);], (2) in solid state (hex
=362 nm, 298 K)

by the polymerization process of complex melting. The process of the complex
decomposition begins with the removal of one ligand molecule, which corresponds
of the exoeffect at 248 °C and the mass loss 28 % (Amyeor = 24.5). The following
heating is attended by exoeffects at temperature 337, 384, 419, 460, 484 °C and
results in the total complex decomposition Am = 15 %. The total weight loss is 66 %
for the erbium complex.

The presented results allow to assume that the complexes composition corresponds
to the formula, Er(mphpd)s - 2H, 0, Er(OH)(allyl), - H,O.

The luminescent spectra of the erbium complex Er(mphpd); - 2H,O and metal-
lopolymer are analogous; the band, which corresponds T3 2= s /2 transition, is
observed. The luminescence intensity of the present samples do not differ practically
that is testified about the low polymerization degree of the obtained metallopolymer
(Fig. 6.4).

The 4 f luminescence of erbium is weak relatively and is detected in the range
1450-1560 nm, which corresponds to the bandwidth (the maximum half-height) for
Er(mphpd); - 2H,O—18 FWHM, and [Er(mphpd);],—19 FWHM; therefore, the
luminescence quantum yield of its complexes is not established definitely.

Investigations of a particle size were performed at 25 °C on the Zeta Sizer Malvern
instrument. The results showed (Figs. 6.5, 6.6) that the systems obtained are polydis-
perse with a predominance of particles 6—12 nm for Er(mphpd);-2H,0, 10-170nm
for Er(OH)(allyl),, and 10-50 nm for metallopolymer [Er(mphpd);],, 20-200 nm for
[Er(OH)(allyl) ],



92 I. A. Savchenko et al.

Mumber (%)
=
Numbar (%)

Size {rnm) Size (r.nm)

Fig. 6.5 The polydisperse assignment of particles in system a—Er(mphpd)s, b—[Er(mphpd);],
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Fig. 6.6 The polydisperse assignment of particles in system a—Er(OH)(allyl);, b—[Er(OH)
(allyl);]n

Monomeric complex Er(OH)(allyl), and metallopolymers based on them were
fixed in chloroform what the large size of particles of these compounds explained.

Since the primary purpose of these studies is associated with obtaining of new
nanomaterials which can be used as layers in the organic light emitting diodes, it is
necessary to choose a solvent which promotes good spreading, and therefore high
adhesion of the complex to the substrate surface, allowing to obtain homogeneous
films by deposition from solutions. Studies of particle size of the monomeric and
polymeric complexes (25 °C) in the dimethylformamide, chloroform, and ethyl al-
cohol were conducted. The results showed that the smallest particle size observed in
the chloroform solution.

The system is homogeneous in terms of uniform distribution of metal throughout
the polymer matrix as seen from the micrographs of powdered samples (Fig. 6.7).

The method of dynamic light scattering and the results of electronic microscopy
showed that the obtained polymer systems are nanoscale.
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Fig. 6.7 SEM microphoto of metallopolymers powders a—Er(mphpd)s;, b—[Er(mphpd);],,
c—Er(OH)(allyl),, d—[Er(OH)(allyl); ],

6.4 Conclusions

The investigations conducted in the present chapter allowed to determine the com-
position, structure, and properties of the complexes and metallopolymers on their
basis obtained for the first time. The results of the above study showed that the
configuration of the chelate unit is unchanged during the polymerization.
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It was shown that all synthesized compounds are nano systems. Using electron

microscopy confirmed the homogeneity of metal distribution in the polymer matrix
of synthesized metallopolymers.

The similarity of monomers electronic absorption spectra with polymers spectra

confirms of identical coordinative environment of lanthanide ions in both cases.

The obtained polymetallocomplexes can be used as potential materials for organic

light-emitting devices.
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Chapter 7
Poly(Methacrylamidoaryl Methacrylate)’s
Surface Morphology

Lyudmyla O. Vretik, Valentyna V. Zagniy, Olena A. Nikolaeva,
Volodymyr G. Syromyatnikov and Polina V. Vakuliuk

7.1 Introduction

Surface-mediated photoalignment of liquid crystals (LCs) arises on adjacent sur-
faces treated with light. The photoalignment effect was firstly described in 1988 by
Ichimura et al. [1]. Actual applications of photoalignment provide new incentives for
research in this field. Development of advanced photoalignment processes, synthe-
sis of new photoalignment materials, and fundamental studies of the mechanisms of
photoalignment continue to be a focus of interest of researchers and engineers deal-
ing with LCs. The photoalignment phenomenon was observed for materials with
photosensitive species undergoing trans-cis photoisomerization; cycloaddition-type
photo-cross-linking as well as materials susceptible to photodestruction [2-5].
Recently, we have proposed poly(methacrylamidoaryl methacrylates) as efficient
LC photoalignment materials [6—8]. In contrast to widely used C = C groups capable
of [2 4 2] cycloaddition, in our materials, photoalignment effect is caused by one
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Fig. 7.1 Structures of investigated polymers and scheme of photo-Fries rearrangement in
poly(methacrylamidoaryl methacrylate) P1 and model polymer poly(phenyl methacrylate) P2

or several photo-Fries rearrangements (see Fig. 7.1) combining with thermo- or
photo-induced cross-linking of C = C groups [9, 10].

The photoaligning effect occurs due to anisotropic interaction of an LC with the
orientationally ordered aligning film. As commonly believed, the major mechanism
of this interaction is a short-range anisotropic interaction of LC molecules with the
anisotropic orientationally ordered species on the photoaligning surface. Van der
Waals, dipole—dipole, p—p stacking, hydrogen bonding, or steric interactions may
contribute to the anchoring, depending on the molecular structure of LC and the
photoaligning material. Due to the long-range interaction in mesophases, the surface-
induced alignment extends to the LC bulk resulting in homogeneous alignment of
the whole LC [5].

Taking into account that some authors support the view that the alignment direction
is determined mainly by the morphological anisotropy of the polymer layer [11, 12],
in the presented study, we discuss a possible morphological changing onto
poly(methacrylamidoaryl methacrylate) P1 (see Fig. 7.1) surface before and after
irradiation with polarized ultraviolet (UV) light. In parallel, the water contact an-
gle was measured as a function of irradiation time and compared with infrared (IR)
spectroscopy data. The same comparisons were made for model polymer P2 bearing
only one type of photoactive group.

7.2 Experimental

7.2.1 Samples

We examined two kinds of polymer films: P1 and P2. Corresponding monomers
were synthesized with a procedure similar to the procedures described in our ear-
lier works [7-10]. The polymerization was carried out in N,N-dimethylformamide
(DMF) solutions (at 10 wt. % concentration of monomer) at 80°C with AIBN as
initiator. For P1 and P2, gel permeation chromatography (GPC) analysis (eluent
DMEF, polystyrene standards) gave the following molecular weights: M,, = 12,600,
My, = 29,400, My, /M, =2.30 and M,, = 10,000, My, = 17,000, My/M, = 1.7.
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The P1 and P2 thin films were prepared by spin coating from 1 wt. % DMF solution
onto 100 x 150 mm glass plates at 3000 rpm. Before spin coating, the DMF solution
was filtered via 0.20-pm pore filter. Subsequently, the films were baked at 100°C for
30 min and then at 40°C for 72 h to complete evaporation of solvent that remained
after the coating procedure. For the LC cells, 1 wt. % solution of photoaligning
polymer in DMF was spin-coated at 3000 rpm onto ITO-covered glass plates. The
films were subsequently baked at 120°C for more than 30 min.

The intensity of the UV light after passing through the polarizer (a Glan-Thompson
prism) was 12 mW/cm?, illumination time was 40 min. The intensity of the non-
polarized UV light was 40 mW/cm?, illumination time was 20 min.

7.2.2 Observations and Measurements

The polymer surface morphology was monitored using atomic force microscopy
(AFM). AFM images obtained for nonirradiated, irradiated with non-polarized UV
light (40 mW/cm?, time of irradiation 20 min) as well as irradiated with linearly
polarized UV light (12 mW/cm?, time of irradiation 40 min). The AFM observations
have been done with AFM (NTEGRA Probe Nano Laboratory) along with Fourier
analysis and estimation of surface roughness. For each sample, 1 x 1 wm and
10 x 10 pm scans were performed using single crystal silicon N-type cantilevers
with sharpened pyramidal tips, nominal tip radius of 6 nm, and nominal apex angle
of 18°C.

The LC cells for orientation capability evaluations have been made in a standard
way [7]. The photoalignment processing was realized by using the high-pressure mer-
cury lamp DRS-500, whose irradiation was linearly polarized by a Glan-Thompson
prism. The intensity of the UV light after passing through the polarizer was ap-
proximately12 mW/cm?, illumination time was 40 min. The cells were filled at
room temperature with nematic LCs from Merck with positive (ZLI2293) dielec-
tric anisotropy. We judged the alignment quality by cell observations in a light box
and polarizing microscope using an evaluation scale with five grades: (1) excellent;
(2) good (single alignment faults); (3) satisfactory (minor alignment faults); (4) bad
(big number of alignment faults in a form of inversion walls, flowing patterns, etc.),
and (5) no alignment.

The room temperature Fourier transform IR (FTIR) absorption spectra of the
polymer films obtained by spin coating of the polymer solutions on the KBr plates
were measured in the spectral range 400—4000cm~' with a resolution of 1cm™!
with Perkin Elmer Spectrum BX FTIR spectrometer. As a reference, the KBr
window was used. All spectral manipulations, such as baseline correction, smooth-
ing, and normalization, were performed using the standard “Spectra” spectroscopy
software package.
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Fig. 7.2 AFM images with 10 x 10 pm scan area of a uncoated glass substrate and b coated with
nonirradiated P1, and ¢ nonirradiated P2 films. The inserts show the two-dimensional fast Fourier
transform (2D FFT) power spectra

7.3 Results and Discussion

The LC alignment is believed to be influenced by (1) the chemical interactions
between the alignment layer and the LC and (2) the interplay between LC anisotropic
elastic properties and the substrate’s topography [13].

In our previous investigations, Fries rearrangement was considered as an order-
generating photochemical reaction. The angularly selective photo-Fries conversion,
occurring in polarized light, results in orientational ordering, which manifests itself in
optical birefringence and dichroism [14]. We demonstrated that this ordering results
in LC photoalignment by means of UV/Vis and FTIR spectroscopy analysis as well
as null-ellipsometry method [9, 10].

Since the LC alignment occurs at the substrate surface, it is very important
to understand the role of surface morphology in LC alignment. Taking into ac-
count a number of publications that demonstrated that surface topology contributes
to the alignment, the morphology of the films together with that of the uncoated
glass substrate were measured with an atomic force microscope (NTEGRA Probe
NanoLaboratory) along with Fourier analysis and estimation of surface roughness.

An excellent alignment capability of poly(methacrylamidoaryl methacrylates)
was illustrated in [7, 8]; sample P1 was prepared in identical conditions as de-
scribed in these publications, and its LC photoaligning properties that were tested in
a standard way were classified as “excellent.” Sample P2 was used as an analog of
P1 with a more simple structure of photoactive aromatic side-chain groups, but they
are unable to form cross-linked polymer spices during syntheses.

The surface morphologies in air at room temperature of uncoated glass substrate
and coated with P1 and P2 thin films as well as their power spectra (Fourier trans-
forms) are shown in Fig. 7.2a, b, and c, respectively. Figure 7.3 shows the surface
morphologies of P1 films determined by AFM before and after irradiation by unpolar-
ized (I =40 mW/cm?, 20 min; a) and linearly polarized UV (LPUV; 1= 12 mW/cm?,
40 min; b) light. In addition, Fig. 7.3 shows the two-dimensional fast Fourier
transformations (2DFFT) from AFM images, too.
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Fig. 7.3 10 x 10 wm AFM surface images of glass substrate coated with P1 a irradiated with
non-polarized UV light and b irradiated with LPUV light. The inserts show the two-dimensional
fast Fourier transform (2D FFT) power spectra

The most popular parameter characterizing the morphology of surfaces is the rms
roughness, which represents the root mean square height of a surface around its mean
value [15]. The rms roughness values for different P1 samples in comparison with
P2 and uncoated glass substrate were computed for the 1 x 1 pwm scans in order
to avoid the influence of the large casual defects which appear in the 10 x 10 pm
images (e.g., on Fig. 7.2a).

The surface of nonexposed P1 film shown in Fig. 7.2b is not flat, but hillocks
are observable in the case of P1 and its analog P2. The values of rms roughness for
uncoated glass, non-illuminated P1 and P2 are 4.11 nm, 25.46 nm and 21.34 nm,
respectively. The difference between P1 and P2 is apparently associated with higher
molecular weight of P1 in comparison with P2.

The roughness value of P1 increases by ~5nm up to 29.60 nm when irradiated
with non-polarized UV light. This observation is in good agreement with data of
contact angle of water Oy, for P1 irradiated samples. Values of By, on P1 films
were found to be 70 £ 2° before and 75 + 2° after UV illumination. Our findings
are consistent with the date of [16] which also notes that the increase of the contact
angle may be caused by enhanced roughness of the films.

At the next stage, FTIR spectra of P1 as well as model polymer P2 before and after
UV irradiation were compared. Due to the complicated structure of P1, most pro-
nounced changes in the absorption bands related to Fries photoreaction in the ester
Ar-O-C = O group (see Fig. 7.1) were detected in spectra of model polymer P2. As
one can see from Fig. 7.4, significant weakening and broadening of v(C = O) stretch-
ing vibration band centered at 1,748 cm ™' could be recognized after irradiation and
could be employed as direct evidence for Fries photorearrangement [10, 17]. A com-
parison of IR spectroscopy data with the contact angle and roughness enhancement
on irradiated P1 and P2 films gives a reason to believe that the main photochemical
reaction responsible for their surface modification is Fries rearrangement.
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Fig. 7.4 Fragments of IR spectra of P2 films before irradiation and irradiated with non-polarized
UV- light (40 mW/cm?)

The nonirradiated sample of P1, the sample irradiated with unpolarized UV light
(40 mW/cm?) as well as the sample irradiated with polarized UV light (12 mW/cm?)
have no directional difference in polymer morphology. No grooves were observed
on the surface of LPUV-illuminated P1 film as shown in Fig. 7.3b. The resultant 2D
power spectra obtained by Fourier analysis of Fig. 7.2b, 7.2¢ calculated for nonir-
radiated surfaces of P1 as well as for LPUV-irradiated surfaces are not directional.
Morphological anisotropy in 2DFFT power spectrum for the P1 sample irradiated
with polarized UV light was not detected. Thus, no physical modification of surface
during LPUV light irradiation of poly(methacrylaminophenyl methacrylate) P1 was
observed. Our results, obtained for a new class of photoaligning materials are in con-
trast with the findings of [11, 12] where it was proved that morphological changes
are directly responsible for the alignment in poly(vinyl cinnamate)-type polymers.

7.4 Concluding Remarks

We examined the possibility of that the polymer alignment occurred through grooves
induced on the photoactive polymer surface by the linearly polarized UV (LPUV)
illumination. While such a mechanism may be applicable to some situations, we
find it to be an unsuitable explanation in the case of poly(methacrylamidoaryl
methacrylates).
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Chapter 8

Investigation of Nonlinear Magnetic Properties
Magneto-Mechano-Chemical Synthesized
Nanocomplex from Magnetite and Antitumor
Antibiotic Doxorubicin

V. E. Orel, A. D. Shevchenko, A. Y. Rykhalskiy, A. P. Burlaka, S. N. Lukin
and L. B. Schepotin

8.1 Introduction

Nanotechnology became one of the most promising areas of research in the recent
years. High interest in nanomaterials is motivated by the fact that the transition to
the nanoscale changes a number of fundamental properties of materials. One of the
main factors that determine the physical properties of nanoscale objects is the active
surface. As a result, new physical phenomena and properties can be observed in
solids that did not exist before and that could not be predicted from the structure
and properties of the material. Also, material magnetic properties could differ from
magnetic properties of nanoparticles from the same material and they may acquire
ferromagnetic and superparamagnetic properties. Currently, a wide range of mag-
netic nanoparticles of metals (Co, Fe, Ni etc.), iron oxides, and ferrites have been
synthesized [1, 2].

Oxide nanoparticles have smaller magnetic moments than the metal nanoparticles,
but they have higher oxidation resistance. That is why iron oxide nanoparticles have
currently become the most widely used nanoparticles in medicine due to their low
toxicity and stability of magnetic properties. They consist of a metal oxide core
enclosed in a shell of organic material. This makes the nanoparticles more stable
when used in biology and medicine [3, 4].
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Magneto-mechano-chemical technology of synthesis in nanoreactors is a new
method based on the integration of two well-known technologies: mechanochem-
ical synthesis [5] and synthesis in the microreactor with magnetic elements [6].
Mechanochemical synthesis includes the fragmentation of separate elements and the
initiation of paramagnetic centers (free radicals) in the nanocomplex (NC) structure
[7]. Simultaneous exposure of nonhomogeneous constant magnetic field (CMF) and
electromagnetic field (EMF) causes eddy currents and magnetic vortices in the areas
of contact between nanoparticles of iron oxides and organic compounds [8, 9].

Magneto-mechano-chemical synthesized (MMCS) antitumor NC, consisting of
magnetite Fe;O,4 and anthracycline antitumor antibiotic doxorubicin (DOXO) is the
most investigated NC. Under normal conditions, iron ions get inside of cells bounded
to the protein ferritin and can neutralize or initiate hydroxyl radicals depending on
various factors of influence [10]. Magnetite is a soft ferromagnetic material with
a high-saturation magnetic moment in a wide temperature range. During magneto-
mechano-chemical activation (MMCA), its magnetic properties are changing. DOXO
is a cytotoxic drug that is widely used to treat various types of malignant tumors.
Influence of external magnetic and EMF on chemical reactions is caused by magnetic
spin effects that may occur in radical reactions involving compounds with paramag-
netic and ferromagnetic properties. These are the radical recombination reactions that
occur with the formation of biradicals, reactions of radicals with triplet molecules,
paramagnetic complexes, etc. Therefore, the natural formation of the DOXO, iron
oxide complex during combined therapy with chemotherapy, and electromagnetic
irradiation (EI) triggers cytotoxicity effect as a result of the formation of hydroxyl
radicals in a malignant tumor. A local antitumor effect of the drug is a treatment fac-
tor; however, side effects are possible in other organs (for example, cardiotoxicity)
[11]. DOXO in the normal state is diamagnetic and dielectricc. MMCA of DOXO
causes a controlled appearance of additional charge carriers and additional growth
of the number of paramagnetic centers (free radicals). This raises the possibility of
artificial control on the effect of the drug cytotoxicity due to external EI.

During EI in metal nanoparticles and on their surface, the nonlinear electromag-
netic effects are triggered. Nonlinearity occurs due to the major role of the magnetic
component of the EMF. The magnetic component of the EMF can significantly
change the trajectory of the electron. If the length of the free electrons path exceeds
the typical size of electron trajectories in a magnetic field, then the conductivity of
the metal becomes a function of the spatial distribution of the field, which is causing
nonlinearity [12].

Nonlinear magnetic properties play an important role for the ability of the remote
control of CMF, EMF, and antitumor activity of NC, its ferromagnetic core (mag-
netite), and the outer shell of DOXO with paramagnetic properties [13]. Therefore,
the aim of this chapter is to study the nonlinear magnetic characteristics of MMCS
NC of Fe;0,4 and DOXO with different values of CMF and EMF during MMCS.
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Fig. 8.1 Magneto-mecha
nical nanoreactor: /
mechanical nanoreactor; 2
diamagnetic chamber; 3
metallic balls; 4 Fe304 and
DOXO; 5 inductor; 6
permanent magnets; 7
generator; 8 frequency meter

8.2 Materials and Methods

8.2.1 Magneto-Mechano-Chemical Synthesis

In this work, we used nanoparticles of Fe;O,4 (produced by International Center for
Electron Beam Technologies of E. O. Paton Electric Welding Institute, Ukraine) with
diameters in the range 20-40 nm and DOXO (from Pfizer, Italy). Mass concentration
of DOXO in NC was 65 %. MMCA and MMCS with simultaneous disintegration
of particles and electromagnetic radiation in a dry powder form was performed in
magneto-mechanical nanoreactor (NCI, Ukraine) [14].

The nanoreactor picture is shown in Fig. 8.1 The samples with Fe;04 and DOXO
were placed in the diamagnetic chamber (2) together with metallic balls (3) and
Fe;04 and DOXO (4). Mechanical processing was performed by vertical oscillation
of the mechanical nanoreactor (1) at a frequency of 36 Hz and amplitude of 9 mm
for 5 min with intensity of a supply of mechanical energy 20 W/g. Simultaneously,
El was applied at 42 MHz by an induction coil (5) from the master generator (7)
and constant magnetic field from permanent magnets (6). Generator frequency was
measured with magnetic flux sensor (8).

8.2.2 Magnetic Studies

The magnetic properties were studied by magnetometry using a “Vibrating Magne-
tometer 7404 VSM” (“Lake Shore Cryotronics,” Inc., USA) with magnetic fields
up to 13 kOe. The magnetometer sensitivity is 1077 emu and this allowed the
measurement of magnetic moment of samples weighting milligrams. The mass
was determined by an electronic microbalance AB135-S/FACT (“Mettler Toledo,”
Switzerland) with auto-identification which has a sensitivity of 1075 g.
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Fig. 8.2 Hysteresis loops. W—EMF generator output power. B—induction of CMF. T—MMCS
environment temperature. a W=2 W; T=293 K; B=0 mT (1); B=8 mT (2); B=5mT (3). b B=12
mT; T=293 K; W =2 W (4), W=50 W (5), W=160 W (6), W=270 W (7). ¢ W=2 W; B=30 mT;
T=293 K (8), T ~ 77 K (9)
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Fig. 8.3 EPR spectra. W—EMF generator output power. B—induction of CMF. T—MMCS envi-
ronment temperature. a W=2 W; T=293 K; B=0 mT (1); B=8 mT (2); B=5 mT (3). b B=0 mT;
T=293 K; W=160 W (4), W=270 W (5), W=50 W (6). ¢ W=2 W; B=30 mT; T=293 K (7), T =
77K (8)

8.2.3 Electron Paramagnetic Resonance Spectroscopy

In order to measure the g-factor and the concentration of paramagnetic centers in
the samples, electron paramagnetic resonance (EPR) spectra were recorded with the
spectrometer RE1307 at liquid nitrogen temperatures (77 K) in a cylinder resonator
with the mode Hy;;, with frequency 9.15 £ 0.1 GHz. The power microwave radiation
was 40 mW and the magnetic field modulation frequency 100 kHz.

The samples were placed in a quartz Dewar with an inner diameter of 4.5 mm. The
g-factor was calculated according to the formula of the resonance condition [15]:

hv = gPpB

where hv=9.15 GHz is microwave frequency, § = 1.39968GHz/kGs is Bohr
magneton, and B is magnetic induction.

8.3 Results and Discussion

The analysis presented in the magnetic characteristics in Fig. 8.2 and EPR spectra in
Fig. 8.3 show that all the samples of NC were soft ferromagnetic.
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Fig. 8.4 Nonlinear magnetic properties of NC in conditions of 2 W EMF generator output power and
their polynomial approximation, R—correlation with data in experiment; B—induction of CMF.
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Combined effects of CMF and EMF with 2 W output power of the EMF generator
increased coercivity in all studies in comparison with experiments where NCs were
examined without the influence of CMF. The number of paramagnetic centers in
the samples also increased except in the experiment at 18 mT CMF. The saturation
magnetic moment value decreased in all experiments except at § mT CMF and 2 W
of output power of EMF during constant mechanical vibration. In the last experiment
to measure saturation magnetic moment, the number of paramagnetic centers and
EPR line width reached maximum values (Fig. 8.4). Increase in these parameters at
8mT CMF and 2W output power EMF, expectedly, has been caused by the influence
of CMF, mechanical vibration, and EMFs on the spin dynamics of spin-correlated
pairs and have a resonant character. Therefore, amplification of recorded magnetic
parameters, probably, could be caused by the effect of magneto-mechano-chemical
resonance.

We can see that the magnetic properties of MMCS NC inherent nonlinear effects.
It is well known that even small perturbations can cause large effects in nonlinear
systems. This confirms the previously developed theoretical models and experimen-
tal studies concerning magnetodynamic nonlinearity [16]. The mechanisms of this
process can be based on the effects of electron transfer between magnetite nanopar-
ticles and DOXO influenced by CMF and EMF. One of the possible mechanisms of
electron transfer is the emergence of eddy currents and magnetic vortices compatible
with CMF and EMF exposure due to nonuniform magnetization of the NC material
[17]. Another mechanism of electron transfer called spintronics mechanism is as-
sociated with phenomena of giant and colossal magnetoresistive effects [18]. The
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source of spin-polarized electrons in Fe;04—~DOXO heterostructure is magnetite. In
the presence of a CMF, the Zeeman splitting of the conduction band with the forma-
tion of two Zeeman energy sublevels arises. With joint action of CMF and EMF, the
injection of spin-polarized electrons occurs, which makes it possible to implement
managed electron transitions on the upper and lower levels in NC and create inver-
sions of their settlement. In the number of experiments after MMCS, g-factor was
varied from 2.3 to 2.46. This fact shows the increase of unpaired electron spin con-
tribution to magnetic moment, which is indirect evidence of the increasing number
of paramagnetic centers (free radicals).

Increased output power of the EMF generator from 50 to 160 W at 12 mT CMF
reduced saturation magnetic moment to the lowest in the entire series of experiments
value—7.82 emu/g. It is connected with effects of when MMCS simultaneous action
of mechanical factors, CMF, and EMF resulted in degaussing magnetic domains,
but the number of paramagnetic centers in the investigated samples increased to
2.02 x 10" mg~'. Based on the fact that Fe;0, nanoparticles include in its compo-
sition ions with unpaired electrons in the inner shell (3d shell of Fe ions in Fe;Oy),
which determine the magnetic properties of magnetite [19], we can suggest the ex-
istence of conditions for electron transition during MMCS between internal and
partially filled outer orbitals, which leads to the increase of paramagnetic number in
the Fe304—DOXO heterostructure.

In experiments where NC MMCS were performed in liquid nitrogen temperature
(=77 K), the saturation magnetic moment decreased by 22 % but increased coercive
force and the number of paramagnetic centers by 43 and 28 %, respectively, in
comparison with experiments when synthesis was carried under room temperature.
EMF and CMF parameters were the same in both experiments. These data agree
well with known facts according to coercivity of ferromagnets from the effects of
deformation of the structure during cooling [20].

Analyzing Fig. 8.4, dependences of saturation magnetic moment, line width of
the EPR spectrum, and the number of paramagnetic centers on the magnitude of
induction of CMF at 2 W output power of the EMF generator and constant mechanical
vibration indicates that they are not linear and can be approximated by sixth-order
polynomials.

In the graphs can be observed a pronounced maximum saturation magnetic mo-
ment, concentration of paramagnetic centers, and EPR line width at 8 mT induction
CMF and EMF generator output power 2 W. Minims are not coincided. Thus, the
smallest saturation magnetic moment (8.44 emu/g) was observed at 5 mT induction
of CMF, the minimum concentration of free radicals (1.17 x 10" mg~!), and the
line width of the EPR spectrum at 18 mT of CMFE.

On the graph of saturation magnetic moment with increasing induction CMF
from 8 to 30 mT, we can see a pronounced oscillatory process. Dependences of the
magnetic moment and the concentration of paramagnetic centers are not correlated
with each other.

In known technologies, the antitumor effect of drugs is initiated as a result of
ablation (evaporation) tumors at 50-60 °C or synergistic effects with 42-46 °C [21],
but the treatment of cancer patients in these temperatures has several problems. In
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Fig. 8.5 Temperature influence on MMCS NC: a—magnetic moment; b—number of paramagnetic
centers

our alternative technology of magnetic nanotherapy, the antitumor magnetothermal
effect is initiated by free radical reactions under mild hyperthermia at 37-39 °C.
Based on the Curie law, we conducted a study of the temperature effect on the
magnetic moment and the number of paramagnetic centers in MMCS NC (Fig. 8.5).

These results show that at a temperature of 37 °C, magnetic moment and the
number of paramagnetic centers are larger than at 41 °C. With further increase
in temperature to 80 °C, magnetic moment decreased and the number of para-
magnetic centers increased. This indicates that moderate physiological magnetic
inductothermy is a better condition for the magnetic nanotherapy.

8.4 Conclusion

In this chapter was observed that the coercivity increased in all experiments. The
number of paramagnetic centers, the magnetic moment, and the EPR line width
demonstrated nonlinear properties change. In the experiment with § mT CMF and
2 W output power, EMF saturation magnetic moment, the number of paramagnetic
centers, and EPR line width were the biggest in the entire series of experiments.
The studies of temperature influence on sample magnetic properties have shown
that moderate physiological magnetic hyperthermia is a better condition for cancer
treatment.

Our results have two promising possibilities of practical use in oncology. First,
this can be a basis for the nonlinear dynamics of magnetic properties of NC and
polynomial approximations for the next opportunity in development of computer
models and programs in order to obtain the required magnetic properties of anticancer
drugs at MMCS according to CMF and EMF parameters. The second is the possibility
to remotely control cytotoxic and antioxidant properties of the NC into a malignant
tumor by generating nonlinear effects with CMF and EMF based on the theory of
dynamical chaos malignant processes [13]. So, the results of the study are promising
for practical application of magnetic nanotherapy in cancer treatment.
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Chapter 9

Electrochemical Elaboration of Nano Powders
Based on Magnesium and Lithium for Solid
Hydrogen Storage

M. Sahli and N. Bellel

9.1 Introduction

Currently, there exist three modes of hydrogen storage:

Gaseous state storage: compressed by pressures of about 350-700 bar with a
volume density of 39 kg m~3, however, the compression is consumer energy (5-20
— compression is consumerenergy) [1], in heavy and large bottles composed of a
metallic or thermoplastic envelope to ensure the sealing and a shell for continuous
fiber resin impregnated to provide mechanical rigidity [2].

Liquid storage: requires very low temperatures of cooling (20 K with 1 bar). The
volume density of hydrogen under these conditions is equal to 71 kg m~ [3]. This
method induces important costs of liquefaction (pressure composition isotherm,
PCI, of H, stored between 30 and 40 %) [1] and an evaporation phenomenon
called boil-off (warming up evaporation).

Solid storage: hydrogen interacts via strong connections (chemisorption: Molec-
ular hydrogen absorbs by reversible chemical combination with atoms which
compose the metallic material) or weak connections (physical absorption: hydro-
gen adsorption at the solid surface level under the effect of intermolecular forces)
by solids [4].

Every mode has advantages and disadvantages trying to achieve the wanted appli-
cation. The two first modes of storage (gaseous and liquid) are ineffective because
they are affected by a weak volume density and by safety problems [5]. On the other
hand, the solid storage presents an enormous advantage in terms of safety and volume
capacity which are represented in Table 9.1.

We can distinguish three processes in order to store hydrogen in a solid state:
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Physics Energy Laboratory, Physics Department, Constantine University, Constantine, Algeria
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Table 9.1 Comparison of the various modes of hydrogen storage [6]

Density Mass capacity ~ Energy cost (% Remarks
(kg m™3) (%) PCI H; stored)
H, 700 bar 62 100 15 Low volume density
H, liquid 70 100 30 Evaporation, energy
cost
MgH, 106 7.6 31 T >300°C
2LiBH4 +MgH, 96 11.6 17 Partial reversibility

* The insertion of hydrogen’s atoms within a metallic network (hydride metal
formation)

* The adsorption of gas on the porous material surfaces

¢ The reversible decomposition of chemicals hydrides (iono-covalent bonds)

Studies had shown that hydride of magnesium has a high thermodynamic sta-
bility (AH = —75kJ/molH;) and consequently a high desorption temperature
(573-673 K) [7, 8].

MgH, remains the most agreeable because of its high mass capacity (7.6 % in
mass), the abundance, and the weak cost [9], but sorption/desorption kinetic and
the high operating temperature (300 °C) limit the use of materials which contain
magnesium in the applications based on hydrogen [10, 11].

Two principle approaches are considered now in order to solve these problems.
The first one is magnesium particle scale reduction [12] and the second is adding
catalytic elements in the solid magnesium solution or introducing catalytic additives
with composites containing magnesium [11].

The objective of our work resides in hydrogen desorption temperature reduction
by structural modification of materials in order to promote hydrogen desorption.

9.2 Experimental

The experiment shows that hydride elaboration is done by the electrochemical way
and it is too useful because it produced hydrides without any need for gaseous hy-
drogen or any high temperatures. Consequently, magnesium alloys electrochemical
elaboration have been widely used in order to improve batteries performances [13].

The electrodeposition occurs at the electrolyte/electrode interface which implies
electron transfer toward or from the electrode surface. The deposit is the result of
ion reduction in the solution on a negatively charged electrode (cathode).

Several parameters have an influence on the process:

* Metallic ion concentrations

* Electrolytic bath temperature
* pH solution

e Current density

e Additives
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The electrolyte is a solution which contains mobile ions (so it leads to an electrical
current) and has a mixture of two aqueous solutions that had been prepared in ultra-
pure water with the following commercial products: magnesium chloride (MgCl,
6H,0) and lithium hydroxide monohydrate (LiOH. plate H,O).

During all the electrolysis manipulation, the used cathode is a plate of aluminum.
All experiments were realized in ambient temperature and in a potentiometric.

The experimental device is presented in the following figure:

Experimental device diagram

9.3 Results

The electro-deposed powder on the aluminum cathode was analyzed in order to
obtain information related to its chemical composition and its structure.
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Fourier transform infrared spectroscopy (FTIR) spectrum of the powders was
obtained from various experiments.
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Raman spectrum of the powders was obtained from various experiments.

The electro-deposed powder on copper cathode was analyzed in order to obtain
information related to its chemical composition and its structure.

Figures 9.1, 9.2, and 9.3 have the results of analysis by X-ray diffraction, Ra-
man spectroscopy, and Fourier transform infrared spectroscopy obtained for all the
powders with the various parameters of development.

The Mg alloy phases indentified for the Ech2 sample are presented in Fig. 9.4,
which will be tested under hydrogen to study the kinetics of absorption and desorption
at different temperatures and pressures. Similar to those obtained for Echl, Ech X,
Ech X1 (the peaks corresponding to MgH,, LaH3, La,Mg;7, AIMg; and Mg,Cu).
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Fig. 9.1 X-ray diffraction spectrum of the powders obtained from the various experiments

9.4 Conclusion

This study shows the possibility of development of magnesium-based nanocom-
posites on a metallic cathode for solid storage of hydrogen by electrochemical
preparation process. The powders obtained will be tested under hydrogen to study
the kinetics of absorption and desorption at different temperatures and pressures.
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Chapter 10

Heat-Resistant Si0,-Al,O;-TiO, Ceramics
with Nanostructured Alumina Filler

and Their Properties

T. M. Ulyanova, N. P. Krutko, P. A. Vitiaz, L. V. Ovseenko and L. V. Titova

10.1 Introduction

Developing designs of new vehicles, chemical reactors, and kilns, as well as diagnos-
tic and ecological equipment, requires the use of new composite materials, among
which is refractory heat-resistant ceramics with high-performance characteristics.
Of special interest is the use of nanocrystalline powders and nanostructured fibers
in the technology of ceramic processes. At present, the technologies, which allow
one to manufacture molded hot forging parts from such materials without additional
machining, are under development. The study of mechanical properties shows that
such products have substantial compression ductility. This phenomenon is associated
with diffusion of nanograins in the vicinity of intergrain boundaries, not destruct-
ing ceramic products. Based on such ceramics, cutting and drilling tools for metal
working, bearings of friction pairs, parts of stop valves, and also constructional and
heat-insulating heat-resistant materials [1] can be designed.

Heat-resistant ceramics are composed as follows: structure, composition, and
availability of certain material porosity. By varying the size of crystals, the com-
position and mutual distribution of crystalline and glassy phases, and the size and
configuration of pores, it is possible to a certain extent to control the value of thermal
stresses and the dynamics of cracks to appear in ceramics at temperature drops, i.e.,
their heat resistance. This increases the ceramic durability under the conditions of
cyclic changing of temperatures and thermal shocks.

There exist several ways of solving such a problem: to make fundamentally new
products, for example, refractory products based on fibrous, powder, composite, and
other materials, as well as to improve the quality of conventional refractory materials
by changing their composition and structure. The third way is also possible—to
develop high-temperature composite materials with improved structural, mechanical,
and thermal-physical characteristics [2].
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It should be noted that the relationship between the structure, the composition,
solid-phase processes, and heat resistance is quite complex. As a rule, it is calcu-
lated preliminarily and then checked experimentally for each particular material.
As a result, to establish general relationships: composition—structure—property is a
necessary condition both for gaining new knowledge in the field of solid physics
and chemistry and material science and for synthesizing new ceramic materials with
improved thermal and mechanical characteristics.

The objective of the present work was to prepare compositions with the use of
natural and commercial powders and to create ceramic composite materials with
improved physical-mechanical and thermal-physical properties. At that, itis assumed
to use natural materials, commercial powders, and reactive—active nanostructured
fibrous aluminum oxide additives to study the structural, mechanical, and thermal-
physical characteristics of the ceramic composites synthesized.

10.2 Experiment

To make studies, the silicate system Al,03;—Si0,-TiO, has been chosen, in which
at heating there occur solid-phase reactions. The products formed are substantially
different in their properties from the initial components. To produce inexpensive
products, quartz sand—SiO,, commercial alumina powder—a-corundum, and tita-
nium oxide powder, as well as the nanostructured filler—fibrous powder a-Al,Os3,
were used as initial components. Charge compositions for ceramic materials were
made by analyzing the system SiO,-TiO,—Al,Oj3 in the crystallization field of the
mixture of mullite and tialite phases. To conduct the experiment, two basic com-
positions with the component ratio: Al,03-Si0;,-TiO,—35:35:30 mass %—matrix
1 (M1) and 35:40:25 mass %—matrix 2 (M2) were prepared. Aluminum oxide was
represented by commercial powder—GK technical grade alumina, titanium oxide
by the pure-grade chemical reagent, and quartz sand by grade 00BC-015-1 (GOST
22551-77). Usually, this sand was used for manufacturing crystal glass, its iron oxide
content not exceeding 0.015 mass %. Prior to experiment, quartz sand was carefully
ground in a planetary-type mill in agate drums and was bolted on sieves and a 0.1-mm
fraction was used. Powder mixtures were thoroughly mixed in a ball mill for 4 h. After
that, from the matrices 1 and 2 obtained, mixtures were prepared for making com-
posite samples with nanostructured aluminum oxide. The crystalline structure of the
initial powders was: alumina—a-corundum, silica—a-quartz, and titanium oxide—
rutile. The active fibrous filler had a crystalline structure a-Al,O3;. Based on the
previous studies, the content of the active filler was chosen as equal to 15 mass % [3].

The nanostructured filler was formed from cellulose hydrate filaments that were
impregnated with the aqueous solution of aluminum chloride. They were then
dried and subjected to heat treatment within a special regime. Cellulose hydrate is
a complex-architecture polysaccharide: its macromolecule contains (3-36) x 10°
of elementary links formed from anhydro-D-glucose [4]. In some other natural
polymers, the cellulose microstructure is a system of crystallites—microfibrils
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surrounded by semicrystalline and amorphous regions. This develops a large inner
surface in the fiber that plays a decisive role in the processes both of filling capil-
laries and pores and of smelling cellulose hydrate in the solution. When cellulose
fibers come in contact with the aqueous aluminum salt solution, first they penetrate
into loose disordered parts of microfibrils. Then liquid absorption takes place in
polysaccharide crystallites [S]. This structure and properties of polymer allow one
to introduce solutions of different metal salts and, after the organic component has
been removed, to obtain inorganic fibrous materials that follow the macrostructure
of the initial polysaccharide [6].

During heating of aluminum chloride salt-impregnated cellulose hydrate mate-
rial, complex physical-chemical processes accompanied by substantial weight loss
took place. As a result, the entire organic component of polymer fiber was removed
and hydrolysis and dissociation of aluminum chloride occurred. Hydrated oxide
grains were formed and then, aluminum oxide grains fixed in the carbon skele-
ton of the matrix at thermolysis. Carbon was burnt off and fibers imitating the
initial shape and architectonics of polymer reduced to 10-20 times were formed.
The process came to an end with the temperature up to 600 °C; the nanostructured
fibers were composed of X-ray aluminum oxide amorphous grains 1-5nm in size.
Crystalline aluminum oxide started forming at an annealing temperature of 700—
800 °C in the form of y-alumina. As the temperature was increased up to 900 °C,
the reflexes of the 6-phase appeared on the X-ray diffraction patterns, whereas at
1150-1200 °C there occurred the diffusionless conversion of y and 6-alumina to the
a-Al, O3 that did not change with a further temperature increase of up to 1600 °C [7]
(Fig. 10.1a—c). The fibers formed were easily ground into a powder with 0.5-1-pm-
long particles, the size of a-Al,O3 nanograins being 45.0-50.0 nm; open porosity,
65 %; packed density, 0.54 g/cm?; pictometric density, 3.75 g/cm?; specific surface,
35 mz/g; macropores, 100500 nm; and nanopores, 5—-10 nm. The microstructure
of aluminum oxide monofiber and its nanostructure are shown in Fig. 10.2. Crys-
talline lattice parameters of the different-phase fibrous aluminum oxide powder were
determined by the X-ray structural method and are summarized in Table 10.1.

Samples of matrices M1 and M2 with the SiO,—Al,03;-TiO, composition and
composites (MC1) and (MC2) with the active filler were prepared according to the
standard ceramic technology by the method of dry pressing from the moistened slip
mass of the powder mixture. The samples were dried at 120 °C and heated in the
electric stove, first up to 900-1100 °C, and then isothermal annealing was performed
at temperatures 1350 and 1400 °C and 1450 and 1500 °C for a period of 2 h.

The fibrous powder and ceramics were investigated by the method of
physical-chemical analysis. The crystalline structure and microstructure of the
fibrous powder synthesized and the ceramic samples prepared were exam-
ined. Density, porosity, moisture absorption, and compression strength of
the ceramic samples were determined. The structure was investigated using
the methods of X-ray phase and X-ray structure analysis (DRON 3, Ad-
vance 8) during CuKo monochromated radiation. Sizes of different-structure
alumina oxide crystallites were calculated by Sherrer formula [8]. The mi-
crostructure of powders and ceramics was studied by the electron microscopy
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Fig. 10.1 X-ray grams of fibrous alumina samples, annealed at the temperatures. a 700°C. b
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Fig. 10.2 Photographs of a-Al, O3 fiber microstructure (x10,000—SEM) (a) and its nanostructure
(x100,000—TEM) (b)
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Table 10.1 Parameters of fibrous nanostructured alumina phases lattice

Composition Temperature,°C  Crystalline phase Parameters of lattice, A
a b c
Al O3 500 Amorphous — — —
700 y- 7.93 7.93 7.93
900 - 11.81 291 5.63
1100 A- 4.73 4.73 12.94
1300 o— 4.75 4.75 12.98

method on a scanning electron microscope (SEM) “Mira” of the Firm “Tescan”
(Czechia) within the reflected electron regime at an accelerating voltage of 20 kV.
The error of geometric sizes determined by the SEM method was 5 %. The nanostruc-
ture of the fibrous powder was examined by the transmission electron microscopy
method (TEM) (microscope JSM—200 A at an accelerating voltage of 200 kV with
x 100,000-120,000).

The properties of fibrous powders: packed and pycnometric densities, were found
according to GOST 27801-93 and GOST 24409-80 and the specific surface by the
Brunauer, Emmett and Teller (BET) method (analyzer of surface and porosity ASAP
2020 of the Firm “Micromeritics,” USA). Apparent, pycnometric density and open
porosity of annealed ceramic samples were determined by the method of hydrostatic
weighing according to GOST 24409-80. Compression strength was tested by a
universal test machine Instron 1195 (UK) at a loading of 50 kg, with a loading rate
of 1 mm/min; the measuring error was 1 %.

The temperature coefficient of linear dimensions of the matrix and the composite
was examined by a quartz dilatometer in the temperature range 50-600 °C.

The thermal stability was estimated by a number of heat changes at a temperature
difference of 900 °C/10 °C. This method consisted in defining a number of the cycles,
including the heating of samples at 900 °C for 30 min and their subsequent cooling
in running water.

10.3 Results and Discussion

The study of the shrinkage of the samples of the system Al,03;—Si0,-TiO; in the
process of consolidating powders has shown that the changes in linear dimensions
and weight loss of samples within 1350-1500 °C was insignificant and was, on an
average, 1-5 rel. %. This is due to the use of low-shrinkage quartz sand as alumina. In
what follows, the sintering processes in ceramics were accompanied by melting glass
masses in the range of temperatures above 1400 °C. The shrinkage was determined
both through the temperature, at which the melting started, and through the amount
of the liquid phase to be formed in material and reached 2 %. In this case, the weight
loss did not exceed 1-1.5 mass %. The samples annealed at 1500 °C had somewhat
increased shrinkage when the melting process intensified.
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The introduction of the nanostructured filler slowed down the process of melting
glass masses, because with its participation new high-temperature phases of mullite
and tialite were formed. As a whole, the synthesized composite material was char-
acteristic for low shrinkage and weight loss. This was the important technological
quality, since practically the machining of the blanks sintered was not needed. To
determine the refractoriness, the samples of the matrices M1 and M2 and composites
MCI1 and MC2 were annealed at 1580 °C. The silicate matrices M1 and M2 were
completely melted and spread, whereas the composites were partially melted near
the ends of the cylinders, but they fully preserved their shape.

The investigation of the structure of the composites sintered made it possible to
discover the mechanism and dynamics of solid-phase processes in the multicompo-
nent silicate system and to assess the influence of the nanostructured filler a-Al,Os.
The X-ray phase analysis of the initial components and the M1 samples after heat
treatment at 1350 and 1400 °C is evident of the fact that chemical reactions are absent
and new compounds are formed in material. Within this temperature range, a-quartz
partially turns to a-cristobalite. Moreover, the mullite reflexes appeared on the X-ray
photograph. While introducing the nanostructured filler, quartz completely turned to
a-cristobalite and the mullite content increased. As the heat-treatment temperature
of M1 samples was increased up to 1450 °C, the aluminum titanite phase appeared in
small amount and a-quartz transformed to a-cristobalite. After 1500 °C isothermal
annealing, the composition of the matrix M1 was a multiphase mixture of initial and
newly formed products: alumina, rutile, a-cristobalite, mullite, and tialite impurities.
The introduced nanocrystalline filler a-Al,O3 caused a complete interaction of the
initial components. As a result, at 1450 °C mullite was the basic phase, whereas at
1500 °C, tialite, silica, and alumina were absent and the rutile content did not exceed
5-10 mass %. The same influence on solid-phase processes was also exerted by the
nanostructured filler in the composite MC2 with the increased silica content. The
Si0; excess prevented the formation of chemical compounds at heating up to 1500 °C
(Fig. 10.3a). The influence of the nanostructured filler - Al,O3 on solid-phase re-
actions in silicate matrices of variable composition was practically the same. The
noncompensated energy of the surface of particles and their agglomerates decreased
the Gibbs energy AG and initiated the interaction between the initial components. In
what follows, at 1400-1450 °C the process of forming mullite became more intense
and at 1500 °C, tialite.

The filler—matrix particle interaction and the formation of glass masses were also
investigated with the use of an electron microscope. The analysis of the microstruc-
ture of the M1 samples enables one to define the process of consolidating powder
particles into ceramic material as nonequilibrium and the structure of a ceramic sam-
ple as heterogeneous and chaotic. In the process of sintering, the particles did not
form symmetric layers but were located in all directions at different angles. Owing
to this, the porosity of the material was nonuniform and the material contained small
and mean pores as well as large pores and capillaries. When the M1 samples were
heated up to 1450-1500 °C, aluminum silicate was partially melted and the melt
filled large pores and bonded matrix particles (Fig. 10.4a, b).
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Fig. 10.3 X-ray grams of the SiO,—Al,03—TiO, ceramics samples annealed at a temperature of
1500 °C with nanocrystalline filler a-Al,Os. a Matrix M2. b Composite MC2. M mullite, R rutile,
a a-Al,O3, K a-crystobalite, Q quartz, T tialite

Fig. 10.4 Photographs of the microstructure matrix M2 (a) and (b) and composite MC2 (c) and
(d) annealed at temperatures 1350 °C (a) and (c¢) and 1500 °C (b) and (d)

The introduction of the nanostructured filler favored a more uniform distribution
of the small particles of the matrix and the skeleton of fibrous particles was formed in
the composite material (Fig. 10.4c, d). The glass masses fully covered the particles
of the fiber a-Al,O3, thereby forming a close contact with them. This gave rise to
solid-phase reactions at the phase boundary and material strengthening.
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Fig. 10.6 Dependence of /—apparent density, 2—water absorption, 3—porosity, 4—compression
strength of matrix M2 (a) and composite MC2 (b) on heat treatment temperature

For the influence of the filler on the physical-mechanical properties of composites
to be assessed, apparent density, open porosity, and moisture absorption, as well as
the bending and compression strength of the samples of the matrix and the composites
annealed at assigned temperatures: 1350, 1400, 1450 and 1500 °C, were determined.
The averaged measurement results of the properties of the samples of the matrices
M1 and M2 and composites MC1 and MC2 are plotted graphically in Figs. 10.5 and
10.6.

It was found that as the temperature was increased, the porosity and moisture
absorption of the matrix and the composite decreased differently. The porosity of the
matrix M1 sintered at 1500 °C was preserved at a level of 67 %, whereas that of the
composite MC1 was 17 %. The moisture absorption value decreased up to 1-2 %.
The density of the matrix samples annealed at 1350—-1400 °C almost did not change,
sharply increased with melting glass masses (1450 °C), and again decreased in the
samples annealed at 1500 °C. This is due to forming new macropores at cooling of
the melt of glass masses in samples. The strength of the composite samples changed
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similarly, and its value was maximum after heat treatment at 1450 °C. The viscous
melt of silicate masses filled macropores and enveloped small particles, thus forming
closed pores. The total material porosity was then about 20 %. It should be taken into
account that the cooled-down mass was brittle. So, the strength of such a material at
deformation is not high.

The introduction of the nanostructured filler gave rise to a new structure in the
composite—elastic skeleton that was in contact with different matrix particles. At heat-
ing, it interacted in the solid phase with silica. As a result of this interaction, mullite
was formed. The reaction of the nanostructured filler with the melt of glass masses
resulted in the formation of tialite. The formation of the mullite—tialite composite
increased the density and strength of ceramic material (Fig. 10.5).

The similar dependences of physical-mechanical properties, when the heat treat-
ment temperature is increased, are seen for the matrix M2 and the composite MC2.
When introducing the filler, a higher material porosity was preserved, but this did not
reduce the strength since between the filler surface and the matrix particles a great
number of contacts were formed because of the generation of new phases. The latter
strengthened the material. The dependences of porosity and moisture absorption as
well as of density and strength of M2 and MC2 materials on the heating temperature
are similar in character. However, the silica content in the matrix M2 is higher, which
decreased the temperature of forming the melt of glass masses and also caused some
decrease in the composite material strength as compared to the matrix M1 and the
composite MC1 (Fig. 10.6).

The material density of the obtained composite samples was higher than that of
the matrix. The material porosity was higher; however, the strength characteristics
were also higher.

The influence of the nanostructured filler a-Al, O3 on the thermal coefficient of
linear expansion (TCLE) was studied in the case of the matrix and composite samples
at heating from 50 to 600 °C. The analysis of the measurement results has shown
that for the ceramic samples annealed at 1350-1450°C, the coefficient of linear
expansion of material first increased by growing the heating temperature to 300 °C
and then decreased. The availability of a small maximum in the curves is caused by
areversible phase conversion o <> § of cristobalite that occurred at 250-300 °C [9].
The TCLE values of the samples annealed above 1450 °C smoothly increased from
2.5 x 107%t03.7 x 1079 K~'. According the X-ray analysis data, at 1500 °C tialite
with low TCLE was formed. TCLE of the materials heat treated at 1500 °C decreased
by a factor of 2 in comparison with ceramic samples annealed at 1350—1400 °C. The
heat resistance of the samples of the system SiO,-Al,03;-TiO, as well as of the
composites MC1 and MC2, was investigated within the thermal shock regime. First,
the ceramic samples preliminarily sintered at 900 °C for 35-40 min were kept to
achieve thermal equilibrium. Then, they were removed and placed into cold running
water with a temperature of 4-10°C. After each temperature-changing cycle, the
samples were visually examined in effort to reveal cracks and defects. After each
10 cycles, the changes in the mass and sizes of the samples were assessed. The
testing of the materials has shown that 70 % of the M1 samples and 72 % of the M2
samples stood more than 50 temperature-changing cycles and 98 % of the samples
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Fig. 10.7 Photographs of the
composite samples MC1 and
MC?2 after thermal shock tests

of nanostructured-filler-containing composite materials—more than 70 temperature-
changing cycles. Figure 10.7 illustrates the photographs of the composite ceramic
samples after their testing for heat resistance.

Thus, using fibrous nanostructured aluminum oxide as the active filler in the
system Al,03;—Si0,-TiO,, it became possible to prepare lightweight porous heat-
resistant ceramic materials with improved mechanical and thermal characteristics
at 1450-1500 °C. The use of nanostructured oxide modifiers—fillers enables one
not only to improve their reliability and durability but also to create new ceramic
composites with required properties.
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Chapter 11

Technological Aspects of Corrosion-Resistant
Steels Surfacing by Intense Relativistic Electron
Beams

V. V. Belozerov, S. E. Donets, V. F. Klepikov, V. F. Kivshik, V. V. Lytvynenko,
Yu. F. Lonin, A. G. Ponomarev and V. T. Uvarov

11.1 Introduction

Intense tubular relativistic electron beams are a promising tool for a number of
practical applications, such as obtaining nanodispersed powder materials, surface
properties modification of products, remote surfacing, etc. In current technologies
for obtaining of nanopowder materials, one of the leading techniques is one based on
the materials handling concentrated flows of energy. Using the various technological
equipment (pulse current generators, accelerators), energy is inputted into the mate-
rial in the form of intense impulse current [1], the plasma flows of charged particle
beams. Each of the specified types of impact is characterized by a certain decompo-
sition mechanism of processed materials to micro- and nano-sized state. Thus, the
action of intense pulsed currents based on the thermal evaporation of a melt conductor
with its subsequent condensation in liquid [2], the use of plasma flows and charged
particle beams also involves evaporation and condensation of a material in a vacuum
or in a special atmosphere [3]. Specified ways of using these beams are mentioned
due to the fact that the irradiation of metals and alloys by intense relativistic electron
beams (IREB) in the ablation mode is accompanied by the ejection of material from
the surface [4] and change of properties of the target material. It is known [5] that the
modified properties area of the inhomogeneous modified target by volume signifi-
cantly exceeds the limits of penetration of the beam particles. The irregularity factor
is significantly enhanced with the irradiation by tubular beam. Understanding of the
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features’ change in the state of the target irradiated by tubular IREB (structural phase
transitions, the redistribution of the elemental composition, microhardness) seems
to be important to create new scientific fundamentals of radiation nanotechnology.

11.2 The Experimental Technique and Problem Statement

As test samples, we used the two grades of corrosion-resistant steels 12Cr21Ni5Ti
and 08Cr18Nil0Ti since their radiation modification is of practical interest as well
as scientific and model objects. The first grade containing 5% Ni and 21 % Cr
is characterized except o and y phases by the presence of o-phase (intermetallic
compound type FeCr). The second grade contains to about 10 % Ni and 18 % Cr has
a typical austenitic structure [6].

Experiments were made on the accelerator MIG-1 [7] (NSC “Kharkov Institute of
Physics and Technology” NASU, Kharkov) with the following parameters: electron
energy 0.5 MeV beam current <2 kA and pulse duration of about 5 ms. In order
to increase the density of the energy released at the target surface and increase
the nonuniformity of the irradiation field, tubular electron beam was formed. The
external beam diameter was about 40 mm, wall thickness of the beam 2-3 mm, and
the density of the released energy at the surface of the irradiated target in the ablation
mode reached 1 kJ/cm?. The targets were irradiated in a vacuum chamber at booster
pressure 10~*~107 torr with three pulses of irradiation.

The aim was to study the fracture of targets in the area of the beam influence
and metallographic studies to estimate the change of the phase composition and
microhardness.

The surface and cross section of the samples were investigated with an optical
microscope MIM-7; electrolytic etching was made in a solution of acetic acid. For
a phase analysis of the samples, X-ray diffractometer DRON-3 was used with the
radiation of A-Cu with monochromator on diffracted beam. An analysis of fractures
was carried out with a scanning electron microscope JEOL JSM-840. Microhardness
was measured on a PMT-3 durometer. The beam current on the target is measured
using a Rogowski coil and shunt [8].

11.3 Results and Discussion

The influence of a series of tubular IREB pulses on the target surface forms an annular
crater with the bottom, shores, and overlays, formed due to the explosive ejection
of the target substance. The remelted surface layer consists of numerous macrolugs.
Figures 11.1 and 11.2 show a cross section of the steel target samples 12Cr21NiSTi
and 08Cr18Nil0Ti, respectively, at the same magnification. The average thickness
of the remelted layer is about 15 microns and its structure differs significantly from
the rest of the material.
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Fig. 11.1 Panorama microsection of steel grade 12Cr21Ni5Ti

There is a distinction in the thickness of the heat-affected zone, depending on the
part of the crater. In the area of the crater, the shores and overlays remelting zone
is thick enough, and the zone of thermal effects (transition zone) is very small. At
the bottom of the crater from which the material was ejected, the remelting zone
is fairly shallow and outstrip zone of thermal influence. This is encompassed to
both the studied materials (Figs. 11.1 and 11.2). It is obvious that the remelting
zone corresponds to a region maximum energy absorption of the beam, whereas in
the neighboring areas the specific value of the absorbed energy is sufficient only
to initiate solid phase recrystallization, which provided a wider monitored zone of
the heat-affected area. The observed bands reproducing curves that delineate the
boundaries of the crater are of interest. The nature of these bands can be explained as
superposition of impacted areas of the previous pulse (in this experiment, there were
only three pulses whereas bands number significantly greater) as the segregation
[9] to the boundary contour temperature values corresponding to the solubility limit
of the alloying elements. The possibility of observing the effects of electroplastic
effect [10], which exhibits itself in a dynamic impact of current pulses on the target
material, cannot be excluded.

Since the modifying effect of the electron beam on the target lies not only in
radiation-thermal mechanism but also in the shock wave, whose influence spreads
deeper heat-affected zone, we measured the microhardness in different areas, as
shown in Fig. 11.3, its values presented in Table 11.1.
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Fig. 11.3 Scheme for measuring in the cross section of the sample (/—remelting zone, 2—zone
of thermal influence, 3—zone of integrated influence, 4—not treated zone)

Table 11.1 Microhardness values for different zones of the samples

Zone Microhardness 12Cr21Ni5Ti, Microhardness 08Cr18Nil0Ti,
MPa MPa

Zone of integrated influence 2530 1900

Zone of thermal influence 3450 2280

Remelting zone 2900 2120

Initial sample 3200 2200

As can be seen from Table 11.1, the zone of thermal influence is slightly hardened,
whereas in the remelting zone and in the zone of integrated influence the micro-
hardness decreases. For the remelting zone, it can be interpreted by preferential
evaporation of alloying elements. For the zone of shock-wave impact, it can be
interpreted by loss of strength due to the movement of the rarefaction wave front.
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Fig. 11.4 Fracture of steel grade 12Cr21Ni5Ti (a—initial sample, b—irradiated sample)
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Fig. 11.5 Fracture of steel grade 08Cr18Nil0Ti (a—initial sample, b—irradiated sample)

Fracture images are shown in Figs. 11.4 and 11.5. For fracture samples were
subjected to cyclic loading. The remelted layer has a columnar structure, indicating
that there occurred crystallization of the melt. In the heat-affected zone, facets with
an average size of 1 micron are visible, while in the initial sample size of facets on
the order more for both grades.

In order to clarify the content of alloying elements in the remelted area, we carried
out elemental analysis of microsections of the irradiated samples. An elemental
analysis in Fig. 11.6 shows a tendency to reduce the content in the surface region of
the chromium and nickel.

For initial samples of two grades of steel was found occurrence of two phases
(a-Fe and y-Fe) using quantitative phase analysis Fig. 11.7. After irradiation of the
samples, the a-Fe decrease (Table 11.2) is also confirmed by examination of the
microstructure of the surface with a much smaller number of a-phase crystallites.
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Fig. 11.6 Changing element composition of subsurface area of the treated steels 12Cr21Ni5Ti (a)
and 08Cr18Nil0Ti (b)
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Fig. 11.7 Diffraction pattern of steel grades 12Cr21NiSTi (a) and 08Cr18Nil10Ti (b)
Table 11.2 Quantitative phase analysis
Grade Initial sample Irradiated sample

Austenite, % Ferrite, % Austenite, % Ferrite, %
12Cr21Ni5Ti 85 15 93 7
08Cr18Nil0Ti 87 13 97 3

Phase composition of the remelted layer is composed mainly of austenite but in the
same is very small observed quantity 8- and a-iron. For sample of 12Cr21Ni5Ti in
the heat-affected zone on projecting parts martensite structure is formed with clearly
seen acicular structure. Due to the high cooling rates in the remelting zone, the
alloying elements are superseded to solidification front.

Microhardness in the integrated impact zone is lower than the value for the same
depth as observed in the initial sample for both grades of steel.
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Fig. 11.8 IREB current oscillogram through target

As the pulsed electron beam current with a peak value of 1.5 kA (beam current os-
cillogram is shown in Fig. 11.8) passes through the target, one of the possible factors
affecting the structural and phase transformations mentioned above is electroplastic
effect accompanying the spread deformation (shock) waves in the target material.
Due to the occurrence of this effect deceleration y-a transformation is observed,
which caused of increasing the plasticity of austenite [11, 12]. The last fact can also
explain microhardness values in the area of integrated influence.

11.4 Conclusions

The impact of tubular IREB on stainless steel in the ablation mode leads to the
depletion of the surface layer by alloying elements, the formation of the surface layer
structures (martensite) with increased microhardness, as well as affecting mechanism
and kinetics of the y-a transformation. In the heat-affected zone of the beam adjacent
to remelting area, segregation bands directions corresponds to the location of lines
of constant temperature.
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Chapter 12

An Ellipsometric Model for Establishing
Thickness of Thin Water Nanolayers on the
Silicon Wafers

Agnieszka Chrzanowska, Piotr Fornal, Natalia Nosidlak, Gabriela Lewinska,
Edyta Ozieblo and Jerzy Sanetra

12.1 Introduction

Electromagnetic field interacts with matter in different ways. Depending on the
energy of the incident wave this interaction may concern electronic properties and
structure properties of the molecules themselves or the whole organization of the
particles. The ability of decoding information from the reflected rays is an undeniably
useful source of information about matter properties.

A special chance to study optical properties of materials offers the technique of
ellipsometry which has been grounded within the field of semiconductor metrology
as a quantitative method for obtaining thin-film properties. Generally, this method is
based on polarization changes that occur when the light is reflected from the sample.
In case of existence of thin films, the reflected light contains contribution from the
light that also travels through the thin films.

The basic quantity measured in an ellipsometric experiment [2] is the complex
reflectance ratio equation

,():ﬁztan\lleiA (12.1)
R
where R, and R, are the complex reflection coefficients for the light polarized parallel
and perpendicular to the plane of incidence, respectively (p and s polarizations). The
two parameters—the so called ellipsometric angles—W and A are experimentally
determined. The data obtained within the ellipsometric experiment show a very high
sensitivity of A parameter to nanometer scale films. Such an effect is not observable
within, for example, the intensity measurements. As a result one can obtain very
reliable data of the thin layer properties.

The aim of the present work is to obtain a quick and reliable assessment of the
water layer thickness on the silicon origin substrates. This information is needed for
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several reasons—the field of interest here includes adsorption studies, biomedical
and electronic applications, soil science aspects, or colloidal materials.

Different methods to study water adsorption on silica has been reviewed in [7].
In this chapter, we also show that ellipsometry measurements, which are quick and
nondestructive, may lead to reliable assessments.

Figure 12.1 presents the geometry of the sample studied. A simple silicon (Si)
wafer is considered here as covered by the thin layer of silica (87 O;), which is present
due to its exposure to air. If the experiment is carried out at room temperature
on top of the surface, a thin layer of the adsorbed water should be considered.
Ellipsometric data for this sample were acquired using J. A. Woolam Company VASE
ellipsometer. Optical modeling and data analysis were done using CompleteEASE™
software package which also contains the database of optical properties of different
materials. Ellipsometric properties W and A were obtained at different wavelengths
180-1800 nm (or energies corresponding to them.)

12.2 Results

In Fig. 12.2 measurements of the ellipsometric angles W and A vs. energy are
presented together with the resulting model of two thin layers on the silicon
substrate—silica and water. The agreement of the model and experimental data is in-
deed very good. Yet, because of quite a large number of the material data parameters,
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Table 12.1 The parameters of the oscillators used to model the silicon experimental data of Aspnes

Oscillator type A B, Ey E,

‘Tauc-Lorentz’ 555.63 0.258 3.381 3.028
‘Tauc-Lorentz’ 21.534 0.429 4.255 0.938
‘Tauc-Lorentz’ 7.9493 1.037 5.394 1.084
‘Tauc-Lorentz’ 79.290 0.869 3.803 2.049

obtaining a reliable model was not an easy task. In order to successfully model these
data the following properties are needed: the refraction and extinction coefficients
(n and k) of water, silica, and silicon and the thickness of water and silica layers.

We start our analysis from modeling of the silicon optical properties of our sample.
Refraction and extinction coefficients for silica and water have been taken from the
database of the Woolam software. In the case of silicon it is possible that such
properties can be different from the reference data due to the peculiar polycrystalline
structure or defects; hence, modeling is needed. As a springboard we consider the data
of n and k due to Aspnes. On the basis of that, a model is constructed composed of four
Tauc—Lorentz oscillators. The Tauc Lorentz model [5] assumes that the imaginary
part of the dielectric constant is given according to the formula

(E) A 1 E¢B.(E — E,)*
€ = A—
? E (E? — E?) + B2E?

&(E)= 0 E<E, (12.2)

where A denotes the amplitude of the oscillator, E, is the so-called optical band gap
(the Tauc gap), B, is the broadening coefficient of the oscillator, and Ej is the peak
transition energy of the oscillator. The above parameters obtained for the sample
studied are given in Table 12.1.

As a next step, we have tried to assess the thickness of the silica (Si O,) layer.
According to Vedam [10] the spontaneously created silica layer on top of the silicon
surface is about 2.5 nm (see Fig. 12.2 in [10]). This information has been obtained
there as well by ellipsometric modeling as by cross-section electron transmission
microscopy.

Performing fit to the experimental data obtained by us without considering water
layer one obtains the layer of silica about 5 nm thickness. Unless obtaining addi-
tional information or basing solely on the ellipsometric technique results it would be
impossible now to judge which model is more reliable: the one with a water layer or
without a water layer. Fortunately, there exists vast evidence from chemical research
about hydrophilic character of silica due to the presence of surface hydroxyl groups
[1]. Moreover, the model without considering the water layer to the data obtained
after heating of the sample shows that the possible silica layer has shrunk almost
as twice, which is a nonphysical result, giving at the same time a strong argument
for the model with the water layer. Silica is also known as the material with a very
small temperature expansion coefficient thus its thickness should remain practically
unchanged during the fittings.
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The procedure to find appropriate layers thicknesses we have used is as follows.
First, we have found the thickness of the silica layer at the temperature of 300 °C from
the one layer model on the silicon substrate. The found value, 2.32 nm, together with
the optical properties from the Woolam reference material data (the Sellmeier model
for the refraction and the extinction coefficient, see Fig. 12.3) has been used as fixed
values for the fittings of the silicon wafer measurements at room temperature. By
doing so, the only fitting parameter left is the water thickness. The needed refraction
coefficient of water is due to Palik (also from the reference data collected in the
Woolam database).

Using exactly the profiles of the refractive and extinction coefficient adjusted to
Aspnes data (solid lines in Fig. 12.4 and in Fig. 12.5) the water layer is obtained as
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2.96 nm, whereas using directly the Aspnes data—?2.71 nm. We have also checked
the silicon data due to Jellison. The obtained value of the water thickness is now
3.06 nm. As already mentioned before, the data from the database may slightly differ
from the silicon material we actually used, because of the possible influence of the
defects.

Since the precise values of the thin layer thickness depend strongly on the accuracy
of the refractive index used in the calculations, at the end we have allowed the
oscillator parameters to be adjustable parameters. The starting values for fittings
were chosen to correspond to the Aspnes data. After calculations, a silicon model
adjusted to our sample provided parameters that are given in Table 12.2. The value
of water thickness obtained happens to be very close to the Jellison data based model
—3.07 nm.

The optical properties of silicon from different models and measurements have
been given in Figs. 12.4 and 12.5. The fittings of the optical properties of our silicon
sample give slightly smaller values to the known in literature, especially at the areas
with the peak structures. This property is attributed to the influence of defects and
their consequences. Yet all the data are still very close to each other.

A summary of the water layer thicknesses obtained on the basis of different silicon
data is provided in Table 12.3.

12.3 Discussion and Conclusions

As it is given in Table 12.3 the water layer is relatively thick, about 3 nm (with
humidity about 50 %), which corresponds approximately to the stack of 10 water
molecules. This result leads to very nontrivial conclusions. First of all one should
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Table 12.2 The parameters of the oscillators (of the Tauc-Lorentz type [5]) used to model the silicon
sample studied

Oscillator type A B, Ey E,
‘Tauc-Lorentz’ 565.86 0.276 3.373 3.026
‘Tauc-Lorentz’ 22.6 0.461 4.279 0.981
‘Tauc-Lorentz’ 8.20 1.386 5.537 0.0
‘Tauc-Lorentz’ 89.52 0.872 3.814 2.291
Table 12.3 Thickness of the Model of the silicon Water thickness
water layer on the top of
silicon wafer Jellison 3.06

Aspnes 2.71

Aspnes: Tauc-Lorentz 2.96

Tauc-Lorentz current sample 3.07

remember that AFM tips are made of silicon, unless they are metalized their operation
undergoes within the water—on the nanoscale the tips are wet. If the sample studied
by AFM is also of silicon, as, for instance, for nanotribology purposes [8, 9], then this
feature is even more enhanced. Also, substrates that are of other kind but still contain
silicon molecules like silicon nitride surfaces [4] or silicon-containing diamond-like
carbon (DLC-Si) films are covered with adsorbed water [6], yet not because of silica
but rather due to the larger content of silanol groups(Si-OH) which are expected to
exist if silicon molecules are present at the surface interface. In fact, these are free
silanol aggregates and hydrogen-bonded silanol aggregates which play a crucial role
in the adsorption of water molecules. Any rearrangement or change in concentration
of silanol groups is expected to change the adsorption properties of any material
containing silica [12]. These groups are found to be thermally stable up to 900 K
[11]. In[6], on the basis of the ellipsometry modeling, it has been given that the water
layer thickness is, like here, also large, between 1 nm and 4 nm. In this chapter, it has
been also shown using different diamond-like carbon samples enriched with silicon
atoms that the absence of silanol groups (because of no silicon atoms in the sample)
leads to no adsorbed water.

The amount of silanol groups and water adsorption have also been investigated in
detail, in the case of a bilayer silica by Yang et al. [11] under vacuum conditions using
infrared reflection—absorption spectroscopy (IRAS) and temperature-programmed
desorption. Although the experiment conditions there were performed at vacuum,
thus far from room-like conditions, there is a notion of already five layers of heavy wa-
ter D, O atthe temperature as low as 100 K from temperature-programmed desorption
method.

Knowledge of the water layer thickness is also indispensable in studying bio-
logical samples. In [3], for instance, the estimated thicknesses of the associated
water in the presence of the biological membrane used in the model was assumed
as 0.9 nm; no information has been, however, given about the substrate without at-
tached biomolecules, whether it was still on the level of 1 nm, or it was thicker but
the presence of biomolecules made it thinner. No details of ellipsometric calculations
have been given in this paper. A more popular tool in studying biological samples is
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the AFM microscope, which gives even more opportunity to obtain important data,
like elastic properties. Here also the knowledge about nanowater amount is of cru-
cial importance. In the case of softer samples like, for instance, compressible fluid
lipid membranes, the AFM tips may induce molecular rearrangements and bilayer
deformations. Tip-induced perturbations together with the thin layer water influence
as yet remain incompletely understood.

Acknowledgments This work has been partly supported by Polish Grant No. F-1/18/DS/13 and
F-1/541/DS/13.
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Chapter 13

The Effect of Sintering Temperature on Linear
and Nonlinear Optical Properties of YAG
Nanoceramics

V. Ya. Gayvoronsky, A. S. Popov, M. S. Brodyn, A. V. Uklein, V. V. Multian
and O. O. Shul’zhenko

13.1 Introduction

In the early 1960s, translucent alumina ceramics (Lucalox) were first developed by
General Electric Co. [1] which is now widely used as tube material for high-pressure
sodium lamps. Since then, other transparent (or translucent) ceramic systems such
as SiAION, AION, MgO, AIN, SiC, Si3Ny, ZrO,, PLZT [2] were developed. Recent
improvements in powder synthesis and ceramics sintering made it possible to fab-
ricate high-quality materials. Besides good transparency, these ceramics have main
advantages of structural ceramics, e.g. high strength, hardness, corrosion resistance,
and high- temperature resistance. It became possible at the first time to prepare active
elements from such media of high temperature melting points as sesquioxides like
lutetium (Lu,03), scandium (Sc,03), and yttrium (Y, O3) [3, 4]. Nowadays, transpar-
ent ceramics have attracted much attention due to numerous advantages over single
crystals (SCs). The use of ceramics can solve some technological and economical
issues associated with the production of SCs [5, 6, 7]. It is possible to produce
heavily and homogeneously doped ceramics with composite structure [8, 9] and
complex shape [10]. Besides, ceramics can provide highly efficient laser generation
comparable or superior to those of SCs [11, 12].

Currently, yttrium aluminum garnet (Y3Al50;2, YAG) co-doped with rare-earth
elements is one of the most extensively studied and widely used material for ap-
plications. During the 1980s, translucent YAG ceramics were fabricated [13, 14];
however, poor optical quality and relatively large scattering losses resulted in low
laser generation efficiency. In 1995, Ikesue et al. showed the possibility of fabri-
cating transparent Nd: YAG ceramics with reasonable efficiency for solid-state laser
applications [15]. Continuous wave (CW) lasing was observed at 1064 nm with
generation efficiency of 28 % using diode pumping at 808 nm. The efficiency was
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similar to the obtained for the single crystal one. Since then, the development of
this technology has led to the achievement of highly efficient laser oscillation in
both compact devices and powerful laser setups. J. Dong et al. [16] have studied
heavily Yb-doped YAG ceramics. They achieved a generation efficiency of 52 % for
I-mm-thick YAG ceramic doped with 20 atomic percent ytterbium ions. In 2002,
a group led by Ueda, in collaboration with Toshiba and Konoshima Co. (Osaka,
Japan), reached 1.46 kW using a Nd:YAG ceramic rod with the size of 8 mm in
diameter and 203 mm in length [17]. In application to medical diagnostics imaging,
dosimetry, nuclear medicine etc., scintillation optical ceramic materials have become
comprehensive as single crystal ones. Transparent Ce: YAG demonstrates significant
advantages against SC [18, 19]. Luminescent and scintillation characteristics of the
scintillation ceramics based on Ce-doped YAG (Ce:YAG) and rare-earth ion-doped
lutetium aluminium garnet (LuAG) have been reported in [18] and [19] respectively.

Dense ceramics with nano grain size may display new structural, magnetic, elec-
tronic, and optical properties with large application potential. There are three main
methods to prevent grain growth during sintering: addition of dopant that modi-
fies atoms diffusion process, application of hot-pressing, and sintering powders in
metastable crystallographic phases. Also, there is an alternative method to produce
optical ceramics like microwave sintering, field assisted sintering, shock consoli-
dation, slip casting in a strong magnetic field, and high-pressure low-temperature
sintering (HPLT) [2].

Sintering at high pressures and low temperatures has several advantages in com-
parison with traditional methods, namely: (1) inhibition or grain growth; (2) lower
sintering temperature; (3) shorter sintering time; (4) ease of fabrication, etc. The
pronounced advantages forced more detailed study of the high pressure sintering
techniques performed by several research groups.

It was found that sintering mechanism under high pressure is quite different from
that under ambient pressure [20]. It was stated that pressure can restrain grain growth
and initiate plastic deformation to eliminate pores and additional phases that can exist
in triple junction of grains. With increase in pressure of up to 1.0 GPa, the average
grain size was about 55 nm. At this initial stage of high-pressure sintering, high
pressure accelerates particle flow and reduces the distance between the particles.
However, sintering stress increase and grain growth promotion was observed. At the
middle and high pressure range, between 2.0 and 5.0 GPa, grain growth is modest.
It indicates that even high pressure can restrain grain growth resulting in obtaining
nanostructured ceramics. When loading pressure is equal to 4.0 GPa, the local high-
stress concentration is expected to diminish due to the increase of the total contact
area between individual particles, i.e., the yield strength that the sample reaches.

Recently, Liu et al. [21] has reported about synthesis of the near totally dense
transparent nanostructured YAG ceramics. It was proposed a high pressure sintering
mechanism based on analysis of grain size and residual stresses in nanoceramics.
It has been found that increase of sintering temperature from 300 to 500 °C at 5.0
GPa causes nonmonotonic variations of residual microstrains while average grain
size increases.
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In the present work we study the effect of sintering temperature on structural
and optical properties of YAG nanoceramics fabricated by HPLT pressure technique.
The object of present research is optical nanoceramics produced from nanopowders
sintered under high pressures ~7.5 GPa using relatively low temperatures 400—
500 °C. The impact of the structure on the NLO response of the studied ceramics
was analyzed.

13.2 Sample Preparation

All samples were consolidated under thermobaric static conditions at high-pressure
toroid-type apparatus [22]. The scheme of pressure cell setup is presented in Fig. 13.1.
Before placing into the high pressure cell at the initial YAG, powder was uniaxially
compressed in a steel mold at a pressure of 450 MPa into pellets 15 mm in diameter
and 1 mm in height. Pressed precursor powder covered by protective tantalum foil
(3) placed between two molybdenum disks (5). Such construction allows chemical
purity of nanoceramics to remain unchanged. After sintering, in order to prevent
concavity, the nanoceramics were placed between two disks made from hard alloy
(6). The pellet was placed in a capsule of chemically inert hexagonal boron nitride
(7), which was used to ensure the quasi hydrostatic compression of a sample and to
prevent its contact with a graphite heater (2).

The consolidation was conducted at pressures of ~7.5 GPa and temperatures
in the range from 400 to 500 °C. The isothermal holding time during hot isostatic
pressing was 2.5 min. The main preparation parameters for fabricated samples and
notation used in this work are summarized in Table 13.1. Average density p of sintered
samples was measured using gravimetric method. The porosity P was estimated from
measured average density according to formula P = 1 — p/ps., where ps. = 4.55
g/cm? is the density of the YAG single crystal [23].
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Table 13.1 Preparation parameters and notation of the ceramic YAG samples including scintering
pressure/temperature, sintering time and resultant thickness, density and porosity

Notation Pressure, Temperature, Time, min Thickness, Density, Porosity, %
GPa °C mm g/em?

S1 7.5 400 2.5 0.180 3.94 13

S2 7.5 450 2.5 0.178 3.98 13

S3 7.5 475 2.5 0.180 4.10 10

S4 7.5 500 2.5 0.180 4.01 12

The mean size of the YAG powder particles was found out by transmission electron
microscopy. It was shown that the precursor powder mostly consist of the particles
with the size range 30—-100 nm, being agglomerated in aggregates with the size about
1-5 um. The aggregates are tough and in the form of plates. Probably, the aggregates
follow the form of the synthesized primary YAG nanoparticles. The diffraction pat-
terns were measured in 26 range from 10 to 80 degrees with step size of 0.01 degrees
and step time of 5 s at room temperature. The diffraction patterns were evaluated us-
ing MAUD 2.3 open-source software. Reference diffraction patterns were collected
using Crystallography Open Database (COD) [24]. Both experimental and reference
(COD #4312143) diffraction patterns are presented at Fig. 13.2. Experimental X-ray
diffraction peaks in the patterns (solid and dashed lines) match well with reference
data for YAG (red vertical lines). This result indicates that the composition of the
ceramics is Y3Al;Oj, with garnet structure. The stated in other works structural de-
composition [25] of YAG ceramics or partial amorphization [26] was not observed.
Nevertheless, the diffraction peaks from the different phase may not be clearly seen
due to their low intensity or large width.

The X-ray diffraction peaks are asymmetric and their width increase with 26.
This fact indicates presence of microstrains. The intensities of the diffraction peaks
increase with growth of sintering temperature due to decrease of the vacancy concen-
tration [27]. The background intensities increase with higher vacancy concentration.
It can be seen from difference curve (difference between S4 and S2 diffraction pat-
terns) that with the increase of sintering temperature diffraction peaks exhibit shift
to the low angles side (Fig. 13.2).

13.3 Experimental Techniques

The scheme of experimental setup for spatial distribution of the cross-section analysis
of the optical scattering is presented in Fig. 13.3a [28]. The measurement system is
based on the goniometer G-5. The DPSS laser (A = 532 nm, P = 50 mW) and sample
were mounted on fixed arm of goniometer. The light was registered by CCD array
AMKO LTI MuLTIray (1024 pixels with 25 x 200um? pixel size, 12-bit digital
resolution) that was positioned on the movable arm at a distance of L = 200 mm
from the sample. The optical scattering indicatrix measured for ceramic samples
characterize spatial distribution of the power of the scattering radiation A Py.,:(6),
which propagated along the direction 6 (Fig. 13.3a).
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Fig. 13.2 X-ray diffraction patterns for nanoceramics sintered at different temperatures: 450 “C
(82—solid line), 500 °C (S4—dashed line). The patterns are compared with the YAG reference
(COD #4312143) (red vertical lines). Upper curve corresponds to the difference between the two
samples

To estimate the scattering losses in forward hemisphere we calculate the integral
coefficient of scattering pycq; [29]:

2 [™* AP®) .
sin 0d6 (13.1)

Py

Pscat =

Omin

where AQ = 47 sin® Orens/2 = 1.8 x 1073 sris a solid angle over the part of forward
hemisphere, 6,,;, ~ 1.8° exceeds the lens angular aperture 6;,,,; = arctan (d/2 L) ~
1.4°. The data was normalized on total power Py transmitted into the forward hemi-
sphere. The scheme of experimental setup for the measurements of spatial laser beam
profile transformation is presented in Fig. 13.3b. Two CW DPSS lasers at 532 nm and
1064 nm with the Gaussian spatial profile were used as laser sources. The samples
were positioned after the focal point of the focusing lens. The study of spatial beam
profile transformation behind ceramic samples was performed with CCD-camera
(ATiK 16 IC-HS with pixel size 7.4 x7.4 um? and 640x480 image resolution) as in
scattering measurements (it was positioned in 6 cm after the sample output face). The
high-frequency noise of the spatial profile was removed by moving average filter in
combination with Fourier low-pass filter. All statistics including standard deviation,
skewness and kurtosis were calculated in order to provide quantitative information
about laser beam profile.

13.4 The Total Transmittance Measurements

The measurements of the total transmittance (TT) were performed with three different
laser sources at the wavelengths 532 nm, 650 nm and 1064 nm. The spatial beam
profile beam quality checkup was performed with a CCD array. The sample was
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Fig. 13.3 Schemes of the experimental setups: a for measurements of angular dependence of
scattered light intensity (6 denotes the angle between the incidence laser beam and scattering signal
acquisition directions); b spatial laser beam profile transformation analysis; ¢ laser beam self-action
technique (photoinduced variation of total transmittance); d in-line transmittance measurements. A
attenuator, BS beam splitter, L' lens with focal distance 8 (I) or 11 (IT) cm, S ceramics sample,
D diaphragm (@ = 5 mm), PDI and PD2 — incident and transmitted power/energy registration
channels

placed at the fixed distance of 16 cm after the lens, and the intensity was varied with
a neutral attenuator that does not deflect the beam. The experimental setup contains
two photodiode channels. The first, reference channel (photodiode of this channel is
indicated as PD1 in Fig. 13.3c) measures the laser beam power/energy at the input
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of the optical system. To measure the TT, the sample was placed at the photodiode
(PD2) aperture to avoid energy loss due to the high scattering.

The TT of the studied samples is determined by the signals ratio of the photodiodes
PD2 to PD1 corrected to the apparatus function. In the framework of the cubic NLO
response, the photoinduced variation of the TT T (1) versus the incident intensity I
of the plane light wave can be derived analytically T'(1y) = To/(1+q(lp)). Typically,
the effect is attributed to the two-photon absorption (TPA) process.

In the expression above, Tj is the linear transmission coefficient and g (/p) is given
by the formula:

q(lo) = BloLesy ~ Im(x)I, (13.2)

where Ly = (1 — e7*L)/a — self-action effective length, & — linear absorption
coefficient, L — the thickness of the media, 8 — TPA coefficient, x® — cubic NLO
susceptibility. Spatial averaging across the Gaussian beam profile transforms 7' (/)
into

TV (L) = Ty - In(1 4 q(1))/q(lo) (13.3)

for TEMyy CW laser beam excitation [30].

For the pulsed laser excitation regime it is impossible to obtain the exact expression
for the spatial and temporal averaging across the beam and pulse Gaussian profiles.
We applied the approximate formula

1+ 0.228¢(Io)

TPy =TV (1) ————=
(o) ()] +0.136g(1p)

(13.4)
where the fraction in brackets provides the proper contribution of the temporal
averaging [30].

Thus, the fitting of the experimental TT dependencies by Eq. (13.4) for chosen
laser intensity range allows us to obtain the magnitudes of Aa as well as Im(x®).

13.5 The Total and In-Line Transmissions

We measured the absolute in-line and TT in order to determine optical quality at the
samples. The in-line transmittance grows from 0.5 to 7 % with wavelength increase
(Fig. 13.4). The level of in-line transparency of resultant ceramics is considerably
lower than theoretical limit of transmission for YAG single crystal. Such a decrease
of in-line transmittance is due to large scattering caused by presence of pores, surface
roughness, cracks and light absorption by microdefects in ceramics.

Digital photo of as-prepared YAG ceramic sample sintered at 475 °C is presented
in the inset of Fig. 13.4. It is clearly seen that the sample is translucent which is
mainly due to relatively large porosity (see Table. 13.1) caused by strong precursor
powder agglomeration. Nevertheless, the text on the other side can be distinctly seen.
Morphology and dispersity of precursor plays a significant role in sintering process.
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Fig. 13.4 The in-line spectral
transmittace dependencies of
YAG ceramics samples with
different sintering
temperature: 400 °C
(S1—solid line), 450 °C
(§S2—dashed line), 475 °C
(§3—dotted line), 500 °C
(§S4—dash-dot line). In the
inset digital photo of S3
sample sintered at 475 °C

Inline Transmittance (%)

400 500 600 700 800 900
Wavelength (nm)

The capillary pressure in pores that present within particle agglomerates is as high
as several GPa. External pressure (~7.5 GPa) applied to the samples is insufficient
to close all the pores. The utilization of plate-shape precursor reduces the optical
quality of the ceramics in comparison to the spherical one probably due to more
efficient inhomogeneities formation during the sintering process [31].

The in-line spectral transmittance dependencies for the all studied samples
are monotonic and rise with wavelength increase. The character of the in-line
transmittance for the samples S3 and S4 is similar and in the near IR range it’s
higher than for the other ceramics. On the contrary, the sample S1 demonstrates
the highest in-line transmittance in the visible range (< 700 nm). Whereas, the
lowest in-line transmittance was observed for the ceramic S2. In general, the low
magnitudes of the in-line transmittance for the studied samples (< 5%) is determined
by the efficient scattering that will be discussed in Sect. 13.6.

Spatial laser beam profiles transmitted through the ceramics sample with sintering
temperature 475 °C are presented in Fig. 13.5. Colorbar on the right side of the graph
shows the appropriate intensity distribution. Image scale is shown as a segment of
length 1 mm. The amplitude on the left subplot is three times lower.

No significant sintering temperature effect on spatial laser profile at 532 nm
(Fig. 13.5a) for the samples was observed, while at 1064 nm (Fig. 13.5b) a large
narrowing (~15 %) was observed in comparison with incident laser beam. In the
case of 532 nm there is a strong scattering of laser radiation and speckle pattern
formation. Whereas at 1064 nm only a small distortion of the profile is observed
indicating good transparency at this wavelength.

We performed measurements of laser beam profile form transformation transmit-
ted through the samples with different sintering temperature. All laser beam profiles
were approximated with Gaussian law. The estimated beam width is presented in Ta-
ble 13.2. All the samples demonstrate self-focusing effect at moderate laser intensity
(Fig. 13.6). This result indicates that the studied ceramic samples are very promising
for use as nonlinear optical materials (Table 13.2).
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b m’

Fig. 13.5 Spatial distribution of laser beam at wavelength of a 532 nm and b 1064 nm transmitted
through the ceramics sample sintered at 475 °C. Amplitude on the left subplot is three times lower

Fig. 13.6 Laser beam profiles
transmitted trough the YAG 1.0
ceramic samples at 1064 nm: 5
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Table 13.2 Comparison of laser beam width transmitted though the YAG ceramic samples at wave-
length of 1064 nm. w/w stands for ratio of the laser beam transmitted though the sample to the
laser beam without the sample (the laser beam width without the sample wy = 0.54 mm)

Gaussian w, mm w/wg
S1 0.45 0.83
S2 0.57 1.06
S3 0.44 0.81
S4 0.41 0.76

As stated before, the scattering losses cause a significant decrease of the in-line
transmission in visible wavelength region. Further study of the optical properties
will concern total transmittance (TT). During the TT measurements, the sample was
fixed right on registering device (PD2, see Fig. 13.3c) to neglect scattering losses.
Only surface roughness or absorption due to defects in cercamic samples can be
considered as factors that reduce TT.

The magnitudes of TT of studied samples at given wavelengths are presented
in Table 13.3. The lossless transmission coefficients for single-crystal YAG was
calculated using Sellmeier model [32] with parameters found in [23]. TT of samples
is approximately 70 % (1064 nm), almost twice the magnitude of the one at 532 nm
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Table 13.3 Comparison of measured TT (%) in visible (532 and 650 nm) and near IR (1064 nm)
with calculated values from Sellmeier model and experimental data from Ref. [33] for ceramic
samples

Thickness, mm Temperature, °C 532 nm 650 nm 1064 nm
S1 0.180 400 24 39 68
S2 0.178 450 31 38 76
S3 0.180 475 37 47 82
S4 0.180 500 28 40 73
Ref. [33] 1 350 39 40 40
Ref. [33] 1 450 38 42 47
SC (calc.) - - 83 84 84

(Table. 13.3). While at a wavelength of 650 nm the magnitudes of TT for ceramics
samples with different sintering temperature is close to each other, sample S3 with
sintering temperature 475 °C has the highest magnitudes of TT. The effect of sintering
temperature on TT in all three cases (532, 650, and 1064 nm) is unclear. The TT
magnitude for S3 sample at a wavelength of 1064 nm is 82 % which is close to
theoretical magnitude for the YAG single crystal. The photoinduced transmittance
variations are relatively small.

13.6 Scattering Properties

We studied the scattering properties of sintered ceramic samples under the effect of
CW laser excitation at wavelength of 532 nm. The choice of wavelength was based on
the samples that are transparent in near-IR range and most of the scattering appears
at visible wavelength range.

Rigorous solutions of the scattering problem, whether analytical or numerical, are
complicated and tend to involve considerable computer time and storage for all but
the simplest shapes and smallest particles. For certain ranges of size and refractive
index, approximations may be used. Not only are these simplifications more readily
computable, but they often provide insight into the scattering process.

The phenomena related to light scattering by particles can be fully described by the
solution of the Mie equation [34]. However, the use of this method is cumbersome due
to the large required amount of calculation resources. Instead of Mie theory several
approximations can be used. In the particular case where the grain size is comparable
to the wavelength, the scattering follows a (a/A)* law known as Rayleigh-Gans—
Debye (RGD) approximation [34]. Itis valid for small scatters with a refractive index
very similar to that of the environment (]s — 1| << 1 and 27 |s — 1|a/A << 1,
where s is the quotient between the refractive index of the scatter and that of the
surrounding medium. This model has been well established for isotropic materials
[35]. For the present case, i.e., YAG ceramics, in the RGD approximation, the
scattering profile of unpolarized light for one sphere with refractive index n and
radius r is given by [36].
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Fig. 13.7 Form factor P(u) for a spherical scattering particle as a function of u (semilogarithmic
scale)

1(B) =1

3274° [ An
n

2
G —> (1 + cos® B) P(u) (13.5)

where / is the distance between the sphere and detector, S is the scattering angle, An
the refractive index difference between the sphere and the surrounding medium, and
P(u) is a scattering form factor, which, for a sphere, is given by:

3 2
Pu) = [—3(sinu — Ucos u):| s (13.6)
u
where u
4rr . B (13.7)
u=—sin — .
A 2

The total scattering intensity is the sum of all spheres responses in the detected
volume V. For monodisperse spheres

32748 [ An\? 2
Lo (B) = PVIoeTr <—) (1 + cos® B) P(u) (13.8)
pa n

where p is the number density. The examples of P(u) is drawn in Fig. 13.7 (different
values of u argument were taken to show transformations of indicatrix shape with
increasing grain size). It is clearly seen that P(u) is oscillating function with well
determined maxima and minima. Due to the fact that light is unpolarized, the (1 +
cos? B) term needs to be taken into account. Thus, P(u) determines the shape of the
scattering profile.
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103

Fig.13.8 Polydisperse form factor for a trimodal, pentamodal, and bimodal distribution of spherical
scattering particles as a function of u (semilogariphmic scale)

To take into account the effect of polydispersity, P(u) should be determined as a
sum of all scattering factors from various grain sizes r;, for example,

> rSP;) = Pyw) (13.9)

Vv

Then, Eq. 13.8 with polydispersity factor

327* [ An
Itotal(/g) =1

2
oLt (2n 2
o 2\ ) (1 + cos” B)P,(u) (13.10)

where P,(u) is referred to a polydisperse form factor. For systems with trimodal,
pentamodal, and bimodal distribution of the spheres with equal numbers, the
polydisperse form factor is plotted at Fig. 13.8.

Because of the polydispersity clear minima and maxima of the form factor van-
ishes and the shape becomes smooth and concave. Therefore, for very small average
grain sizes, the primary minima of the summed form factors are located at high an-
gles. For a sample with an uniform grain size less than 2 um, the primary minima
is located at an angle of 15 °. Therefore, for a sample with an average grain size less
than 2 um, polydispersity leads to the concave shape of the scattering tail.

To perform a more detailed study of the effect of sintering temperatures on optical
scattering properties of ceramic samples, scattering indicatrix at wavelength 532 nm
was measured. The measurements were carried out only in the forward hemisphere,
i.e., in the angle range 0 < 6 < 180°. Laser beam propagated along the normal
to the sample surface (8 = 90°). To eliminate the effect of possible inhomogeneity
of sintered samples, the measurements were performed at three different points and
then average signal was taken.
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Fig. 13.9 Optical scattering
indicatrices (A =532 nm) in
forward hemisphere of
ceramics samples sintered at
different temperature: 400 °C
(S1—Dblack line), 450 °C
(§2—red line), 475 °C
(§3—blue line), 500 °C
(§4—green line). Lambertian
source represented as cos 6,
magenta dashed line

Laser

Polar plots of optical scattering indicatrices are presented in Fig. 13.9. The green
arrow shows the direction of incident laser beam. The indicatrix form changes with
the increase of the sintering temperature. S1 sample demonstrates a highly dispersive
character which is close to perfect scatterer (so-called Lambertian source represented
as cos 6, magenta dashed line on plot). The indicatrix profiles of samples S3 and S4
are similar. In contrast with lowest in-line transmission, S2 sample has the narrowest
indicatrix which points to lowest scattering in this sample. This can be caused by
complex internal absorption mechanisms at the visible wavelength range. A possible
reason for the asymmetry of indicatrices is the sample inhomogeneity. Calculated
scattering losses for all samples are summarized in Table. 13.4. It is clearly seen
that S3 sample has the lowest scattering losses, due to the highest density among
all studied samples. All samples are strongly dispersive (more than 95 % scattering
losses) in visible wavelength region and only a slight ballistic component of laser
beam can be observed.

The theoretical approach described in the current section was used to estimate the
effective scatterer size d,.,, which can be related either with pressed agglomerate or
pore size in ceramics samples. In accordance with electron microscopy of precursor
powder, the average particle size from 30 to 100 nm were used as initial parameters
in calculations. The refractive index of YAG was equal to n = 1.838[23]. Optimal
value of average scatterer size was determined by minimum of cost function. Results
are shown in Table 13.4. Dependence of average scatterer size dyeqr VETSUS sintering
temperature is nonmonotonic with maximum at 475 °C (S3 sample). Samples S2
and S4 with sintering temperatures 450 and 500 °C correspondingly have similar
magnitudes d,scar. Such nonmonotonic character can be caused by numerous factors.
The theoretical model used in the present work describes scattering caused by single
particle averaged over an ensemble of particles of correlation between relative density
(or porosity of samples) and magnitudes of dseqr (Table 13.4).
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Table 13.4 Estimated =

. . Temperature, °C Sca. losses, % dgcar, pM
integral scattering losses

(A =532 nm) and the S1 400 98.7 0.084
effective scatterer size (dycqr) S2 450 96.4 0.123
within the RGD S3 475 97.6 0.178
approximation for the S4 500 97.9 0.127

ceramic samples

Fig. 13.10 Normalized
dependencies of the
photoinduced total
transmittance versus peak
laser intensity (A = 1064 nm)
for ceramics samples sintered
at different temperatures: 400
°C (SI—black line), 450 °C
(§2—red line), 475 °C
(83—blue line), 500 °C
(S4—green line)
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13.7 Nonlinear Optical Properties

In order to study the nonlinear optical properties of scintered ceramics, we performed
the measurements of photoinduced TT dependencies versus the peak laser intensity
under picosecond laser impulses excitation at wavelength of 1064 nm. The normal-
ized dependencies of photoinduced TT versus the peak laser intensity are presented
in Fig. 13.10. All samples demonstrate photoinduced darkening with different effi-
ciency that depends on sintering temperature. The TT dependencies of the samples
S1 and S2 is similar with the experimental error.

The observed photodarkening character could be due to the efficient TPA in ce-
ramic samples. Ab initio study of vertical transition energies of oxygen vacancy
states in YAG crystal revealed four optical transition models [37]. One of them is an
electron transition from the top of valence band (VB) to the energy state of positively
charged oxygen vacancies.

With the rise of the incident laser peak intensity the slopes of the normalized
dependencies of TT get more flatter witch indicates the saturation of TPA processes.
The shape of the experimental curves can be described with at least two different
mechanisms of the NLO response. The photoinduced variations in absorption can
then be written as Aayyo = B11/(1+1/1;)+ Bo1 [38], where B; > B, and I stands
for the peak laser intensity, /, for the saturation intensity. The first term corresponds
to effective photoinduced darkening at the moderate intensities I < I, which arises
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Table 13.5 The effective two-photon absorption coefficient 8 and the imaginary part of the cubic
nonlinear optical susceptibility (Im(x®)) of studied samples under pulsed (ps) laser excitation at
wavelength of 1064 nm

TPA B, Im()(<3)),
1073 c/MW 10~ esu
S1 11.8 4.9
S2 16.6 6.9
S3 4.4 1.9
S4 10.2 4.3

due to singe- or two-photon resonance at the excitation of either the grain surface
defects or the volume associated energy levels. While term B,/ characterizes the
contribution of the second mechanism of NLO response for the intensities I > 1.
The origin of observed TPA is a matter of more detailed study. It is possible that the
photoinduced absorption is associated with more complex process.

Calculated magnitudes of the absorption coefficient and imaginary part of the
cubic NLO susceptibility Im(x®) for the initial intensity range are presented in
Table. 13.5. S2 sample demonstrates the highest magnitude of Im(x®). It is clearly
seen that Im(x®) significantly depends on sintering temperature. Even in the case
when the difference in sintering temperature between S3 and S2 samples is 25 °C
the Im(x ) differs by ~60 %.

It is known that the origin of the absorptive/refractive NLO response at 1064
nm of the metal oxides nanocomposites is determined by the resonant excitation of
the interface defects (O vacancies states) [28, 38]. For the samples S3 and S4 that
have demonstrated similar spectral (Fig. 13.4) and NLO (Fig. 13.10) responses, the
efficiency of the photoinduced absorption is inversely proportional to the surface of
the elementary scatterer: 8(500 °C)/8(475 °C) ~ (dsear (475 °C) deqr (500 °C))2.
Thus, the applied self-action technique was shown to be sensitive to the sintering
temperature of the samples. It can be proposed as noninvasive method of sintering
process control and diagnostics of sintered samples.

The dependency of Im(x®) versus sintering temperature is unclear. At the same
time correlation between Im(x®) values and oxygen vacancies concentration can
take place in the studied ceramic samples. It should be noted that the values of
Im(x®) can be further increased/decreased by additional thermal treatment of pre-
cursor powder or pressed samples under different gas atmospheres. However, in the
case of thermal treatment of pressed samples under high temperatures, it can lead to
optical quality, decreased recrystallization, and substantial grain growth.

13.8 Summary

The optical and nonlinear optical properties of the sintered YAG ceramic samples
were studied. It was shown that in-line transmittance (in visible range) of ceramics
samples sintered at low temperatures with high-pressure is relatively low (~2-5 %)
due to high porosity. Measured spatial profile of laser beam transmitted through the
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samples at wavelength of 532 nm indicates that all studied samples can be consid-
ered as highly diffusive media. Only a small distortion of the profile is observed at
1064 nm, indicating good transparency at this wavelength. The measured value of the
TT of samples at wavelength of 1064 nm is about 80 % which is close to theoretical
magnitude of YAG single crystal.

The measurements of optical scattering indcatrix were performed with CW laser
excitation at wavelength 532 nm. All the samples integral scattering losses are ex-
tremely high (>95 %). The values of d,.,, was estimated by applying RGD model
to measure scattering indicatrix data. It was found that effective scatterer size d.q,
values do not exceed 200 nm.

Photoinduced variation of TT of ceramic samples was studied under picosecond
laser excitation at a wavelength of 1064 nm. All studied samples demonstrate the
photoinduced darkening ~10 %. It was found that imaginary part of the cubic non-
linear optical susceptibility are Im(x®) ~ 107! esu. The magnitude of Im(x®)
is highly dependent on sintering temperature which confirms the sensitivity of pro-
posed self-action technique. It can be used as one of the noninvasive methods of
sintering process control and diagnostics of sintered samples.
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Chapter 14
Impact of Carbon Nanotube on Homocysteine
Clusters: MD Simulation

Przemyslaw Raczynski, Krzysztof Gérny and Zygmunt Gburski

14.1 Introduction

Homocysteine is an amino acid produced in the human body by the chemical con-
version of methionine, a compound regularly consumed within the diet. It is given
by the formula C4H9NO;S. The role of homocysteine in a human body is not fully
understood and it is a subject of the current debate [1-3]. Recent studies show that
high level of homocysteine (homocystinemia) is considered as a risk factor for car-
diovascular disease [4—8]. Other studies indicate an increased risk of fractures (in
humans) which is related with an elevated level of homocysteine [9—14]. More-
over, higher homocysteine and lower folate concentrations in early pregnancy are
associated with lower placental weight and birth weight, and higher risk of adverse
pregnancy outcomes [15—18]. Unfortunately, it is not clear yet whether high serum
of homocysteine is itself the problem or if it is merely an indicator of other existing
problems [19, 20]. Understanding the properties of homocysteine may help, when
one considers the role it plays in the complex, biological environment, for example,
in the human body.

In this chapter, we present the results of computer simulation (molecular dynam-
ics (MD) technique) of the homocysteine clusters. Two clusters composed of n = 65
and 2500 homocysteine molecules have been studied. These clusters with embedded
carbon nanotube (CNT) were studied again in order to find the differences between
the properties of homocysteine in such various systems. During recent years, many
CNT-based systems have been studied, particularly CNTs are considered as potential
tools in nanomedicine [21-27]. In this work, the MD of homocysteine was studied for
several temperatures (including physiological). Knowledge of the dynamics of ho-
mocysteine systems, with and without nanotube, may help when one would consider
some applications of CNTs in the biological environment.
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Fig. 14.1 The temperature dependence of the mean square displacement of the center of mass of
homocysteine for the clusters consisting of n = 65 homocysteine molecules, in the absence (a) and
presence (b) of CNT

14.2 Materials and Methods

Fully atomistic MD simulations were performed with NAMD 2.7b2 simulation code
[28, 29] and visualized with VMD 1.9.1 OpenGL Display [30, 31]. In the first part of
our work, we studied clusters consisting of finite numbers n = 65 and n = 2500 ho-
mocysteine molecules. Next, we embedded the capped CNT in these clusters (using
steered MD) and repeated all MD simulations. The charge distribution in the homo-
cysteine molecule was calculated using ab initio method with 6-31G** basis set.
Homocysteine molecule was modeled with the Chemistry at Harvard Macromolec-
ular Mechanics (CHARMM)27 [32] force field. The CHARMM-based force field
was also employed for CNT [33]. All simulations were performed for four tempera-
tures 7' =210, 260, 310 (physiological), and 360 K. The initial configurations of the
system were obtained from the series of NVT ensemble simulations. All the systems
studied were equilibrated for 1 x 10° time steps in the NVT ensemble. The 0.5 fs
integration time step was applied in all performed simulations. All results presented
in this work were obtained from 0.5 ns production runs.

14.3 Results

The first quantity we discuss is the mean square displacement (MSD) (] A?(t)|2) of
the center of mass of homocysteine where A7(t) = #(¢) —7(0) and 7 is the position of
the center of mass of a single molecule. Figure 14.1 shows the (|AF(D)%) plots for the
cluster consisting of n =65 homocysteine molecules with the absence (Fig. 14.1a)
and with the presence (Fig. 14.1b) of the CNT.

Figure 14.2 shows MSD plots for the cluster containing n = 2500 homocysteine
molecules.
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Fig. 14.2 The temperature dependence of the mean square displacement of the center of mass of
homocysteine for the clusters consisting of n =2500 homocysteine molecules, in the absence (a)
and presence (b) of CNT

In all samples presented in Figs. 14.1 and 14.2, the slope of (|A7(t)|2) increases
with an increase in temperature. The MSD slope reflects the mobility of the molecule.
In all studied clusters, the mobility of the homocysteine molecules’ grows with
heating of the cluster. The longtime courses of (IA?(I)IZ) plots show that at the
temperature range studied the clusters do not vaporize; the molecules in clusters
keep together. One can see that in clusters with CNT (Figs. 14.1b and 14.2b) the
plots are less regular, in comparison with the systems without nanotube. These
irregularities reflect the impact of the nanotube on the homocysteine molecules. The
small homocysteine molecules skim on the surface of CNT and may even go around
it, particularly in the small cluster where the homocysteines do not cover tightly the
surface of nanotube. MSD plots at T =210 K and T =260 K (excluding the system
with nanotube consisting of n = 65 homocysteines at 7' = 260 K) indicate that these
systems are in the condensed phase. At the highest temperature 7 =360 K, one can
observe the diffusion, characteristic of the liquid phase. Figure 14.3 shows the MSD
of the center of mass of homocysteine with the absence (Fig. 14.3a) and presence
(Fig. 14.3b) of the CNT. The small clusters are represented by black lines and the
large ones by gray lines. The plots for two temperatures are presented: 7 =210 K
(solid lines) and T =310 K (dashed lines).

Steeper slopes of the (| A?(t)|2) in case of all these curves which represent small
clusters indicate that these systems are more susceptible to the changes of tem-
perature. With rising temperature, the mobility of the homocysteine molecules in
small clusters increases more rapidly than in the bigger ones. This happens because
the interiors of the large clusters are formed by many tightly packed homocysteine
molecules which have little volume to move.

Figure 14.4 shows the radial distribution function g(r) of the center of mass of
homocysteine in a small cluster with presence of the nanotube (Fig. 14.4b) and
without it (Fig. 14.4a). Figure 14.5 shows the g(r) function but for the systems
consisting of 7 =2500 homocysteine molecules.
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Fig. 14.3 The comparison of the mean square displacement of the center of mass of homocysteine
in pure clusters (a) and the clusters with embedded nanotube (b) for two temperatures: 7 =210 K
(solidlines)and T = 310K (dashed lines). The clusters consisting of n = 65 homocysteine molecules
are represented by black lines and the clusters consisting of n =2500 homocysteine molecules are
represented by gray lines
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Fig. 14.4 The calculated radial distribution function of the center of mass of homocysteine for the
clusters consisting of n = 65 homocysteine molecules, in the absence (a) and presence (b) of CNT

Both figures show that the first homocysteine neighbors are in the distance ap-
proximately r 27 A. Next, peaks of g(r) function are connected with the second and
third neighbors. These maxima are flatter and they are shifted towards the larger dis-
tance when the cluster is heating. In the cluster containing n = 65 homocysteines and
with the presence of the nanotube (Fig. 14.4b), g(r) plots substantially differ from the
others shown in Figs. 14.4 and 14.5. The small peak at the distance of about r &~ 22
A is observed. It is related to the homocysteine neighbors located on the opposite
side of the CNT (the diameter of the CNT is R= 13 A). Due to the large number
of homocysteines, this peak is not observed for the big cluster. The g(r) allows to
estimate the diameter d of the clusters. For the small cluster, the diameter is d ~ 23 A
for the pure sample and d ~ 30 A for the system with nanotube. For the large clusters,
the diameters are d ~75 A for both samples (with and without nanotube). In such a
large cluster, the presence of nanotube practically does not affect its diameter.
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Fig. 14.6 The comparison of the calculated radial distribution function of the center of mass of
homocysteine for the pure clusters (a) and the clusters with embedded nanotube (b) and for two
temperatures: 7 =210 K (solid lines) and T =310 K (dashed lines). The clusters consisting of
n = 65homocysteine molecules are represented by black lines and the clusters consisting of n = 2500
homocysteine molecules are represented by gray lines

In Fig. 14.6, the comparison of g(r) functions for all simulated systems is shown.
Figure 14.6a is related to the pure clusters and Fig. 14.1b to the clusters with em-
bedded CNT. The black lines indicate the small clusters and the gray the large ones.
The temperatures are T =210 K (solid lines) and 7 =310 K (physiological, dashed
lines).

In the large clusters (with the nanotube and without it), the homocysteine
molecules have greater number of the nearest and next neighbors. This indicates
that in the large systems the inner cluster core was formed. In this core, the homo-
cysteines are closely tightened and they do not have much space to move. In the small
clusters (with CNT and without it), the internal core was not created. The numerous
homocysteine molecules are located outside of the clusters and they have a small
number of the neighbors. In Fig. 14.6b (n = 65 system), one can see practically one



170 P. Raczynski et al.

400 120 )
o
el 100 By
300 - 5
80 -
= 7 = o
A 2004 604
= T i
v JUPEETS v i ] it .
wod R i | ERRET
. o 20 4 e T
. i e — o pom=""
B e
o= o ==
: ; - : : : ,
0 500 1000 1500 0 500 1000 1500
a b
t[ps] t [ps]

Fig. 14.7 The comparison (with CNT and without it) of the mean square displacement of the
center of mass of homocysteine for the clusters consisting of n =65 homocysteine molecules (a)
and n =2500 homocysteine molecules (b) and for two temperatures: 7 =210 K (solid lines) and
T =310 K (dashed lines). The pure clusters (without CNT) are represented by black lines and the
clusters with embedded CNT are represented by gray lines

distinct peak at 227 A and two very small (about r ~ 11 A and r 22 A). The value
of the first peak is small. It shows that the homocysteine molecule has a very few
first neighbors and practically has no next neighbors. The g(r) function in the case of
a small cluster and in the presence of nanotube indicates that during the simulations
of this system the homocysteines were formed at most one layer surrounding CNT.

In Fig. 14.7, we present the MSD of the center of mass of homocysteine. Fig-
ure 14.7a presents the comparison of the systems consisting of n = 65 homocysteine
molecules (with the presence of nanotube—gray lines and absence of it—black lines).
Figure 14.7b presents results for the clusters containing n = 2500 molecules.

The greater mobility of the homocysteine molecules with embedded nanotubes
can be clearly seen. The homocysteines easily slide over the uniform surface of the
nanotube. This is particularly evident for the small cluster. The molecules in system
without CNT group in spherical shape while after embedding CNT the homocys-
teine molecules move over its surface. That the nanotube increases the mobility of
the molecules in the clusters is confirmed by the values of the calculated diffusion
coefficient D. The MSD is connected with the diffusion coefficient via the Einstein
relation

<|A7(t)|2> ~ 6D1, (14.1)

where D is the translational diffusion coefficient. Table 14.1 presents the comparison
of D for the large clusters with the presence of nanotube and without it. The values
of D are higher for the system with embedded CNT, at all temperatures. It confirms
that the presence of CNT enhances the mobility of the homocysteine molecules in
the cluster volume.

Figure 14.8 shows the radial distribution function of the center of mass of homo-
cysteine. Figure 14.1a presents the comparison of the clusters consisting of n =65
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Table 14.1 The comparison of calculated values of D [A2/ps] for the pure system and with CNT,
in the case of large clusters (n =2500)

Cluster without CNT Cluster with CNT
T=210K 3.8 x 107 4.0 x 107+
T =260 K 42 x 1074 1.0 x 1073
T=310K 43 x 1073 1.1 x 1072
T=360K 2.8 x 1072 5.0 x 1072
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Fig. 14.8 The comparison of the calculated g(r) of the center of mass of homocysteine for the
clusters consisting of n =65 homocysteine molecules (a) and n =2500 homocysteine molecules
(b), for two temperatures: 7 =210 K (solid lines) and T =310 K (dashed lines). The g(r) for pure
clusters (without CNT) is represented by black lines and for the clusters with embedded CNT is
represented by gray lines

homocysteine molecules (with the presence and absence of nanotube). Figure 14.1b
presents results for the clusters containing n = 2500 molecules.

In Fig. 14.8a, the significant differences between g(r) plots appear. These differ-
ences are not observed in case of the large cluster where CNT has no distinct impact
on the dynamics of homocysteine molecules. After embedding the nanotube into the
cluster, the number and distance of the first and next neighbors practically do not
change. This is completely different from the g(r) function in the case of a small
cluster, where the impact of CNT on the cluster is clearly visible. The plots of g(r) in
Fig. 14.8a confirm that the homocysteine molecules slide on the CNT surface. On the
snapshot of the instantaneous configuration (n = 65), one can observe (Fig. 14.9a)
that the homocysteines do not cover tightly the nanotube surface, only one incom-
plete layer surrounding CNT was formed. In the case of the large cluster (Fig. 14.9b),
CNT is practically not visible in the “sea” of homocysteines. In this case, the impact
of the CNT on the homocysteine cluster is small.

In conclusion, the clusters consisting of n =65 and n=2500 homocysteine
molecules were simulated. The pure homocysteine clusters (without CNT) form
energetically a most favorable spherical shape. The four temperatures including the
physiological one (7' =210, 260, 310, and 360) were taken into account. In the tem-
perature range studied, the molecules in each sample keep together, and the clusters
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Fig. 14.9 The instantaneous
configurations of the cluster
consists of n =65
homocysteine molecules (a)
and n = 2500 molecules (b).
The snapshots are presented
for the systems with
embedded CNT

do not vaporize. At the lowest temperature studied (7 =210 K), the clusters were
in the condensed phase. At the highest temperature (7 =360 K), the translational
diffusion of homocysteine molecules within the clusters’ volume appears. The inser-
tion of CNT into molecular cluster leads to the formation of the homocysteine layer
surrounding the nanotube surface—that is particularly visible in the case of the small
cluster (n = 65).

Acknowledgments Calculations were partially performed in ACK CYFRONET AGH on the Rack
Server Mars.

References

1. Graham I, Refsum H, Rosenberg IH, Ueland PM, Shuman JM (1997) Homocysteine
metabolism: from basic science to clinical medicine. Springer US, Boston

2. McCully KS (1999) The homocysteine revolution: medicine for the new millennium. Keats
Pub., Los Angeles

3. Carmel R, Jacobsen DW (2011) Homocysteine in health and disease. Cambridge University,
Cambridge

4. Robinson K (2000) Homocysteine and vascular disease. Springer Netherlands, Dordrecht

5. Frayn KN, Stanner S, British NF (2005) Cardiovascular disease: diet, nutrition and emerging
risk factors: the report of a British Nutrition Foundation task force. Published by Blackwell
Pub. for the British Nutrition Foundation, Oxford, UK; Ames, Iowa, USA

6. Huang C, Zhang L, Wang Z, Pan H, Zhu J (2011) Endothelial progenitor cells are as-
sociated with plasma homocysteine in coronary artery disease. Acta Cardiol 66:773-777.
doi:10.2143/AC.66.6.2136962

7. Houcher Z, Houcher B, Touabti A, Begag S, Egin Y, Akar N (2012) Nutritional factors, homo-
cysteine and C677T polymorphism of the methylenetetrahydrofolate reductase gene in Algerian
subjects with cardiovascular disease. Pteridines 23:14-21

8. Maitland-Van Der Zee AH, Lynch A, Boerwinkle E, Arnett DK, Davis BR, Leiendecker-Foster
C, Ford CE, Eckfeldt JH (2008) Interactions between the single nucleotide polymorphisms in
the homocysteine pathway (MTHFR 677C > T, MTHFR 1298 A > C, and CBSins) and the
efficacy of HMG-CoA reductase inhibitors in preventing cardiovascular disease in high-risk
patients of hypertension: the GenHAT study. Pharmacogenet Genomics 18:651-656



12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

Impact of Carbon Nanotube on Homocysteine Clusters 173

. Fakhrzadeh H, Ghotbi S, Larijani B (2007) The role of homocysteine in health and disease.

Iran J Diabetes Lipid Disord 7:135-149

. Nagele P, Tallchief D, Blood J, Sharma A, Kharasch ED (2011) Nitrous oxide

anesthesia and plasma homocysteine in adolescents. Anesth Analg 113:843-848.
doi:10.1213/ANE.0b013e31822402f5

. Haroon NN, Marwaha RK, Godbole MM, Gupta SK (2012) Role of B-12 and homocysteine

status in determining BMD and bone turnover in young Indians. J Clin Densitom 15:366-373.
doi:10.1016/j.jocd.2012.01.006

El Maghraoui A, Ghozlani I, Mounach A, Rezqi A, Oumghar K, Achemlal L, Bezza A,
Ouzzif Z (2012) Homocysteine, folate, and vitamin B-12 levels and vertebral fracture risk
in postmenopausal women. J Clin Densitom 15:328-333. do0i:10.1016/j.jocd.2011.12.001
Enneman AW, van der Velde N, de Jonge R, Heil SG, Stolk L, Hofman A, Rivadeneira F,
Zillikens MC, Uitterlinden AG, van Meurs JBJ (2012) The association between plasma homo-
cysteine levels, methylation capacity and incident osteoporotic fractures. Bone 50:1401-1405.
doi:10.1016/j.bone.2012.03.013

Van Meurs JBJ, Dhonukshe-Rutten R a. M, Pluijm SMF, van der Klift M, de Jonge R, Lindemans
J, de Groot L, Hofman A, Witteman JCM, van Leeuwen J, Breteler MMB, Lips P, Pols H a.
P, Uitterlinden AG (2004) Homocysteine levels and the risk of osteoporotic fracture. N Engl J
Med 350:2033-2041. doi:10.1056/NEJMo0a032546

Bergen NE, Jaddoe VWYV, Timmermans S, Hofman A, Lindemans J, Russcher H, Raat H,
Steegers-Theunissen RPM, Steegers E a. P (2012) Understanding health behaviours in a cohort
of pregnant women at risk of gestational diabetes mellitus: an observational study. BJOG
119:739-751. doi:10.1111/j.1471-0528.2012.03321.x

Gadhok AK, Sinha M, Khunteta R, Vardey SK, Upadhyaya C, Sharma TK, JhaM (2011) Serum
homocysteine level and its association with folic acid and vitamin B-12 in the third trimester
of pregnancies complicated with intrauterine growth restriction. Clin Lab 57:933-938
Mansour A, Harb H, Abdelhafeez M (2011) Diagnostic value of homocysteine and other
preeclampsia markers: relationship with severity. Int J Biol Chem 5:227-237
Reyna-Villasmil E, Mejia-Montilla J, Torres-Cepeda D, Santos-Bolivar J, Aragon-Charrys J,
Reyna-Villasmil N, Bravo-Henriquez A (2012) Efecto de las hormonas sexuales sobre las
concentraciones de homocisteina en preeclampticas y embarazadas normales. Prog Obstet
Ginecol 55:226-231

Brozek W, Hassler N, Varga F, Klaushofer K, Paschalis EP (2012) Effect of bisphosphonates
on gene expression of fibroblasts cultured in the presence of homocysteine. Bone 51:S8-S8.
doi:10.1016/j.bone.2012.08.021

Zoungas S, McGrath BP, Branley P, Kerr PG, Muske C, Wolfe R, Atkins RC, Nicholls K,
Fraenkel M, Hutchison BG, Walker R, McNeil JJ (2006) Cardiovascular morbidity and mor-
tality in the atherosclerosis and folic acid supplementation trial (ASFAST) in chronic renal
failure. J Am Coll Cardiol 47:1108-1116. doi:10.1016/j.jacc.2005.10.064

Wei Shao AP (2013) Carbon nanotube lipid drug approach for targeted delivery of a
chemotherapy drug in a human breast cancer xenograft animal model. Biomaterials.
doi:10.1016/j.biomaterials.2013.09.007

Dawid A, Gburski Z (2007) Dielectric relaxation of 4-cyano-4-n-pentylbiphenyl (5CB) thin
layer adsorbed on carbon nanotube—MD simulation. J Non-Cryst Solids 353:4339-4343.
doi:10.1016/j.jnoncrysol.2007.02.072

Im O, Li J, Wang M, Zhang LG, Keidar M (2012) Biomimetic three-dimensional
nanocrystalline hydroxyapatite and magnetically synthesized single-walled carbon nan-
otube chitosan nanocomposite for bone regeneration. Int J Nanomedicine 7:2087-2099.
doi:10.2147/1IN.S29743

Raczynski P, Dawid A, Gburski Z (2007) Molecular dynamics (MD) in homo-
cysteine nanosystems—computer simulation. Biomol Eng 24:577-581. doi:10.1016/
j-bioeng.2007.08.011

Battigelli A, Ménard-Moyon C, Da Ros T, Prato M, Bianco A (2013) Endowing carbon nan-
otubes with biological and biomedical properties by chemical modifications. Adv Drug Deliv
Rev 65:1899-1920. doi:10.1016/j.addr.2013.07.006



174

26.

217.

28.

29.

30.

31

32.

33.

P. Raczyniski et al.

Gburski Z, Goérny K, Raczynski P (2010) The impact of a carbon nanotube on the
cholesterol domain localized on a protein surface. Solid State Commun 150:415-418.
doi:10.1016/j.s5¢.2009.12.005

Raczynski P, Gorny K, Pabiszczak M, Gburski Z (2013) Nanoindentation of biomem-
brane by carbon nanotubes—MD simulation. Comput Mater Sci 70:13-18. doi:10.1016/
j-commatsci.2012.12.031

Kale L, Skeel R, Bhandarkar M, Brunner R, Gursoy A, Krawetz N, Phillips J, Shinozaki A,
Varadarajan K, Schulten K (1999) NAMD?2: greater scalability for parallel molecular dynamics.
J Comput Phys 151:283-312. doi:10.1006/jcph.1999.6201

Phillips JC, Braun R, Wang W, Gumbart J, Tajkhorshid E, Villa E, Chipot C, Skeel RD, Kalé L,
Schulten K (2005) Scalable molecular dynamics with NAMD. J Comput Chem 26:1781-1802.
doi:10.1002/jcc.20289

Humphrey W, Dalke A, Schulten K (1996) VMD: visual molecular dynamics. J Mol Graph
Model 14:33-38. doi:10.1016/0263-7855(96)00018-5

Nelson M, Humphrey W, Kufrin R, Gursoy A, Dalke A, Kale L, Skeel R, Schulten K (1995)
Mdscope—a visual computing environment for structural biology. Comput Phys Commun
91:111-133. doi:10.1016/0010-4655(95)00045-H

MacKerell AD Jr, Banavali N, Foloppe N (2000) Development and current status of the
CHARMM force field for nucleic acids. Biopolymers 56:257-265. doi:10.1002/1097-0282
(2000) 56:43.0.CO;2-W

Alexiadis A, Kassinos S (2008) Molecular simulation of water in carbon nanotubes. Chem Rev
108:5014-5034. doi:10.1021/cr078140f



Chapter 15
Heat Capacity of 1D Chains of Atom/Molecule
Adsorbates in the Grooves of c-SWNT Bundles

V. V. Sumarokov, M. 1. Bagatskii and M. S. Barabashko

15.1 Introduction

Since the discovery of carbon nanotubes in 1991 [1], investigations of the physical
properties of these novel materials have been rated as a fundamentally important trend
in physics of condensed matter [2, 3]. Of special interest is the study of properties
of low-dimensional systems [4-9]. The unique structure of bundles of single-walled
carbon nanotubes (SWNTSs) permits obtaining quasi-one-dimensional (1D), 2D, and
3D structures formed by adsorbates [5, 10]. Technologically, most of the nanotubes
in the prepared bundles have closed ends unless special steps are taken to open them.
Figure 15.1 demonstrates the possible sites of adsorption of a relatively small
admixture atoms or molecules in a bundle of closed SWNTs (c-SWNTs): in-
terstitial channels (IC), grooves (G) at the outer surface, and the outer surface
(OS). These positions differ in geometrical size and energy of adsorbate binding
to c-SWNT bundles [11]. At low adsorbate concentrations, quasi-1D chains of ad-
mixture atoms/molecules are formed in the IC- and G-sites. One or several layers
of atoms/molecules adsorbed at the OS of the c-SWNT bundle form quasi-2D or
quasi-3D systems. The 1D, 2D, and 3D systems have different properties at low tem-
peratures [12—-19]. Physical properties (adsorption, thermal, and structural) of simple
gas admixtures deposited in c-SWNT bundles were investigated in experimental and
theoretical works [5, 6, 9-11, 15, 20-39].

The heat capacity of *He adsorbed on c-SWNT bundles was investigated at tem-
peratures below 6 K [6, 33]. It was observed [6] that the heat capacity of the adsorbed
helium exhibited the behavior of 1D and 2D structures depending on the technique
of sample preparation (laser evaporation or arc discharge). Structures of*He adsor-
bates in the grooves and at the OS of c-SWNT bundles were studied by the neutron
diffraction method [18]. At low coverage, the*He atoms formed a 1D single line lat-
tice along the grooves. As the concentration of the adsorbed helium atoms increased,
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Fig. 15.1 Possible sites of
adsorption of relatively small
impurity atoms or molecules
in a c-SWNT bundle

Fig. 15.2 One-dimensional
chains of adsorbate in the
outer grooves of a c-SWNT
bundle; a is the distance
between the nearest
neighboring
adatoms/admolecules in the
chain

a 2D monolayer was formed, which covered the whole c-SWNT bundle surface [18].
Antsygina et al. [29-31] suggested a rigorous thermodynamic model describing the
multilayered atomic adsorbate in grooves, interstitials, and external surface of bun-
dles. The model [30, 31] based on a proper account of the temperature-dependent
adsorbate redistribute between 1D, 2D, and 3D subsystems made it possible to explain
on a quantitative level the adsorption isotherms and isosteric heat of*He deposited
on the bundles [29, 33]. The thermodynamic research on the neon films adsorbed by
HiPCo c-SWNT bundles was carried out experimentally in ref. [40]. However, the
behavior of the 1D chains of the adsorbed gas in the grooves on the OS of the bundles
has not been given enough attention in this work. The radial thermal expansion coef-
ficient (or;) of c-SWNT bundles saturated with both Xe atoms and N; molecules to a
rather high concentration were measured in refs. [32, 38]. Authors [32, 38] observed
features in the curves a,—maxima in the vicinity of 60 K (for Xe) and 28 K (for N;),
which are associated with spatial redistribution of the Xe atoms and N, molecules,
respectively, at the surface c-SWNT bundles.

The 1D chains of adsorbate in the grooves at the OS of a c-SWNT bundle are
shown schematically (one in each groove) in Fig. 15.2.

Low-temperature dynamics of inert gas atoms and methane molecules in c-SWNT
bundles were considered in theoretical studies [41—43]. The calculated heat capacities
of 1D chains of inert gas atoms and methane molecules adsorbed physically in the
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grooves of c-SWNT bundles are reported in refs. [41] (Ar, Kr, Xe) and [42] (Ne,
CHa).

To our knowledge, no experimental investigations of the heat capacity of c-SWNT
bundles containing 1D chains of adsorbed both classical inert gas atoms (Ar, Kr, Xe)
and simple biatomic molecules have been reported so far.

Our goal was to investigate the low-temperature heat capacity of the quasi-1D
chains of atomic and molecular adsorbates in the outer grooves of c-SWNT bundles
using xenon atoms and Nymolecules. The choice of the adsorbate was dictated by the
following reasons. First, physical adsorption of Xe atoms/N, molecules is possible
only in the grooves and at the OS of c-SWNT bundles. Adsorption in the IC is
prohibited because of the relationship between the geometrical sizes of channels and
Xe atoms/N, molecules [27]. Second, the binding energy of both Xe atoms and N,
molecules is higher in the grooves than at the OS [11, 23] and Xe atoms/N, molecules
are physically adsorbed primarily of all in the grooves where they form 1D chains
(see Fig. 15.2).

15.2 Experiment

The heat capacities of quasi-1D chains of Xe atoms and N, molecules adsorbed in
the outer grooves of c-SWNT bundles have been first measured at a temperature
range from 2 to 60 K using an adiabatic calorimeter [44].

A cylindrical sample of c-SWNT bundles (7.2 mm high, 10 mm in diameter, and
of 1.27 g/lcm? density) was prepared by compressing c-SWNT plates under the pres-
sure 1.1 GPa. The plates (~ 0.4 mm thick) were obtained by compacting a c-SWNT
powder (“cheap tubes”) under P = 1.1 GPa [45]. The powder was prepared by chem-
ical catalytic vapor deposition (CVD). It contained more than 90 wt% of c-SWNT
bundles, other allotropic forms of carbon (fullerite, multiwalled nanotubes, and
amorphous carbon) and about 2.9 wt% of cobalt catalyst. The average tube diameter
in the sample was 1.1 nm; the average length of the c-SWNT bundles was 15 pm
[45]. The number of nanotubes in the bundles varied within 100-150 (estimated from
high-resolution TEM pictures) and was equal to, on an average, 127. The mass of
the c-SWNT bundles sample was equal to 716.00 &= 0.05 mg.

The temperature of the calorimeter was measured with a calibrated CERNOX
resistance thermometer (Lake Shore Cryotronics).

First, the addenda heat capacity C,q (the heat capacity of calorimeter with an
inserted sample of pure c-SWNT bundles) was measured in a separate experiment.
Then the calorimeter with sample was warmed to room temperature. The c-SWNT
bundles were saturated with Xe directly in the calorimeter cell. The vacuum cavity
of the calorimeter was filled with Xe gas: 3.19-107* £ 5 x 10~° mole. The ratio is
Nxe/Nc =~ 0.55 %, where Nx., Nc is the number of Xe and C atoms in the SWNT
sample, respectively. The quantity of Xe was estimated by the PVT method. The
chemical purity of xenon was 99.98 % (0.01 % N, 0.01 % Kr).
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The calorimeter was cooled from room temperature to 90 K for 8 h. During this
period, Xe atoms were being adsorbed in the c-SWNT bundles. For the geometrical
reason, Xe atoms cannot penetrate into the IC [27] under low pressure. Since the
binding energy of Xe atoms is higher in grooves than at the OS [11, 23], the Xe
atoms are physically adsorbed first of all in the grooves where they form 1D chains.
After cooling of the calorimeter from 90 K to helium temperatures (during 5-6h),
the sample was thermo cycled (about 1 K heating—cooling) several times and then
the heat capacity was measured. The heat capacity measurement runs were made
from the lowest temperature of the run up to 60 K. After each measurement series
up to 60 K, the sample was heated to 80 K and then, after a slow cooling down
to helium temperature and thermo cycling, the measurement was repeated. Several
measurement runs were made.

The heat capacity of quasi-1D chains of N, molecules adsorbed in the outer
grooves of c-SWNT bundles was studied after measuring the heat capacity of
c-SWNT bundles with 1D chains of Xe atoms. Before starting the experiment, the
vacuum chamber of the calorimeter with a c-SWNT bundle sample at room temper-
ature was washed several times with pure N, gas and the sample stayed in dynamic
vacuum (~ 5 x 1073 Torr) for about 12 h. Then test measurement of the “addenda”
heat capacity was performed. The results coincided with previous “addenda” data.

After completing the “addenda” measurement, procedure of saturation of the
¢-SWNT bundles with N, molecules, cooling, and heat capacity measurement was
made as an analogical procedure as for Xe case. The c-SWNT bundles were saturated
with N, directly in the calorimeter cell as in the case with Xe. The vacuum cavity of
the calorimeter was filled with N, gas: 3.81-107* £ 6 x 107% mole. The chemical
purity of Ny was 99.997 % (O, <0.003 %).

Our estimation of admixture gas quantity shows that both Xe and N, gas are
sufficient for complete occupancy of the grooves.

The results of different measurement runs for both Xe and N, coincided within
the measurement error. Other experimental features have been reported elsewhere
[44, 46-48].

15.3 Results and Discussion

Figure 15.3 demonstrates low-temperature dependencies of the total heat capacity
Cag+xe and its addenda component C,q. It is interesting that the introduction of
only 5-6 Xe atoms per 1000 carbon atoms causes a significant increase in the heat
capacity in the whole temperature range of the experiment. For example, the ratio
(Cad+xe-Cad)/Cag = 160 % and ~20 % at T=2.6 K and at 30 K, respectively. The
contribution Cx. of quasi-1D chains of xenon atoms adsorbed in the outer grooves
of c-SWNTs to the total heat capacity C,q1x. has been separated by subtracting the
heat capacity of the addenda from the total heat capacity Cad.txe-
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Random error in the Cx.-value is within 20 % at 2.2 K, 5 % at the temperature
region 10-30 K, and about 10 % near 60 K. The systematic error is mainly contributed
by inaccuracies concerning the number of SWNTs.

Figure 15.4 demonstrates the Cx.(T) in the coordinates Cx.(T)/(LR), where
is the number of Xe atoms (in moles) and R is the gas constant. For comparison,
Fig. 15.4 includes a theoretical temperature dependence of the heat capacity of 1D
chains of Xe atoms adsorbed physically in the grooves at the OS of c-SWNT bundles
[41].

It is seen in Fig. 15.4 that below 8 K the experimental and theoretical [41] curves
of heat capacity Cx. are close. According to the Siber theory [41], below 4 K the
heat capacity is influenced mainly by the longitudinal mode L and is proportional
to temperature. Above 4 K, the transverse optical modes Ty, T, begin to take effect.
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Fig. 15.5 The dependence of Cx./WRT vs. T: circles—experiment, straight line—theoretical low-
temperature asymptotics of the heat capacity of the longitudinal mode of the chains of Xe adatoms
[41]

Fig. 15.5 illustrates the low-temperature part of heat capacity Cx in coordinates
Cxe/LRT vs. T. The straight line in Fig. 15.5 shows the theoretical low-temperature
heat capacity of the chain of Xe adatoms caused by the longitudinal mode L [41]. It
is seen that below ~ 4 K the experimental dependence of Cx. is close to the predicted
straight-line characteristic for the low-temperature heat capacity of 1D chains. Above
4 K, the experimental points start deviating from this line. Using the formula (13)
from ref. [41], we estimated both the phonon frequency of the longitudinal mode
hwp, ~ 3.1 meV which is close to the theoretical value 3.06 meV [41] and the Debye
temperature 6p 1, ~35.7 K of 1D chains. There is good agreement between theoretical
(35.5 K [41]) and experimental (35.7 K) Debye temperatures of 1D Xe chains.

At T > 8 K, the experimental curve Cx.(T) starts to exceed the theoretical one
[41] and the excess increases monotonously with the rising temperature. We assume
that the excess caused mainly by both the increase of the distance between the
nearest neighboring xenon atoms in the chains with increasing temperature and the
occurrence of thermal activated vacancies in the 1D chains of the xenon atoms due
to spatial redistribution above about 30 K. Analysis of the contribution of thermal
activated vacancies in the heat capacity of 1D chains of Xe adatoms will be reported
elsewhere.

Siber [41] suggested that the heat capacity of 1D chains of inert gas atoms adsorbed
physically in the grooves of c-SWNT bundles could be calculated using a simple
model in which for simplicity author assumes that the substrate is rigid, ignores the
discrete structure of the tubes surrounding a groove, and neglects all the interactions
between the adsorbates which are not in the same groove. It should be noted that the
absolute minimum (— 225 meV) of external potential for Xe atom in the groove [41]
is higher than the experimental binding energy (— 282 & 11 meV) [11]. These values
are an order of magnitude bigger than the binding energy of the adsorbate—adsorbate
[41]. He calculated the temperature dependencies of heat capacity of 1D chains of
inert gas adsorbates (Ar, Kr, Xe) in interval 2-40 K [41]. Similar results on the heat
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Fig. 15.6 The heat capacity
of 1D chains of N, molecules
adsorbed in the outer grooves
of c-SWNT bundles.
Experiment: open circles.
Theory for 1D chains of Kr
adatoms [41]: solid curve for
the L+ T; + T, modes

C/(uR)

capacity of the chains of Ne atoms and CH4 molecules adsorbed physically in the
grooves of c-SWNT bundles were obtained in a theoretical study [42].

There is surprisingly good agreement between the theoretical predictions and
experimental results despite significant simplification in the theoretical model [41]
and possible deviations from the ideal object.

The discrete structure of nanotubes has little effect on the transverse modes of
Xe atoms beyond the center of the Brillouin zone [43], but the longitudinal mode is
more sensitive to the parameters of the models and the chain density.

Notice that saturation of c-SWNT bundles by 5-6 N, molecules per 1000 carbon
atoms causes a significant increase in the heat capacity over the whole temperature
range. The ratio C,q.n2/Cyq 1s equal to about 1.6 at 2 K < T < 15 K and decreases
to ~ 1.2 at 40 K. The contribution Cy; of nitrogen 1D chains to the total heat ca-
pacity C,q+n2 Was separated by subtracting C,y from Cg 2. Figure 15.6 shows the
normalized experimental heat capacity (Cy2/(LR), where W is the number of the
nitrogen moles and R is the gas constant) of the 1D chains of N, molecules adsorbed
in outer grooves of c-SWNT bundles at 7=2-40 K. To our knowledge, no theo-
retical calculations of the heat capacity of 1D chains of N, molecules adsorbed in
the outer grooves of c-SWNT bundles have been reported so far. So, for compar-
ison, a theoretical curve of the molar heat capacity (Cy/R)g, of the 1D chains of
Kr atoms adsorbed in grooves of cSWNT bundles [41] is added into Fig. 15.6. It is
seen (Fig. 15.6) that the experimental heat capacity of nitrogen 1D chains Cy/(JLR)
and the theoretical phonon heat capacity of krypton (Cy/R)g, [41] are close below
8 K. Thus, below 8 K the heat capacity of the 1D nitrogen chains in the grooves is
influenced predominantly by the phonon modes.

The phonon heat capacity Cy of physically adsorbed 1D chains of Ar, Kr, Xe
[41], and Ne [42] atoms and CH4 molecules [42] in outer grooves is determined by
the longitudinal acoustic L and two transverse optical 7}, T, modes.
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Fig. 15.7 The low-temperature part of the heat capacity of 1D chains of N, molecules adsorbed
in the outer grooves of c-SWNT bundles. Open circles—experiment; the straight line shows low-
temperature behavior of the heat capacity of the longitudinal mode L of the 1D chains of N,
admolecules

Figure 15.7 demonstrates the low-temperature part of Cyy/(LR) below 6 K.
The straight line in Fig. 15.7 demonstrates the linear behavior of the specific heat
Cn2/(WR) of 1D chains of N, molecules below 4 K. We estimated both the high-
est Brillouin zone edge frequency of the longitudinal mode hwp ~5.2 meV and the
Debye temperature 6 = 60 K of 1D chains using the formula (13) from ref. [41]
like in the Xe case. The Debye temperature of 1D nitrogen chains is bigger than of
Xenon chains.

Above 8 K, the temperature dependence of the heat capacity of chains of N,
molecules Cn(T)/(uR) is steeper than that of Kr atoms (Cy(T)/R)g[41] (see
Fig. 15.6). At higher temperatures, the difference AC = Cy(T)/(WR)—(Cy (T)/R)k;
between the heat capacities of the N, and Kr chains increases monotonically. It is
reasonable to assume that above 8 K the difference AC is due to both a contribution
of orientational vibrations of the N, molecules (librons) and thermal expansion of
chains.

The experimental curves of the temperature dependence of heat capacity of Xe
atom and N, molecule chains adsorbed in the outer grooves are compared in Fig. 15.8.
The dependences are qualitatively similar below 12 K. Above 18 K, the experimen-
tal curve Cno(T) exceeds the curve Cx.. This difference is caused mainly by the
contribution of orientational vibrations of the N, molecules.

15.4 Conclusions

The heat capacity of quasi-1D chains of both Xe atoms and N, molecules adsorbed
in the outer grooves of the c-SWNT bundles has been first investigated in the temper-
ature range 2—60 K. In the case of Xe chains, the experimental and theoretical data
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Fig. 15.8 The temperature
dependencies of the heat
capacity of 1D chains both Xe
atoms and N, molecules
adsorbed in the outer grooves
of c-SWNT bundles

C/(uR)

are close below 8 K. Observed at higher temperatures, the discrepancy between the
experimental and theoretical heat capacities could be mainly due to both the increase
of the distance between the nearest neighboring atoms in the chains with increasing
temperature and the occurrence of thermal activated vacancies in the 1D chains of
the xenon atoms due to spatial redistribution above about 30 K.

Below 8 K, the heat capacity of the 1D nitrogen chains in the grooves is influ-
enced predominantly by the phonon modes. Above 8 K, contribution of orientational
vibrations of the N, molecules becomes significant.

Above 18 K, the discrepancy between the experimental heat capacities of nitrogen
and Xe chains could be mainly due to orientational vibrations of the N, molecules.

The Debye temperatures of quasi-1D chains of adsorbates (35.7 K for Xe, 60 K
for N,) were estimated.
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Chapter 16

About Some Physical Properties of Water

in Nanosystems and the Possible Mechanism
of Superconductivity Induction by Water

in Compounds Sr Fe,As; and FeT ey gSo»

Ludmila Stepanovna Martseniuk, Aleksandr Stepanovich Martseniuk
and Michail Vasilievich Kurik

16.1 Introduction

The researches of the water which have been carried out in a number of laboratories
have shown that usual water is not a homogeneous medium, and will consist of two
fractions distinguished on the properties. Rontgen W. K has come to such conclusions
while investigating the properties of water with the application of X-ray radiation in
the laboratory.

These results deny the standard concepts according to which water represents
some intermediate state between solid and gaseous phases. Physical properties of
water under the standard concept are determined in a stationary regime by static
short-range forces of interaction, whence follows, that water should represent a
homogeneous medium. Many researchers still adhere such a point of view.

Essential advance in the development of a new view on essence of the phenomena
in the water medium has been carried out due to two remarkable discoveries: to
experimental detection of effect SPE (the effect, titled by the name of researchers:
Sinitsin NI, Petrosjan VI, Elkin VA for the first time received the spectra of resonant
interaction of millimeter waves with water and biological environments) [1] and to
a theoretical prediction of existence of coherent regions (coherent domains) in the
water system [2]. Results of these works well supplement each other, but differ in
theoretical interpretations. A suitable object for verification of the put forward in
[1-2] positions is the water in a special state—the nanowater.

Nanowater is present in molecular formations of cellular systems, capillaries,
membranes, etc., as an adjoining layer of these systems, finding out surprising
properties and determining all vital processes.
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Fig. 16.1 a Crystalline structure of Sr Fe; As,. The box indicates the unit cell. b, ¢ Expanded views
of the interstitial sites Iy, which is surrounded by four As, four Fe and one Sr (b), and /s, which is
surrounded by four Sr and two As (c). (Taken from [4])

Features of water, adjoining to surfaces of solid systems, so-called exclusion zone
(EZ) water, from a position of quantum electrodynamics are investigated in work
[3]. It is shown that the positions, developed within the framework of such approach,
completely describe experimentally observable phenomena. Therefore, it is of inter-
est to expand this description and on such systems, where water is located as one or
several layers (the quasi-two-dimensional systems). We shall note that recent open-
ings of effect of superconductivity induction by water in compounds Sr Fe, As, and
FeTepgSo2 [4, 5] (where the diffused water takes place the quasi-two-dimensional
layers) still do not have satisfactory theoretical interpretation. Revealing the essence
of this phenomenon is very important not only for physics of superconductivity but
also for understanding of the role of water in functioning living organisms.

16.2 Appearance of Superconductivity in Compounds
SrFeyAs; and FeTepgSp> Under Influence of Water
Diffused in them

Compounds S7 FeyAsy and FeT ey 3So2 [4, 5] belong to layered ferriferous materials,
a perspective for creation on their basis of high-temperature superconductors.

In work [4], the data of detection for the first time of superconductivity at diffusion
of water in epitaxial thin film of undoped FeT epgSp, (thickness ~200 of w are
published, the scheme of crystalline structures, Fig. 16.1) are presented.

As itis underlined in [4], FeAs-layers of Sr Fe, As,, similar to structure layers of
other superconducting ferriferous compounds, are formed from Fe Ass-tetrahedrons
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and play a determining role in the mechanism of formation of a superconducting
state. These compounds in the undoped state have the phase transition accompanying
structural transition in the antiferromagnetic phase, but in a state of superconductivity
without doping or compression do not pass.

The SrFe,As;-compound, doped with cobalt, attains superconductivity at
T, = 20K. Undoped epitaxial thin films pass to an antiferromagnetic phase at
T, = 204 K and at exposition in the atmosphere of environment at 7, = 25K find
out the transition to superconductivity.

Based on the additional researches carried out by them, authors [4] have shown
that only the vapors of water, diffused in a film of Sr Fe;As, from an atmosphere,
can induce a transition of undoped film to a superconducting state.

Researches of properties of Sr FeyAs,-epitaxial films, containing diffused wa-
ter molecules, have revealed that these films have also other distinctions from the
samples doped by cobalt.

First, strong anisotropy properties of these films in a magnetic field are found out,
unlike film, doping by cobalt (the last demonstrates almost isotropic behavior). So,
the value of temperature of the superconducting transition made 7, <7 K for H//C
and < 16 K for H//a, at a size of magnetic field H~9 T.

In the opinion of authors [4] this means that the upper critical field is higher than
9 T and that T, is more sensitive to H//C than to H//a.

Second, embedding of water in the crystalline structure of a film leads to the
compression of a film in a direction of an axis C, instead of an expansion as it would
be necessary to expect, proceeding from prospective possibilities of its disposition
in crystalline structure.

Authors suppose, that molecules of water can be incorporated in the sites desig-
nated as I¢ or Io, but, proceeding from the sizes of atom of oxygen and geometry of
a disposition of sites, the most probable is incorporation of atoms of oxygen in the
sites designated as Iy.

On the basis of preliminary calculation, authors indicate that the lattice in a di-
rection of an axis C should have some expansion at such incorporation, instead of
compression. However, its thickness has decreased up to 190 nm.

The third difference is an appearance of a certain amount of an impurity Fe;As-
phase which is found out at the X-ray structural analysis. Taking into account that
there are no literary data on the existence of transition in a superconducting state for
Fe; As, authors [4] consider that the principal cause of occurrence of superconducting
transition is connected to the compression of a lattice, occurring at diffusion of water
that is equivalent to exhibit the pressure, instead of appearance of an additional
F e, As-phase. They come to this conclusion on the basis of the message data that the
application of the external pressure leads to the origin of superconductivity with 7,
achieved at 35-38 K. However, achieving superconductivity in such a way a reduction
of value T,,,. of antiferromagnetic transition at increased pressure is observed. For
films Sr Fe, As,, containing diffused water, a value T, is the same, as well as for
the just received samples, and 7, has a smaller value than at application of pressure. It
means that the mechanism of occurrence of superconducting transition at embedding
of water is another than at external compression.
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Fig. 16.2 The crystalline
structure of FeSe. Shown are
atoms of iron (orange colors)
and arsenic (blue). (Taken
from
stonebrakerdesignworks.com)

We shall notice that by virtue of feature of site Iy structure, molecules of water
can occupy both the individual layers, oriented by a disposition of Iy, and double
layers (the second layer settles down under the first and it is separated from the first
by Sr). The presence of an impurity Fe, As— of a phase, probably, testifies to such
disposition of water layers, since molecules of water incorporated in places, oriented
by a site Iy, can displace two molecules of iron from the initial position.

Authors [4] though consider that the main mechanism, resulting in superconduc-
tivity, is a compression; however, they do not exclude the other possibilities, for
example, the possibility of the origin a subproduct of reactions between Sr Fe; As,
and H,O. It in their opinion, will lead to an interesting discovery, as any other
phases except of Fe,As, FeAs, and the amorphous phase has not been fixed by X-ray
measurements, but any one of these phases is not a superconductor.

Thus, any of the supposed reasons of origin of superconductivity in the compound
Sr FeyAs, are not satisfactory, and authors [4] also could not specify the reason of
a lattice compression occurrence.

The induction of superconductivity in Sr Fe;As, did not appear to be a unique
phenomenon, such as the effects found out by authors [5] and for compounds
FeTeo‘g S(),z.

The crystalline structure of the compound FeT e is similar to the structure of the
compound FeSe, shown in Fig. 16.2.

Though the crystal structure FeSe also does not contain intermediate planes,
magnetic and superconducting characteristics of this compound are similar to other
ferriferous superconductors. It confirms the assumption of researchers of these struc-
tures that the basic processes resulting to superconductivity occur in two-dimensional
ferriferous planes.

Authors [6] carry out a comparison of properties of not doped FeSe and FeTe.
The temperature of the superconducting transition 7, of compound FeSe (according
to various references) is 8 K and depends on applied pressure.

FeTe,having as well as FeSe tetragonal structure, passes in an antiferromagnetic
state at 70 K and is not superconductor.

Magnetic properties of compound FeT e are suppressed by entering of additives
of sulfur or selenium. However, for FeT ep3So> grown by a method of solid-state
reaction, the diamagnetism, corresponding to superconductivity, is not found out
[5]. On curve dependence of resistance on the temperature, submitted by authors
[5] for just-grown samples, the break is found out at 8 K, but zero resistance is not
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achieved. As the diamagnetic signal is not found out, authors connect this change of
resistance not with origin of total superconductivity but only with origin of filamen-
tary superconductivity. The application of hydrostatic pressure does not lead to the
superconducting transition of FeT e3Sp, polycrystal.

For the FeT e 35y, samples which have lain on air at room temperatures for more
than 20 days, a diamagnetic signal corresponding to total transition of compound
to superconductivity was found. With the increase in the time of exposition, the
signal increased, and resistance, in comparison with virgin samples, decreased. The
reduction of resistance is indicative of an increase in density of carriers with an
increase in the time of exposition till day 110.

One more essential change of samples at their exposition on air was the compres-
sion of a lattice. The following parameters of compression have been specified in
work for virgin samples: a =3.8114 (8) and ¢ = 6.2421 (21) A; for exposing on air
at room temperature for 200 days, a =3.8097 (8) and ¢ = 6.2307 (20) A.

Authors [5] had carried out the additional researches, similar described in [4],
which have revealed that only molecules of water, diffused in samples FeT ey gSo.2,
bring the polycrystals of this compound to superconductivity. Authors [5] have not
been able to reveal the exact reason of effect of induction by water of superconduc-
tivity; however, they put forward some possible variants, indicating herewith, that
the mechanism of such an effect for FeT eggSo polycrystal should be same, as well
as for film Sr Fe, As, and, most likely, is connected to observable reduction of the
sizes of a lattice.

16.3 About the Nature of Appearance of Superconductivity
in Ferriferous Superconductors

As is known [6], the impurity of magnetic materials negatively influence upon param-
eters of a superconducting state of usual superconductors. It is stipulated by the fact
that magnetic impurity possesses its own magnetic moment, which interacts with the
magnetic moment of one of Cooper pair electrons and reorients its direction, which
destroys the coupled state of pair.

The existence of high-temperature superconducting ferriferous compounds was
revealed in 2008 and, despite a huge number of researches, the mechanism of pairing
of electrons in these compounds is not opened. The standard theory BKS, created
for the description of processes in earlier known superconductive compounds, is
not sufficient as it denies the possibility of origin [6] of superconductivity in mag-
netic materials. Nevertheless, as follows from references, exactly magnetism can be
responsible for the unusual mechanism of superconductivity in these compounds.

As the majority of these compounds have phase transition in an antiferromagnetic
state, there is an assumption that the antiferromagnetic state precedes superconduct-
ing, and they compete among themselves. Usually to suppress an antiferromagnetic
state, doping is applied. Compression changes parameters of a crystalline lattice that
influences magnetic ordering and also can suppress antiferromagnetism.
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The theoretical development of models of high-temperature superconductivity
resulted in the appearance of a wide spectrum of various assumptions; however, the
theory of origin of superconductivity in these compounds is far from completion.

At first, in connection with discovering new superconductors, the possibility of
using the standard theory of electron—phonon interactions for explaining the mech-
anism of Cooper pair’s formation was researched. So, in work [6] it has been shown
theoretically that in using the model of electron—phonon interactions, the temperature
of transition in a superconducting state for iron chalcogenides, to which pertains and
FeTe, will not exceed 1 K. Taking into account that the value of critical temperature is
much higher, it means that the given compounds belong to superconductors with the
unusual mechanism of pairing. In this work, it is also shown that properties of com-
pounds FeSe, Fele H FeS are similar by configuration of a Fermi’s surface, phonon
spectrum, and magnetism with compounds on a basis FeAs. Authors consider that
superconductivity is caused by spin fluctuations of spin density waves (SDW) type.

In work [6], calculated data about the structure of the Fermi surface are dis-
cussed. It is shown that Fermi’s surface has a complicated character and consists
of a cylindrical electronic section in corners of Brillouin zone and a section of
cylindrical hole surfaces in the center of a zone. Such a structure is caused by a
quasi-two-dimensional electronic structure of ferriferous superconductors. The fur-
ther experimental researches, which have been carried out by various methods, have
confirmed these calculations.

For estimating the possibility of the electron—phonon mechanism of coupling
researches, the isotopic effect in these compounds [7] has been carried out. If takes
place in the electron—phonon mechanism, dependence of the critical temperature on
mass of an isotope (at replacement of a superconductor isotope) should be inversely
proportional to a square root of an isotope mass m, i.e., T, ~ 1/m®, where o= 0.5.

For an estimation of parameter «, one usually uses a more convenient formula:

g=_ " AT (16.1)
Am T,

For the compound Ba|_, K, Fe,As,(x = 0,4) with T, = 37K, the researches of
isotopic effect have been carried out and it appears that at replacement of iron °° Fe by
an isotope > Fe, the value « is approximately equal to 0.35. In the opinion of authors,
it means that the electron—phonon mechanism of the formation of Cooper pairs is
possible, but it is not described by the standard Bardeen, Cooper, and Schrieffer
(BCS) theory

One more work [8], also devoted to research of isotopic effect, has not con-
firmed results of work [7]. They researched about the same polycrystalline compound
Ba,_.K,Fe;As,, and at the isotopic replacement of atoms of iron, it was revealed
that though the exponent « differs from zero, it has a negative sign and consists of
ape = —0,18. It means that the heavier an isotope of iron, the higher the value of
critical temperature.

Based on the above authors [8], proceeding from the received results, believe,
that electron-phonon interaction participates in formation of superconductivity, but
character of a display of such interaction is complex and is not described by standard
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BCS model. Possibilities also vary, when the mechanism of formation of Cooper
pairs represents a mix of exchange and electron—phonon interactions.

Interesting in this respect is the already mentioned work [7]. In this work, authors
investigated not only the influence of isotopic replacements on T, but also investigated
the changes of the temperature of transition of not doped compounds Ba Fe; As, and
SmFeAsO in astate of spin density wave Tspw. It appeared that espw = — %
is 0.05 for oxygen and 0.37 for iron. These data directly specify the presence of
strong phonon—-magnon interactions. In connection with these results, it is necessary
to suppose that an isotopic change of value T is also caused by the phonon-magnon
interaction.

An important point in the mechanism of superconductivity is the establishment of
which mechanisms of behavior electrons in the superconducting system of a com-
pound are realized, the mechanism of strong binding according to which electrons
can be distinguished or the mechanism of weak binding, when electrons behave as
united integers (so-called strongly correlated the Mott’s dielectric).

As follows from review’s work [9], the most popular standpoint that FeAs-
systems are weakly correlated systems. However, there are also a number of
experimental works whose results do not agree with such a statement. The author [9]
in this connection indicates that though a question on whether FeAs are weakly cor-
related systems or are strong correlated systems remains open, electronic correlations
play a certain role in these systems.

The investigations of properties of iron chalcogenides (FeX) have shown, that as
well as for compounds such type as AFe,As; (where A = Ca, Sr, Ba), the transition
of chalcogenides to a superconducting state is preceded the phase transition to an
antiferromagnetic state.

Suppression of an antiferromagnetic state is possible to achieve by doping or
compression due to application of external pressure.

Antiferromagnetic ordering in undoped ferriferous superconductors exists as
waves of spin density (SDV), which is possible, in the simplified approach, to asso-
ciate with periodic reduction and increase in electronic spin density. The period of
these waves is determined not by the period of a lattice but by properties of mag-
netic interaction and this state is distinct from a variety of magnetic excitation—spin
waves.

As SDW waves rise as result of magnetism in the system, which is caused by ex-
change interaction, the mechanism of formation of Cooper pairs in these compounds
also can have an exchange character.

In the works, where the dynamics of spin excitation [10, 11] on not doped
SrFeyAs, and BaFe;As; by methods of neutron diffraction analysis are investi-
gated, it is informed that at low temperatures antiferromagnetic ordering takes place.
For Sr Fe, As, [10], it is revealed that the spectrum of magnetic excitations has a gap
A < 6,5 meV, above which spin waves are observed. Magnone spectrum spread up
to an energy of order 170 meV, essentially exceeding typical frequencies of phonons
(40 meV) [11].

Despite a huge quantity of publications on revealing the mechanism of pairing
in high-temperature superconductors, there are some unsolved questions. As it was
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Fig. 16.3 The phase diagram 200
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noted in the review [9], there are some unclear questions: “Is ‘vicinity’ to antifer-
romagnetism needed for high-temperature superconductivity? Whether antiferro-
magnetism is a competing phase or does it substantially promote high-temperature
superconductivity, for instance, through the replacement of electron—phonon mech-
anism of pairing by the mechanism, based on spin (antiferromagnetic) fluctuations™?
If the author [9] considers that in ferriferous superconductors “a role of electron—
phonon interactions, apparently, can be quite significant (isotope effect),” the author
of another review [12] asserts “the vicinity to antiferromagnetic ordering in cuprates
and FeAs-systems stipulates the spin-fluctuating mechanism of the pairing resulting
in both cases to high values 7,.”

We shall note that for high-temperature superconductors the mechanism of tran-
sition to superconducting state can appear even more complex than it was supposed
and have a mixed character. This point of view is also confirmed by work [13],
where authors investigated influence of pressure on parameters of transition in a su-
perconducting state of Sr Fe, As, monocrystal. This work is interesting and in that
relation, that induction by water of superconductivity in Sr Fe;As,, as mentioned
above, explained by compression of a lattice, which occurs and at application the
external pressure.

In this work experimentally by a method of a nuclear magnetic resonance for
the first time, the simultaneous existence of two phases—antiferromagnetic and
superconducting (Fig. 16.3)—for undoped Sr F e, As, with the application of external
pressure in a diapason 4,2-8 I [ [a has been found.

As can be seen from Fig. 16.3, in the range of 4.2-8 GPa the curves of Neel and
phase transition in superconducting state coincide. It means that in this area there is
a possible simultaneous existence of superconducting and antiferromagnetic phase.

Such data indicate that antiferromagnetic state and superconducting state can not
only compete one with others but also coexist. Besides, these data point to significant
role of magnetic interaction (having character of exchange interaction) in realization
of the mechanism of superconductivity in this compound.

Authors also note that the effect, observable by them, appears in consequence of
formation of nano-dimensional superconducting/antiferromagnetic hybrid structures
and this entangled state is a remarkable example of self-organizing of heterogeneous
structures in pure systems.
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Let us note also that this work [13], to some degree, approximates us and to
comprehension of essence of the mechanism induction by water of superconductivity
in films Sr Fe, As,.

16.4 Modern Physical Views on Properties of Water

According to the theoretical researches described in [2, 3, 14, 15] and other works,
usual water in a liquid state is a system consisting of two fractions: the coherent
structures, representing individual regions—coherent domains, and not coherent,
“classical water,” surrounding these regions. Coherent domains are formed owing to
resonant interactions of virtual vacuum photons with molecules of water. We shall
briefly describe the basic characteristics of these fractions and processes, underlying
the basis of their origin, based on the data of works [3, 14, 15] where this description
is submitted in the simplified variant.

The condensation of a matter from an ensemble of not coherent molecules of
gas from a position of quantum electrodynamics can be related to electromagnetic
interaction of these molecules with a vacuum virtual photon. As it is indicated in [3]
with reference to [16], the closely packed ensemble of atoms or molecules, which
number N, is able to leak out the virtual photons. We shall assume that molecules have
only two states, the ground states and excited states; energy of excitation £ = hv
is in the order of 10 3B. We shall accept a molecule of about 1 A in size. Then
the photon, capable to excite a molecule, should have wavelength A = ¢/v in the
order of about 1000 A. Let the probability of excitation (according to estimations of
the authors [3], which have taken for a basis the size of Lamb’s shift [3]) be in the
order of about 10~#~107>. The excited molecule can decay, having let out a photon
(through a time corresponding to time of decay), which can excite other molecule,
or to be the absorbed by vacuum. The relative probability of these two events will
depend on the density of the molecules n = N /A3, which are present inside volume
A3 of a photon. If the density n exceeds the threshold n.,;, (Equ. 2), the photon will
never return in vacuum.

In such a case, the next condition should satisfy:

P ngi = 1, (16.2)

where P is the probability of excitation of one molecule by a virtual photon.

Such a process will last until enough amount of photon is trapped and a sizeable
electromagnetic field will be built in this region.

This field:

1. Will create attraction among molecules, producing a large increase in density.
2. Will give a common oscillation of all the trapped atoms with common phase for
the whole region, named by the author of [3] as coherence domain (CD).

In accordance with the theoretical estimation of the authors of reference [3], made
for water, for CD each molecule is coherent oscillated between the ground state,
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whose statistical weight is 0.87 and where electrons are closely bound, and the
excited state, whose weight is 0.13 and where they are found in a quasi-free state. For
E = 12.06 5B, we have, that . =hc/E = 1000 A = 0.1 mc and this value corresponds
to the size of CD of water.

At formation of coherent domains, there is a reduction of entropy of water system
that results to occurrence of such characteristic as energy of transition (energy gap)
from a coherent state to not coherent and, according to [3], it means, that energy of
a coherent state is lower, than not coherent. As follows from [3], this size becomes
0.26 2B.

Thermal oscillations in usual water result in the fact that both factions, the coherent
and noncoherent, exist in the nonstationary state, but for them, as for superfluid
helium, the next expression takes place:

According to [3], Eq. 16.3 determines the total number of molecules in each phase
for any time interval, but each molecule passes through two phases continuously. This
phenomenon generates a “flickering” regime for the water system. Nevertheless, the
situation essentially changed for the water, structured near to solid surfaces (films)
[3]; for water, diffused in rocky formation of mountain [17]; for water, bound by
biological systems of a living organism; for natural water and for coherency natural
water of left and right polarization (where water is close on some parameters to water
of living organisms) [18]; for waters in capillaries and in some other cases. For them,
the time of existence of the coherent domains is much higher and such domains can
form cluster structures in natural water or whole regions of coherence. Memory of
water is defined by such properties of water [19]. We shall notice that any external
influence on the water environment is fixed by water through change of its internal
structure.

As it was specified above, the excited state includes the coherent oscillations with
energy 12.06 3B lying below the energy of the molecule ionization, value of which
is at about of 12.60 5B. Owing to such close disposition of energy of the excited
state to energy of ionization in coherent domains, the oscillation of electrons leads to
the occurrence of quasi-free electrons in a coherent state. These electrons can easily
be released and can participate in chemical transformations and other processes.

The properties of water in both factions, coherent and not coherent, greatly differ.

The SPE effect was described for the first time in work [1] by its authors; they
presented the experimental results on the study of water and water-environment of a
living organism with using new methods.

The essence of the SPE effect is that the resonance interaction of low intensive
(< 10 mcWt/cm?) of millimeter waves (EHF-diapason) with water and biological
environments on frequencies, coincident with frequencies of molecular vibrations of
water, is taking place. Such frequencies are named by the authors of the reference as
“resonance”.

Experimental results of work [1] have confirmed the existence of two phases in
the water system.
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The water system, as follows from this reference, has in its composition molecular
(“ice-like”) structures, consisting of cluster’s hexagonal formations and the individ-
ual water molecules, surrounding these formations. Water molecules in “lusterr’s
hexagonal” are coupled with hydrogen binding. In a solid phase, as authors [1]
indicate, oxygen is tetravalent.

The reveal resonant peaks have a very high quality factor and correspond to the
frequency of resonant vibrations of water molecules’ hexagonal structures. Peaks of
these fluctuations are located in the region of GHz (they correspond to a frequency
of 50.3 GHz for radial vibrations and 51.8 GHz for transverse vibrations of chain
O-H-hexagonal rings).

The quality factor in a region near to 50 GHz of spectrums, which have been taken
off from the water environment of living organisms, is higher than three times, than
received at researches of usual water. At treatment of the results authors [12] believe
that “the liquid phase of water is not ‘the third phase’ and represents an associative
mix of fragments of molecular structures of its two extreme phases—ice and vapor”
though indicated, that water systems of living organisms are in a resonant state. Thus,
the “ice-like phase” of waters corresponds in this treatment to a usual solid state.

It is possible to find what the “ice-like phase” is and, to some degree, analyze the
behavior of waters in nanosystems.

16.5 About the Reasons of Induction by Water
the Superconductivity in Compound Sr Fe;As>
and FeTe(),g S(),z

As follows from [4, 5], at diffusion of water the compounds SrFe;As, and
FeTey3Sp2 essentially change properties and the most substantial change is the
transition to the state of superconductivity at low temperatures, which is not found
out for just made samples. Besides, as it was indicated above, there are also the
structural changes at diffusion of water, one of which is compression of a lattice.
Strong anisotropy of properties Sr Fe, As, is found out at applying a magnetic field
at low temperatures, which arises for the sample, exposited in air, but does not reveal
for doped of cobalt compounds [4]. The reduction of resistance [5] for the samples
FeTepgSo2, exposed on air for more than 20 days, testifies to the increase in the
carrier’s density at water diffusion.

A satisfactory explanation of processes, occurring in these compounds, is not
found till now; researchers suppose that the main reason of passing to the supercon-
ducting state is a compression of lattice, which is equivalent to the application of
pressure [4, 5]. But for initial FeT epgSo 2, the structural transition to a supercon-
ducting state is not found out and at application the external pressure, and properties
Sr FeyAs, under pressure differ from properties of these compounds at diffusion in
their water.

Thus, any explanation put forward, constructed from comparison with properties
of other high-temperature ferriferous superconductors, is not satisfactory. One other
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possibility remains, to explain the effect of induction on the basis of properties of the
water, which are located, as result of diffusion, by single layers, paralleled to basic
ferriferous layers.

Unfortunately, it is not known exactly, which one water forms the structures at
diffusing in compounds Sr Fe;As, and FeT ep3Sy2, but, nevertheless, the behavior
of this two dimension water is possible to predict, having applied to the description
of properties of diffusing waters the positions, advanced by J. Preparata in the theory
of condensation of water molecules to a liquid state, created by him on the basis of
quantum electrodynamics.

In [16], authors have theoretically shown the possibility of leaking out of photons
by a closely packed ensemble of atoms or molecules. As it is indicated in this work,
it brings to continuous outflow of photons through mirrors of a cavity, even in the
absence of an external influence. So, according to the theoretical estimation, resulted
in this work, for 104 atoms 35 Ru placed in an optical cavity, emission of photons
I1=300 ¢! is expected and this settlement value corresponds to experimental data.

Authors [16] also indicated on possible processes of self-organization and the
processes of outflow of energy, related to them, which can be caused by the interaction
of the system of atoms (molecules) with virtual photons as it occurs in Casimir effect.
Pay attention to a possible version of such system behavior in the presence of a
dividing barrier and participation of the virtual photons coming from vacuum.

W. Nernst has shown in 1914, that the virtual photon can tune the vibration of
identical molecules of the system and that provide arising of common phase of
such vibrations in this system. This position is possible to use and for description
of the behavior of water molecules, diffusing in crystalline structure of compound
SrFeyAs, and FeTepgSo,. Through the diffusing into compounds molecules of
water (in accordance with [16]), virtual photons can also leak from a vacuum. At
existence of a sufficient transparency of the basic ferriferous layers of compounds in
this energy diapason, the molecules of other water layers may be situated in region
of interaction with a virtual photon. For this, the probability P of excitation (at a high
enough degree of transparency) molecules of water layers, according to the Equ. 2,
should be not less than:

Py = 1/A’n,, (16.4)

where Py is the average value of probability of excitation by a photon of water
molecule in the volume defined by the size of a photon (~ 1000 A);

n,is the average density of molecules of water in this volume.

If the ferriferous layer of the basic material (by virtue of some internal processes)
greatly absorbs the radiation on frequency of such a virtual photon, then in interaction
is included the smaller number of the water layers or it occurs in single water layer
only. In the latter case, it does not lead to those effects which, under our assumption,
are found out in SrFe;Asy and FeTepgSo, at diffusion of them in water (partly
already at a room temperature, for example, compression of crystalline lattice, the
increasing of the concentration of carriers).

The interaction of water molecules with the virtual photon, coming out from vac-
uum, can lead to the synchronization of vibrations of water molecules and formation
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of the coherence regions, similar to coherent domains. According to positions of
quantum electrodynamics, it will lead to an attraction between a molecule of wa-
ter and, accordingly, between the layers of the molecules which have appeared in
the field of interaction. The result will be the compression of a crystal lattice of
compound.

Any other mechanisms of a lattice compression of compounds at diffusion in
water, except the ones specified by us here (connected with the tune of vibrations of
water molecules in a uniform by vacuum virtual photon), it has not been put forward
till now.

It is interesting to indicate one more publication [20] where it is informed that
the effect of induction of superconductivity is found out and at contact of com-
pound FeTeypgSo» with the alcohol-containing water solution. While heating the
FeTepgSo» compound in various alcoholic beverages, with compound there are the
same changes, as well as at an exposition on air, in particular, the compression of
lattice. We shall note in this connection that according to [1], the resonant spectra of
EHF diapason, which have been taken off from water and alcohol-containing water
solution, have a very close location of resonant peaks though the intensity of these
peaks are different. Such distinction in [1] explained that for water containing spirit,
typically the delaminating of hexagonal planes was higher than for pure water.

Ethanol spirit, as well as usual water, is an associated liquid, i.e., it contains
hydrogen bindings. It means [3] that positions quantum electrodynamics, advanced
by G. Preparata for water, are suitable for the description of this substance. Probably,
exactly these characteristics also cause the possibility of molecules of an ethanol
spirit to interact with a virtual photon and induce the superconductivity in a crystalline
structure as well as a water molecules.

Though the unique reason of induction, in opinion of authors of the works, which
for the first time have fixed the effect, is the compression of a lattice (that equivalently
as they consider, to application of external pressure), such explanation as, authors
specify, is not sufficient.

In fact, the influence of diffusing waters is not reduced to compression only.

As follows from the above-mentioned works, it is possible to induce the transition
to superconductivity in two ways: first, compression and second, doping. Doping can
bring us to the next result: to reduce the interaction between layers, to suppress the
transition in an antiferromagnetic state, and to increase the concentration of carriers.

Properties of two-dimensional water, being situated between the basic layers, by
virtue of features of its formation on some parameters are similar to the so-called EZ
water, to water, a thin layer adjoining to any hydrophilic surface.

An adjoining surface shields an EZ layer from destroying the influence of thermal
vibrations of external environment, in consequence of which the regions of CD appear
substantial anymore. It is typical that for near-surface waters, adjoining to surfaces
of living organisms, viscosity is lower than usual water and EZ water. The reasons
of such a difference are discussed in detail in [3], and authors connect them with an
opportunity of coherent domains to resonate among themselves in living organisms.

Enumerate some differences of EZ water from usual water according to [3].
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1. EZ water is considerably more viscous than normal water (on the order).
2. EZ water has a negative electric potential (up to 150 mV).

3. On border between EZ water and usual water protons are concentrated.
4. EZ water blocks penetration of impure molecules.

In the opinion of authors [3], EZ water is formed, basically, from the molecules
residing in a coherent state and vibration within a united phase (in area of coherent)
between the basic and excited states. The attraction among molecules vibrates in one
phase, according to positions of quantum electrodynamics, and causes the higher
viscosity, than for not coherent molecules of water. Besides, such water easily gives
electrons, since the difference between energy of ionization (12.60 3B) and energy
excitation (12.06 5B) is insignificant. The ability of easy giving of electron leads to
the occurrence of negative electric potential and concentration of protons on border,
as it is specified in points 1 and 2.

Let us consider in more detail what occurs with the molecules of water, diffusing
in compounds Sr Fe,As, and FeT epgSo.-

Water molecules, diffusing in these compounds, in consequence of interaction
with a virtual photon and the subsequent passing to coherence, get such quantum
characteristic, as a phase, unique for each area of coherence. The further interaction
between separate areas can lead to their merging, as well as for EZ water, especially
at the decrease in temperature.

Let us note that in the area of interaction with the virtual photon, having the
energy E = 10 5B (which length of a wave, accordingly, makes about 1,000 A) gets
enough amount of layers of the water, which are settling down between the basic
ferriferous layers. Thus, the condensation of diffusing water molecules in a state, on
its properties reminding “ice-like” state, is carried out.

Let us emphasize here that the coherent water in a formations of water layers, as
well as usual water in coherent domains, is not the water, which properties corre-
spond to frozen crystallize water, where coherent domains were absent. Here, we
have a superposition of the ground state, where molecules closely bond among them-
selves and the excited, where electrons are “handling” in an electronic cloud and are
collectivized for all region of coherence, i.e., are a unit.

The most essential difference of water in two-dimensional layers from “ice-like
state” is that: these layers do not couple in a transversal direction by hydrogen
binding and have two “external” electrons on one atom of oxygen, because oxygen
in “electrons” on is tetravalent.

The second difference will be that in the field of interaction with a virtual photon
for all water layers the regime of coherence is established, i.e., all processes occurin a
uniform and with a unique phase. The structure of a polycrystal thereof transformed,
because the layers of water have a tendency to rapprochement at coherency; the
parameters of a lattice can change as result, its compression will be happen.

Let us note that at the usual freezing of water there is, as is known, a process of
expansion, instead of compression.

The third difference is that the polycrystal lattice stabilizes processes in water
layers in accordance with their own internal process and can appear the resonance
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transitions (and it is also possible the processes, similar to some extent to effect of
affinity, when superconductivity in one substance induces superconductivity in the
other substance).

Diffusing water differs from EZ water as well as from usual water by a two-
dimensional character, the absence of hydrogen binding between layers. At the same
time inherent to it, as well as for EZ water, higher degree of coherence, ability easily
to give of electrons and, probably, number of other properties.

From the enumerated particularities of water in single layers follows that such
layer:

1. can shield interaction between layers of the basic material (it is expressed
in occurrence of anisotropy of properties, which it was mentioned above for
SrFeyAsy),

2. can be suppliers of electrons to the basic ferriferous layers (it is found out for
FeTepgSo02),

3. can be factors of approaching of ferriferous layers (change of geometrical
parameters [4, 5]), and

4. can influence the processes of ordering, than to suppress antiferromagnetic order-
ing, as compete with a superconducting phase (transition to superconductivity).

All these four listed factors are the factors promoting the transition in a supercon-
ducting state.

However, there is also one more factor, related to that at low temperatures the water
can be only in the pair-state. For this state, as against from ortho-state, molecules
of water cannot rotate and, consequently, to form the binding structures, the type of
hexagonal [21].

As for such structures are available of two “external” electrons [ 1], the opportunity
is not excluded, that these electrons also can participate in formation of Cooper
pairs: or with others electrons of water layers, or with electrons from the basic
ferriferous layers (taking into account, that the processes in individual water layers
occur synchronously). We shall note that interaction of water molecules with atoms
of iron can lead to the conversion of water protons and transition of water molecules
from a pair-state to an ortho-state [21] and thereby to promote the occurrence of
processes of electrons pairing.

The synchronization of vibration of the water structures (for usual water is hexag-
onal structures) and of magnon processes of the basic ferriferous layers are also
possible. Really, in [7] the presence of strong phonon—-magnon interactions for com-
pound Ba F e, As,, similar to compound Sr Fe; As», is revealed, and authors [1] find
out the resonant vibrations of hexagonal water structures in a gigahertz range. Fre-
quency of vibrations of coherence water structures, located by single layers, can be
synchronized at low temperatures with the processes, caused by exchange interaction
in iron-containing layers.

As there are no reliable literary data on finding correlation interactions of super-
conducting type for electrons in layers of near-surface waters (some indications on
such opportunity for the water, bound by living structures, are available in [22]),
the most probable mechanism of stimulation, besides possible processes of pairing
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electrons from layers of water and the basic ferriferous layers, apparently, will be a
complex manifestation of the factors listed in points 1-4.

16.6 Properties of One-Dimensional Water Chains in Carbon
Nanotube

In works [1, 3], two models of a structure of water are stated. Though experimental
results of work [1] confirm the theoretical concepts presented in [3], nevertheless,
the treatment of experimental results, received by authors [1], does not coincide with
positions [3].

If, in opinion of authors [1], “ice-like” phase of water represents a certain
crystalline-like structure, in the theory G. Preparata it is the “coherent domain”!

What takes place indeed can show only experiment. It is very important to investi-
gate the behavior of water in such systems, where water steadily keeps the structure,
instead of a flickering regime.

Such states arise for water, bounded by living systems, for which very narrow
coherent peaks in spectra of resonant interaction with SHF radiation are fixed [1],
which specifies a high-degree coherence of such water.

Now there are not enough publications, concerning research of two-dimensional
water properties, though it plays an important role in the realization of biological
processes in living organisms. Such water is, in quality, similar to near-surface
water of living organisms, forms the layers in a few hundred molecule thickness,
enveloping molecular structures and surfaces of fabrics of living organisms. All vital
processes occur in near-surface water environment. For such water, except of high
degree coherence, it is typical also delaminating of water planes, because of what
such planes are poorly bound between itself [23].

For this reason, the big interest for physics of water represents the research of
effect of induction by water of superconductivity, where diffused water located by
single layers, which have not bound by hydrogen bonds between itself.

It is essential that the compounds, in which the effect of induction was showed,
are found at low temperatures in a state close to superconductivity [4, 5].

As follows from the above carried-out analysis of mechanism of effect induc-
ing displayed in Sr Fe,As, and FeT epgSo, for the description of diffused waters
properties, as well as the mechanism of inducing by water of superconductivity, the
treatment of G. Preparata is more acceptable. According to water in the single layers,
which settles down in parallel to the basic ferriferous layers of compounds, repre-
sents the coherent system, having some characteristics of EZ water. It does not show
properties of usual ice, as was expected based on the conclusions of work [1].

The further researches of water properties in nanosystems, carried out for the past
decade, have also confirmed the validity of theoretical treatments by G. Preparata.

The most interesting, from our point of view, are the results of researches of water
properties in carbon nanotubes, carried out by A. I. Kolesnikov and his colleagues
from Argonne National Laboratory [23]. Nanotubes, which were used for researches,
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Fig. 16.4 The temperature dependence of the amplitude of root-mean-square fluctuations of water
protons in a nanotube and in ice (from experiments on elastic dispersion of neutrons). (Taken from
[23])

had a length up to several tens of nanometers and have consisted of one or several
rolled up in a tube hexagonal graphite planes (graphene); their diameter ranged from
1.35 up to 1.90 nm. Water in such a nanotube, practically, did not interact with a wall
of nanotube and represented one-dimensional structure.

Authors measured elastic dispersion of neutrons in such a system and compared
the received data with results of the same measurements on usual ice. In Fig. 16.4,
the temperature dependences of root-mean-square fluctuations (u%,) of water protons
are shown.

As it is visible from Fig. 16.4, root-mean-square fluctuations of water protons in
nanotubes in four times exceed those for ice throughout the 8-273 K temperature
range.

Authors [23] have also shown that water molecules in nanotubes are found in wide
two-well potential (shown on an insert). A low-barrier double-well potential with flat-
tened bottom is presents for hydrogen (as be obvious from an insert). Delocalization
of protons makes approximately 0.2 A.

Authors [23] explain such high values of size by the fact that, according to their
results, the average amount of the hydrogen bounds, which bind a molecule of water
with its two nearest neighbors (so-called coordinate number), was reduced from 3.8
up to 1.86. In consequence of that, the mobility of molecules has increased. “New
water” did not freeze even at temperature, even on eight degrees differing from
absolute zero.
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In alater work [24], carried out by A. I. Kolesnikov and colleagues, the additional
data on properties of nanotubes waters are presented. They added: “We find that at
5 K the kinetic energy of the protons is 35 meV less than that in ice Ih at the same
temperature, and the high momentum tail of the distribution, characteristic of the
molecular covalent bond, is not present. .. Our data reveal that the protons in the
hydrogen bonds are coherently delocalized and that the low temperature phase is a
qualitatively new phase of ice.”.

These works are a direct confirmation that the water in nanosystems is shown the
unusual properties and is not the same substance as usual ice.

Unusual properties of water should be shown as in living systems, which the high
degree of coherence is peculiar, so and in the some nano objects of the lifeless nature
that confirms experiments. Apparently, the positions, advanced J. Preparata, most
approach for the description of characteristics of such water systems.

The characteristics of nanowater in layered compounds SrFe;As, and
FeTeysSy» can appear are close to properties of near-surfaces water of living
organisms.

16.7 Conclusions

Now there are two approaches to the description of properties of usual water. Accord-
ing to usual views, water presents a homogeneous medium. However, theoretical and
the experimental researches, which have been carried out especially for past decades,
have not confirmed such a point of view. The most significant of last achievements
in the field of water physics are the discovery of the C[]E effect [1] and theoretical
development by G. Preparata [2], which predicted for usual water the existence of
separate regions of coherency—coherent domains. Authors of discovery of existence
ofon the basis of the results received by them, have drawn a conclusion that water
will consist of two extreme phases—vapor and ice. As against them, G. Preparata
has shown that processes of condensation of water molecules in a liquid state occur
owing to the interaction of water molecules with vacuum virtual photon and the wa-
ter medium will consist of the separate coherent regions surrounded by individual
molecules of water.

As follows from works of the authors, who have opened effect of the inducing by
water of superconductivity in SrFe, Asp and FeT epgSo2 [3, 41, it is not possible to
explain neither the reason of compression of a lattice of compounds, nor the factors,
resulting in superconductivity at diffusion in compounds of water, proceeding from
properties of compounds.

For finding such a reason in the present work, the analysis of possible behavior of
diffusing waters, situated by single layers parallel to the basic ferriferous layers of
compounds, from a position of development, advanced G. Preparata, is carried out
for usual water. It is shown that such water can have some properties of EZ water,
by virtue of which, layers of diffusing waters:

1. Can shield interaction between layers of the basic material
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2. To be effective suppliers of electrons to the basic ferriferous layers

3. To be factors of approaching of ferriferous layers

4. To influence processes of ordering, than to suppress antiferromagnetic ordering
as competitive with superconducting phase

As all these four points are factors of induction of the transition to superconductivity,
the most probable mechanism of effect of induction, besides arising of the possible
processes of pairing of electrons from layers of water and of the basic ferriferous
layers, apparently, will be the complex realizing of these factors.

Thus, it appears that the positions, developed by J. Preparata, most befit the
description of characteristics of water nanosystems, to which belongs water diffused
in Sr FeyAs, and FeT ey 3Sp2; such water, on the properties, differs from usual water.

The experimental confirmation that the water in nanosystems can behave in the
unusual way is the data of researches on properties of water in nanotubes, where
such water does not freeze at temperature up to 8 K.

Thus, nanowater at low temperatures is not usual ice and its properties are ex-
pedient to describe from a position of the statement of quantum electrodynamics,
advanced by G. Preparata at creation of the theory of a water molecule condensation
in a liquid state.
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Chapter 17
Effect of Gold Nanoparticles on Proliferative
Properties of SPEV Cells

E. V. Pavlovich and N. A. Volkova

The effect of gold NPs on the viability, adhesion capacity, and apoptosis of embryonic
porcine kidney epithelial inoculated line (SPEV) cells was studied. We examined the
effect of gold NPs on the cell proliferation rate. A stimulating effect of gold NPs under
concentration of 6 pLg/ml on SPEV cells when cultured for 3 h was seen, the number
of adhered cells increased in 1.3 times when compared with the control samples.
Adhesion after culturing for an hour in the samples with gold NPs at concentration
of 12 pg/ml was slowed down. Cell morphology when culturing with gold NPs
within the investigated range of concentrations did not differ from the control at all
stages of observation. It was shown that the stimulating effect manifested at low
concentrations of gold NPs during 3 and 4 days of culturing. Thus, the number of
cells in samples cultured under concentrations of gold NPs of 3 and 6 pg/ml increased
if compared with the control samples in 1.15 and 1.24 (the third day) and 1.15 and
1.23 times (the fourth day), respectively.

17.1 Introduction

Nanoparticles (NPs) of metals, especially gold, can stimulate enzymatic activity and
have antioxidant properties; they are used for the delivery of drugs and imaging
of cells and tissues as well [1]. However, they can have toxic effects on biological
objects in high concentrations [2], their interactions with cells and potential health
risk are not completely known. Obviously, many in vitro and in vivo studies for a
complete description of nanomaterials are required. Information about their potential
toxicity and effects on human health is necessary for use of nanomaterials in clinic.
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We used an inoculated line of SPEV cells, derived in 1959 at the Moscow Scientific
Research Institute of Virus Preparations from embryonic porcine kidney. Nowadays,
this line has been the object for many researches in the field of cell technologies [3].
Inoculated cell cultures are frequently used as the model for solving many tasks of
biology such as cell differentiation, intracellular structures, carcinogenesis, transfer
of genetic information, derivation of high-effective vaccines, and antiviral prepa-
rations as needed. The advantage of inoculated cell cultures is their specificity to
homogeneous cell populations, well growing under standard conditions in semisyn-
thetic media. Moreover, we can study in cell cultures direct responses of cells to
some or other influences, whereas there is no integrating effect of an organism of its
humoral and nervous systems.

The research aim was to study the interaction of nano-sized compounds with
cultured cells. The effect of gold NPs on morphological and functional characteristics
of cells and on the cell apoptosis of SPEV cells was investigated.

17.2 Materials and Methods

SPEV cells (embryonic porcine kidney epithelial inoculated line) were cultured in
plastic flasks in DMEM (Sigma, USA) with 5 % FBC (v/v; HyClone, USA) supple-
mented with penicillin/streptomycin (PAA, Austria) and amphotericin B (5 jLg/ml)
as reported [4]. The total number of the cultured cells was calculated by the tra-
ditional method in Goryaev’s chamber. Seeding concentration was 5 x 10* cells
on Petri dish. The cells were cultured in Sanyo incubator under 37 °C with 5%
CO; in humid atmosphere. Culture medium was replaced every 2 days. Cells were
passaged at 100 % confluence [5]. SPEV cells had expressed growth properties and
during serial passage preserved initial morphological structure of monolayer without
evidencences of cell degenaration in the culture.

Gold NPs were obtained at the Institute of Biocolloidal Chemistry of the NAS of
Ukraine. Colloidal gold was synthesized by recovery of gold ions from a solution of
hydrochloric acid, HAuCly;xH;O. Initial concentration of gold solution dialyzed with
polysaccharides was 44 mg/ml. The adsorption of polysaccharides on the surface of
growing crystal is not higher than 40 mg/ml, the average size of NPs was 30 nm.
Gold NPs were introduced in cells by passive diffusion at 37 °C.

Adhesive properties of cells were visually evaluated using an inverted microscope,
counting the number of adhered and flattened cells on the area of 1.5 mm? (square
field of view at 150 times magnification). The proliferation dynamics of adhered
SPEV cells of 14 days was investigated. Apoptotic and necrotic processes in SPEV
cells exposed to gold NPs were investigated with fluorescence-activated cell sorter
(FACS) analysis. The processes of necrosis/apoptosis were studied with annexin-V
(BD, USA), 7-amino-actinomycin (7AAD; BD) and propidium iodide (PI; BD) dyes
using FACS Calibur Becton-Dickinson flow cytometer. The cells cultured without
gold NPs under the same conditions were the control.

The results were statistically processed using Excel software and Student’s 7 test.
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Fig. 17.1 Dynamics of adhesion of SPEV cells after exposure of gold NPs

17.3 Results

The effect of gold NPs on adhesive characteristics of SPEV cultures was studied.
Cell adhesion is a requirement for the following growth of the culture and indicates
a functional state of cells. Adhesion is known as the start of cell flattening for obtain-
ing of such a morphology. The adhesive properties of SPEV cells are presented in
Fig. 17.1. After an hour of SPEV cells culturing with gold NPs of 0.3 and 3 pg/ml,
the number of adhered cells was lower if compared with the index of the control
samples. Relative number of flattened cells for the samples with NPs for these con-
centrations did not significantly differ from the control. After 3 h of culturing gold
NPs of 6 ng/ml manifested a stimulating effect on SPEV cells, a number of adhered
cells increased by 1.3 times, respectively, if compared with the control.

After an hour, culturing supplemented with gold NPs of 12 pg/ml adhesion was
slowed down. A number of adhered cells per 1 cm? were reduced by 1.8 times if
compared with the control. There was also observed a significant slowing of cell
flattening with gold NPs in this concentration. After 24 h of observation a number
of adhered cells was lower relative to the control in 1.3 times (Fig. 17.1).

We studied the effect of gold NPs within the concentration range of 0.3—12 pg/ml
on proliferative processes in SPEV culture cells. The obtained results were presented
in Fig. 17.2. At observation time of 1-4 days, there was studied the proliferation
dynamics of adhered cells, calculating a number of proliferating cells. Stimulating
effect of gold NPs revealed to the third and fourth observation days. To the third day
of culturing with gold NPs of 3 and 6 g/ml a cell number increased by 1.15 and 1.24
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Fig. 17.2 Proliferation dynamics of SPEV cells after exposure of gold NPs

times, respectively, if compared with the control. To the fourth day of culturing with
gold NPs of 3 and 6 jLg/ml, the investigated index increased by 1.15 and 1.23 times,
respectively, if compared with the control. A reduced cell number was observed if
compared with the control in 1.5 times (the second and third days) and in 1.15 times
by the fourth day of culturing with gold NPs of 12 pg/ml in SPEV culture. Thus,
gold NPs of 12 pg/ml result in reduced proliferative activity at the initial stages with
the tendency of following recovery at long-term of culturing.

It was shown that gold NPs in concentrations of 3 and 6 pg/ml had a stimulating
effect on proliferative capacity of cells. The increase in concentration of NPs up
to 12 pg/ml reduces the rate of cell proliferation if compared with control in all
observation terms.

The next aim of this research was the assessment of presence/absence of apop-
tosis in the cells with NPs of gold in the studied concentrations. According to the
researchers [6, 7] dendrimers, metal oxides and carbon nanotubes can induce apop-
tosis in the cultured cells. As it is known, NPs of titanium dioxide and ferrous oxide
result in cell death due to the generation of an oxidative stress and the following
apoptosis by the activation of caspase-3 [8, 9].

Simultaneous staining with annexin-V and 7AAD enables to reveal both the pres-
ence of necrotic cells and the ones at apoptosis. At an early stage of apoptosis, the
integrity of cell membrane is preserved; however, there is a recombination of its
phospholipid components and phosphatidyl serine appears on cell surface. Annexin
has a high affinity to phosphatidyl serine and is binding with the cells on membranes
of those it is expressed.
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Table 17.1 Cytofluorimetric analysis of SPEV cells suspension after incubation with gold NPs for
1 h, staining with annexin V and 7AAD

Sample/Region Annexin Annexin Annexin Annexin
VH/TAAD™ V*/TAAD* V~/TAAD™ V~/TAAD™
Control 1.4+£0.5 2.6+0.8 95.7+1.2 0.4+0.2
SPEV 4 Au_NPs_0,3 pg/ml 22£05 20£0.6 95.7+£1.1 02+0.1
SPEV + Au_NPs_3 pg/ml 22+0.6 1.9+£0.6 95.8+1.1 02+£0.1
SPEV + Au_NPs_6 pg/ml 2.8+09 20+£0.7 95.0+1.4 02+0.1
SPEV + Au_NPs_12 pg/ml 1.8+£0.7 25+0.6 952+1.2 04+0.2

Table 17.2 Cytofluorimetric analysis of SPEV cells after 3 days culturing with gold NPs, staining

with annexin V and 7AAD

Sample/Region Annexin Annexin Annexin Annexin
VH/TAAD™ V*H/TAAD* V~/TAAD™ V~/TAAD™
Control 34+0.5 46+038 91.7+1.0 0.4+0.2
SPEV 4 Au_NPs_0,3 pg/ml 3.6+£0.6 43408 91.5+1.2 0.6+0.2
SPEV + Au_NPs_3 pg/ml 3.7+0.6 3.4+0.6 91.1£1.0 1.84+0.1
SPEV + Au_NPs_6 pg/ml 3.7+£0.7 10.1 £0.6* 84.8£1.2% 1.3+0.2%
SPEV + Au_NPs_12 pg/ml 5.0+£0.8* 12.4 £0.7* 81.0+1.3*% 1.1+0.1%

* p <0.05 is significant if compared with the control

To reveal apoptosis in SPEV cells with gold NPs of the studied concentrations
suspended SPEV cells incubated with gold NPs for an hour. As Table 17.1 shows,
a number of living cells (annexin V~/7AAD™) in cell suspensions with gold NPs
within 0, 3—-12 pg/ml does not significantly differ from the control.

Analysis of the obtained results showed that the incubation of gold NPs within
3-12 pg/ml with cell suspension for an hour did not induce the activation of
apoptosis/necrosis.

Further experiments were directed to the studying of gold NP effect of 0.3—12
ig/ml on SPEV cells under culturing. The results of FACS analysis of annexin V
and 7AAD stained samples are presented in Table 17.2. SPEV cells with gold NPs
were cultured under standard conditions for 3 days. Culturing with gold NPs of 6-12
pg/ml resulted in a decrease of the percentage of living cells contrasted with the
increasing of percentage of annexin V*/7AAD™, annexin V- /7AAD™, and annexin
V*T/TAAD™ cells. Within all the studied range of concentrations of gold NPs, there
was a reduction of living cells percentage. In the case of gold NPs of 12 pg/ml, a
number of annexin VT/7AAD™ increased if compared with the control in 7.8 0.7 %
(p <0.05).

When culturing with gold NPs within the studied range of concentrations, there
was a reduction of living cells percentage during growth of cell number at early and
late stages of apoptosis and necrotic cells.
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17.4 Discussion and Conclusion

Nowadays, scientific interest of many researches has been associated with the appli-
cation of gold NPs. Due to unique structure and properties the gold NP is a prospective
object for usage within the wide range of biological and biomedical studies. How-
ever, the results of using the gold NPs when culturing both monolayer and suspension
all lines are contradictory [10, 11, 12]. Thus, for example, the approaches to study
the toxic effect of gold NPs were described in the report [13]. It was shown that
positively charged gold NPs had a medium-toxic effect, while anion particles were
nontoxic. In this chapter, the results of the study of gold NPs’ effect on the functional
state of cells in vitro on the base of accumulating the data on proliferative activity of
SPEV cells with the studying of apoptosis and necrosis are presented.

The changes occurring in cells during apoptosis are similar in the majority of
cell types. In an apoptotic cell, there are no changes of lipid composition of plasma
membrane phosphatidyl serine transfers from cytoplasmic part of bilayer to outer
side, causing the activation of caspases’ cascade, chromatin condensation, disorder
of electron transport chain in mitochondria, and eventually stopping the adenosine
triphosphate (ATP) synthesis.

Programmed cell death can be triggered by receptor-mediated physiological stim-
uli, the result of genetic disorders, exposure to chemical or physical factors of origin,
as well as other changes in the cell. In our study, the examined effect is observed
when gold NPs were acting under concentration of 12 pg/ml. Finally, mitochondrial
death occurs.

Mitochondria play an important role in apoptosis. An initial step for the activa-
tion of intrinsic apoptotic pathway is the depolarization of mitochondrial membrane.
Depolarization of mitochondria is a result of the formation of mitochondrial per-
meability transition pores [14]. Mitochondrial permeability transition has been
associated with various metabolic consequences such as a halted functioning of the
electron transport chain with associated elevation in reactive oxygen species and de-
creased production of ATP [15]. NPs preferentially are localized in mitochondria and
cause oxidative stress as well as potentiate structural damage [16]. A recent article
by Pan and colleagues describes that 1.4 nm gold NPs induce necrosis by oxidative
stress and mitochondrial damage in Hela cells [17]. The accumulation of NPs in a
cell medium under biodegradation is unsafe and may disrupt organelles integrity and
even cause genetic mutations [11].

Reduction of proliferative activity of SPEV cells when culturing with gold NPs
under concentration of 12 pg/ml could be associated with the accumulation in the
culture of C-mitoses, which practically do not occur in the norm. NPs can also cause
structural chromosome rearrangements, having a prolonged nature, namely their de-
condensation. This process may be accompanied by the dissociation or redistribution
of minor components of chromatin.

It should be also noted that the effect of gold NPs on SPEV cells is a dose-
dependent, reduction of effective concentration of NPs down to 3—6 pg/ml which
may cause the stimulation of SPEV cell proliferation activity. There is an increase
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in the mitotic index of culture under the action of gold NPs of 6 pg/ml. It is possible
that this increase is also due to the accumulation in the culture of C-mitoses and
can over time cause the reversion of the level of culture proliferative capacity to the
control due to death of C-mitotic cells.

Thus, our experimental study on the effect of gold NPs on SPEV cells is of great
practical value to provide their further application in the field of development of new
biotechnologies and tissue-engineered constructs.

17.5 Conclusion

* Gold NPs at concentrations of 3 and 6 pg/ml have a stimulating effect on the
proliferative capacity of cells.

* The increasing of gold NPs’ concentrations up to 12 pg/ml reduces the rate of
cell proliferation if compared with the control at all observation time.

* Gold NPs at concentrations of 3—12 pg/ml when incubating with cell suspensions
for an hour did not significantly affect the process of apoptosis/necrosis.

* The results obtained by flow cytometric analysis indicate that the presence of gold
NPs in culture medium decreases the percentage of living cells due to the increase
in cell number at early and late stages of apoptosis and necrosis.
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Chapter 18
Nanobiotechnologies in the System of Farm
Animals’ Gene Pool Preservation

S. L. Kovtun, N. P. Galagan, O. V. Shcherbak, N. Y. Klymenko
and O. S. Osypchuk

18.1 Introduction

Rapid development of nanobiotechnologies and growth of nanomaterial’s (NM’s)
production currently open wide prospects for using them in technology for long-
term storage of animal genetic resources. The biological usefulness of sperm that
carries valuable genetic information and stays frozen for a long time contributes to
solving some practical problems of the modern biotechnology reproduction of farm
animals and reproductive medicine [4, 5]. In our experiments with NM, the ultrafine
silica (UFS) was used as the carrier, synthesized by high temperature hydrolysis
of silica tetrachloride in hydrogen-oxygen flame according to the general scheme
[3,6,7,9]:

SiCly + 2H; + O, — SiO, 4+ 4HCI1 [7, 9].

The specific property of such synthesized SiO; is a deeply developed surface area
covered with a large number of hydroxyl groups [7]. In pharmacy, it is widely and
for a long time used in preparation of various drugs [1]. UFS particles (with size of
4-40nm) have a large specific surface area which provides high absorption effect on
different materials. Such SiO, is resistant to high temperature and ultraviolet irradi-
ation which allows material sterilization by generally accepted methods. In certain
conditions, the hydroxyls on the UFS surface can be replaced by various synthetic
or natural molecules allowing obtaining various immobilized preparations [7, 8, 10].
Its specific feature is the ability to prolong and precisely control the concentration
of immobilized substance. This allows purposefully to regulate exchange processes
in living systems which is important for technologies preservation cells [8, 9, 10].
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Fig. 18.1 Adsorption isotherms of sucrose (a) and D-galactosamine (b) on the UFS surface

18.2 Materials and Methods

Thawed ejaculated sperm of Grey Ukrainian bulls (Chudoviy 1276, Barvinok 8247,
Inzhir 7927) was used. The choice gametes that are stored in the Bank Animal Genetic
Resources of the Institute of Animal Breeding and Genetics National Academy of
Agrarian Sciences (NAAS) for more than 40 years have high genetic value for selec-
tion. NM UFS + sucrose and UFS + D-galactosamine were obtained by noncovalent
adsorption from water solutions of sucrose or D-galactosamine (Aldrich, USA) on
the surface of UFS (A-300, S, =285 M?2/G; Ukraine, Kalush, Explore Experimental
Plant of ISC NAS of Ukraine) after a preliminary thermal treatment (400 °C, 2 h).
Adsorption conditions: 1 h for Sucr and 2 h for D-galactosamine, permanent mixing
at 22-23°C.

The adsorbate to adsorbent ratio was 1:10. Concentration of disaccharide solu-
tions was 1.56-50 mcG/mL and for aminosugar—0.2—16 mG/mL. Solid phase was
separated by centrifugation (4000 rpm, 10 min); then disaccharide concentration in
the liquid was measured by molybdenum method according to [14], aminosugar—by
modified Elson-Morgan method [16] using spectrophotometer Lambda-35 (Perkin-
Elmer, USA). The residue was dried at 37 °C. Mechanically crushed samples were
desorbed and after drying at indicated conditions were used in further experiments.
Adsorption parameters were calculated according to [2, 12].

The presence of immobilized biomolecules on the surface of UFS nanoparticles
was confirmed with infrared spectroscopy (IR spectroscopy) and mass spectrometry.

IR spectra were obtained using Thermo Nicolet Nexus FTIR in the range of
4000-400 cm™!. Samples were prepared according to [11]. Spectra treatment was
done using program “Omnic.”

Mass spectrometric measurements were conducted using temperature-
programmed desorption mass spectrometry method (TPD MS) at MX-7304A
equipment (Ukraine, Sumy). Specific details and features of TPD MS method are
revealed in [15].

Isotherms formed according to results of adsorption experiments confirm immo-
bilization of initial substances on the UFS surface (Fig. 18.1, b).



18 Nanobiotechnologies in the System of Farm Animals’ Gene . . . 217

1-UFS 1-UFS
2 - UFSID-GalN 100 100 2- UFSisucr
3-D-GalN 80 * |3 Sucr
!;;J.'AJ X
60 -
* ®
N ~ 40
20 I =]
48 g ¥
0 T o :
0 1000 2000 3000 4000 0 1000 2000 3000 4000
a v.em’ b vem’

Fig. 18.2 IR spectra of biomolecules adsorbed on the surface of ultrafine silica

Curves formed are described by isotherms of S-type which testifies to intermolec-
ular interaction of the substance in solution and possible formation of associates
[13]. Bends of isotherm may be caused either by change in orientation of adsorbed
molecules or by formation of polymolecular layers.

At low concentration of sucrose in solution, desorption is almost absent while for
aminosugar it reaches 24 %.

In IR spectrum of initial silica (Fig. 18.2a, curve 1), there were detected a stripe of
valent OH-vibrations in the 3750 sm™~! region, which belongs to isolated OH-groups
[6, 8].

Decrease of absorption stripe intensity at A = 3750 cm™! which was observed after
the contact of sucrose or D-galactosamine solution with SiO, surface (Fig. 18.2a,
18.2b) testifies to the possibility of formation of hydrogen links with surface layer
of hydroxyl groups thus confirming immobilization of biomolecules on the UFS
surface.

Specific features of composite surface layer formation, according to adsorption
and IR spectroscopy results were confirmed by the TPD MS experiment.

The possibility of sucrose adsorption on UFS was confirmed also by its mass
spectra both in condensed and adsorbed states (Fig. 18.3). In a condensed state
(Fig. 18.3a, 18.3b), the thermal decomposition of sucrose started at temperature
interval 150-250°C, which resulted in masses 18, 28, and 44 a.u., identified as
H,O™, C,Hy, and CO,, respectively. Also fragments with masses 60 (C2H40§r ), 97
(C5H50; ), and 126 a.u. (CGHGO;_) were observed. After interaction of sucrose with
the UFS surface, essential shift of carbohydrate molecule destruction temperature to
higher temperatures was observed (Fig. 18.3c, 18.3d), accompanied by fragments
18, 28 and also 41, 57, and 69 a.u. extraction. The process occurred within a limit
of 400-800°C. The presence of the last three masses probably can be explained
by an intermolecular rearrangement of sucrose molecule fixed on the UFS surface.
Thus, adsorption interaction of sucrose molecule with UFS surface results in its
stabilization on the silica surface.

Thermolysis of aminosugar in a condensed state takes place in the narrow temper-
ature interval from 100 to 200 °C (Fig. 18.4). Revealed that adsorption of aminosugar
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Fig. 18.3 Thermograms of decomposition of sucrose in condensed (a, b) and adsorbed (¢, d) states

1400 4 18 D-GalN 22 ] 40 D-GalN
1200 4 1
c 28 -
g 1000 5 24 1
@ 800 ﬁ‘ 20 |
© 500 — 164 31
- 12 -
400
8 4
200 4 4
0 . - ; - 0 . . : "
0 200 400 600 800 0 200 400 600 800
a T.% b T.%

Fig. 18.4 Temperature dependencies of mass spectra components in the course of D-galactosamine
thermolysis for mass numbers of 18, 31, and 40 a.u. (the last attributed to CH,OH™' and
CH,=C=CH}, correspondingly)

on UFS results in the shift of thermalizes startpoint to low temperature and to widen-
ing of thermolysis temperature diapason caused by stabilization of the molecule on
the surface of the carrier, similar to thermolysis of the sucrose on the surface of
carrier.

Thus, the chosen conditions of experiment allow immobilized the biomolecules
under investigation on the surface of UFS.
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Fig. 18.5 Survival (in hours) thawing ejaculating bulls of sperm in media with NM. /—control,
2—0.001 % UFS + D-galactosamine, 3—0.001 % UFS + sucrose

18.3 Results and conclusions

We have developed a technological scheme of using NM as ingredients cryomedium
for bull ejaculated sperm, the influence of adding NM on the viability of thawed
sperm. This technological scheme can be used in reproductive medicine [3, 9]. In
our studies, we have shown the possibility of extending survival time of thawed
bull sperm. Minimum period of survival had bull gametes added 0.001 % UFS +
D-galactosamine and Fig. 18.5 did not exceed 3.5 h.

At that, total survival time of sperm addition of NM was 30 min less than the
control. When adding 0.001 % UFS + sucrose were observed extending survival
time compared to controls nearly 2 h. The most active was the UFS + sucrose, which
provided increased activity of 52 % and overall survival time up to 6 h (Fig. 18.6).

UFS + sucrose capable of adsorption interaction with sperm plasma fructose that
provides sperm movement showing. At the expense, the interaction of UFS + sucrose
with fructose there is an accumulation of additional energy in the cells, which affects
the energy processes in biological systems and prolongs a positive effect on cell
viability.

Consequently, we proved the feasibility of adding NM UFS + sucrose at a con-
centration of 0.001 % to thawed bull sperm that was frozen for a long time. We have
improved the efficiency of the gene pool management of local cattle breeds in the
system relying on the banks of genetic resources.
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Fig. 18.6 Effect of NM on viability thawing ejaculating bulls of sperm

Glycoproteins are present in sperm plasma; they can interact with NM due to the
presence on the surface of sucrose and release with the UFS, which subsequently
interact with the cell. In this case, most likely this process will contribute to the
activation of cell surface fragments that activate the movement of gametes.

But there are significant differences in the concentration and bioactivity. Assumed
that UFS + D-galactosamine and UFS + sucrose stimulate the movement of
gametes, their common attachment to the consistent media will greatly stimulate
motion parameters. However, it appears that immobilization on the surface of
galactosamine UFS significantly inhibits bioactivity such as NM. Those results
are different to those obtained previously in [17]. A reasonable assumption may
be done that this effect may be connected with long-term storage of gametes in
liquid nitrogen which may affect the structure elements of cell membranes.

References

. Aljushin MT, Astrahanova MM (1958) Aerosil and his application in pharmaceutical practice.

Pharmacy 17(6):73—77 (in Russian)

. Ayvazov BV (1973) Practical work for chemistry of surface effects and adsorbtion. Vyschaja

shkola 208 p (in Russian)

. Boehm H, Schneider M (1959) Uber die Hydroxylgruppen an der oberflachendes amorphen

siliciumdioxyds “Aerosil” and ihre Reactionen. Z Anorg Allg Chem 301(5-6):326-335

. Burkat VP, Kovtun SI (Suchasna biotechnologia v tvarynnyctvi) (2008) Modern biotechnology

in animal. Biotechnology 3:7-12 (in Ukrainian)

. Burkat VP, Kovtun SI, Galagan NP (2007) Nanobiotechnology methods to preserve the

gene pool. Materials of the international scientific-practical conference. Actual problems of
reproductive biology of animals, pp 450—452 (in Russian)



10.

11.

12.

13.

14.

15.

16.

17.

Nanobiotechnologies in the System of Farm Animals’ Gene . . . 221

Chuiko AA (1993) Silica in medicine and biology. Ed Stavropol Kiev, pp 259 (in Russian)
Chuiko AA (2003) Medicinal chemistry and clinical application of dioxide silica. Ed Kiev,
Naukova dumka, pp 416418 (in Russian)

Galagan NP (2006) Nanomaterials based on highly dispersed silica and biomolecules in en-
vironments with reproductive cells. Materials of the II All-Russian scientific conference with
international participation. Sorbents as a factor in the quality of life and health, pp 55-59 (in
Russian)

Galagan NP, Siora IV, Kovtun SI, Scherbak OV (2007) Nanocomposites in biotechnology for
prolonged preservation of gene pool (synthesis and application) IX Polish—Ukrainian sympo-
sium. Theoretical and experimental studies of interfacial phenomena and their technological
applications, pp 27-29

Galagan NP, Klymenko NY, Orel IL, Novikova EA, Turov VV (2010) Biofunctional nanoma-
terials based on fumed silica, protein and aminocarbohydrates. Biopolym Cell 26(3):205-213
(in Russian)

Littl L (1969) Infra-red spectra of adsorbed molecules. Moskow: Mir, 514 p (in Russian)
Mitrofanov PP (1950) Praktikum po fizicheskoy i kolloidnoy himii. Practical work for physical
and colloidal chemistry. Moskow: Medgis, 183 p (in Russian)

Parfitt GD, Rochester CH (1986) Adsorption from solution at the solid liquid interface.
Moskow: Mir, 488 p (in Russian)

Pochinok HN (1976) Methods of biochemical analyses of plants. Naukova dumka, pp 334-339
(in Russian)

Pokrovskiy VA (2000) Temperature-programmed desorbtion mass spectrometry. J Therm Anal
Calorim 62:407-415

Varbanez LD, Zdorovenko GM, Knirel YA (2006) The methods of analysis of endotoxines.
Naukova dumka, 239 p (in Russian)

Klymenko NY, Novikova EA, Mischanchuk BH, Galagan NP (2013) Effect of albumin immo-
bilized on the properties of composite systems of cells. In: Kartel NT (ed) “Surface” collect.
of scientific works, vol 5, issue 20. pp 291-300 (in Ukrainian)



Chapter 19
Proteins as Nanomachines: Hysteretic Enzymes
Revisited

Leonid N. Christophorov

19.1 Introduction

The functioning of proteins, especially enzymes which exemplify natural nanoma-
chines, is inseparably linked with their structural changeability. To successfully
perform a specific reaction, it is not sufficient for the protein to have a specially
organized active centre. It is also necessary for the whole globule to be in the so-
called native conformation—that is, to satisfy a certain pattern of the secondary
(mostly hydrogen) bonds defining the secondary and higher structure of the macro-
molecule. Yet, this is not enough for an effective performance. It has turned out that,
first, there is not a single but plenty of those native conformations, and second, much
more important, the structure changes in the course of the reaction, and if the enzyme
is deprived of this flexibility then its catalytic properties become worse or disappear
completely. In view of this, for uncovering sophisticated physicochemical mecha-
nisms of enzymatic reactions the remarkable achievements of X-ray crystallography
can mostly serve as reference points only; these beautiful pictures in fact are nothing
more than ‘platonic images, well removed in its perfection from the kicking and
screaming “stochastic”” molecule’ [1].

And indeed, most of evidences of the multiplicity of conformational (sub)states
participating in a given biochemical reaction have been obtained (either in ensemble
or single-molecule (SM) experiments) in an indirect way, that is, from the deviations
of the observed kinetics from standard (nonexponential time course, non-Arrhenius
temperature dependences of rate constants, etc). Nevertheless, it sufficed for reveal-
ing and even to some extent classifying a very broad spatial-temporal spectrum of
protein structural motions, from times comparable with those of vibrational relax-
ation down to very low-frequency and long-wave modes and regulatory movements
causing global conformational rearrangements (see, e.g. Frauenfelder’s concept of
the protein energy landscape, glassy character of protein relaxation, so on).
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The functional roles of these motions which can be conventionally divided into
‘fast’ and ‘slow’ are obviously different. Consider a typical expression for the rate
constant of a reaction performed by a protein; let it be, for example, the electron
transfer between the cofactors of the pigment—protein complex of the photosynthetic
reaction centre (RC). For such reactions, a Marcus-type expression (which has deep
quantum-mechanical roots) is frequently used:

2
k ~ 7”|V|2e—56/kﬂ, (19.1)

where V is the matrix element of electron exchange between the cofactors and E, is
the activation energy which can be written in terms of the fast vibrational subsystem
changes caused by the electron transfer (Franck—Condon factor). Defining the form
(19.1) of the rate constant, those fast vibrations are usually small amplitude, local,
and can be in principle calculated by quantum chemistry methods. The same is
not true for the slow and large-scale structural shifts leading sometimes to global
conformational changes of the macromolecule. To compute them at the microscopic
level seems impossible at present, as well as to monitor them in sufficient detail
experimentally. However, let us not be discouraged by that, as it may turn out to be
unnecessary, proceeding even from fundamental considerations (cf. a notice in [2]
that ‘predicting protein functionality or the behaviour of the human brain from these
[Schrodinger] equations is patently absurd’). For those aspects of this functionality
we speak about here, a statement is sufficient which, like the existence of sound in a
solid, does not need a proof [2]. It reads that the slow large-scale structural motions
can be represented by some collective generalized coordinates which change on the
noticeably slower time scale than the times of single reaction turnovers of the protein—
enzyme. Among these coordinates, it is often possible to choose one (or several)
playing the decisive role in regulation of the reaction. They may have a transparent
(e.g. geometrical) sense; in other cases they can be highly generalized, showing
up through, say, energetic parameters which then themselves can be adopted as
generalized coordinates. For example, in Eq. (19.1) the matrix element V decreases
exponentially with the distance between the electron sites of localization and is
thereby very sensitive to changes in this geometrical factor, while the activation
energy is sensitive to changes in the electron-free energy difference (‘driving force’)
and reorganization energy which in turn depend on polarization changes caused by
the slow relaxation of structural molecular groups. In both cases, under a pronounced
temporal hierarchy the rate ‘constant’ (19.1) holds its form but becomes slowly (but
strongly, often exponentially) dependent on the generalized structural coordinate(s).

Due to the regulatory role of these coordinates, they can be called governing
modes. In the literature (especially related to systems biology), there exist several
analogues of this notion: ‘controlling modes’, ‘slaving modes’, or even ‘order pa-
rameters’ (do not confuse with ‘control parameters’!) [3]. The last term is closely
connected with physics of phase transitions we speak about below. In any case, the
existence of such modes reflects the structural and dynamical hierarchy (temporal
included) which, in particular, implements Haken’s ‘slaving principle’ and is one
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of the necessary conditions of self-organization phenomena [3]. The latter have be-
come customary in the nonlinear approaches to nonequilibrium systems long since,
but with an important reservation: the matter always concerned macroscopic objects,
from many-body physicochemical systems and up to societies. All the expounded
below is nothing more than the statement that the same principles are applicable even
to SM having at least a single active centre. Moreover, they look much more natural
than many of artificial hypothetic models of ‘molecular machines’ and concern the
key biochemical concepts like induced fit, Michaelis—Menten scheme, cooperativity
of enzymes, etc.

19.2 The Hysteretic Enzyme Concept

Structural changeability of the macromolecule and the existence of slow governing
modes constitute the first necessary condition of our approach. The second, not less
important but, strangely, often ignored, are the flow conditions of the functioning, that
is, repeated performance of multiple reaction cycles (binding—unbinding of a ligand,
turning a substrate into a product, transferring a charge or low-molecular agent, etc).
This itself can ensure an essentially nonequilibrium (i.e. far from thermodynamic
equilibrium) character of the functioning, even in the stationary states. However, it
is the presence of slow degrees of freedom with relaxation times much longer than
those of enzymatic turnovers that can add an essentially new element, provided that
these degrees of freedom are able to bear the structural memory. In other words, the
structural changes introduced by the previous reaction cycle may have no time to
totally relax prior to the arrival of the next substrate (beginning of the next cycle).
Taking into account the dependences of the characteristics of elementary acts of a
turnover like those presented by Eq. (19.1) on the slow structural coordinates, one
can easily conclude that this next cycle will be somewhat different from the previous
one. This, in turn, will introduce some difference in its footprints on the structural
subsystem, so on. Thus, a feedback (and nonlinearity) emerges in the system. Even if
a single turnover entails small structural changes only, a series of many consecutive
cycles can ensure cumulative effects, eventually able to drastically alter the regime
of the functioning. In such in fact nonequilibrium phase transitions [3, 4], the part of
the control parameter can be played by first of all the intensity of initialization of the
reaction (rate of substrate arrival, actinic light intensity in the case of photochemical
reaction, etc). As it is inherent in nonlinear systems, these changes of the functional
regimes occur in a sharp, threshold-like manner provided that the control parameter
reaches certain critical values.

What is mentioned above may seem trivial—as it really looks for, say, solid-
state physicists. All that remains to be done is to correctly formalize these general
ideas as applied to biochemical reactions. Most of (bio)chemists, however, still
prefer a more traditional approach to deal with those two main conditions listed
above. True, it can produce some meaningful results, but to a certain extent only. To
clarify this, consider the interpretation of such a central biochemical phenomenon
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as cooperativity of enzymes. It implies, generally speaking, a nonhyperbolic (non-
Langmuir) dependence of enzymatic reaction rate v (or fractional saturation Y of
binding sites in sorption processes) on substrate concentration [S]. The classical

k/‘([s] ES b E+p (where E, S, P stand for
enzyme, substrate and product, respélctively) gives v = ky[S1/([S] + Km), where
Ky = (k-1 + k2)/k1, the Michaelis constant. In case of binding (sorption) only, i.e.
for k, = 0, obviously Y =[9] /([S14k_1/ky). For many vitally important processes,
however, such as regulation of the oxygen content in blood and tissues, crucial is a
sharper dependence of Y on [S], causing saturation drops in a relatively narrow range
of concentrations, that is, exhibiting inflections and kinks of the curve Y ([S]1). The
models that explained such property (first of all, of haemoglobin) involved a discrete
set of conformational states of the active centres of the enzyme, see, e.g. [5]. Within
the framework of linear equations of standard chemical kinetics, such models did
produce the so-called sygmoid dependences, expressing V ([S]) or Y([S]) in terms
of ‘fractional polynomials’, that is, the ratio of two polynomials of the second (or
higher) power. However, those models inevitably involved two or more (four in the
cornerstone case of haemoglobin) binding centres, often implying the quaternary
(oligomeric) structure of the protein, i.e. the presence of its several subunits. But in
late 1960s the term ‘hysteretic enzyme’ was introduced for some monomeric enzymes
possessing a single binding site and nevertheless exhibiting cooperative properties
[6-8]. In the corresponding models, the key point was the introduction of a state of
the free enzyme after the release of the product/substrate, structurally different from
the initial state and slowly relaxing to the latter. The simplest necessary modification
of the Michaelis—Menten scheme, as applied to repeatedly cycling enzyme then takes
a ‘triangular’ form

Michaelis—Menten scheme £ + §

k[S] ES ky
ky k5[]

’ ki
E E—-F (19.2)

for the case of binding (for that of enzymatic reaction, the rate of product release
should be added to k,). It is easy to check that this scheme leads to Y([S]) as a second
power fractional polynomial, and the second derivative d*Y /d[S]* shows that such
‘SM cooperativity’ (sygmoidicity of Y ([S])) is possible if

ky < ka[(k—2/ki) — 1]. (19.3)

Condition (19.3) shows that, first, the substrate/ligand binding should be better in
the ‘active’ structural state E’, and second, more important, the return of the enzyme
to the more stable but less active initial state £ should be slow (small k) and the
direct reaction (k;) fast. This does reflect the main physical origin of ‘monomeric
cooperativity’: the macromolecule should have no time to return from the active
state E’ (to which it was sent by the substrate arrival) prior to the arrival of the
next substrate. It turns out that the conformational subsystem of the enzyme realizes
indirect but effective interaction between the consecutive substrates (but not between
different allosteric binding sites) in spite of the fact that only one substrate is involved
in each cycle. The sygmoid shape of Y([S]) can be viewed as a transition between
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two hyperbolas with different Michaelis’ constants Ky;’s in the limits of low and
high substrate concentrations: the lower hyperbola corresponds to binding in the less
active state E, and the upper—in the active state E’.

Although such models are on the side-lines of biochemical mainstream (yet the
interest in them is periodically returning, see e.g. recent review [9]), they accent the
most important aspects of the enzyme functioning: (1) its flow regime (arrival of sub-
strates at maintained concentration) is implied by definition; (2) structural memory
of the enzyme macromolecule, ensured precisely by slow conformational relaxation,
and thereby the possibility of changes of the working regimes by changing the in-
tensity of the input flow (substrate concentration). However, such enzymes can be
hardly called exactly ‘hysteretic’, since a true hysteresis loop and bistability cannot
appear: curves Y ([S]) are always strictly single-valued and never S-like in this kind of
models. Besides, their cooperativity is rather poor, as fractional polynomials of low
powers do not lead to sharp inflections, i.e. threshold-like effects, and the higher pow-
ers would inevitably require more complex schemes with many binding sites, see the
case of haemoglobin. The origin of the drawbacks of these models containing almost
all the necessary prerequisites of dynamical self-organization (temporal hierarchy,
flow conditions, even feedback, in a sense) is rather clear: they employ in fact linear
kinetic equations and discrete sets of conformational states. The reaction states of the
enzyme and those of its structural subsystem enter such schemes equally, differing
in the rates of transitions only. Below we show how to remove these drawbacks and
arrive, in a quite natural way, at a richer picture of structure—function coupling.

19.3 Generic Model

The simpler the model, the better the modelling. Let us return to the two-state scheme,
E and ES. Since, however, our model is of very general character beyond the scope of
enzymatic reactions, we label these states as 0 and 1. To ensure the flow conditions,
we consider a reversible reaction,

0=1. (19.4)

)

The rate coefficients in Eq. (19.4) have the following meaning. Rate constant / of
the forward reaction stands for intensity of the input flow initiating the reaction. For
enzymatic reactions or binding processes I ~ [S]; for photochemical reactions / is
proportional to actinic light intensity, as it takes place for the electron transfer (charge
separation) reactions in isolated photosynthetic RCs [10], etc. The main burden,
however, is placed on the rate coefficient of the backward reaction which is supposed
to be dependent on the generalized structural coordinate x (‘order parameter’, see
Introduction), thereby making the problem nontrivial. First, instead of a discrete set
of prescribed conformations we introduce their continuum. Second, there appears an
explicit feedback (and, consequently, nonlinearity), as not only the turnover kinetics
(‘recombination’ rate coefficient ) depends on the state of the structural subsystem
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but also the dynamics of the latter is obviously dependent on the reaction state
(ligand-free or ligand-bound, charge-separated or neutral/recombined, etc.) occupied
by the ‘enzyme’. It remains to correctly derive the evolution equations for such a
self-consistent (and essentially nonequilibrium!) system.

Begin with the structural subsystem x. Due to the slowness of its motion connected
with displacements of heavy atomic groups we can assume this motion overdamped,
i.e. suppose that x = —dV;(x)/dx, where V;(x) is the structural potential that cor-
responds to reaction state i (i = 0 or 1). Transitions 0 = 1 proceed with the mean
rates defined in Eq. (19.4), but each specific transition is a random event causing an
instant change of the potential from Vj(x) to V;(x) or vice versa. Thus, the action of
reaction events upon the structural subsystem is in fact a dichotomous noise F; with
its space of states F;(x) € {—Vo’(x), —Vl’(x)} and master equation

po(tlx) = —Ipo(t]x) +r(x)pi(t|x),  po(t]x) + pi(r]x) =1 (19.5)

for the probabilities of realization of force F;. Because of the presence of the x-
dependent rate coefficient r(x), this noise is certainly non-Markovian; it can be
referred to as dichotomous noise with feedback. Besides, the structural subsystem
undergoes the action of a standard Langevin force (thermal white noise) Fy, so that
the second equation of the model reads:

x=Fx)+ FL. (19.6)

As is shown in [11, 12], the set of Egs. (19.5, 19.6) is equivalent to the forward
diffusive evolution equations for probability densities P;(x,t) of the pair random
process {i, x}:

Pt [, 0 (A% 0N, .

o | Poax (a‘i‘a—x)— o(x, 1) +r(x)P(x,1)

8P1(x,t) _ 0 dV] 0

o [Dla($+a)—"(x)i| Pi(x,t) + 1 Py(x,1), (19.7)

which can be used as an alternative, avoiding explicit stochastic simulations. In
(19.7), the energy is scaled in kg T units, and D;’s are the corresponding diffusion
coefficients.

19.4 Molecular Self-organization in a Nutshell

So far, Egs. (19.7) are valid for any relationship between the time scale of the
reaction acts and that of structural motions caused by the drift and diffusion processes.
The effect we are seeking for can be easily seen if we now explicitly exploit the
aforementioned temporal hierarchy, applying a proper adiabatic approximation to
Egs. (19.7), i.e. factorization Py;(x,t) = po1(t|x)P(x,t). Then, we arrive at an
effective Fokker—Planck equation for the probability density of the structural variable
P(x,t) = Po(x,t) 4+ Pi(x,t) [12]:

dP(t) _ 9 |:deff(x) L9 }P(x 5

ar  ox

19.8
dx 0x ( )
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where

vy, dVp(x) dvi(x)
o Wy dx
and pf{ 1(x)’s are the stationary solutions to Eq. (19.5) at fixed x; for the sake of
clarity, here we set Dy = D = D. A peculiar feature of the effective nonequilibrium
adiabatic potential consists in its dependence on flow intensity I: it is clear from Eq.
(19.9) that fo f (x) is close to Vy(x) for low intensities and to V;(x) for high ones.
But what can happen in between?

We illustrated that with the most practical examples of harmonic potentials
Vou(x) = (y/2)(x — xo,1)2 and exponential dependence r(x) = rexp(—x), suit-
able for many real biochemical reactions like ligand binding to myoglobin, cycling
of some enzymes [13] or electron transfer in photosynthetic RCs [14-16], see also
comments to Eq. (19.1). Remarkably, it has turned out that under sufficiently strong
structure function coupling (here, under the condition x,, = x; — xo > 4, i.e.
sufficient displacement of V;(x)’s minima positions), there exists a bistability win-
dow [, I,] where fo ! (x) acquires a two-well shape, and its extrema positions x,
controlled by intensity I are represented by a truly hysteretic, S-like curve x.(/)
determined by a simple equation

I/r = x.exp(—=xe)/(Xm — Xe). (19.10)

+ p}'(x)

(19.9)

Thus, the whole picture is similar to that described in the previous section but with
an important difference: now the transition between the two working regimes—that
of, say, low fractional saturation (or weak charge separation, etc.) conditioned by
a relatively fast backward reaction ( r(x) ~ re~*) at low intensities, and that of
high fractional saturation ( r(x) ~ re~*')—proceeds via the bistability window of
intensities in which both regimes coexist. After the authors of books [3, 4], we can
rightfully classify such a behaviour as nonequilibrium phase transition of the first
kind, or as an example of (intra)molecular synergetics phenomena.

Amazingly, even such a simple model has allowed us to give a qualitative and even
semi-quantitative account of peculiarities of the reversible photoinduced electron
transfer reactions in isolated photosynthetic RCs (see e.g. [15, 16]). In our exper-
iments on this well-known biophysical reference model, we put special emphasis
exactly on scanning the RC performance with respect to gradual changes in applied
actinic light intensity /. Having elaborated the model with more realistic potentials
and performing parallel extensive computer simulations, we have revealed not only
bistability/threshold effects in the RC performance originated from its structural re-
arrangements but also demonstrated rather convincingly the effects of RC structural
memory. Those findings clearly showed the vitality of the molecular self-organization
concept proposed. Yet, they have been obtained in ensemble experiments; together
with the inherent hidden nature of conformational regulation and too high a level of
generality of the theory, this can provoke some doubts among sceptics. To this end,
it is logical to expect even more convincing evidences of the mentioned synergetic
effects in SM experiments. A possible way to register them is outlined in the next
section.
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19.5 Molecular Self-Organization: Manifestations in Single
Molecule Reaction Characteristics

In SM experiments, the serial performance of reaction cycles takes place by defi-
nition. For a two-state reaction scheme like (19.4) the corresponding experimental
trace is an SM ‘trajectory’ which looks like a dichotomous process of random flips
between states 0 and 1. One of them, say, 1 is usually referred to as ‘on’-state, then
the second as ‘off’-state. The time spent in state 1 before a flip into state 0 is called
‘on-time’, and one of the prime statistical characteristics extracted from an SM tra-
jectory is the on-time distribution (OTD). In the absence of structural changeability (
r(x) = r = const in scheme (19.4)) this normalized distribution is a simple time ex-
ponential, fo,(¢) = r exp (—rt). Another prime characteristic calculated along such
trajectory is the autocorrelation function (ACF) (£(#)£(0)), assuming that £ = 1 in
state 1 and £ = 0 in state 0. Like the OTD, the ACF is also a simple time exponential
~ exp [—(I + r)t] in the case of constant rate coefficients. However, just the first
SM experiments on enzymes revealed pronounced nonexponentiality of both the
OTD and ACF [17], thereby explicitly testifying the intercycle memory originated
from structural changeability. In order to reproduce the subtle features of this non-
exponentiality, a series of models of conformational regulation has been developed,
from simple two-conformation schemes, similar to those mentioned in Sect. 19.2,
to quite sophisticated ones, involving fractional calculus. This definitely improved
our knowledge of protein fluctuations and relaxation but added relatively little to
unveiling the mechanisms of protein reactions.

Earlier we showed [18] that the diffusive evolution equations like set (19.7) look
most convenient and adequate for calculating the OTD and ACF. The latter obtained
from such equations exhibit quite unexpected peculiarities, qualitatively different
from those obtained within standard chemical kinetics. Recently [19] we posed a
direct question: How do the self-organization effects described show up in the SM
characteristics, the OTD and ACEF, in particular? To answer it, we have simulated
SM trajectories for our system with the two noises based on Egs. (19.5, 19.6) with
subsequent direct calculation of the OTD and ACF. In parallel, we calculated the
latter, basing on their analytical expressions in terms of solutions to set (19.7). The
system parameters were chosen similar to those in our previous description of the
electron transfer in the RC [15], i.e. they admitted S-like curves, bistability, etc. In
such a way, we have obtained the OTDs and ACFs in a wide range of intensities 1,
from close to zero, through the bistability window, and up to very high intensities.
Both methods, simulation and analytics, have produced practically identical results,
but for further processing we used the smoother functions obtained within Eqgs.
(19.7). Then we expanded the OTDs and ACFs into the relaxation time spectra as
fon(t) = fOOO exp (—t/7)g(r)dtr with the help of a specially developed version of the
maximum entropy method.

The results have turned out to be very eloquent. It could be clearly seen that
from low intensities to the left border /; of the bistability window all the peaks of
g(t) were concentrated around short times T < t* (where 7 corresponded to x*
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which divided the attractors of ‘weakly’ and ‘strongly’ deformed structural states,
™ = (1/r)exp (x*)), whereas for I > I, and up to very high values those peaks
corresponded to times visibly longer than t*. While inside the bistability window,
Iy < I < I, the short- and long-time components coexisted, showing a gradual
transition from 100 %-short to 100 %-long ones with I increasing. As for the ACF, it
exhibited quite a sharp splash of long-lived correlations exactly inside the bistability
window, witnessing the occurrence of a nonequilibrium phase transition. Thus, these
direct indications of intramolecular dynamic self-organization in the functioning of
biomolecular machines at the level of prime SM characteristics could serve as a good
guidance for real experiments.

19.6 Concluding Remarks

The concept outlined above encompasses quite a wide circle of biochemical pro-
cesses, as it concerns the core of structure—function coupling. Apart from enzymatic
reactions, it may turn out to be fruitful in the analysis of many systems of biolog-
ical transport like transmembrane ionic channels (see, e.g. the early attempt [20]),
electron transport chains in respiration and photosynthesis, ATPase and molecular
motors, etc. which function under essentially nonequilibrium conditions. Besides,
its merits are obvious for designing various types of biomolecular sensors and other
biologically motivated nanodevices. It is promising even in such classical areas as
adsorption and surface catalysis (amazingly, the possibility of such type of hysteretic
effects to occur in adsorption processes was in fact indicated by Zeldovich as long
ago as in 1938 [21] and only recently was theoretically elaborated [22] exactly along
the lines of our minimal model presented in Sects. 19.3, 19.4). The clarity and sim-
plicity of the concept models and their computational accessibility allow us to hope
for their wide and insightful use in near future.
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Chapter 20
Application of Carbon Nanotubes for Plant
Genetic Transformation

Olga M. Burlaka, Yaroslav V. Pirko, Alla I. Yemets and Yaroslav B. Blume

20.1 Introduction

Great number of nanotechnology products such as liposome, polymeric and metallic
nanoparticles, quantum dots, fullerenes, and carbon nanotubes (CNTs) found their
application in biotechnology. Unique properties of CNTs give rise to an increasing
interest in their exploitation for the delivery of biomolecules into living cells. They are
already designed for imaging [135, 178, 180], biosensing [25, 69, 96, 140, 163], and
targeted delivery of molecules into cells [4, 13,24, 61, 78, 88, 94, 100, 102, 104, 133].
Namely, CNTs have been prepared for delivery of plasmid DNA [100, 131, 160],
small interfering RNA (siRNA) [61, 102, 133], proteins [72, 78], and drugs [4, 13,
24,103, 104]. Exploiting CNTs for the development of novel genetic transformation
techniques holds great promises due to expected increased efficiency, applicability,
reproducibility, and accuracy of biotransformation compared to existing techniques
[27, 143]. CNTs were used in recent approaches for the genetic transformation of
bacterial [112, 142, 148, 167] and mammalian [17, 100, 127, 131, 160, 195] cells.
Reports also indicate that CNTs loaded with molecular cargoes (labeling molecules,
DNA) can enter plant protoplasts [154] and walled plant cells [106, 155]. Having
the favor for cell-entering aspect ratio, CNTs exhibit the ability to penetrate through
plant cell wall and membrane displaying low cytotoxicity. Despite nano-dimensions,

Y. B. Blume (I<)) - O. M. Burlaka - Y. V. Pirko - A. 1. Yemets

Institute of Food Biotechnology and Genomics, National Academy of Sciences
of Ukraine, Osipovskogo str. 2A, 04123 Kyiv, Ukraine, Tel.: +38 (044) 434-4584
e-mail: cellbio@cellbio.freenet.viaduk.net

O. M. Burlaka
e-mail: burlaka29 @ gmail.com

Y. V. Pirko
e-mail: yavp@mail.ru

A. I Yemets
e-mail: yemets.alla@gmail.com

0. Fesenko, L. Yatsenko (eds.), Nanocomposites, Nanophotonics, 233
Nanobiotechnology, and Applications, Springer Proceedings in Physics 156,
DOI 10.1007/978-3-319-06611-0_20, © Springer International Publishing Switzerland 2015



234 O. M. Burlaka et al.

CNTs possess extremely large surface area and are responsible for covalent and non-
covalent molecule binding. Biomolecules, in particular DNA, can interact and bind
non-covalently to graphitic surface of CNTs through w—m stacking interactions [120].
In this frame, CNTs are considered to be promising for the development of novel
approaches in genetic transformation of plants. Comparing to the existing foreign
DNA delivery methods for walled plant cells such as the gene gun, electroporation,
and microinjection [47, 137, 172], the CNT-based strategy viewed to be advantageous
in easy operation, high efficiency, wide applicability, etc. Nevertheless, the lack
of CNT dispersibility in aqueous environments has been a major technical barrier
for biological and biomedical applications [187]. The recent expansion in methods
to chemically modify and functionalize CNTs has made it possible to solubilize
and disperse them in water, but existing CNT surface functionalization protocols
often involve usage of hazardous chemicals and critical reaction conditions [80].
Therefore, environmentally and biologically friendly functionalization at present is
of principal interest in tailoring of CNT's with desired surface properties for biological
applications such as genetic engineering of plants.

20.2 CNTs: Features and Properties

Since the time of first observation by Iijima in 1991 [64], CNTs have be-
come increasingly popular in various fields due to the unique combination of
dimension, structure, and topology and outstanding mechanical, electronic, and
optical properties [151]. Applications of CNTs span composite materials pro-
duction, nanoelectronics, field-effect emitters, hydrogen storage, biosensors and
various electroanalytical devices, bioengineering, cancer therapy, and drug deliv-
ery [1, 19, 40, 49, 66, 73, 75, 91, 105, 123, 138, 197]. CNTs are hollow graphitic
nanomaterials viewed as rolled-up structures of single or multiple sheets of graphene
to give single-walled (SWCNTs) and multi-walled (MWCNTs) CNTs, respectively.
CNTs are capped with a hemisphere of a buckyball structure [80]. Carbon atoms in
graphene sheets form a hexagonal lattice. The structure of CNTs gives rise to three
types of CNTs [12, 55]. Based on the unit cell of a CNT it is possible to identify
armchair, zigzag, and chiral nanotubes. The electronic properties of a nanotube are in
correspondence to its structure. Thus, armchair nanotubes are metallic, while zigzag
and chiral can be either metallic or semiconducting. CNTs have lengths ranging from
several hundred nanometers to several micrometers and diameters of few nanometers
for SWCNTs and dozens of nanometers for MWCNTs [2, 43, 105, 187].

CNTs are produced by electric arc, laser ablation, chemical vapor deposition
(CVD), cyclic oxidation, and modifications of these methods such as plasma-
enhanced and thermal CVD [12, 63, 183], etc. Compared with the other conventional
methods, CVD is considered as the most promising due to simplicity and economy
[8]. Different shapes of CNTs are produced for different applications: straight and
waved with regular structure, well-aligned, extremely long, toroidal, coiled, beaded,
branched, and bent (kink) CNTs [198], etc. After the growth process, CNTs contain a
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large number of impurities such as metal catalyst nanoparticles, amorphous carbon,
carbon nanoparticles, and fullerenes, which must be removed [151]. CNT purification
techniques include ultrasonication, microfiltration, chromatographic techniques, mi-
crowave heating, and gas-phase and acid oxidation [10, 45, 57, 124, 147, 151, 156].
Main current issues in CNT synthesis and processing are ecological safety and max-
imum economic efficiency (less energy consumption, renewable sources for the
synthesis) together with increased variety of end-product properties well designed
for different applications.

20.3 Functionalization of CNTs

Despite promising advantages, the use of CNTs for biomedical applications is limited
due to their low biocompatibility [28, 145]. Pristine CNTs present highly hydropho-
bic surfaces, resulting in poor water dispersibility and making them unsuitable for
biological applications. They usually occur as close-packed bundles in which tubes
are held together by van der Waals forces [12]. To improve the biocompatibility
of CNTs, surface modification or functionalization is required to afford dispersing
in aqueous media. Towards the functionalization processes, CNTs are differentiated
into two zones in terms of their reactivity, i.e., sidewalls and tips (caps) [42, 54, 145].
It has been shown that tips, which have a semifullerene-like structure, as well as side-
wall defects appearing due to physical and chemical treatments (pentagone—heptagon
pairs, sp>-hybridized carbon atoms, vacancies in the nanotube lattice, open ends),
are more prone for modification than sidewalls [80, 125, 169, 201].

Generally, CNTs can be functionalized by a series of methods, including their
functionalization by the aryl diazonium process, use of elemental metals, sim-
ple inorganics, acids, esters, aldehydes, amines, aromatics, macrocycles, thiols,
biomolecules, polymers, and such techniques as pulsed streamer discharge, mi-
crowave or ultrasound treatment, cryogenic crushing, y-irradiation [83], etc. The
main approaches for the functionalization of CNTs can be grouped into two cat-
egories: (1) the covalent attachment of chemical groups, through reactions on the
conjugated skeleton of CNTs, and (2) the non-covalent supramolecular adsorption or
wrapping of various functional molecules onto the tubes [9, 145]. Contrary to cova-
lent functionalization methods, which disrupt the extended m-networks on the CNT
surfaces and can modify their mechanical and electronic properties, non-covalent
functionalization preserves the desired properties of CNTs [151].

Functionalization may have significant influence on the behavior of CNTs in bio-
logical objects [14, 29, 39, 160, 191]. Surface modifications allow tailoring of CNTs
with desired properties exhibiting a larger spectrum of biomedical, biotechnological,
and pharmaceutical applications for improved accuracy and efficiency of targeted
cellular and subcellular delivery, decreased toxicity, and controlled degradation
[44, 94, 153, 182, 201].
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20.3.1 Covalent Functionalization of CNTs

Covalent functionalization exploits the chemical reactivity of CNTs to form bonds
between the CNT surface and a hydrophilic moiety. Covalent bonding of modify-
ing moieties having hydrophilic groups in their structure results in increased water
solubility of modified CNTs [145]. Covalent functionalization of CNTs involves dis-
ruption of graphitic skeleton, loss of electronic properties, and stable bond formation
[80]. It is usually carried out on the sidewalls or tips in way of cyclo- or radical addi-
tion reactions, oxidation, esterification, amidation, etc. Among others, currently used
functionalization agents include aryl diazonium moieties and halogen-, oxy-, carbon-
(alkyl-, alkenyl-, alkynyl-, aryl-, and acyl-), and metal-based radicals [83, 131]. For
oxidation, oxidizing acids (nitric, sulfuric, perchloric), ozone, oxygen, hydrogen
peroxide, superoxides, and metal oxidants such as osmium tetroxide, potassium per-
manganate, and chromates are used [26, 28, 34, 60, 117, 161, 165, 184, 188]. Strong
acidic media are often used on the first functionalization step with further covalent
or non-covalent attachment of various organic moieties to oxidized CNTs [83]. The
selective opening at the cap region of nanotubes by oxidants can be used for fill-
ing of the inner hollow cavity of CNTs [54]. Reduction reactions are carried out
with thiols, carbenes, dienes, etc. Other reactions are based on the use of macrocy-
cles, biomolecules, polymers, radionuclides, irradiation, microwave treatment, and
pulsed streamer discharge [83].

For the development of novel genetic transformation methods, covalent-bond
approaches of direct DNA attachment onto CNTs surface are nonacceptable since
they compromise and spoil biological functions of DNA and prevent releasing DNA
in cells. For this aim, covalently grafted chains may function as efficient anchors
to non-covalently immobilize molecules of interest, in particular DNA, onto the
surface of CNTs [80, 100]. This approach might be exploited to prepare CNT-
based DNA sensors or probes and novel gene-delivery systems. Reports indicate that
acid-oxidized CNTs can be used to tailor non-covalent protein- or DNA-nanotube
conjugates [72, 74, 76, 148]. Different anchoring residues covalently attached onto
the CNT surface may differ in DNA non-covalent-binding ability [127, 199]. CNT
surface area and charge density are viewed to be critical parameters that determine
the interaction and electrostatic complex formation between functionalized CNTs
and DNA [160]. Polymers, such as polyallylamine (PAA), polyethylenimine (PEI),
polyethylene glycol (PEG), etc., and their mixtures, grafted on CNT surface are often
used as anchoring molecules for DNA attachment in the development of novel DNA
or siRNA delivery methods [76, 100, 105, 127, 199]. Covalent modification of CNTs
may also provide other advantages such as improved CNT-based molecule delivery
techniques for walled plant cells [50, 155]. For this, covalent modification of CNT
surface with enzymes degrading the components of the plant cell wall is viewed to
be a promising approach.
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20.3.2 Non-Covalent Functionalization of CNTs

Non-covalent CNT functionalization approaches are of principle interest in recent
years since further development of nanotechnology-based approaches is viewed
to involve the combination of nanotechnology and green chemistry principles and
practices [176]. The latter include the design and development of syntheses using
renewable high energy-efficient materials, benign reaction media, and nonhazardous
as well as nontoxic reagents if possible [6, 39, 176]. Thus, it is considered to be nec-
essary to develop various environmentally friendly techniques in nanobiotechnology,
namely, introduce non-covalent CNT functionalization approaches, exploiting mild
reaction conditions and nonhazardous chemicals [115].

Non-covalent functionalization approaches are based on van der Waals and 7w—m
interactions and adsorption or wrapping of polynuclear aromatic molecules, sur-
factants, polymers, and biomolecules [36, 38, 46, 80, 145, 171, 182]. After the
non-covalent functionalization, structure and electronic network of CNTs remain
unaffected [203]. Non-covalent functionalization of CNTs is preferable in a num-
ber of approaches to maintain their important spectroscopy properties, such as
near-infrared (NIR) absorption features, photoluminescence, and Raman scatter-
ing [53, 75, 128, 146]. In non-covalent functionalization approaches to initiate the
interaction process between CNT surface and corresponding domains of function-
alizing molecules, ultrasound treatment is widely used [32]. Ultrasonication plays a
critical role in debundling of CNTs. Besides, under sonication molecules used for
functionalization such as proteins, DNA, etc. are suggested to change their confor-
mation with subsequent opening of hydrophobic sites responsible for interactions
with nanotube sidewalls [79, 120, 179]. Therewith, ultrasound treatment may cause
open ends and sidewall defect appearance together with shortening of CNTs, en-
abling increased efficiency of non-covalent molecule binding and cell penetrating
[11, 54,80, 89, 91, 141, 154].

Non-covalent functionalization can be used to disperse CNTs in water environ-
ments and to adjust their interactions with living cells. It can also be the platform
for further attachment of molecules to the surface of dispersed CNTs [62]. Among
currently used functionalizing molecules are R-pyrene-w-aminooxy-functionalized
PEG, pyrene, and phospholipids, bound to different surfactant polymers based upon
poly(y-glutamic acid) and poly(maleic anhydride-alt-1-octadecene), pyrenecar-
boxylic acid, pyro-pheophorbide, porphyrin derivatives, succinimidyl ester of
1-pyrenebutanoic acid, glycodendrimers [21, 30, 62, 81, 139, 159, 182], etc. A
simple and nondestructive method for nanotube dispersing in aqueous media is
based on non-covalent interactions between amphiphilic molecules and nanotube
surfaces: Hydrophilic parts of such molecules interact with the solvent and hy-
drophobic parts are adsorbed onto the nanotube surface, thus solubilizing CNTs
and preventing them from the aggregation into bundles and ropes [80]. Surfactants
such as sodium dodecyl sulfate, sodium dodecane-1-sulfonate, sodium 4-dodecyl
benzenesulfonate, tetraalkylammonium bromide, hexadecyl(trimethyl)azanium bro-
mide, cetyltrimethyl ammoniumbromide, Triton, Pluronic, etc. are used for this aim
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[36,41, 68, 129, 164, 174, 175]. Surfactant-assisted dispersion of MWCNTs in aque-
ous media was shown to be strongly diameter dependent [36]. Not only hydrophobic
interactions but Coulomb interactions and Lewis acid—base complexation were found
to play a key role in surfactant-assisted dispersing of MWCNTs. While suspensions
of CNTs can be obtained with plenty of different surfactants, only few are both non-
toxic for living cells and able to withstand a variety of different conditions without
the presence of surfactant excess [53].

20.3.2.1 Non-Covalent Functionalization Using Biomolecules

Functionalization of CNTs with the assistance of biological molecules remarkably
improves the water dispersibility, biocompatibility, and functionality of end product
and provides “greener” solution for nanobiotechnology [83]. The most promising
molecules for non-covalent CNTs surface functionalization are proteins [79, 121,
179], carbohydrates [51, 189, 200], and nucleic acids [44, 108, 120]. Presence of
aromatic regions and both hydrophilic and hydrophobic sites allows the interactions
of these molecules with hydrophobic CNT surface one the one hand and with aqueous
environment on the other hand. Supramolecular binding of aromatic molecules can
be achieved by —m stacking of those molecules onto the polyaromatic surface of
CNTs [103]. This results in the formation of stably dispersed tubes with opened sites
for further attachment of target molecules.

Proteins are natural polyampholytes containing both hydrophobic and hydrophilic
domains [80, 121]. Among proteins used for the non-covalent CNT functionalization
are lysozyme, bovine serum albumin (BSA), hydrophobins, hemoglobin, myoglobin,
ovalbumin, trypsin, glucose oxidase, synthetic oligopeptides, histone, streptavidin,
and self-assembling peptide amphiphiles [7, 9, 79, 80, 90, 111, 121, 179, 207]. The
behavior of CNT dispersion by water-soluble proteins was found to be related to their
unfolding and refolding process [111]. Presence of aromatic amino acids strongly
determines the ability of proteins to disperse CNTs in water since m—7 stacking
interactions between aromatic residues of a peptide and the graphitic surface of
CNTs play an important role in peptide-based dispersion of tubes [207].

Nucleic acids could be attached to carbon nanotubes non-covalently by adsorption
[23, 56, 206, 205]. Compared to other polymers used, DNA offers the advan-
tage of defined length and sequence, high dispersion efficiency, and well-developed
chemistries for further functionalization of the DNA—CNT hybrid through either co-
valent or non-covalent functionalization [206]. In comparison with single-stranded
DNA (ssDNA) molecules which are highly efficient to disperse CNTs in water
[120, 206], double-stranded DNA (dsDNA) molecules are less costly and easier
to obtain from natural sources [185].

The mechanism on the nucleic acids wrapping on CNTs is thought to be driven by
van der Waals and m—m stacking interactions, the entropy loss due to the confinement
of the DNA backbone, and electronic interactions between DNA and CNTs [109].
Molecular dynamic simulations of DNA adsorption on an SWCNT in an aqueous en-
vironment show that DNA binds to the external surface of SWCNT on a time scale of
a few hundred picoseconds [202]. The adsorption process appears to have negligible
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effect on the internal stacking structure of the DNA molecule but significantly affects
the A-to-B form conversion of A-DNA. Results of another computational study show
that siRNA strongly binds to SWCNT surface via unzipping its base pairs and the
propensity of unzipping increases with the increase in SWCNT diameter [152].

In another study, numerous structural changes in DNA that might be interpreted as
A-B conformation transitions and stabilization of structure in some DNA fragments
were detected in DNA-SWCNT complexes [42]. DNA-CNT interaction model in
this case was viewed to be similar to that in chromosomes during DNA assembling by
histones. Wrapping of CNTs by ssDNA was found to be sequence dependent. A sys-
tematic search of the ssDNA library selected a guanine and thymine sequence d(GT)n
(n=10-45) that self-assembled into a helical structure around individual nanotubes
in a way that made the properties of the DNA—CNT hybrid dependent on tube diame-
ter and electronic properties [173, 205]. It was shown that bound to SWCNT ssDNA
probes d(GT)n (n=30) were stable against enzymatic cleavage and interference
from nucleic-acid-binding proteins [181]. Nanotube-modified DNA probe, which
targets a specific mRNA inside living cells, has increased self-delivery capability
and intracellular biostability when compared to free DNA probes. Compactness and
selectivity of DNA wrapping around SWCNTs were found to be dependent on the
length of the DNA sequence, and by increasing the strand length, both the degree of
compactness of the wrapping around the nanotube and the diameter selectivity de-
creased [177, 190]. The nucleobase dependence of CNT-DNA hybrid stability was
found to decrease as G > C > A > T [3]. While hydrophobic mt-stacking is suggested
to be the main driving force for the CNT-DNA complex formation, other factors
such as the electrostatic interaction between the phosphate backbone and the aque-
ous environment, base stacking within the single-stranded polymer, and geometric
and stereochemical limitations might also influence stability features [11].

Non-covalent approaches are sometimes viewed to provide metastable immobi-
lization of DNA onto the surface of CNTs. It was reported that the migration of DNA
linked covalently to CNTs was retarded in gel electrophoresis but non-covalent in-
teractions between DNA and CNTs did not completely prevent migration [44]. On
the one hand, exploiting CNTs for the DNA delivery into cells with subsequent re-
lease of DNA inside the cell requires non-covalent attachment of DNA. On the other
hand, for CNT separation, self-assembly, and other approaches covalent irreversible
attachment of DNA onto the nanotube surface is of principal importance.

Polysaccharides and other molecules used for non-covalent CNT functional-
ization are chitosan and its derivatives, schizophyllan and curdlan, alginic and
hyaluronic acid, N-acetylgalactosamine-linked polymers, modified single- and
double-tailed phospholipids, phospholipid-dextran conjugates, and amino acids
[22, 48, 51-53, 58, 77, 101, 116, 126, 170, 186, 189]. In a study of non-covalent
CNTs functionalization using biomolecules, the dispersing efficiency and stability
of product appeared to be high when the following agents were used: dsDNA and
its monomers—deoxyribonucleoside triphosphates (ANTPs), BSA, vitreous humor
extract, adenosine-triphosphate-Na (ATP-Na), and sodium humate [15, 16]. Spermi-
dine, L-proline, and peptone displayed negligible dispersing activity obviously due
to the lack of responsible sites. Functionalized CNTs were able to deliver DNA into
plant protoplasts and walled cells exhibiting eligible toxicity levels.
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20.4 CNTs in Genetic Engineering

Direct and indirect physical biotransformation processes commonly suffer from in-
stability of the gene in the environment, deletion of the gene due to the high energy
impact, poor penetration, and reproducibility [143]. Nanotechnology is expected to
provide numerous benefits when utilized in biotransformation: (1) comparatively
faster mode of gene transfer, (2) DNA is protected due to bonding or encap-
sulation and effectively transformed in controlled manner, (3) the probability of
energy-induced DNA-damage-related gene mutation is strongly reduced, and (4)
nanotechnology approaches are also easily combined with physical methods leading
to effective and improved gene transfer [27, 143].

Having a number of favorable cell-entering properties improved by introducing
well-designed chemical and physical modifications, CNTs are already reported to
be efficient as gene carriers in a number of studies on bacterial and mammalian cells
[17, 100, 112, 127, 131, 142, 148, 160, 167, 195]. In plants, being more resistant for
foreign genetic information penetration, reports indicate that CNTs with different
molecular cargoes can enter plant protoplasts and walled plant cells [106, 154, 155].

20.4.1 CNT-Mediated Transformation of Bacterial
and Mammalian Cells

A plasmid delivery system based on water-dispersible MWCNTs that can simulta-
neously target the bacterial surface and deliver plasmids into the Escherichia coli
cells is reported in Rojas-Chapana et al. [148]. The described approach was based on
the electroporation technique and presented higher efficiency, miniaturization, and
reduction of the amount of plasmid required for efficient transformation. In this case,
CNTs were viewed to create temporary membrane disruptions of increased perme-
ability that facilitate plasmid delivery into the cells. The latter could be attributed to
CNTs acting as transient dipoles allowing nanoscale cell targeting and gentle electro-
poration. Results of another study indicated an increase in the transformation capacity
of the naturally transformable Neisseria meningitidis in different concentrations of
MWCNTs when compared with negative control without nanotubes [112]. This was
supposed to take place due to interactions between bacterial DNA and subsequent
protection CNT-binded DNA from DNAse action. Using CNTs for the transformation
of E. coli based on the Yoshida effect [193] dramatically enhanced transformation
efficiency [167]. Another improvement of E. coli transformation technique using
MWCNTs was reported in Raffa et al. [142].

Efficient molecular delivery technique for mammalian cells, named nanotube
spearing, based on the penetration of nickel-embedded nanotubes into cell mem-
branes by magnetic field driving is described in Cai et al. [17]. Authors reported
high transduction efficiency in Ball7 B-lymphoma, ex vivo B cells, and primary
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neurons. Ammonium-functionalized SWCNTs and MWCNTs were used for the
transformation of mammalian HeLa cells resulting in increased gene expression
[131]. Different functionalized CNT types—ammonium-functionalized SWCNT
and MWCNTs, lysine-functionalized SWCNTs—exhibited the ability to transfect
the mammalian A549 cell line [160]. DNA immobilized onto the surface of MWC-
NTs that have been functionalized with PEI exhibited total inhibition of the migration
in gel electrophoresis [100]. At the same time, PEI-grafted MWCNTSs showed trans-
fection efficiency for the delivery of DNA into mammalian 293 cells that was similar
to or higher than that of PEI. This report indicates the presence of intracellular mech-
anism of DNA detachment from CNTs, allowing release and expression of transgene
sequence.

Study of the capability of different cationic polymer-grafted (PEI, PAA) MWC-
NTs to efficiently complex and transfer plasmids revealed high DNA-binding
capacity of polymer-grafted CNTs in gel migration studies and improvement in
transgene expression in A549 mammalian cells when transformed with obtained con-
jugates [127]. An efficient molecular delivery technique based on the transportation
of PEI-modified MWCNTs into 293 T cells is reported in Yu et al. [195]. Gener-
ally, in used approaches CNTs formed supramolecular complexes with plasmid DNA
through interactions with anchoring residues on CNT surface. These complexes were
obviously able to bind to, and penetrate within, cells. Nanotubes when used in appro-
priate concentrations exhibited low cytotoxicity and often provided increased levels
of transgene expression in comparison to conventional methods.

20.4.2 CNTs Interactions with Living Cells

The uptake of CNTs or their conjugates by the cells is suggested to occur by phago-
cytosis (only in animal cells), including incomplete phagocytosis [31, 33, 92] or
endocytosis [74-76, 106], which is in contrast to an insertion and diffusion pathway
[31, 92, 107, 130, 131, 160]. CNTs have been found inside the cells in both di-
rect imaging experiments using electron microscope and spectroscopy and indirect
fluorescent microscopy studies [33, 84, 93, 106, 131, 135, 136, 141]. However,
the data about the exact mechanism of CNT penetration into cells is still lacking.
Experimental efforts aimed to distinguish active and passive uptake exploit changes
of temperature [75, 88, 106, 196] and addition of selective chemical agents that in-
hibit active uptake [106, 141] to compare process-passing features under various
conditions. Biological membranes may undergo several energy-consuming pro-
cesses such as endocytosis [113] or phase transitions [192]. Properties of CNTs
might allow direct penetration of the cell membrane through needle-like process
[89, 91]. It is suggested to be quite difficult to identify a unique translocation mech-
anism and discard all other possibilities by studying a particular biological system
[134].
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Endocytosis was identified when SWCNTs (< 1000-nm length) were used as in-
tracellular transporters for proteins and DNA [74-76]. Results of calculating the
energy cost associated with the spontaneous insertion of a CNT into a model phos-
pholipid bilayer (piercing through the membrane induced only by thermal motion)
indirectly supported endocytosis-mediated translocation mechanisms [134]. In con-
trast, results of another extensive computational study of short (5-nm length) pristine
and functionalized SWCNTs uptake by phospholipid bilayer models support the
hypothesis of a direct translocation of the nanotubes through the phospholipid mem-
brane [89]. In the mentioned study, the insertion of nanotubes within the bilayer is
considered as a “nanoneedle”-like process. This resultis in good correspondence with
experimental data obtained earlier and indicates that short and amino-functionalized
nanotubes (few hundreds of nanometer in length) act as “nanoneedles” able to pas-
sively penetrate the cell membrane of mammalian cells [91]. Preferential uptake
of CNTs by energy-independent pathways was also reported for < 1000-nm-long
MWCNTs [141] and 200-nm-long DNA-wrapped SWCNTs [11]. Length-dependent
uptake is supposed to be a general phenomenon; however, the exact threshold is
expected to vary with cell type [11]. Passive diffusion of peptide-functionalized
SWCNTs through the cell membrane was also reported in Pantarotto et al. [130]. It
was shown that amino-functionalized SWCNTs and MWCNTs possess a capacity to
be taken up by mammalian (3T6, 3T3, HeLa, Jurkat human T-lymphoma, MOD-K)
and prokaryotic (Cryptococcus neoformans, Saccharomyces cerevisiae, and E. coli)
cells and to traffic through the different intracellular barriers by energy-independent
mechanisms [88]. Authors suggested that the cylindrical shape and high aspect ra-
tio of CNTs can allow their penetration through the plasma membrane, similar to a
“nanosyringe.”

20.4.2.1 CNTs Plant Cell Entering

In plants, protoplasts are often used to investigate the CNT cell-penetrating mech-
anism. Since the cell wall in protoplasts is enzymatically destructed, the only
barrier for CNTs cell penetrating is the cell membrane [118]. In the study [154], an
endosome-escaping MWCNTs uptake model taking place in protoplasts of Catharan-
thus roseus was identified. Oxidized MWCNTs with the fluorescent probe passively
passed through the cell membrane without entrapment into the degrading endosomal
organelles. This phenomenon was viewed to be of great practical value for the design
endosomes escaping nano-transporters for plant cells based on MWCNTSs. Moreover,
the size-dependent translocation of MWCNTs into cellular structures including the
nucleus and plastids was reported. Short MWCNTs (< 100 nm) were observed to
target specific cellular substructures including the nucleus, plastids, and vacuoles.
However, protoplast-based techniques are often time consuming and associated with
decreased cell viability. A promising approach to circumvent the complete removal
of cell wall is suggested to be the strategy of cellulase (an enzyme that catalyzes
cellulose hydrolysis) immobilization onto CNT surface. Cup-stacked CNTs with
immobilized cellulase on their tips and walls were designed to induce local lesions
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in the plant cell wall, through which nanotubes could transport into the interior of
the cell [155]. Modified tubes were able to penetrate the thick cellulosic cell wall.

SWCNTs were shown to enter arabidopsis (Arabidopsis thaliana) mesophyll
protoplasts and walled cells by nonenergy-dependent pathway with subsequent
penetrating nucleus, chloroplast, vacuole, and mitochondria [196]. The involved
mechanism is supposed to be one kind of nanoscale capillary function and rely on
van der Waals and hydrophobic forces. Non-covalently functionalized MWCNTs
were able to deliver DNA into tobacco (Nicotiana tabacum) BY-2 suspension cells,
N. tabacum leaf mesophyll cells, and protoplasts. This suggests the involvement
of the intracellular DNA from tube-detachment mechanism together with the DNA
escape from enzyme cleavage. Efficiency of CNT-plasmid DNA conjugate penetra-
tion into protoplasts was reported higher than that of BY-2 and mesophyll walled
cells [15, 16]. Another study on fluorescein isothiocyanate (FITC)-labeled SWCNTs
(< 500-nm length) uptake by N. tabacum BY-2 suspension cells revealed the tem-
perature and endocytosis-inhibitor pretreatment dependence of the uptake process
suggesting the involvement of endocytosis [106]. Further investigations showed the
difference in the distribution of SWCNT-FITC and SWCNT-DNA-FITC complexes
in the cell. The former was observed in the vacuolar region and the latter in the cyto-
plasmic strands. Serag with coauthors [153] revealed that the trafficking of SWCNTSs
through various subcellular membranes of the plant cell might be facilitated or in-
hibited by attaching a suitable functional tag and controlling medium components.
These findings may offer a background for the controlled uptake and the subcellular
distribution of CNTs in plant cells and provide a key strategy to promote their cellular
elimination to minimize toxicity.

20.4.3 Challenges to Solve

On the one hand, factors impeding biotechnological manipulation of CNTs are asso-
ciated with their physical and chemical nature, namely, entangled bundles formation,
low water dispersibility, inert properties of pristine CNTs, etc. Recent advances in
CNT synthesis and surface modification approaches meet the above challenges to a
great extent tailoring improved possibilities for extended applications. On the other
hand, issues resulting from the CNT use might be summarized as not fully under-
stood interaction mechanisms with living cells/organisms, lack of data concerning
CNTs toxicity, environmental fate, and biodegradation. Numerous studies are car-
ried out for getting more information on these topics. However, the results are often
controversial due to the great number of changing parameters involved in explored
phenomena.

Pristine CNTs usually possess a variety of length distribution and structures within
the same sample [80]. It is also known that the methods of production of CNTs
generate impurities such as byproduct carbonaceous species and residues from the
transition metal catalysts. In biological applications, these impurities have been
considered to be one of the key parameters for causing the toxicities to cells/tissues
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[99]. Moreover, CNTs are weakly dispersed in all solvents due to strong van der
Waals interactions [80]. In this frame, CNTs undergo chemical functionalization
to enhance dispersibility in various solvents and to produce novel hybrid materials
potentially suitable for biotechnological applications [9, 145]. Besides, in the design
of CNT-based intracellular delivery approaches, cell membrane and plant cell walls
may represent a strong protective barrier [37]. Although one of the CNTs’ unique
properties is the ability to penetrate cell membrane and wall, much attention is to be
paid on the advancements in this field. For the fundamental studies, getting direct
microscopic information regarding the interaction of nano-objects with phospholipid
layers at the molecular level is also of great importance [134].

Localization, traffic, and toxicity of SWCNTs and MWCNTs to plants recently
were studied on the organism level for onion (Allium cepa), cucumber (Cucumis
sativus), cabbage (Brassica oleracea), carrot (Daucus carota), lettuce (Lactuca
sativa), tomato (Solanum lycopersicum), radish (Raphanus sativus), rape (Brassica
napus), rye grass (Lolium perenne), corn (Zea mays), zucchini (Cucurbita pepo),
rice (Oryza sativa), alfalfa (Medicago sativa), wheat (Triticum aestivum), freshwa-
ter green algae (Pseudokirchneriella subcapitata) [18, 84-86,97, 98, 114, 162, 194],
etc. Cell responses were investigated on rice suspension cells, arabidopsis suspen-
sion, mesophyll cells and protoplasts [99, 157, 166, 168, 196], etc. Various studies of
the CNT impacts on plant metabolism and cell viability revealed the enhanced seed
germination, root elongation, improved plant growth, slight responses, delayed flow-
ering, growth retardation, apoptosis, and necrosis. Controversial results are viewed to
appear due to differences in properties of used CNTs, doses, plant species, and other
conditions involved [119]. In particular, toxic effects of CNTs might be attributed to
above-mentioned parameters such as the amounts and types of metal impurities, the
degree and kind of aggregation in produced CNTs, physical characteristics, the type
and role of functionalizing agents, and a combination of two or more of the these
characteristics [194].

Research on CNTs eco-toxicity, aggregation, and transport has been conducted
in recent years to provide information on their impact and fate in the environment
[82, 132, 201]. Concerning the fate of CNTs after cell/organism entering, data on
mechanisms for their elimination or degradation are lacking. Some studies show in
vivo bio-defunctionalization of CNTs [191], biodegradation by enzymes horseradish
peroxidase and neutrophil myeloperoxidase [5, 70, 149, 204] and bacterial commu-
nity (Burkholderia kururiensis, Delftia acidovorans, Stenotrophomonas maltophilia)
[201].

20.4.4 Plant Genetic Transformation: Limitations
of Existing Methods

Currently used plant gene transfer technologies can be subdivided into physical
methods (electroporation, particle bombardment, micro-injection, etc.), direct gene
transfer techniques (protoplast fusion, transfection), gene transfer using plasma
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Table 20.1 Limitations of conventional genetic transformation methods [143]

Methods Limitations
Physical methods
Electroporation Frequency of stable transformation is low

Microprojectile/Particle bombardment/Biolistic

Microinjection

Temperature-mediated gene transfer

Coprecipitation

Micromanipulation

Chemical Methods

Biological methods
Agrobacterium-mediated transformation

Virus-mediated transformation

(0.001 or less)

Normally, the transformed DNA is extensively
rearranged leading to mitotic and meiotic
instability

Can be only used with protoplasts

Probability of deletion is high

Application is limited to only few species

The transformed DNA is highly rearranged
leading to mitotic and meiotic instability

Amenable tissue culture/regeneration systems
cannot completely be eliminated

The transformed cell survival rate is decreased
because of high membrane damage

Not suitable for small cells or tissues

Infrequent gene transfer method in plant
biotransformation

Efficiency is low

Suitable for large animal cells

Only used for experimental purpose

Infrequent use

Only be adopted with protoplast

Slow and less efficient process

With the intention for rapid biotransformation,
enhanced temperature damages the nucleic
acid and cells

Wall-less cells are amenable to
biotransformation through coprecipitation

Mitotic and meiotic instability may occur

Little use for stable transformation of plants

Other limitations similar to biolistic method

Damage of cellular components and gene itself

Is only applicable in case of protoplasts

The regeneration of transformed protoplasts is
very difficult, which lowers the
transformation frequency

Host range is often limited to dicot plants

With vulnerable plants, accessible culture
systems must be adapted

Chances of transgene silencing

Poor gene transfer efficiency

Limitation to carry limited size base pair

Nonselectivity

Slow process

Low DNA-size-carrying capacity
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membrane destabilizing/precipitating agents (chemicals that facilitate the gene trans-
fer through the cell membrane, for example, PEG, polyvinyl alcohol, dextran,
dimethyl sulfoxide, etc.), and natural means of gene transfer such as the use of
Agrobacterium species [20, 35, 59, 65, 67,71, 87,95, 110, 122, 143, 144, 150, 158].
Efficiency of these conventional methods is often compromised due to the damage of
the DNA and cells resulted from the application of excessive energy in physical and
chemicals in chemical methods, host range limitations, complexity, time consump-
tion (Table 20.1) [27, 143, 155], etc. In this frame, exploiting CNTs for the design
of novel plant transformation approach holds a great promise. Unique properties of
these carbon nanomaterials are viewed to be suitable for overcoming the number
of existing limitations. Numerous studies on the ability of CNTs to transport target
molecules pose an important background for further developments in this field.

20.5 Conclusions

CNTs are novel and promising for plant biotechnology nanomaterials having a range
of advantageous properties anticipating successful applications in this field. Improve-
ments in the properties control, applicability, biocompatibility, and safety of CNTs
with tailored characteristics are primary issues of current studies. These efforts meet
toward investigating CNT interactions with living organisms, detecting factors gov-
erning the efficiency of the practical outcome of CNT-based approaches. On the
one hand, a general issue is the relatively good biocompatibility of carbon, which
decreases when carbon materials are used in nano-form. On the other hand, nano-
sizing provides significant increase in functionality and widens the carbon material
applications range to a huge extent. Together with advances in tailoring of nanos-
tructures having controlled properties, this provides promising possibilities to meet
urgent practical challenges.

For the development of CNT-based novel genetic transformation approaches,
efforts are underway to overcome negligible CNTs water dispersibility, enhance
their cell-penetrating ability, improve trafficking control, and minimize toxicity.
Biomolecules, in particular DNA and proteins, might be attached to CNT surface
non-covalently. This approach is viewed to hold a great promise as it does not change
the structure of CNTs significantly as well as does not affect biological properties of
loaded molecules. It also allows stable water dispersing, demonstrates high product
biocompatibility, and suggests easy intracellular release of loaded molecules. More-
over, it provides “green,” simple, and less time-consuming technology. Generally,
CNT-based strategies in plant transformation if well designed are viewed to have a
number of advantages in comparison with existing methods.
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Chapter 21

Platinum Nanoparticles with Adsorptive Layer
of Chlorella vulgaris Polysaccharides Inactivate
Tumor Cells of Ascitic Ehrlich Carcinoma,
Ovarian Cancer and Leukemia

V. R. Estrela-Llopis, A. V. Chevichalova, N. A. Tregubova, E. D. Shishko
and P. M. Litvin

21.1 Background

Over the past 20 years, there has been an intensive development of investigations
of gold and silver nanoparticles (NP) for applications in biology and medicine—for
increase of biodetection sensitivity [1], for intensification of physiotherapeutic treat-
ment (photodynamic, photothermal, and radiotherapy [2-7]), as well as at targeted
delivery of drugs [8, 9]. Such applications are connected with resonance plasmonic
properties of gold and silver NP (biodetection) [10] and with the prevailing opinion
about nontoxicity of gold as a precious metal [8, 11].

The review [12, 2008] notes that there are practically no studies on the use of
platinum NP. This fact is surprising, since chemotherapy widely uses platinum ion
complexes with various organic compounds, cisplatin, for example. Increased toxic
side effects of such drugs may have caused a delay in the corresponding studies on the
application of nanoplatinum. However, acad. K.B. Yatsimirskii noted in his mono-
graph [13] that the neutral platinum Pt (0) is not toxic in contrast to the ionic forms.
The recent years’ investigations show that nanoplatinum particles can inactivate the
cancer cells.

Mechanisms of toxic action of platinum NP had been studied in papers [14, 15].
For example, authors [14] show that platinum NP act as an oxidizing agent for
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mitochondrial coenzyme nicotinamide adenine dinucleotide due to their catalytic
properties. This affects the ATP synthesis and consequently the vital functions of
the cell. The study also shows that in the acidic medium of phagosomes (where
platinum NP are concentrated in a result of phagocytosis), free platinum ions are
released from the particle surface, and these ions are also cytotoxic. The paper [15]
shows that the influence of such ions result in the violation of proliferation, mitosis,
and development of apoptosis of glioblastoma U251 and lung fibroblasts IMR-90
cells. This effect is explained by DNA damage of such cells by releasing active
oxygen forms (O, and H,0,) under the influence of platinum ions. It should be
noted that in this work platinum NP stabilized by polyvinyl alcohol were used.

In our work, we apply polysaccharides (PS) of the microalgae Chlorella vulgaris
strain LARG-3 (Institute of BiophysicsSD of RAS, Krasnoyarsk city, Russia) to
stabilize platinum NP. This choice is due to the effective practice of PS application
for cancer therapy.

Anticancer properties of PS were confirmed in a number of studies [16-21].
Thus, authors of [16] have shown that high-molecular Chlorella’s PS stimulate
the synthesis of cytokines and II-6, IL-10, INF-y, necrosis factor of TNF-a cells
and the proliferation of splenocytes. The acid polysaccharide ChlonA of microalgae
Chlorella pirenoidosa stimulates the phagocytic activity of the reticuloendothelial
system (of rats) and increases immunity [17]. High-molecular anionic polysaccharide
hyaluronan of the extracellular matrix inhibits process of metastasis and decreases the
multidrug resistance of cancer cells [18]. When developing the method of synthesis
gold single-platelet nanocrystals—nanoprisms, based on the use of PS Chlorellavul-
garis strain LARG-3 as a reducing stabilizer, we found that these PS have an average
molecular weight of 500 kDa and are of an anionic nature [19].

The influence of fungi PS on the activation of the immune system is also estab-
lished [20]. Glynco biloba PS activate apoptosis and inhibition of proliferation of
gastric cancer cells [21]. Healing properties of Chlorella and its extracts have been
widely used in oriental medicine [22].

PS and phagocytosis. PS amplify the penetration of NP into the cell based on
the known mechanism of phagocytosis. Thus, in 1978 it was shown that the anionic
high-molecular polyelectrolytes penetrate and act on Sarcoma-180 cells [23] better
than cationic and neutral polymers. The paper [24] shows that the polyanions cause
reorientation of phospholipids in the membrane which facilitates its deformation and
stimulates phagocytosis of the NP covered with adsorbing layer of such polyanions.
PS can be degraded in the acidic medium of the phagosomes. This effect creates the
possibility of the direct action of the drug NP covered with PS [24].

Carbohydrate (polysaccharide) targeting [25]—scientific direction in the field of
drug delivery, which effectively develops in recent years is similar to subject of our
work. Here, PS are used as ligands for the creation of saccharide-modified drugs.
This direction is based on the particular features of the glycolysis process during the
development of malignant tumors. It is known [26] that tumor cells utilize glucose
at a much faster rate, even under anaerobic conditions, than the cells of the healthy
tissue—the tumor is a kind of a “trap” for glucose. The monograph [27] indicates
that the glycolytic phenotype is almost a universal phenomenon of human tumors.
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Therefore, we can assume that cancer cells and tumors accumulate and assimilate
glyco-target nanocarriers according to the mechanisms that determine their charac-
teristic elevated level of glucose uptake. These glyco-target carriers include objects
of our research—platinum NP modified by the adsorption layer of Chlorella’s PS.

The purpose of our work is to synthesize and investigate the possibility to use
such nanocomposites in cancer therapy. The expediency of the presented in article
researches are validated by quoted in the review mechanisms of cytotoxic effect
on cancer cells of nanoplatinum and polysaccharides (independently), as well as
stimulating effect of the PS on phagocytosis.

21.2 Methods

Namalwa lines cells of blood cancer were grown in an RPMI 1640 (SIGMA) medium
with an addition of 10 % of fetal bovine serum. In these experiments, we used the
suspension of cells in the nutrient medium.

Cells of human ovarian cancer of A2780 line were grown in an ISCOV (SIGMA-
ALDRICH) medium with addition of 10 % fetal calf serum (FCS) at 37 °C.

Isolation of lymphocytes from the venous blood of a healthy human was performed
based on standard techniques of centrifugation of blood in a defined density gradient
for the lymphocytes separation from erythrocytes and other normal blood elements
[28]. Such cells are generally considered a healthy analogue (control) of blood cancer
cells. Comparison of rates of aggregation of healthy lymphocytes with NP PtPS with
the analogous effect for the leukemia cells will establish the selectivity of such
aggregation.

PS Chlorella vulgaris LARG-3 were precipitated with acetone from the culture
medium of Chlorella cells (ata2:1 ratio), evaporated previously at 70 °C up to tenfold
decrease in volume. PS were separated by centrifugation, the acetone residues were
removed by means of evaporation. The resulting product was dissolved in distillate
and dialyzed against bidistillate. The concentration of the PS was determined by the
phenol-sulfuric method [29].

Platinum NP stabilized by adsorptive layer of PS (NP PtPS) were obtained by
restoring of platinum from 1 mM solution of HPtCls - 3H, O by ascorbic acid and the
solution of PS supplemented after 15-20 min of stirring of the above mixture until a
PS final concentration of 30 mg/dm?® was obtained in the mixture. This concentration
of PS is determined from an experiment that includes the study of the adsorption
isotherm of PS on platinum NP and changes of electrokinetic zeta potential of the
particles as a result of such adsorption (Fig. 21.1).

Here, dashed lines mark optimum range of PS concentration (20 < 50 mgPS/dm?)
to get platinum NP PtPS with adsorption of PS close to saturation on the surface of
platinum’s NP-Gmax = 0.35 gPS/gPt.

Distribution of platinum NP and bioconjugates of NP PtPS by the size was inves-
tigated by atomic force microscopy (scanning probe microscope Dimension 3000,
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BRUKER/VEECO)—Fig. 21.2. A comparison of Fig. 21.2a and 21.2b shows that the
adsorption of PS increases the average size of platinum particles from 18 to 38 nm.

Micrographs of platinum NP, with and without an adsorptive layer, were obtained
by transmission electronic microscopy (TEM) and are shown in Fig. 21.2c and 21.2d,
respectively. The gray shell around the electron-dense particles (Fig. 21.2d) corre-
sponds to the adsorption layer of PS. Particle sizes on the micrographs are comparable
to the size of the same particles, as defined by AFM (compare Fig. 21.2a, 21.2b and
21.2¢, 21.2d).

Determination of IC50 for NP Pt and NP PtPS. The half maximal inhibitory
concentration (IC50) index is used for investigating the effectiveness of pharma-
ceutical preparations in the in vitro experiments. IC50 is the concentration of the
drug, when during a fixed time at least half of the cancer cells die in the in vitro
experiment. Mixing and exposure of cancer cells with platinum sols were carried
out on a standard cell with 96 wells. In each hole, 1cm? of A2780 cell suspension
with a concentration of 5 x 10* cm™ per nutrient medium ISCOV was placed,
where they remained for 48 h in the monolayer form. To get mixtures with different
concentrations of NP Pt and NP PtPS, the initial sol was diluted multiple times with
nutrient medium and mixed with the cells in each well. The incubation of cells with
NP was 24 h. After completion of the exposure, the mixture of cells and particles
was moved from the well in the Goryaev chamber, the dead cells were isolated by
staining with a solution of 0.2 % trypan blue. Then, the number of living cells in the
chamber and their percentage compared to the concentration of live cells in control
wells, where NP were not added, were counted in three replications.

The efficacy of heterocoagulation was determined by the difference between
the initial concentration of platinum nanoparticles in a mixture with the cells
and (after 1 hour exposure) concentration of these particles in the supernatant,
after separation of aggregates of cells with particles by centrifugation [30].
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Fig. 21.2 Distribution of NP Pt (a) and NP PtPS (b) particles according to the size, as indicated in
the AFM and TEM micrograph of these particles, respectively— x 133,010 (¢), and x 202,311 (d)

Contents of NP PtPS not aggregated with cells were analyzed for platinum content
by atomic absorption spectroscopy method—AAS-5M (Sumy city, Ukraine).
Kinetics of cytotoxic effect is a gradual decrease of live cells concentration (in-
crease in the dead cells percentage) as a result of contact with the NP PtPS. Control
sample of cancer cells suspension (0.2 ml) was sampled at defined time intervals of
contact. The concentration of dead cells in such a sample was counted in the Goryaev
chamber by the use of trypan blue dye (light microscopy—LYUMAM P-1 LOMO).
Electron microscope investigations of NP Pt and PtPS were conducted on the elec-
tron microscope TEM-125K (Sumy city, Ukraine). TEM (JEM-1230 <« JEOL >,
Japan) was used also for cytomorphological study of the A2780 line human ovarian
cancer cells. The ultrastructure of Namalva leukemia cells and healthy blood lym-
phocytes was studied on the analytical electron microscope JEM1500FXII (JEOL,
Japan). Ultrafine sections of the cells were obtained from cell suspension previously
fixed by glutaraldehyde and osmium tetroxide and then immobilized in polymerized
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epoxy according to known methods of preparation of biological samples for electron
microscopy [27].

21.3 Results and Discussion

Influence of medium composition on the stability of NP PtPS. Aggregative stability
is one of the basic conditions of successful application of any form of medical
nanodrugs that are injected via blood. Therefore, we had studied the kinetics of NP
PtPS stability in normal saline and blood plasma solutions in advance (in the ratio
of sol to medium—1:19)—Fig. 21.3.

The constancy of the optical density over time suggests that the observable system
is stable. Unlike saline, blood plasma contains up to 7 % of various proteins. A slight
decrease in the optical density curve (A =0.01) for NP PtPS in plasma may have
appeared due to the adsorption of proteins (interaction between amino groups of
proteins and carboxyl/hydroxyl groups of PS)—Fig. 21.3. So, stability of NP PtPS
in plasma may be argued in favor of protective effect of PS towards adsorption
of plasma proteins on NP PtPS. Stability of NP PtPS in saline and blood plasma
determines the possibility of preparing the relevant drugs for intravenous injection.

Presented here fact of the NP PtPS aggregative stability in biological fluids is
important for confirmation by accuracy of the presented below research results of
heterocoagulation of particles with cells. If in this process, the NP are not coagulated
and do not form large aggregates (see Fig. 21.3), this result eliminates the artifacts
(when determining the heterocoagulation effectiveness—colloid uptake) as a result
of the simultaneous sedimentation during centrifugation the getero-aggregates of
particles and tumor cells with particles gomo-aggregates.

Mutual stability of the PtPS particles during their heterocoagulation with cells is
also confirmed by the TEM micrograph in Fig. 21.9b, which shows that during the
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concentration of particles near the surface of the tumor cell the particles with each
other are not coagulated.

Efficiency of the aggregation of PtPS NP with cancer cells of different carcino-
genesis (Ehrlich carcinoma, ovarian cancer—AZ2780 line, blood cancer—Namalwa
line) was studied based on the heterocoagulation research (colloid uptake) and the
corresponding kinetics of the cytotoxic effect. The results are shown in Fig. 21.4.

As can be seen from the data presented, the cancer cells are actively aggregated
with NP PtPS. Aggregation of these NP with human ovarian cancer cells is higher
as compared to cells of Ehrlich carcinoma and leukemia.

Selectivity of NP PtPS aggregation with cancerous and similar healthy cells. To
determine the selectivity of NP PtPS aggregation with leukemia cells as compared
to healthy lymphocytes, we investigated their heterocoagulation.
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Results of the investigation of NP PtPS aggregation with Namalwa line cancer
cells or with healthy lymphocytes (Fig. 21.5) show that platinum NP modified by PS
selectively interact with such cells—their aggregation with cancer cells (the number
N of particles aggregated with a single cell) is much higher than with healthy cells.

One of the methods of investigating the toxic effect of the drug for the cells is based
on the determination of the IC50 index. Figure 21.6 shows the particle concentration
dependence of the percentage of intact (live) A2780 cells after the same contact time
of cells with the platinum NP and the same particles but coated by the adsorption
layer of Chlorella’s PS.

As can be seen from the data presented, the modification of platinum NP by
adsorption of PS on their surface greatly enhances the toxic effect of nanoplat-
inum.Efficiency of the toxic effects of NP PtPS is markedly higher than NP Pt—in
the first case, a half of cells die at a concentration of NP PtPS equal to 16 mg/dm? and
in the second, at a concentration of NP Pt equal to 55 mg/dm?. Thus, an adsorption
layer of PS on the surface of platinum NP reduces the value IC50, more than three
times. The reasons for this effect may be related to the above-noted factors of the
PS toxic impact on the cancer cells and the ability of polysaccharide, as an anionic
polyelectrolyte, to intensify phagocytosis.

Kinetics of the cytotoxic effect. We have studied the kinetics of the toxic effect of
NP PtPS on Ehrlich carcinoma cells, ovarian cancer, and lymphoma cells and, for
comparison with the latter—on healthy (N) lymphocytes. Kinetics study is based on
the determination of the percentage of live and dead cells depending on the time of
their contact with the NP. The results are shown in Fig. 21.7.

The data presented in Fig. 21.7 show that during the first hour of contact
more than 50 % of ovarian carcinoma cells and Ehrlich carcinoma cells die and
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approximately 25 % of lymphoma cells die, while healthy cells retained their vital
activity (only 5 % of such cells die within an hour of contact). This result confirms
the data presented in Fig. 21.6 about the selectivity of toxic action of PtPS NP on
cancer but not healthy cells.

Cytomorphological changes in the ultrastructure of cells under the influence of
PtPS NP were investigated by transmission electron microscopy. The influence of
platinum NP with adsorption layer of PS on A2780 cells culture after 30 min of expo-
sure resulted in changes in its ultrastructure that can be associated with the processes
of the activation of proteolytic enzyme system. So, a host of small lipid granules,
lysosomes, secondary lysosappearedomes and vacuoles, containing electron-dense
polydisperse material, appeared in the cytoplasm—Fig. 21.8b. The cell nucleus of
such cells is deformed, eccentrically located in the cytoplasm (Fig. 21.8b) or seg-
mented (Fig. 21.8c)—compared with microphotos Fig. 21.8a of the initial ovarian
cancer cell, cultured at standard conditions without NP.

The result of the effect of NP PtPS on lymphoma Namalwa cells is shown on TEM
microphotographs in Fig. 21.9. Standard ultrastructure of Namalwa cells is presented
in Fig. 21.9. The process of the concentration of the single, nonaggregated particles
near the surface (in the microenvironment) of such cell can be seen on microphoto
Fig. 21.9b.

As shown in Fig. 21.9c, after an hour of contact with NP PtPS, the ultrastructure of
some cancer cells is damaged, the nucleus and outer membrane get deformed, phago-
somes are formed (compared with the initial Namalwa cell structure—Fig. 21.9a),
while other cells demonstrate full defragmentation into separate apoptotic bodies
(Fig. 21.9¢).

21.4 Conclusions

We suggest a new “green” method of the synthesis of platinum nanoparticles, which
is based on the use of polysaccharides of Chlorella vulgaris microalgae as a reducing
stabilizer. With the use of the methods of investigation of the aggregation intensity
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Fig. 21.8 Change in an ultrastructure of ovarian cancer cells A2780 after 30 min contact time with
PtPS

Fig. 21.9 Disintegration of the ultrastructure of leukemia cells by NP PtPS

and the kinetics of cytotoxic effect, we have studied the impact of platinum NP with
the adsorption layer of Chlorella vulgaris PS on cancerous cells of various origins
(Ehrlich carcinoma, ovarian cancer, lymphoma) and on healthy lymphocytes, and
proved toxic effect of such NP on tumor cells. It was shown that PS adsorbed on
the surface of the NP reduce the toxic dose of platinum NP more than three times.
It was found that NP PtPS selectively inactivate the cancer cells while preserving
the viability of healthy cells (a pair of Bsneoplastic lymphocyte—Namalwa line and
healthy lymphocyte cells). Bioconjugates of platinum NP with PS may be the useful
basis for the development of new nanoplatinum-based drugs for cancer therapy.
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Chapter 22

Biosensors Based on Urease Adsorbed

on Nickel, Platinum, and Gold Conductometric
Transducers Modified with Silicalite

and Nanozeolites

Ivan S. Kucherenko, Oleksandr O. Soldatkin, Berna Ozansoy Kasap,
Burcu Akata Kurg, Volodymir G. Melnyk, Lyudmila M. Semenycheva,
Sergei V. Dzyadevych and Alexei P. Soldatkin

22.1 Introduction

Biosensors are important analytical tools capable of providing rapid, sensitive, se-
lective, and cheap analysis of concentration of certain substances in liquid or vapor
samples. They are composed of a physical transducer (usually electrode) and a biolog-
ical recognition element (mostly enzymes) immobilized in the active region of trans-
ducer [1]. Immobilization of biological molecules onto the surface of transducer is
an important stage in biosensor preparation because it can significantly influence the
biosensor’s analytical characteristics. Conventional methods of immobilization have
some disadvantages, in particular bad reproducibility of biosensor preparation, so the
development of new methods of enzyme immobilization is an actual challenge [2].
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Recent advances in material science allow the synthesis of microsized and
nanosized silica-aluminum particles, which are perspective carriers of biological
molecules. Modification of the transducer active regions with such particles and
further enzyme adsorption onto modified surfaces can be a promising approach in
the development of biosensors [3]. In our work, we used three kinds of particles as
adsorbents: silicalite, nanozeolite L, and nanozeolite Beta (BEA).

Silicalites are porous micro- and nanoparticles with a crystal lattice formed by
silicon and oxygen atoms. They belong to zeolites, but differ from other zeolites in the
absence of aluminum atoms in silicalite structure. Their crystals contain numerous
channels (and thus silicalites have a large surface area) which makes them good
adsorbents. The presence of hydroxyl groups as well as hydrophilic and hydrophobic
sites on the silicalite surface enables numerous interactions between enzyme and
microparticle [4]. In particular, silicalite has been reported as an adsorbent of lipase
and bovine serum albumin [5, 6].

Nanosized zeolites (nanozeolites) are an interesting group of zeolites which in-
cludes particles with the size of crystals < 1000 nm (often < 200 nm). Their structure
resembles a structure of larger zeolites, but nanozeolites are characterized by larger
external surface area and smaller accumulates of crystals [7, 8].

In our work, we examined a possibility of the creation of conductometric biosen-
sors using silicalite and nanozeolites L and Beta as carriers of enzyme urease.
Conductometric transducers with nickel, gold, and platinum interdigitated electrodes
were chosen for comparison. This study is an extension of our previous work de-
voted to investigation of analytical characteristics of biosensors with gold transducers
modified with silicalite using drop coating [9]. In this work presented, we explored
urease-based biosensors for urea determination, in which three kinds of nanoparticles
and electrodes made of three different metals were used. The urease-based biosensor
was chosen as a subject under investigation because urease is quite stable an enzyme
and can undergo numerous immobilization procedures; furthermore, such biosensors
are applied in medicine for the measurement of urea in blood or dialysate, and can be
potentially applied in agro-food chemistry (e.g., high urea concentration in milk can
be an indicator of its artificial origin) and environmental monitoring for detecting
heavy metals [10, 11].
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22.2 Experimental

22.2.1 Materials

In this work, enzyme urease (EC 3.5.1.5), activity 66.3 U/mg, was from Fluka
(Switzerland); glycerol, bovine serum albumin (BSA, fraction V), and urea were
from Sigma-Aldrich Chemie (Germany). Potassium-phosphate buffer (KH,PO4-
K,HPO,) was of domestic production. Other inorganic substances were of analytical
grade.

Silicalites and zeolites were synthesized in the Middle East Technical University
(Ankara, Turkey).

22.2.1.1 Synthesis Procedure of Nanozeolite Beta

The molar composition of the nanozeolite Beta is 0.25 Al;05:25 Si0,:490 H,0:9
TEAOH. Silica source was tetraethoxy silane (TEOS; 98 %, Aldrich). Aluminum
isopropoxide (98 %, Aldrich), tetraethylammonium hydroxide (TEAOH; 20 wt. %
in water, Aldrich), and doubly distilled water were used as the other reactants. Aging
was continued under static conditions for 4 h with clear solution. The crystallization
was completed within 17 days in Teflon-lined autoclaves under static conditions at
100 °C. The product was separated by centrifugation, washed with distilled water,
and dried at 40 °C [12]. Approximate particle size of nanozeolite Beta was 60 nm.

22.2.1.2 Synthesis Procedure of Nanozeolite L

The molar composition of the nanozeolite L is 0.08 Al;03:1510,:0.5K,0:10H,0.
Aluminum powder is dissolved in KOH solution [13]. Colloidal silica (Ludox HS-
40, Dupont) was then added under vigorous stirring, and the gel was stirred at
room temperature for 5 min. The crystallization continued for 6 days in Teflon-lined
autoclaves under static conditions at 170 °C. Approximate particle size of nanozeolite
L was 60 nm.

22.2.1.3 Synthesis Procedure of Silicalite

The optimized molar composition of the gel used for synthesis of silicalite-1 is 1
tetrapropylammonium hydroxide (TPAOH):4TEOS:350H,0. By hydrolyzing TEOS
with TPAOH solution, a clear homogeneous solution was obtained at room temper-
ature after 6 h of stirring. The crystallization occurred at 125°C after 1 day. By
centrifugation, the unreacted material was removed and silicalite-1 was obtained.
Approximate particle size of silicalite was 400 nm.
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Fig. 22.1 The scanning electron microscopy images of synthesized zeolites, a Nanozeolite Beta. b
Nanozeolite L. ¢ Silicalite

22.2.1.4 Characterization of Zeolites

The resulting samples were characterized by powder X-ray diffraction (XRD) using
Ni-filtered Cu-Ko radiation in a Philips PW 1729. Scanning electron microscopy
(SEM) analyses were performed after AuPb coating in a 400 Quanta FEI. The
energy-dispersive X-ray spectroscopy (EDX) analyses of the all samples were car-
ried out utilizing a Phoenix EDAX X-ray analyzer equipped with Sapphire super
ultrathin window detector attached to the Hitachi S. 4700 FE-SEM. The nitrogen
adsorption/desorption experiments were carried out using NOVA 3000 series (Quan-
tachrome Instruments) instrument. The surface areas of the samples were obtained
by Multipoint BET, while pore size and pore volumes were obtained by Saito-Foley
(SF) and t-plot methods. Sample preparation method includes outgassing samples
under vacuum at 300 K for 4 h before analysis.

The morphologies of the produced zeolites can be seen in Fig. 22.1.

According to the X-ray diffraction data presented in Fig. 22.2, all three samples
exhibited characteristic diffraction lines of their structures. In Table 22.1, Si/Al ratios,
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Fig. 22.2 XRD spectrum of synthesized zeolites. a Nanozeolite Beta. b Nanozeolite L. ¢ Silicalite

Table 22.1 Characteristics of zeolites

Sample name Si/AI* Part size Pore size Sext S'otal Pore volume
(nm)® (nm)* (m?/g)¢ (m?/g)° (cclg)

Nanozeolite Beta 26.54 ~60 0.43 190 472 0.20

Nanozeolite L 0.97 ~60 0.40 197 419 0.18

Silicalite No Al ~400 0.45 52 185 0.08

#Measured by EDX

"Measured by SEM

“Measured by Saito-Foley (SF) Method
dMeasured by t-plot method
¢Measured by BET

particle sizes, pore sizes, external and total surface area, and micro- and mesopore
volumes are given.
22.2.2 Conductometric Transducers

In this work, we used conductometric transducers composed of two pairs of inter-
digitated electrodes deposited onto a ceramic support. Transducers were intended to
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operate in a differential mode of measurements: Biorecognition element (enzymes)
was placed on one pair of electrodes, and reference element (inert protein) on another.
We compared electrodes made from different metals: gold, platinum, and nickel.

Gold transducers were manufactured in V. Lashkaryov Institute of Semiconductor
Physics of National Academy of Science of Ukraine (Kyiv, Ukraine) in accordance
with our recommendations. They were 5 x 30 mm in size, sensitive area of each
electrode pair was about 1.0 x 1.5 mm. The width of each digit as well as interdigital
space was 20 wm. A photograph and microphotographs of these transducers can be
found in [14].

Platinum conductometric transducers were fabricated at the Institute of Chemo-
and Biosensorics (Munster, Germany). Two pairs of Pt (150-nm thick) interdigitated
electrodes were made by the lift-off process on the Pyrex glass substrate. The Ti
intermediate layer of 50 nm thickness was used to improve adhesion of Pt to substrate.
Central part of the sensor chip was passivated by Siz Ny layer to define the electrode’s
working area. Both the digit’s width and the interdigital distance were 10 pm, and
their length was about 1 mm. Thus, the sensitive part of each electrode was about
I mm?, A photograph of these transducers can be found in [15].

Nickel transducers were 5 x 30 mm in size and consisted of two identical pairs
of nickel interdigitated electrodes deposited onto a ceramic support. The electrodes
were deposited onto the support by thermo vacuum sputtering of titanium (adhesion
layer) and nickel. The dimensions of sensitive area of each electrode pair were about
1.5 x 2mm. The width of each interdigital space and each digit was 50 wm. The
SEM image of the active region of nickel transducer is shown in Fig. 22.3a.

22.2.3 Modification of Transducers with Silicalite and Zeolites

We used two procedures of transducers modification with silicalite and zeolites.
The first procedure (spin coating) was more complicated and was used to cover
the transducer surface with silicalite and nanozeolites Beta and L. Other procedure
(drop coating) was simpler and was used for silicalite only. These procedures did not
influence the transducer’s working parameters.

In literature, for the organized assembly of zeolite microcrystals with sizes be-
tween 500 nm and 12 wm on glass substrates, direct attachment method, rubbing of
the zeolites on the surface with a finger, was first used by Yoon et al. [16]. They
claimed that due to the hydrogen bonds between the surface hydroxyl groups of bare
zeolite crystals and bare glass substrates, high-quality silicalite monolayers were
formed. In addition to that, usage of poly(ethyleneimine) (PEI) between zeolite and
glasswork as a hydrogen-bonding mediator also can be used in the direct attachment
method for increasing the binding strength of hydrogen bonds between microcrystals
and substrates.

In our study, PEI was used as a layer between zeolite and electrode surface.
Mucasol (1/6 v/v in distilled water) was used to change the surface hydrophility and
improve homogeneity of zeolite layer.
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c

Fig. 22.3 Active regions of conductometric interdigitated electrodes: bare electrodes (a) and
electrodes covered with silicalite using spin coating (b) and drop coating (¢) SEM images

Electrode surfaces were dip coated with mucasol for 15 min, rinsed with co-
pious amount of distilled water, and dried under air. Mucasol is an alkaline
high-performance universal detergent containing phosphoric acid and tripotassium
salt trihydrate. For the formation of homogeneous layers of PEI, both dip-coating
and spin-coating techniques had been tried. Since spin coating gave more homoge-
neous layers, it was continued to be used. The effect of PEI solvent type (such as
hot water and ethanol), PEI concentration (0.5, 1, 3 %), spin-coating time (3000
rpm 15 s, 7 s), and calcination temperature after direct attachment of zeolites (100,
90, 50 °C) were investigated. The obtained monolayers were checked by using optic
microscope. The suitable conditions for zeolite monolayer production were chosen
as spin coating with 0.5 % PEI in ethanol at 3000 rpm for 15 s and 100 °C calcination
temperature for 30 min.

SEM photos of the transducers modified with zeolites by such procedure are
shown in Figs. 22.3b and 22.4.
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C

Fig. 22.4 Conductometric nickel interdigitated electrodes covered by spin coating with particles
of silicalite (a), nanozeolite Beta (b), and nanozeolite L (¢) SEM images

In case of drop coating, 10 % (w/w) silicalite suspension in 5mM phosphate
buffer, pH 7.4, was used. This suspension was ultrasonicated for at least 20 min, then
0.2 pl of suspension was deposited onto the active zone of each pair of electrodes;
afterwards they were heated at 200 °C for 3 min. The procedure resulted in coating
transducer surface with an unordered layer of silicalite particles (Fig. 22.3c).

22.2.4 Preparation of Bioselective Elements

To prepare biorecognition elements by urease adsorption, we used the transducers
previously coated with different zeolite particles (see Sect. 2.3). The same immobi-
lization procedure was used for transducers covered by both spin coating and drop
coating. 0.15 pl of 5% urease solution in 20 mM phosphate buffer, pH 7.4, was
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deposited onto one pair of electrodes while the same amount of 5 % BSA in anal-
ogous buffer was deposited onto another (reference) pair of electrodes; then the
transducers underwent complete air-drying for 20 min at room temperature. Neither
glutaraldehyde nor other auxiliary compounds were used. Next, the transducers were
submerged into the working buffer for 10—15 min to wash off the unbounded enzyme.
After the experiments, surfaces of transducers were freed from zeolite particles and
adsorbed urease using ethanol-wetted cotton.

22.2.5 Measurement Procedure

Conductometric transducers were connected to the portative device for conduc-
tometric measurements (9.5 x 2.5 x 13.5cm) that was made in the Institute of
Electrodynamics of National Academy of Sciences of Ukraine (Kiev, Ukraine). This
device applied sinusoidal potential with a frequency of 36.5 kHz and amplitude of 14
mV, avoiding such effects as faradaic processes, double-layer charging, and polar-
ization of the microelectrodes. The nonspecific changes in the output signal induced
by the fluctuations of temperature, medium pH, etc. were decreased due to the usage
of differential mode of measurement: Conductivity of solution measured by refer-
ence pair of electrodes was subtracted from the conductivity measured by pair of
electrodes with biorecognition element. Illumination and temperature variations had
practically no influence on the biosensor characteristics. The measurements were
carried out in a glass cell filled with phosphate buffer (volume 2 ml), under vigorous
magnetic stirring.

Measurements were carried out at room temperature in continuously stirred 5 mM
phosphate buffer solution, pH 7.4, in an open 2-ml cell. The substrate concentrations
in the cell were varied by adding different aliquots of the stock solutions (100 and
500 mM). All experiments were repeated three times. The data in the figures are either
mean of three repeated results of the experiment or mean =+ standard deviation (SD).

22.3 Results and Discussion

22.3.1 Biosensors Based on Nickel Transducers Covered
with Nanoparticles by Spin coating

At the first stage of research, we covered nickel transducers with either silicalite
or nanozeolite L or nanozeolite Beta using spin coating (Figs. 22.3b and 22.4). As
seen from the images, a rather uniform layer of particles was formed; this layer was
slightly different on the nickel electrode (darker parts of images) and on the ceramic
support (brighter parts). It was not an ideal monolayer; in some places, there were two
or three layers of particles. However, no aggregation of the particles was observed
on the transducer surface.



280 1. S. Kucherenko et al.

250 o 1400

200

Changes in conductivity, uS
g

Changes in conductivity, uS
g

T T T T T T T T T

o 20 40 &0
Time, s Time, s

o
g
&

]

Fig. 22.5 Typical responses of a biosensor, based on urease adsorbed on nanozeolite Beta, to
0.5 mM of urea (a) and to successive additions of urea (b). Concentration of urea (in mM) is given
on the plot. Nickel transducer was covered with nanoparticles using spin coating

Typical responses of the biosensor, based on urease adsorbed on nanozeolite
Beta, to addition of 0.5 mM of urea and to the successive additions of urea are shown
in Fig. 22.5. The biosensors with other nanoparticles showed similar responses,
that is why they are not presented. As seen, the biosensor was characterized by
fast performance (steady-state response was obtained in 1 min). The signal noise
increased with increasing urea concentration, so the biosensor accuracy decreased
at the urea concentrations above 5 mM.

22.3.1.1 Analytical Characteristics of Biosensors Containing Silicalite
and Nanozeolites Beta and L

The calibration curves of urea determination for the biosensors with silicalite and
nanozeolites Beta and L are shown in Fig. 22.6. As can be seen, they are very similar,
which means that the near-electrode layer of nanoparticles adsorbed the same amount
of enzyme. The linear concentration range was 10 wuM-1 mM (simple scale) and 0.5—
4 mM (logarithmic scale). The biosensors sensitivity to urea was from 350 to 430
wS/mM. All the biosensors had the detection limit in the range of 5-10 WM.

22.3.1.2 Reproducibility of Biosensor Responses

Reproducibility of biosensor responses (i.e., reproducibility of urea determination)
was examined during continuous operation for several hours. We measured the re-
sponses to the same urea concentration (0.5 mM) during one working day with 10-min
intervals, the sensor being kept in the constantly stirred buffer all the time between
the measurements; no decrease in responses was observed (Fig. 22.7). An error (rel-
ative SD, R.S.D.) of urea measurement was about 3-8 % for the biosensors using
silicalite and 6-8 % for those with nanozeolite L and nanozeolite Beta (it should be
noted that the samplers used in this work had an error of addition of about 1-1.5 %,
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Fig. 22.7 Reproducibility of biosensor responses to 0.5 mM of urea obtained during continuous
operation. Urease was adsorbed on nickel transducers covered with silicalite and nanozeolites Beta

and L using spin coating

which amounted to about 30 % of the measurement error). Thus, the accuracy of urea
determination was not very good as compared with the biosensors based on direct
analysis of substrate, which usually have signal reproducibility of about 2—4 %.

R.S.D. of responses of different biosensors was 12—15 %.

However, the biosensors demonstrated good reproducibility of preparation:
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a

Fig. 22.8 Conductometric interdigitated nickel electrodes covered with silicalite using drop coating
(SEM images with different magnification)

22.3.2 Biosensors Based on Nickel, Gold, and Platinum
Transducers Covered with Silicalite Using Drop Coating

22.3.2.1 SEM Images and Responses of the Biosensors with Nickel Electrodes

At the next stage of our work, we used another method of applying nanoparticles
on the transducer surface— drop coating (described in Sect. 2.3). Nickel transduc-
ers were modified only with silicalite because this variant demonstrated the best
reproducibility of responses in the previous part of the work (other analytical char-
acteristics were almost the same for biosensors with silicalite and nano-Beta and
nano-L zeolites). SEM images of the transducers modified with silicalite using drop
coating are shown in Figs. 22.3c and 22.8 (in Fig. 22.8, nickel electrodes are black,
while ceramic support is white; this effect is caused by specific settings of SEM). As
seen, a rather thick layer of nanoparticles was formed; this layer fully covered the
transducer active region.

Biosensors were obtained by adsorption of urease on such transducers; typical
responses of the biosensors (Fig. 22.9a and 22.9b) were quite quick (steady-state
response was obtained in 1.5-2 min) but a bit slower than in case of spin coating (see
Fig. 22.5). This was surely caused by a thicker layer of silicalite on the transducer
surface which slowed the substance’s diffusion in the near-electrode layer of working
buffer. The signal noise increased with increasing concentration of urea, but not as
significantly as in case of spin coating (see Sect. 3.1.1).

Next, reproducibility of the biosensor preparation was studied. Several identical
bare transducers were covered with silicalite by drop coating, and urease was ad-
sorbed on them. Two to three responses to 0.5 mM of urea were measured using each
obtained biosensor. Then, urease and silicalite were removed from the transducers
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Table 22.2 Analytical characteristics of biosensors based on urease adsorbed on transducers with
nickel, gold, and platinum electrodes covered with silicalite using drop coating. Noise was measured

as a standard deviation of signals obtained during 25 s (50 points)

Biosensor characteristic Type of electrode

Nickel Gold Platinum
Sensitivity to urea, pn.S/mM  500-800 1100-1500 700-1000
Linear range, mM From 0.003 to 0.6-1  From 0.002 to 0.6-0.8  From 0.003 to 1
Limit of urea detection, uM  1.5-3 1-2 2
Noise of the baseline, LS 0.4-0.8 0.6-0.9 0.5-0.8
Noise of the response 5-9 5-7 3-6

(to 0.5 mM of urea), uS

surface with ethanol-wetted cotton, and the entire procedure was repeated. R.S.D.
of responses of different biosensors was 20-30 %, which is worse than in case of
biosensors with spin coating. This difference occurred because layers of nanoparti-
cles formed by spin coating were much more uniform and reproducible than those
formed by drop coating.

Other characteristics of the biosensors are presented in Table 22.2. As seen,
modification of nickel transducers with silicalite by drop coating ensured better char-
acteristics of the biosensor (except for the reproducibility of biosensor preparation)
than spin coating. In addition, the procedure of drop coating was much easier than
spin coating. For these reasons, only drop coating was used in further work.

22.3.2.2 Analytical Characteristics of Biosensors with Nickel, Gold,
and Platinum Electrodes

Generally, electrodes from noble metals have better conductive properties than those
from conventional metals [17]. However, the noble metals are very expensive. There-
fore, at the next stage, we carried out a comparative study of the biosensors with
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obtained with biosensors based on urease adsorbed on nickel, gold, and platinum transducers
covered with silicalite using drop coating

gold and platinum electrodes, on the one hand, and those with nickel electrodes on
the other. In all biosensors, the same method of silicalite placement (drop coating)
and similar immobilization method (adsorption) were used.

The silicalite layer formed on the surface of gold/platinum transducers was similar
to that formed on nickel transducers (see Figs. 22.3 and 22.8), so SEM images here are
not given. The responses of biosensors with gold/platinum transducers also differed
very slightly from those of nickel transducers.

The calibration curves for urea determination are shown in Fig. 22.10 and detailed
analytical characteristics in Table 22.2. As expected, sensitivity of biosensors with
gold and platinum electrodes was higher than that with nickel electrodes; however,
other parameters were almost the same.

22.3.2.3 Reproducibility of Biosensor Responses

Next, reproducibility of biosensor responses during several hours of continuous
operation was examined (Fig. 22.11). Procedure was the same as in case of silicalite
spin coating. R.S.D. of urea measurement was 3.5-5 % for biosensors with nickel
electrodes, 2—4 % with gold electrodes, and 2—7 % with platinum electrodes. During
a day, no decrease in biosensor responses was observed, but in some cases, first
responses after immobilization were higher due to the leakage of enzyme or silicalite;
thus, it was required to wash transducers carefully after urease adsorption. Accuracy
of urea determination by these biosensors was better than in case of spin coating,
and close to that of biosensors based on covalently immobilized enzymes.

22.3.2.4 Operational Stability of the Biosensors and Reproducibility
of Biosensors Preparation

Generally, adsorbed enzymes are bound to the adsorbent by relatively weak elec-
trostatic and hydrophobic bonds. For this reason, gradual washout of enzymes is a
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Fig. 22.11 Reproducibility of biosensor responses to 0.5 mM of urea obtained during continuous
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silicalite drop coating

common disadvantage of the biosensors based on adsorbed enzymes. Therefore, it
was important to examine operational stability of such biosensors. During the ex-
periment, 10—15 responses of the freshly made biosensors to 0.5 mM of urea were
obtained one after another, and then the transducers with adsorbed urease were stored
dry at 44 °C until next day. During one cycle of measurements (2 h), no significant
decrease in biosensor responses was observed; however, after 20-h storage, very
significant drop of responses was revealed in biosensors with nickel electrodes, and
smaller drop with gold and platinum electrodes (Fig. 22.12). Transducers were stored
in the same conditions, so the difference in operational stability is caused by differ-
ent silicalite adhesion to the transducers surface: The worst adhesion was observed
for nickel electrodes, and the best for platinum ones. By operational stability, the
biosensors developed were comparable with other biosensors based on adsorbed ure-
ase but were inferior to the biosensors based on covalently immobilized urease [11].
Therefore, it seems reasonable to speculate about storage conditions (for example,
transducers can be stored dry at — 20 °C or at 4+ 4 °C in the working buffer); however,
this is beyond the frame of our present work.

22.4 Conclusions

In this work, we developed conductometric biosensors based on urease, adsorbed on
transducers modified with silicalite and nanozeolites Beta and L. There was no signif-
icant difference between biosensors with nickel transducers modified with all three
particles; however, biosensors with silicalite had better reproducibility of responses.
Two procedures for transducers modification with silicalite were evaluated; drop
coating appeared to be more perspective due to its simplicity and better characteris-
tics of obtained biosensors. Nevertheless, biosensors using spin coating had better
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Fig. 22.12 Operational stability of biosensors during 3 days. Urease was adsorbed on transducers
with nickel (a), gold (b), and platinum (c) electrodes drop-coated with silicalite

reproducibility of preparation. Transducers with gold and platinum electrodes were
modified with silicalite by drop coating and were compared with nickel electrodes;
the biosensors with gold electrodes showed twice as high sensitivity to urea as the
biosensors with nickel electrodes; platinum electrodes were 1.5 times more sensitive
than nickel electrodes. Operational stability of the biosensors based on transduc-
ers with platinum electrodes was the best, the worst stability was observed in case
of biosensors with nickel electrodes; other analytical characteristics were the best
for biosensors with gold electrodes. In general, our work showed that transducers
modified with nanoparticles can be successfully used for biosensor creation.

Acknowledgments The authors gratefully acknowledge the financial support of this study by
Project European IRSES-318524-NANODEV. Furthermore, this study was partly supported by
NASU in the frame of Scientific and Technical Program “Sensor devices for medical-ecological
and industrial purposes: metrology and trial performance.”



22

Biosensors Based on Urease Adsorbed on Nickel, Platinum, and Gold. . . 287

References

10.

11.

12.

13.

14.

15.

16.

17.

Trevenot DR, Toth K, Durst RA, Wilson GS (1999) Electrochemical biosensors: recommended
definitions and classification. Pure Appl Chem 71:2333-2348

Teles FRR, Fonseca LP (2008) Applications of polymers for biomolecule immobilization in
electrochemical biosensors. Mater Sci Eng C 28:1530-1543

Hasanzadeh M, Shadjou N, Eskandani M, Guardia M (2012) Mesoporous silica-based materials
for use in electrochemical enzyme nanobiosensors. Trends Anal Chem 40:106-118

Ashtekar S, Hastings JJ, Barrie PJ, Gladden LF (2000) Quantification of the number of silanol
groups in silicalite and mesoporous MCM-41: Use of Ft-Raman spectroscopy. Spectrosc Lett
33:569-584. doi:10.1080/00387010009350140

Macario A, Katovic A, Giordano G, Forni L, Carloni F, Filippini A, Setti L (2005) Immobi-
lization of lipase on microporous and mesoporous materials: studies of the support surfaces.
Stud Surf Sci Catal 155:381-394

Tavolaro A, Tavolaro P, Drioli E (2007) Zeolite inorganic supports for BSA immobilization:
comparative study of several zeolite crystals and composite membranes. Colloids Surf B 55:67—
76

Willis RR, Benin AI (2007) Toward commercialization of nanozeolites. Stud Surf Sci Catal
170:242-249

Tosheva L, Valtchev VP (2005) Nanozeolites:synthesis, crystallization mechanism, and
applications. Chem Mater 17:2494-2513

Kucherenko IS, Soldatkin OO, Kasap BO, Ozturk S, Akata B, Soldatkin AP, Dzyadevych S
(2012) Elaboration of urease adsorption on silicalite for biosensor creation. Electroanalysis
24:1380-1385

Bayramoglu G, Yalcin E, Arica MY (2005) Immobilization of urease via adsorption onto
I-histidine-Ni(II) complexed poly(HEMA-MAH) microspheres: preparation and characteriza-
tion. Process Biochem 40:3505-3513

Singh M, Verma N, Kumar Garg A, Redhu N (2008) Urea biosensors. Sens Actuators B
134:345-351

Prokesova P, Mintova S, Cejka J, Bein T (2003) Preparation of nanosized micro/mesoporous
composites via simultaneous synthesis of Beta/MCM-48 phases. Microporous Mesoporous
Mater 64:165-174

Larlus O, Valtchev VP (2004) Crystal morphology control of LTL-Type zeolite crystals. Chem
Mater 16(17):3381-3389

Soldatkin OO, Peshkova VM, Saiapina OY, Kucherenko IS, Dudchenko OY, Melnyk VG,
Vasylenko OD, Semenycheva LM, Soldatkin AP, Dzyadevych S (2013) Development of con-
ductometric biosensor array for simultaneous determination of maltose, lactose, sucrose and
glucose. Talanta 115:200-207

Dzyadevych SV, Soldatkin AP, Arkhypova VN, El’skaya AV, Chovelon JM, Georgiou CA,
Martelet C, Jaffrezic-Renault N (2005) Early-warning electrochemical biosensor system
for environmental monitoring based on enzyme inhibition. Sens Actuators B 105:81-87.
doi:10.1016/j.snb.2004.02.039

Lee JS, Kim JH, Lee YJ, Jeong NC, Yoon KB (2007) Manual assembly of microcrystal
monolayers on substrates. Angew Chem Int Ed 46:3087-3090. doi:10.1002/anie.200604367
Dzyadevych SV, Arkhypova VN, Soldatkin AP, El’'skaya AV, Martelet C, Jaffrezic-Renault N
(2008) Conductometric enzyme biosensors. In: Marks RS (ed) Handbook of biosensors and
biochips. Wiley-Interscience, New York, pp 379-394. doi:10.1002/9780470061565hbb037



Chapter 23
Magnetic Properties of Nanoparticle RMnO;
(R=Pr, Nd, and Tbhb) Compounds

Wiestawa Bazela, Andrzej Szytula, Stanistaw Baran, Bogustaw Penc,
Marcin Dul, Ryszard Duraj, Zinaiida Kravchenko, Eduard Zubov,
Konstantin Dyakonov, Jens-Uwe Hoffmann, Tommy Hofmann,
Andreas Hoser and Volodymyr Dyakonov

23.1 Introduction

The manganese perovskites with the general formula AMnOj3, where A =La, a rare
earth metal or Ca, Sr, etc., are subject of intensive investigations of their magnetic
and electric properties. Structural and magnetic properties of these compounds are
sensitive to both the manganese valence and internal (chemical) factors. The interest
in the manganite has been renewed with the discovery of colossal magnetoresistance,
magnetocaloric response, and multiferroic behavior. Recently, the investigations
concentrate on the influence of the grain size on their properties. The model for an
interpretation of the magnetic properties of the nanoparticle compounds is based on
the ratio of ideal inner core and nonmagnetic surface, i.e., on the surface/volume
ratio [1].

For RMnOj (R = rare earth elements) compounds, the critical temperature of the
magnetic ordering, which indicates change of magnetic interactions, decreases with
increasing number of 4 f electrons (see Fig. 1 in [2]).
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In this work, the influence of the grain size on the structural and magnetic prop-
erties of RMnOj3 (R =Pr, Nd, and Tb) compounds is analyzed. The results obtained
for the nanoparticle samples are compared with the data for adequate bulk materials.

23.2 Experimental Details

The investigated nanoparticle compounds were obtained by a sol-gel technique de-
scribed in [3, 4]. The obtained products were annealed at different temperatures
between 800 and 900 °C.

The crystal structure of the samples was studied by room temperature X-ray
powder diffraction (XRD) method using a Philips PW-3710 X’PERT diffractometer
with CuK,, radiation. The data were analyzed using the Rietveld-type refinement
program FullProf [5].

X-ray diffraction analysis has been carried out after each annealing step. Analysis
of both the full XRD patterns and individual reflections reveals that the reflex profiles
broaden out as the particles size is reduced.

The grain size, d, was determined using the Scherrer relation d = A/B cos 8 [6].
Here, A = 1.54178 A is the X-ray wavelength, @ the corresponding angle of Bragg
diffraction, and B the difference between the half-widths of a Bragg reflection of the
nano-powder and a standard sample. The standard sample of Si powder with the size
of 10 pm was used to calibrate the intrinsic width associated with equipment. The
particle size was calculated using the experimental X-ray diffraction pattern and the
following relation:

B = g —po,
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where 8 is the half-width of the Bragg reflex of investigated sample and B the similar
value for the Si powder.

The magnetic measurements were carried out using a vibrating sample magne-
tometer (VSM) and ac measurement system (ACMS) options of the Quantum Design
PPMS platform. Three types of dc measurement were performed:

¢ The zero filed cooled (ZFC) and field cooled (FC) magnetic susceptibility curves
at applied field of H =50 Oe at low temperatures

e Scanning from 1.9 K up to 300 K in a magnetic field of 1 kOe

* Magnetization curves in the field up to 90 kOe at selected temperatures

The ac magnetic susceptibility (.. = x'+ix”, where x’ and x” are the real and
imaginary components, respectively) was measured versus frequency between 10
Hz and 10 kHz in the external magnetic field equal to 2 Oe.

The neutron diffractograms were obtained over a temperature range of 1.5-50 K
using the E6 diffractometer installed at the BERII reactor (Helmholtz-Zentrum
Berlin) with the incident neutron wavelength of 2.447 A. The data were analyzed
using the FullProf program [5].

23.3 Results

23.3.1 Crystal Structure

The room temperature X-ray diffraction data and neutron diffraction data at low
temperatures indicate that all the nano-samples are homogeneous and single phase
with an orthorhombic crystal structure described by the Pnma space group. In this
structure, the R (Pr, Nd, or Tb) and O1 atoms occupy the 4(c) site: x, %4, z; Mn atoms
are in 4(b) site: 0, 0, ¥2; and O2 atoms are in the 8(d) site: x, y, z. The analysis of
the diffractograms obtained for the different nano-samples indicates that the fitted
structural parameters differ slightly on those for the bulk samples. The data from the
X-ray diffraction measurements are listed in Table 1 in [3] and Table 1 in [4].These
data confirm that the nano-samples have the similar crystal structure that bulk one.
The unit cell volume values reported for the nanoparticle samples are slightly less
(about of 1 %) than the value for bulk materials (see Table 23.1).

From the X-ray diffraction data, the grain sizes of the investigated samples were
also determined (see Table 23.1). For all the samples, these values are < 100nm
fulfilling condition that they are nanoparticles.

23.3.2 Magnetic Properties

23.3.2.1 PrMnO; and NdMnO;

Figure 23.1 presents the results of dc magnetic studies of the NdMnOj3 nanoparticle
samples. Similar dependence is observed for PrMnO;. Temperature dependences of
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Table 23.1 Particle size

! Sample < dxgrp > V(nm)?
< dxrp> and unit cell volume
V of the RMnO; (R =Pr,Nd, PrMnO3 800°C 66 231.80(2)
Tb) nano-powders calculated 900°C 85 232.88(2)
using the Scherrer relation Bulk 245 234.65(6)
(dXRD in nm, V in nm3) NdMHO; 800°C 56 23156(2)
850°C 70 232.14(6)
900°C 89 232.88(7)
Bulk 250 234.60(2)
TbMnOs 800°C 45 227.52(4)
900°C 70 227.90(5)
Bulk 255 229.37(1)
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the ZFC and FC magnetic susceptibilities indicate a strong difference between these
values which indicate a strong influence of the domain walls. The ZFC curves have
the maxima near 45 and 6 K. The ZFC and FC curves are separated below 60 K.
The FC curves have maxima near 17.5 K. The critical temperatures of the magnetic
ordering are less than those of bulk material (see Table 23.2).

Above 125 K, the reciprocal magnetic susceptibilities obey the Curie—Weiss law:
x = CI(T —0,), where C is the Curie-Weiss constant and 6, the Curie-Weiss
temperature.

The magnetic field dependences of magnetization also indicate a decrease of
magnetization with decreasing values of the grain size. The magnetic dc data for
these compounds are summarized in Table 23.2. Presented results suggest that:
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Table 23.2 Magnetic data for

C d Ty (K Tr(K 6,(K e
the RMnOs (R = Pr, Nd, and ompoun Mn(K)  Tr(K)  6,(K)  perr(s)  p(uB)

Tb) compounds from PrMnO;

magnetometric Nano 800°C 50 81 6.4 33

measurements; the critical Nano 900°C 56 15 88 6.4 3.6

temperatures of magnetic Bulk 74 10 104 6.5 3.9

ordering in the Mn and R NdMnO;

sublattices (Tym, Tr), the Nano-800°C 50 7 58 6.1 3.7

paramagnetic Curie—Weiss Nano-850°C 55 9 62 6.1 3.8

temperature (017 ), Nano-900°C 55 10 67 6.2 4.0

experimental values of the Bulk 70 11 68 6.2 4.2

magnetic moments effective, ~TbMnO;

and in ordered state ([eft, (L) Nano-800°C  41.7 7.1 —-29 10.6 3.5
Nano-850°C  41.7 7.4 —-30 10.7 3.65
Bulk 42.5 9.2 —26.5 109 4.14

* The effective magnetic moment values do not depend on the preparation of the
samples and are larger than the values calculated from the relation of pes =
[(,usff)2 + (ugﬁp)z]‘ﬂ, where (s is equal to 3.58 ug (R=Pr) and 3.62 ug (R=
Nd) and uM! = 4.9045. The theoretical values of the effective magnetic moments
are equal to 6.07 ug (PrMnO3) and 6.09 ug (NdMnO3).

¢ Positive values of the Curie-Weiss temperatures indicate that the ferromagnetic
interactions are predominant.

e The magnetic moment values at 7=1.9 K and H =90 kOe are less than the
theoretical values for ferromagnetic order which are equal to 7.2 ug (PrMnOs3)
and 7.27 ug (NdMnO3), respectively. This fact and the absence of saturation at
H =90 kOe indicate the complex character of magnetic ordering.

The influence of the grain size on the magnetic properties is clearly visible on ac
curves. In Figs. 23.2 and 23.3, the temperature and frequency dependences of the
imaginary part of the ac magnetic susceptibility for PrMnO3; and NdMnOj3 are shown.
For the bulk PrMnO3 sample, the sharp maximum is observed at 70 K. The nonzero
values of the imaginary part indicate the existence of magnetic order with the ferro-
magnetic components. The maximain x”(7") for the PrMnO3 nano-samples are broad
and are shifted down to low temperatures with a decrease of both annealing temper-
ature and grain size. For samples annealed at 800 °C, the change of the maximum
with changing frequency f indicates the existence of the relaxation process. This
dependence is described by the semiempirical parameter K = AT / [T A(log )],
where T is the temperature of maximum, AT the change of this temperature with
changing frequency. The K parameter fitted to experimental data was obtained equal
to 0.0214 for the sample annealed at 800 °C. This value is typical for the spin-glass
system. On the contrary, the x”(T) curves for the nano-sample annealed at 900 °C
do not depend on the frequency as well as in bulk sample.

The x”(T) dependence for the NdMnOj3; nano-sample annealed at 800 °C (see
Fig. 23.3) exhibits two sharp maxima at 40 and 7 K corresponding to the critical
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Fig. 23.2 Temperature and
frequency dependences of the
imaginary x”,. component of
ac susceptibility for the bulk
and nanoparticle PrMnO3
samples

Fig. 23.3 Temperature and
frequency dependences of the
imaginary x”,. component of
ac susceptibility for the nano
800 °C NdMnOs3 sample
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temperature of the Mn and Nd moments ordering, respectively. Nonzero x” value
indicates that the ordering has ferromagnetic component.

23.3.2.2 TbMnO;

Low temperature dependence of the dc magnetic susceptibility for TbMnOj3 has the
maxima corresponding to the Neel temperature of the Tb sublattice. The results of
magnetic measurements performed over a wide range of temperatures and external
magnetic fields summarized in Table 23.2 show that

e The negative value of the paramagnetic Curie temperature suggests that the
antiferromagnetic interactions are dominant.

e The effective magnetic moments are close to the theoretical value of 10.88
pg/formula unit.

» The Neel temperature connected with the Tb sublattice ordering and equal to 9.2 K
for bulk material is less than the values for the nanoparticle samples equal to
7.1 and 7.4 K. The magnetic ordering in the Mn sublattice is manifested by the
deviation from the Curie—Weiss law near 40 K.

* The magnetization curves confirm that the antiferromagnetic order is dominant.
With increasing magnetic field values, the metamagnetic phase transition in the
Tb sublattice was observed at low temperatures. The magnetization does not
achieve saturation in magnetic field up to 50 kOe and decreases with decreasing
sintering temperature. The average magnetic moments per formula unit at 2 K and
50 kOe are equal to 3.50 up and 3.65 ug for the nano 800 and 850 °C samples,
respectively. These values are less than those for both polycrystalline sample (4.14
wug) and free ions (13.0 ug).

23.3.3 Neutron Diffraction

In order to explain microscopic properties of the above discussed nanoparticle
samples, the neutron diffraction experiments have been performed.
In the crystal unit cell, the atoms are in the following positions:

e R (Pr, Nd or Tb) atoms in R1 (x, ¥4, z), R2 (Y2 — x, 3%, Y2 +7), R3.
(—x,34,—2z),and R4 (V2 +x, 4, V2 —2),
e Mn atoms: Mnl (0, 0, %2 ), Mn2 ( %2, 0, 0), Mn3 (0, Y2, V2 ), and Mn4 ( 12, V2, 0).

The possible magnetic modes in the R and Mn sublattices of RMnO; for k=0
with the Pnma space group are presented in. [7]. The analysis based on the
Bertaut method provides three antiferromagnetic modes: A =m; — m; — m3 4+ my,
C=m; + m; — m3 — my and G=m; — mp + m3 — my and one ferromagnetic mode:
F=m; +m; + m3 + mg4.
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23.3.3.1 PrMnO; and NdMnO;

In the neutron diffraction patterns measured at low temperatures, the peaks of the
magnetic origin are indexed based on the crystal unit cell (k =0). For both com-
pounds, the magnetic unit cell coincides with the chemical one. The analysis of the
neutron diffraction data indicate

* The absence of the peaks corresponding to the long-range magnetic ordering in
the PrMnO; sample annealed at 800 °C at temperatures down to 7 = 1.5 K.

* The peaks of the magnetic origin in the Mn sublattice of the PrMnO3; sample
annealed at 900 °C corresponding to the noncollinear magnetic structure of C,F,-
type with the following components of the magnetic moment: p, =0.74(3) us,
wy =1.23(3) up and total moment equal to 1.44(3) ug.

¢ Similar magnetic structure observed for the bulk PrtMnO3; sample with the mag-
netic moment components equal to p, =1.96(5) wg, 1y =1.53(6) up and the
total moment equal to 2.49(5) ug [8].

* The C,F,-type structure in the Mn sublattice and the F,-type structure in the
Nd sublattice in the nano-size NdMnO3 sample with the following values of the
magnetic moment components and total magnetic moment:

— For900°C: puy =1.97(5) g, py =1.23(6) up and piora = 2.32(5) g for the
Mn sublattice and e = 1.57(11) up for the Nd sublattice.

— For 850°C: pu, = 1.54(2) up, py =1.44(6) up and priora =2.11(6) up for the
Mn sublattice and 0.7(3) ug for the Nd sublattices [8].

A similar magnetic structure is observed in the bulk NdMnOj3 sample with pu, =
2.89(3) uB, by = 1.44(18) up and piop = 3.28(8) up for Mn sublattice and 1.24(18)
ug for the Nd sublattice [9].

In both nano-size NdMnOj3 samples, the magnetic ordering in the Mn sublattice
is stable down to 60 K.

23.3.3.2 TbMnO;

The low-angle neutron diffraction patterns measured at different temperatures for the
bulk and nano particle samples obtained at 800 and 850 °C are shown in Fig. 23.4.
Below 46 K, the additional peaks of the magnetic origin connected with the Mn
sublattice are observed. These peaks can be indexed by the wave vector k = (k,, 0, 0).

A numerical analysis of the intensities of magnetic peaks indicates that the mag-
netic order in the Mn sublattice is described by the C, mode. The Mn-moments are
parallel to the c-axis and form a collinear incommensurate structure.

At low temperatures, the additional peaks connected with the Tb moments or-
dering are observed. The positions of these peaks are described by the wave vector
k = (k,, 0, 0) with different values of k, (see Table 23.3). The magnetic order is non-
collinear described by the F, A, mode. The wave vectors and total magnetic moments
values are listed in Table 23.3 and summarized below:
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Fig.23.4 Thelow-angle neutron diffraction patterns for a bulk- and b and ¢ nano- TbMnO3 samples
measured at different temperatures. (Reproduced from [10])

Table 23.3 Magnetic structure parameters for the ToMnO3 samples from the neutron diffraction
data; pm,—magnetic moment of Mn atom, k, —component of the wave vector. Lower row data
for the Tb sublattice

T(K) Nano-800°C Nano-850°C Bulk

[K] Wmn(ILB) ky Mo (B) & MMn(LB) kx

32 1.60(12) 0.326(4) 1.35(15) 0.326(5) 2.88(3) 0.2821(1)
15 2.29(8) 0.312(2) 2.08(10) 0.315(2) 3.84(3) 0.282(1)
1.6 2.94(2) 0.31292) 3.03(4) 0.328(2) 4.10(2) 0.281(1)

Tbsub.  3.68(11) 044352  4.43(7)° 04513  6.55(5) 0.432(1)°

4Data at 1.6 K
"Data at 5 K

e The values of k, component for both (Mn and Tb) sublattices are larger than those
for nano-samples.

* The magnetic moment values of the Mn and Tb sublattices are less than those for
nano-samples.

¢ The broadening magnetic peak suggests the cluster-like character of the magnetic
ordering in the Tb sublattice [10].
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23.4 Discussion

Data presented in this work indicate that the magnetic properties of the nanoparticle
samples strongly depend on the grain size values. This manifests itself in the decrease
of the values of both magnetic moments in ordered state and magnetic ordering
temperature with decreasing grain size.

The decrease of magnetic moments are detected in ordered state, while in
the paramagnetic one the effective magnetic moment values determined are close
to the free R** and Mn>* ions values. This is in good agreement with the model
for the nanoparticles based on an ideal inner core and nonmagnetic surface shell [1].
The thickness of the magnetically dead layer (¢) can be estimated by assuming that
it has the zero magnetization and using the following equation [11]:

_ u(bulk)(D — 21)°

Ms D3 ,

where us and w(bulk) are the magnetic moments of the nanoparticle and bulk
materials, D is the size of the nano-crystalline sample.

Based on the Mn magnetic moments experimentally determined from neutron
diffraction data, the thickness of nonmagnetic shell calculated using the above for-
mula is equal to 7.1(4) nm in PrMnO3 (900 °C) and 4.6(5) nm in NdMnOs (for both
nanoparticle samples) and 4.0(5) and 4.9(5) nm in TbMnOj3 annealed at 800 and
900 °C, respectively. The calculations using the magnetization data yield the smaller
thickness values, namely, 3.6(2) and 2.2(2) nm in PrMnO3; annealed at 800 and
900 °C, respectively, 2.9(2) and 3.0(3) nm in NdMnO; annealed at 850 and 900 °C
and 2.9(3) and 2.5(2) nm in TbMnO3 annealed at 800 and 900 °C, respectively. These
results are in good agreement with data determined from the magnetization data for
some manganites [1, 11]. Comparison between the thickness values found from
magnetization and neutron diffraction data indicates that the external magnetic field
causes the increase of a magnetically dead layer.

Data presented indicate that the Mn moments form the collinear structure de-
scribed by either the C,-mode in TbMnOj3 or noncollinear C,F,-mode in RMnO;
(R =Pr, Nd). The interactions between the Mn moments are based on the exchange
integrals discussed by Bertaut [12]. Analysis of the interactions for the orthorhombic
manganites with magnetic structure described by the propagation vector k = (k,,
0, 0) leads to the following dependence between k, and exchange integrals—
cos(k, )~ (2J" —J') [13] where J’ is the exchange integral in the a—c plane and J’
is the integral along the b-axis. The results of the inelastic neutron scattering for the
bulk TbMnQOj; sample give a positive value of J' ~ 0.15(1) meV and negative one of
J"~—0.31(2) meV [14]. An increase of the k, component observed in the nanopar-
ticle TbMnO; samples indicates the decrease of these integrals values. The general
conclusion which implies from this work is that the magnetic properties strongly
change with decreasing grain size.
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Chapter 24
Technological Approaches for Growth of Silicon
Nanowire Arrays

Anatoly Druzhinin, Anatoly Evtukh, Thor Ostrovskii, Yuriy Khoverko,
Stepan Nichkalo and Stanislav Dvornytskyi

24.1 Introduction

The growth of highly ordered, aligned, nanometer-sized structures has recently at-
tracted great attention because of their potential application in various functional
devices. Processes based on self-organizational materials are very attractive because
their possibility provides an opportunity to form the nanostructures that are difficult to
achieve with conventional methods. One-dimensional nanostructures, such as semi-
conductor nanowires, are promising for use as a component base in nanoelectronic
devices. On their basis, the field effect transistors (FETs) [1], bipolar transistors
[2], light-emitting diodes (LEDs) [3], and solar cells [4] have been developed. As
the unique transport, electrical, optical, and other properties of nanowires are deter-
mined by the size and morphology, the current study of their technological growth
conditions and their formation kinetics and investigation of electrical properties are
urgent [5].

This chapter presents the experimental results on growth of Si nanowires by
low-pressure chemical vapor deposition (LPCVD) in open system, formation of
nanowires by wet etching, and formation of ordered porous alumina oxide matrix
for further growth of aligned silicon nanowires. The developed technologies can
help to solve the problem of the formation of silicon nanowires with given size and
location on the substrate.
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Fig. 24.1 Typical AFM images of Si substrate with Au films that are coagulated into Si-Au nan-
odrops after annealing at temperature 7 = 600 °C. a Au film thickness d ~ 9 nm. b Au film thickness
d~4-5nm

24.2 Experimental Procedure and Results of LPCVD Growth

To obtain the Si nanowires, two technologies have been used, namely LPCVD and
wet chemical etching of silicon. At first, gold films with different thicknesses ranging
from 4 to 10 nm were deposited on Si (100) substrates. Atomic force microscopy
(AFM) images showed the films were quite uniform. After temperature annealing of
Si substrates at 600 °C, Au films coagulated into nanodrops (Fig. 24.1). As can be
seen, the average diameter of Si-Au droplets strongly depends on the thickness of
initial Au films and decreases from 100 to 40 nm with a decrease in Au film thickness
from 9 to 4 nm.

At the next step, Si-Au drops were used as nucleation centers and catalysts for
Si nanowires growth. For the growth of ordered nanowire array, the template with
Au cells has been used and Si nanowires were grown in each cell (Fig. 24.2a).
Figure 24.2b shows that Si nanowires have a small size distribution and the av-
erage diameter is about 60nm. The experimental results demonstrated that the
average nanowire’s diameter depends on the diameter of coagulated Si-Au nan-
odrops (Fig. 24.1), the diameter of which depends on the thickness of deposited gold
film. The increase in growth time leads to an increase in the nanowire diameter. In
addition, during 5-min nanowire growth, the formation of pedestals with an average
diameter of about 60 nm on Si substrate with the thickness of Au film about 10 nm
was revealed. The increase of growth time to 10 min led to formation of pedestals
with larger diameter (about 100 nm).

24.2.1 The Analysis of Radial Nanowires Growth

According to time-dependent theory of combined nanowire growth by vapor-liquid—
solid (VLS) technique, the process of Si nucleation could be described with taking
into account kinetic processes such as:



24  Technological Approaches for Growth of Silicon Nanowire Arrays 303

Fig. 24.2 a Optical image of Si substrate with Au cells template formed by vacuum deposition. b
SEM image of ordered Si nanowire array grown at 7' =580 °C for =5 min

J;;ﬁﬂ:

Si- substrate

Fig. 24.3 Scheme of Si nanowire growth formation followed by IV kinetic processes

1. Adsorption and desorption onto the droplet surface

2. Diffusion flow into droplet which is the sum of the particle flows exhausted
directly on lateral faces and those which have migrated from the substrate surface

3. Layer growth from liquid solution on the liquid—crystal interface under the droplet,
taking finite size of side into account

4. Growth onto nonactivated substrate surface

The schematic view of individual nanowire formation with aforementioned processes
is depicted in Fig. 24.3.

The amount of semiconductor material particles in droplet N changes in time
because of the above-mentioned processes. In consideration of all contributions, we
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have the following equation [6]:

27 R* dR , vV 2 71Ceq , Vi wR?V R,
—=nR"— -2nR"— (¢ +1)—nR"—+ ——, (24.1)
Q, dt Qg T Qg Qs R
where R is the droplet radius (hemisphere shaped), €2; the volume occupied by the
catalyst and semiconductor atoms in liquid phase, €2; the volume occupied by the
catalyst and semiconductor atoms in solid phase, V the deposition rate of gas flow,
r; the interparticle spacing in gas phase, ¢ the supersaturation, V; the flow of atoms
from liquid to solid phase, C,, the equilibrium concentration of the solution, and R,
the collecting radius of adatoms.

Supersaturation { = C/Cey —1 = x/x,,—1, where x = N/ (N, + N) the con-
centration of semiconductor material in the solution, N the amount of semiconductor
material particles in the droplet, x., = C,,£2; percentage equilibrium concentration
at growth temperature 7.

Under the assumption of steady-state crystal growth:

dR/dt =V (24.2)
R, ~ A (24.3)

where A, is the effective deposition diffusion distance onto Si substrate surface.
Equation (24.1) in consideration of (24.2), (24.3):
2_V _ L B zrlCe‘I(§+ 1 ﬁ+ VR*.
Q] Q K T Q S Q K R
It has been assumed that, first, the droplet is a hemisphere, and second, the cat-
alyst and semiconductor atoms occupy the same volume in liquid phase €2;. It
follows from this that the droplet size could be expressed from the next equation:
erop = (2/3)7tR3 = (Nau+N) .
From the experimental results, it was estimated the mean radius (R ~ 50 nm) and
the size of the droplet:

(24.4)

Qurop = (/3R = (2/3) 3,14 (50 - 10°)* = 25 10 2cm 3

Input information: ; ~ 3 - 107 3cem?®;Q, ~ 2 - 107 3cem?; 1y ~ 100nm; V;, ~
Inm/sec;t =~ 4sec

V( R 21 >= 21Ces o 41y 22 (24.5)

QgR B 51 Q_S T Qg

Reducing eq. (24.4) with all input information to eq. (24.5), we have obtained the
next deposition rate of gas flow (radial growth rate) V ~ 1.8 nm/min. This value
means that in a 10-min growth process, the whisker should be increased to 18 nm in
diameter. Therewith the supersaturation value is about ¢ =0.33.

Suggesting that nanowire growth rate is directly proportional to the supersatura-
tion,

V=bc2 (24.6)
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where b is the kinetic crystallization coefficient, it is possible to estimate its value.
In this case, the kinetic crystallization coefficient is about ~ 3 x 10~% cm/sec.
These findings (supersaturation, radial growth rate, kinetic coefficients) are in good
agreement with literary data [7, 8].

24.3 Experimental Procedure and Results of Chemical Etching

Additionally, another technology for formation of Si nanowires has been used, which
is the chemical etching method that includes the using of Si-Au droplets as the masks.
Chemical etching process was carried out in solution (12 ml of 48 % HF + 0.103 M
of AgNO3) for = 15 min, # = 30 min, r =45 min, followed by rinsing in HNO; acid
and drying. It was determined that the etching during # =30 min is most acceptable
for formation of Si nanowires. As a result, the vertically aligned silicon nanowires
were formed on Si substrate.

To realize the growth of regular silicon nanowires, the ordered porous alumina
matrix was formed by electrochemical oxidation of aluminum in acid—aqueous
electrolyte. Along with the oxidation process, there is also the partial etching of
aluminum. The size and distance between pores are proportional to the anodization
voltage and depends on the type of acid. The faster the aluminum is dissolved, the
smaller the diameter of pores: 5-30 nm for sulfuric acid, 40-60 nm for oxalic acid,
and 80-130 nm for phosphoric acid. In all cases, there is a very thin oxide layer at
the bottom of the pores. The diameter of the pores, D, and the distance between the
pores, D;,; are proportional to anodization voltage. In other words, D, = k;U and
D;,; = kU, where k; ~ 1.29nm/V and k, ~ 2.5nm/V [9].

To form the ordered long pores, a two-step anodization process has been used in
our experiments. Before anodization, the sample was developed in 5% NaOH solu-
tion at 60 °C and neutralized with 50% solution of nitric acid and then the electrical
voltage was applied to anodization cell. At the first stage, the porous alumina was
formed in 0.3 M oxalic acid water solution at a voltage of 40 V and the temperature
of 0 °C for 2 h. Then all porous aluminum oxide was removed in the mixture of 0.2 M
H,CrO4 and 0.4 M H3PO, acids at 60 °C for 5 min. Then the anodization process was
repeated until there was a sharp decline in current. As a result, the aluminum oxide
matrix with pore diameter of ~ 50nm was obtained (Fig. 24.4). Most orderliness
is achieved at the voltage of about 40 V, and it improves with the increase of the
first-stage anodization time and the acid concentration. The surface density of pores
depends on anodization currents [10, 11]:

n=noJ %, 24.7)

where ny and « are the constants that depend on acids in solution: ng =5, 79 x 10°,
112 x 10°, 176 x 10° cm™2, and o =0.68, 0.72, 0.335 for the acids H;PO.,
H,C,0y4, and H,SO4, respectively.

Thus, the formation of porous alumina matrix enables to grow the vertically
aligned silicon nanowires arrays of given size and in the strictly defined area.
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Fig. 24.4 SEM image of
porous alumina matrix
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24.4 Conclusions

The peculiarities of Si nanowire formation by both LPCVD technology and chemical
etching through mask have been investigated. The Si-Au drops were used in both
cases. It was shown that Si nanowires grown by LPCVD have small distribution of
the lateral size and the average diameter was about 60 nm. It has been shown that
the diameter of nanowires depends on the size of Si-Au nanodrops, the larger drops,
the higher diameter. The increase in the growth time led to increase in nanowires
diameter. The formation of pedestal on the bottom of nanowires has been revealed.
The theoretical analysis of radial nanowire growth and comparison with experimental
results allowed determining some important parameters of the process, namely the
radial growth rate, vapor supersaturation, and kinetic coefficient. It was shown that
using of Si-Au droplets as the mask during chemical etching of Si might help to obtain
vertically aligned silicon nanowires. The alumina formation process by anodization
has been investigated and porous alumina matrix with average diameter of the pores
of 50 nm has been obtained. The latter technique can be used for growth of ordered
vertically aligned silicon nanowires combined by LPCVD technology.



24

Technological Approaches for Growth of Silicon Nanowire Arrays 307

References

Greytak AB, Lauhon LJ, Gudiksen MS, Lieber CM (2004) Growth and transport properties of
complementary germanium nanowire field-effect transistors. Appl Phys Lett 84:4176-4178
Cui Y, Lieber CM (2001) Functional nanoscale electronic devices assembled using silicon
nanowire building blocks. Science 291(5505):851-853

Dubrovskii VG, Cirlin GE, Ustinov VM (2009) Semiconductor nanowires: Synthesis,
properties and applications. Semiconductors 43(12):1585-1628

Peng KQ, Xu'Y, Wu Y, Yan YJ, Lee ST, Zhu J (2005) Aligned single-crystalline Si nanowire
arrays for photovoltaic applications. Small 1:1062—-1067

Wang N, Cai Y, Zhang RQ (2008) Growth of nanowires. Mater Sci Eng R 60:1-51
Dubrovskii VG, Sibirev NV, Cirlin GE, Harmand JC, Ustinov VM (2006) Theoretical analysis
of the vapor-liquid-solid mechanism of nanowire growth during molecular beam epitaxy. Phys
Rev 73:021603-021612

Givargizov EI (1977) Growth of needle-like and plate crystals from vapour. Nauka, Moscow
Kashchiev D (2006) Dependence of the growth rate of nanowires on the nanowire diameter.
Cryst Growth Des 16:1154-1156

Wade TL, Cojocaru CS, Wegrowe J-E, Pribat D (2008) Nanoporous alumina templates for
nanowire electron devices. In: Rahman F (ed) Nanostructures in electronics and photonics.
Pan Stanford Publishing Pvt. Ltd., Singapore, pp 42-84

Belov AN, Gavrilov SA, Shevyakov VI (2006) Peculiarities of nanostructured anodic alumina
formation. Rus Nanotechnol 1-2:223-227 (in Russian).

. Patermarakis G, Moussoutzanis K (2002) Interpretation of the promoting effect of sulphate

salt additives on the development of non-uniform pitted porous anodic Al,O3 films in H,SO4
electrolyte by a transport phenomenon analysis theory. Corros Sci 44:1737-1753



Chapter 25

Influence of Physical Parameters on the
Transconductance g, of Channel for the
Component Submicron

M. Draidi, M. Zaabat and A. Boudine

* Transconductance variation g, according to the gate length L and voltage V.
* Transconductance variation gy, according to the resistance Ry and voltage V.

25.1 Introduction

Transistors with GaAs metal-semiconductor field effect (MESFET) are widely used
in microwave and digital applications due to their superior characteristics at high
frequencies [2, 5].

The simulation of nonlinear circuits based on GaAs requires the use of a preci-
sion MESFET model, if predicted circuit performance and completion are closely
correlated. In the industry, it usually starts with a computer simulation of the de-
vice or circuit manufacture. The development or improvement of new channels of
components requires means for modeling, realization, and characterization [1, 5].

Itis therefore very important to predetermine the characteristics of the component,
physical modeling being one of its main applications. Depending on the application
chosen and taken into account, the complexity of the operation of a transistor gate
field-effect submicron, optimization of the component according to the geometrical
and physical parameters is only possible by the experimental approach [1, 4].

Itis imperative to understand the phenomenon exists, and the variation of a single-
parameter technology may be able to have various effects on the characteristics and
possibilities of the field effect transistor. Those are not easy to analyze without an
accurate determination of internal parameters that govern [2, 3].

M. Draidi (<) - M. Zaabat - A. Boudine

Faculty of Exact Sciences and Natural and Life Sciences, Active Devices and Materials
Laboratory, Larbi Ben M’hidi University, Oum EI Bouaghi 04000, Algeria

e-mail: Mourad.Draidi @gmail.com

M. Draidi
Tel.: +2136 62 62 79 19

0. Fesenko, L. Yatsenko (eds.), Nanocomposites, Nanophotonics, 309
Nanobiotechnology, and Applications, Springer Proceedings in Physics 156,
DOI 10.1007/978-3-319-06611-0_25, © Springer International Publishing Switzerland 2015



310

Fig. 25.1 Variation of
transconductance gp
depending on the gate length
L and voltage Vys (we take
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Fig. 25.2 Variation of the Variation of Transconductance depending
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The component designer must know the influence of technological parameters, so
that it may consider their influence on the behavior of the device. Especially, when
it comes to circuits monolithic microwave integrated [4, 6].

Calculation of the transconductance g,

The expression of the transconductance is given by the equation:

Al
AV,

Em =
Vys=Cte
We see that the value of the channel transconductance decreases with increasing
width of the gate, which confirms the phenomenon of electrons over speed in the
channel for submicron components (Figs. 25.1 and 25.2).

We note that the influence of the source parasitic resistance value R on the
transconductance is minimal.



312 M. Draidi et al.

25.2 Conclusion

The results are in agreement with the literature under the same conditions, the method
is applicable for all other geometries.

The Poisson equation can have an analytical formula for the depopulated area and
the voltage, therefore having a better accuracy in the calculation of other parameters.
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Chapter 26

Structural, Optical, and Photocatalytic
Properties of Quasi-One-Dimensional
Nanocrystalline ZnO, ZnOC:nC Composites,
and C-doped ZnO

E. V. Shalaeva, O. 1. Gyrdasova, V. N. Krasilnikov, M. A. Melkozerova,
1. V. Baklanova and L. Yu. Buldakova

26.1 General

Zinc oxide with a wurtzite structure belongs to a group of advanced functional ma-
terials because it possesses a unique set of properties. Its most important property
is high photocatalytic activity in low-temperature oxidation reactions of toxic and
colored organic compounds dissolved in water [1-6]. The action of oxide semi-
conductor photocatalysts is based on the generation of free carriers (electrons and
holes) under exciting radiation, which take part in redox reactions on the oxide sur-
face [7]. The photocatalytic activity can be increased first of all by creating a high
specific surface area and a high concentration of native structural defects, which
raises the specific concentration of sorption and oxidation centers on the catalyst
surface [8—10]. There are numerous original researches and reviews devoted to var-
ious synthesis methods of nanosized ZnO materials having a high specific surface
area [11-17]. Another way for improving the photocatalytic properties of wide-band-
gap semiconductors is modification of the electron-energy spectrum of oxides. The
results of first-principle quantum chemical calculations show that restructuring of
the electron-energy spectrum and reduction of the optical gap can occur owing to
native structural defects such as oxygen vacancies of ZnO [18-19]. The effects of
electron-energy-spectrum restructuring and photocatalytic activity enhancement in-
duced by oxygen vacancies have been confirmed experimentally for nanostructured
ZnO [20]. Reduction of recombination processes of generated electron—hole pairs
also increases the photocatalytic activity [7]. The combination of the above methods
for improving the photocatalytic activity seems promising for the development of
ZnO-based photocatalysts. Nobel metal/ZnO nanocomposites exhibit very high cat-
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alytic photoactivity not only because they have high specific area but also because
of improved charge transfer through metal particles and reduced recombination rate
of hole—electron pairs [21, 22]. In its turn, doping of zinc oxide, for example with
3d metals, leads to restructuring of the electron-energy spectrum and consequently
to increased photoactivity and extending photoresponse of ZnO from the ultraviolet
(UV) to the visible spectral region [23-29]. The effect of 3d-metal doping on the
photocatalytic properties is more pronounced for nanosized ZnO materials.

Recently, nanosized Zn—O-C materials have attracted increasing attention for a
wide range of possible applications among the environment-friendly photocatalysts
[30-38]. The growth of photocatalytic activity has been reliably demonstrated for
ZnO:nC composites, where carbon forms individual phases including graphene lay-
ers [35-37] and Cgp molecules [39]. The main mechanism of photocatalytic activity
growth for ZnO:nC composites is attributed to the reduction of recombination pro-
cesses of electron—hole pairs owing to graphene layers or thin carbon layers on the
ZnO surface [38]. For ZnO with monolayer coverage of Cg, the hybridization of Cg
with semiconductor is considered to play an important role in the enhancement of
photocatalytic activity [39]. Some ZnO/graphene composites are found to exhibit the
increased light absorption intensity in UV and visible light as compared with the pure
ZnO particles [35-37]. The reduction of the optical gap is associated with the optical
absorption properties of the ZnO/graphene composite. However, ab-initio electron
structure calculations show that restructuring of the electron-energy spectrum and
optical-gap narrowing can take place owing to carbon doping of ZnO [40-42]. So,
synthesis and comparative research of structural and optical properties of ZnO:nC
composites and C-doped ZnO phases in nanostructured state is of much interest for
catalytic applications.

Nanostructured doped zinc oxide can be produced by wet chemical synthesis, a
technologically simple and power-efficient method. The various wet chemical routes
have been applied for the preparation of ZnO with different morphologies: nanowires
[16, 43, 44], nanobelts [45], nanotubes [46—49], nanosheets [50], and nanospheres
[51]. These products are usually single crystalline. However, the polycrystalline cat-
alysts are more functional due to the higher specific surface area. Few techniques
allow obtaining polycrystalline quasi-one-dimensional ZnO [52-54]. We shall con-
sider the possibilities of the precursor method worked out by the authors [55, 56] for
the synthesis of quasi-one-dimensional nanostructured aggregates ZnO and Zn—O-
C. Using transmission electron microscopy (TEM), Raman spectroscopy, and EPR
spectroscopy methods, we shall demonstrate that the aggregates Zn—O-C have either
a ZnOC:nC composite or a C-doped ZnO single-phase structure depending on heat
treatment conditions and that all the aggregates exhibit a tubular morphology and a
nanocrystalline structure with a high specific surface area and a high concentration
of singly charged oxygen vacancies. The results of examination of the photocatalytic
properties of the synthesized aggregates will be reported. We shall show that the pho-
tocatalytic activity for the hydroquinone oxidation reaction increases in the series:
the reference ZnO powder, quasi-one-dimensional ZnO, and quasi-one-dimensional
aggregates C-doped ZnO. This tendency correlates with the reduction of the optical
gap width. As a result of our studies, we have arrived at an important conclusion
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that thermal treatment of ZnO:nC composites allows one to produce C-doped ZnO
with high catalytic activity. This increasing photoactivity of C-doped ZnO aggre-
gates is achieved by the optimal specific surface area and electron-energy spectrum
restructuring owing to the presence of singly charged oxygen vacancies and carbon
dissolved in the ZnO lattice.

26.2 Synthesis of Quasi-One-Dimensional Aggregates ZnO
and Zn—O-C by the Precursor Method

26.2.1 Synthesis and Characterization of Precursor
Organometallic Compounds of Zinc

To synthesize quasi-one-dimensional ZnO aggregates, we use the organometallic
glicolate complexes as precursors. In some works including our studies, it was shown
that during heating these compounds turn into oxides inheriting the shape of the
precursor particles and crystals [55-57]. We studied preliminarily which shapes
of particles various zinc glicolate complexes can have and under which synthesis
conditions these complexes are formed [27].

The method for synthesis of zinc glicolate complexes is based on hydrothermal
treatment of alkoxides in ethylene glycol, which is taken in excess and is used both
as a solvent and as a reagent for synthesis. For synthesis of glicolate complexes, we
used zinc formate Zn(HCOO),-2H, O and ethylene glycol HOCH, CH, OH. Synthesis
was carried out at three different temperatures, 50, 100, and 150 °C, for 12 h while
mixing. The solid reaction products were separated from the liquid phase by vacuum
filtration, washed with dehydrated acetone, and dried at 40 °C to remove acetone.
The products were placed in weighing bottles to prevent the effect of atmospheric
moisture. Zinc formates necessary for the experiments were synthesized by the action
of formic acid on zinc oxide:

ZnO + 2HCOOH + H,0 = Zn(HCOO), - 2H,0. (26.1)

The interaction of the formate Zn(HCOO),-2H,0 with ethylene glycol was found to
depend essentially on the temperature of synthesis. The stages of chemical interaction
at the three temperatures of synthesis, 50, 100 and 150 °C, can be described by the
following reactions:

Zn(HCOO), - 2H,0 + HOCH,CH,0H — Zn(HCOO),(HOCH,CH,0H)+2H,014,
(26.2)

Zn(HCOO), (HOCH,CH,0H) — Zn(HCOO)(OCH,CH,0), ,, (26.3)
+ 1/2HOCH,CH,0H + HCOOH 4 , and
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Zn(HCOO) (OCH,CH,0),,, + 1/2HOCH,CH,0H — Zn(OCH,CH,0) (26.4)
+ HCOOH 1 .

As is seen from Eq. 26.2, at the first stage of the interaction at a temperature of
50°C the solvate Zn(HCOO),(HOCH,CH,;0OH) is formed as a result of substitu-
tion of one molecule of ethylene glycol for two molecules of water in the zinc
formate. At a temperature of 100 °C, the solvate Zn(HCOO),(HOCH,CH,OH) dis-
solves in ethylene glycol forming a homogeneous colorless solution, from which
crystals of zinc formate glicolate of the composition Zn(HCOO)(OCH,;CH;0);; or
Zn,(HCOO),(OCH,CH,O0) precipitate (Eq. 3). Since the formate ion is displaced
from formate glycolate and is removed from the solution in the form of formic acid, at
150 °C and above, Zn(HCOO)(OCH,CH,0); > changes into completely substituted
zinc glicolate of the composition Zn(OCH,CH,;0) (Eq. 4). All the three organometal-
lic complexes of zinc (solvates, formate glicolates, formates) are identified by X-ray
diffraction and infrared (IR) spectroscopy as individual phases [27]. Therefore, we
established that various organometallic complexes of zinc can be formed as a result
of the interaction of ethylene glycol and zinc formate, and the temperature of the
process was the main factor determining the degree of ligand substitution of the
formate group in Zn(HCOO),-2H,O0.

The most remarkable result is the diverse morphology of the organometallic zinc
complexes. The solvate Zn(HCOO),(HOCH,CH,OH) is a colorless substance hav-
ing the shape of rhombic plates with refractive indices Ng=1.519 and Np = 1.492.
The formate glicolate Zn(HCOO)(OCH,CH,0); is crystallized in the form of col-
orless thin fibers characterized by very high water absorbency. At rapid heating of
oversaturated solution of Zn(HCOO)(OCH,CH,O0),,; in ethylene glycol, it can be
crystallized in the form of bars with refractive indices Ng = 1.609, Np = 1.543, and
ANg —Np=0.066. The zinc glicolate Zn(OCH,CH,0) forms colorless crystals
shaped as distorted octahedra with very imperfect cleavage and refractive indices
Ng=1.581, Nm=1.564, Np = 1.548, and ANg — Np =0.033. Figure 26.1 demon-
strates scanning electron microscopy images (SEM) of Zn(HCOO)(OCH,CH,0); >
formate glicolate fibers and octahedral particles of glicolate Zn(OCH,CH,0).

Let us consider the results of the investigation of the process and products of
thermolysis of organometallic zinc complexes synthesized by the hydrothermal
method.

26.2.2 Thermolysis Products of Organometallic Zinc Compounds

For the synthesis of ZnO and Zn—O-C, we have examined two alternative routes
of organometallic complex thermolysis: thermolysis in air and, in order to pre-
vent carbon removal and to obtain Zn—-O-C aggregates, thermolysis in inert He
atmosphere.

Thermal decomposition of fibrous formate glicolate Zn(HCOO)(OCH,CH,0); »
in air is an exothermic process occurring in two main stages in the temperature
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Fig. 26.1 SEM images of organometallic precursors. a Zn(HCOO)(OCH,CH;0);,, fibers. b
Zn(OCH,CH;0) octahedral particles
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Fig. 26.2 TG and corresponding DTA curves for a zinc formate glycolate Zn(HCOO)
(OCH;CH;0); > and b zinc formate Zn(OCH,CH,0)

intervals 300-390 °C and 400-450°C (Fig. 26.2a). Upon thermal treatment, the
particles of the formed zinc oxide acquire the fibrous shape of the precursor crystals
(Fig. 26.3a). According to chemical and thermogravimetric analysis data, the content
of carbon in the product of thermolysis of formate glicolate in airis 10 wt. % at 350 °C,
about 0.5 wt. % at 450°C, and < 0.1 wt. % at 500°C. The X-ray analysis shows
that the product of thermolysis at 450 °C is identified as zinc oxide with a wurtzite
structure (Sp.G. P63mc) and lattice parameters a =0.3249 nm and ¢ =0.5207 nm
(Fig. 26.4a). Thermolysis of glicolate Zn(OCH,CH,0) is a one-stage exothermic
process (Fig. 26.2b). As in the case of thermolysis of formate glicolate, the particles
of the thermolysis product (zinc oxide) acquire the form of the precursor (Fig. 26.3b).
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Fig. 26.3 SEM images of the thermolysis products of a zinc formate glycolate Zn(HCOO)
(OCH,CH;0); > and b zinc formate Zn(OCH,CH,0). Thermolysis is carried out in air
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Fig. 26.4 X-ray powder diffraction patterns for the thermolysis products of zinc formate glycolate
annealed a in air at 450 °C and b in He atmosphere at 500 °C

The thermolysis product of formate glicolates in inert atmosphere at 500°C also
has a quasi-one-dimensional morphology (Fig. 26.5a). According to X-ray analysis,
the product has a wurtzite structure and the degree of the crystalline phase dispersion
is higher than that for the zinc oxide obtained by thermolysis in air. (Fig. 26.4b).
The elemental and thermogravimetric analyses reveal that the aggregates produced
by thermolysis in inert atmosphere contain 7.5 wt. % carbon including 6.8 wt.% free
carbon and 0.7 wt. % carbon bound in the structure of ZnO.

Thus, the interaction of ethylene glycol and zinc formate during hydrothermal
synthesis makes it possible to obtain various organometallic zinc complexes with



26  Structural, Optical, and Photocatalytic Properties of Quasi-One-Dimensional . . . 319

a Sy _ b = :
20kV  X15,000  1fim /1030 20KV /X3,000 5

iy

Fig. 26.5 SEM images of the thermolysis products of zinc formate glycolate annealed a in He
atmosphere at 500 °C and b in He atmosphere at 500 °C and then boiled in formic acid

different crystal morphology: solvates Zn(HCOO),(HOCH,CH,OH) in the form of
thin rhombic plates, formate glicolates Zn(HCOQO)(OCH,CH,0) shaped as thin fiber
crystals, and glicolates Zn(OCH,CH,0) having the form of octahedral particles. The
thermolysis products inherit the shape of the organic precursor particles for all types
of complexes. The quasi-one-dimensional aggregates are produced by thermolysis of
formate glicolate complexes; namely, the zinc oxide ZnO is obtained during thermal
treatment in air and Zn—O-C aggregates are formed by thermal treatment in inert He
atmosphere.

26.3 Structural Properties of ZnO and Zn—-O-C Quasi-
One-Dimensional Aggregates: TEM and Spectroscopic
Investigation

26.3.1 Morphology and Microstructure of ZnO and Zn-0-C
Aggregates. Composites and Single-Phase Structures

According to the SEM data, the thermal decomposition products of zinc formate
glicolate have a quasi-one-dimensional morphology (Fig. 26.5a). What are the
microstructure and native defects of these aggregates and how do the structural char-
acteristics change depending on the primary synthesis and thermolysis conditions?
How will these characteristics finally affect the optical and photocatalytic properties
of the aggregates? To answer these questions, we used TEM, Raman spectroscopy,
and EPR spectroscopy methods.
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Fig. 26.6 Bright-field TEM images of Zn—O-C quasi-one-dimensional scrolls synthesized by ther-
molysis in He atmosphere at 500 °C. a Overview. b Edge of unwrapped scroll. The arrow shows
the area with amorphous structure

Fig. 26.7 Quasi-one-dimensional ZnO aggregate with tubular morphology and nanocrystalline
structure. a Bright-field TEM image showing nanoscale surface roughness. b Dark-field TEM image
taken with (100)z,0 and (101)z,0 reflections and microdiffraction pattern of individual aggregate
(inset)

Figure 26.6 displays TEM images from individual quasi-one-dimensional ag-
gregate Zn—O-C obtained by thermolysis of formate glicolate in He atmosphere
at 550°C. For comparison, we present our data for quasi-one-dimensional aggre-
gate ZnO [58]—the thermal decomposition of formate glicolate in air at 500 °C
(Fig. 26.7).The bright-field TEM images show that the aggregates Zn—O—-C are usu-
ally scrolls. The scroll morphology is also found for quasi-one-dimensional ZnO,
but generally they have tubular morphology (Fig. 26.7).
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Fig. 26.8 Quasi-one-dimensional Zn—O-C aggregate with nanocrystalline zinc oxide. a Microd-
iffraction pattern of individual aggregate. b Dark-field TEM image taken with (100)z,0 and (101)z,0
reflections

The Debye-Scherrer rings of electron diffraction patterns without texture signs
(Figs. 26.7a, 26.8a) show that the individual quasi-one-dimensional aggregates ZnO
and Zn—O-C contain a nanoscale nonoriented crystalline phase. The whole system
of reflections is indexed in the hexagonal cell with parameters a =0.323 nm and
¢ =0.520 nm, which corresponds to the wurtzite structure of zinc oxide and agrees
with the X-ray diffraction data. The dark-field TEM images taken in the (100)z,0- and
(101)z,0- type reflections confirm that the ZnO-based crystalline phase is nanosized
(Fig. 26.8b). For quasi-one-dimensional aggregates Zn—O-C, the average size of the
crystallites is 10-15 nm and they have a higher degree of dispersion compared with
ZnO aggregates. The average size of the crystallites for ZnO aggregates is of the
order of 20 nm.

It should be noticed that the bright-field TEM images of quasi-one-dimensional
Zn—0O-C exhibit diffraction contrast typical of amorphous phases (Fig. 26.6). The
chemical analysis data suggest that the quasi-one-dimensional aggregates contain
amorphous carbon. It was not possible to identify the diffuse halos of the amor-
phous phase on the microdiffraction patterns in the presence of the Debye rings of
nanodispersed zinc oxide. However, according to the Raman spectra, the observed
amorphous phase is a carbon-containing phase. Along with the vibrational spec-
trum of ZnO including the bands to 1160 cm™' [59], the Raman spectrum recorded
at room temperature also contains two intensive lines in the high-frequency region
(Fig. 26.9). These are the lines “D” and “G” typical of hydrogenated amorphous
carbon annealed at 600 °C [60, 61]. An active graphite “G” band associated with
Ey, vibrational mode of sp? bonded atoms is located at around 1599 cm™'. The “D”
band that represents a zone-edge A, mode due to disorder is located at 1357 cm™".
Therefore, the quasi-one-dimensional aggregates Zn—O—C produced by thermolysis
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Fig. 26.9 Raman spectra of
Zn—0-C aggregates
synthesized by thermolysis in
He atmosphere at 500 °C. The D
series of Raman modes of B
Zn0 are indicated: 327.5
(AI), 4325 (EX%"), 575.1
(AI(LO)), 1159.5cm™!
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in He atmosphere do not have a monophase structure but a composite amorphous-
crystalline structure, where the amorphous carbon matrix contains nanodispersed
crystallites of zinc oxide. These composite aggregates will be further denoted by
ZnOC:nC. Note that the quasi-one-dimensional morphology of the amorphous car-
bon matrix remains if the aggregates ZnOC:nC are boiled in formic acid and zinc
oxide is dissolved (Fig. 26.5b).

Tubular and scroll-like morphology, as well as the nanocrystalline structure of
the oxide phase in Zn—O-C and Zn-O aggregates, will result in nanoscale surface
roughness (Fig. 26.7a) and a high specific surface area. For Zn—O aggregates, the
value of specific surface area is estimated to be ~ 30-40 m?/g.

The examination of the structure of quasi-one-dimensional ZnO and Zn-O-C by
high-resolution electron microscopy (HREM) made it possible to obtain a more de-
tailed notion about their structure. The HREM pictures exhibit large regions with the
(100)z,0 lattice image; their sizes are much greater than the sizes of nanocrystallites
(Fig. 26.10). Therefore, these regions are monocrystalline ultrathin layers of zinc ox-
ide and they have preferred orientation in the quasi-one-dimensional composites. As
is seen, the (100)z,0 plane is parallel to the long axis of the quasi-one-dimensional
aggregate and accordingly the (001)z,0- type plane is perpendicular to this axis.
Thus, the ¢ axis of ZnO layer coincides with the axis of preferable growth of the
organic precursor crystal.

The data obtained show that there are several stages of zinc oxide growth during
thermolysis of formate glicolate crystals. The basic stage is the nonoriented nucle-
ation and growth of zinc oxide, whereas at temperatures ~ 500-600 °C, oriented
nucleation and growth of crystalline zinc oxide usually take place during hydrother-
mal and precursor synthesis [44, 50]. The reasons for this should be searched for in
the peculiarities of the organic precursor decomposition. As we have established, the
decomposition of the formate glicolate precursor at low temperatures (350 °C) in air
gives rise to nanodispersed or X-ray-amorphous black products. Nanodispersed car-
bon phases and, possibly, carbon—hydrogen polymeric products impede epitaxially
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10 nm

Fig. 26.10 ZnO epitaxially oriented ultrathin layer on the surface of quasi-one-dimensional Zn-O-
C aggregate. a (100)z,0 lattice image of extended area. b (100)z,0 lattice image of marked regions
I and I11. The [001]z,0 direction of layer is parallel to the elongated axis of quasi-one-dimensional
aggregate

oriented growth of zinc oxide. As follows from the TG curves, the process of re-
moval of hydrocarbon products of thermolysis continues up to ~ 450°C (Fig. 26.2a).
Consequently, epitaxially oriented growth of ZnO monolayer may occur only at the
final stages of thermolysis. In addition, we find no signs of textured growth of ZnO
nanocrystallites, but an epitaxially oriented ultrathin layer is observed on the ag-
gregate surface. So, this fact should be obviously attributed to preferable removal
of volatile carbon-hydrogen products only from one of the surfaces of the tubular
aggregate.

Thus, the nanocrystalline structure of quasi-one-dimensional ZnO and Zn—-O-C
is due to the peculiarities of thermolysis of the formate glicolate complex and a high
temperature of thermal decomposition is crucial. This conclusion is in agreement with
the results of a series of works [54, 44]. The nanocrystalline structure of tubular zinc
oxide was obtained by the authors [54] during thermolysis of a precursor synthesized
from a solution of zinc acetate and ethylene glycol. Thermolysis of zinc hydroac-
etate at 300 °C results in a monocrystalline structure of the quasi-one-dimensional
aggregates [44].

The nanocrystalline structure of the quasi-one-dimensional aggregates turns out
to be resistant to annealing temperature variation from 450 to 550 °C and to variation
of formate glicolate formation temperature in the range from 80 to 100 °C, as well as
to doping of the metal sublattice of zinc oxide [62—65]. The quasi-one-dimensional
aggregates sometimes have a textured microcrystalline structure (Fig. 26.11) when
the storage conditions of the hygroscopic precursor Zn(Me) are not fulfilled. In this
case, the quasi-one-dimensional aggregates become unstable and during ultrasonic
dispersion they destroy and the individual zinc oxide nanocrystals of anisotropic
shape are formed (Fig. 26.11b).

Further, let us consider the structural characteristics of Zn—O—-C aggregates, which
were exposed to additional isothermal annealing in air to optimize the content of free
carbon. The Raman spectroscopy data (Fig. 26.12) demonstrate that with an increase



324 E. V. Shalaeva et al.

Fig.26.11 Bright-field TEM images of Zng 9sMng o5 aggregates with textured structure. a Fragment
of quasi-one-dimensional aggregate where all Zn(Mn)O crystallites are oriented along [001]z,0 axis.
b Zn(Mn)O nanocrystallites of anisotropic shape elongated along [001]z,0

Fig. 26.12 Raman spectra of o ~

Zn-O-C aggregates in initial E, A=514.5 nm
state (1) and annealed at E,(LO) 2A,(LO)

temperatures: 2—300 °C, . :
3—400°C, 4—550°C. The
orange—red emission line near
2900 cm™! (604.7 nm) is
marked by a circle
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in the annealing temperature the intensity of the ZnO vibration bands grows and
the contributions from both components “G” and “D” of amorphous carbon become
smaller. In the temperature range 400—450 °C, the spectrum changes appreciably. The
intensities of the “D” and “G” bands from the carbon phase decrease considerably and
the background grows due to greater photoluminescence overshadow of the Raman
spectrum. At 550 °C, the Raman spectrum exhibits no lines of the carbon phases,
including graphene (Fig. 26.12). Both vibration bands “G” and “D” are observed
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Fig. 26.13 Quasi-one-dimensional tubular C-doped ZnO aggregate with nanocrystalline structure.
a Microdiffraction pattern. b Bright-field TEM image

on the Raman spectra of graphene [36, 35]. Besides, at this temperature, orange-red
emission near 2900 cm~! (604.7 nm) is registered distinctly in the high-frequency
region. At lower temperatures, this line is shaded by photoluminecence. The orange-
red emission is due to the transition between levels of charged oxygen vacancies in
the gap and excited holes in the valence band of imperfect zinc oxide [66, 67]. As the
temperature is raised further to 1000 °C, the emission lines disappear completely.

From the Raman spectroscopy data it is evident that the Zn—O-C aggregates an-
nealed at 550 °C contain no carbon phases. The carbon content in these aggregates
is ~0.15 wt. %. All carbon in the aggregates is bound and these Zn—O-C aggregates
can be considered as C-doped ZnO. As follows from first-principle calculations [41,
42] and examination of electrophysical properties [68], carbon is preferably local-
ized in the Zn sublattice. TEM data for quasi-one-dimensional C-doped ZnO agree
completely with the results of Raman spectroscopy. The microdiffraction patterns
and electron-microscopic images show that the quasi-one-dimensional aggregates
annealed at 550 °C have a monophase nanocrystalline structure, often with tubular
morphology (Fig. 26.13). The amorphous phase is absent and the sizes of C-doped
ZnO crystallites are much greater than those for zinc oxide in the ZnOC:nC compos-
ites. The average crystallite sizes of the C-doped ZnO phase are 35-40 nm, which
will lead to lower values of specific surface area for C-doped ZnO aggregates as
compared with ZnOC:nC ones.

As we have found, the distinguishing feature of both types of quasi-one-
dimensional aggregates ZnO and Zn—-O-C produced by thermolysis of formate
glicolate crystals is the nanocrystalline structure. The monocrystalline ultrathin ZnO
layer, which is epitaxially oriented relative to the organometallic substrate, is formed
only at late stages of thermolysis. Such structure of the quasi-one-dimensional ag-
gregates results in high values of specific surface area. The high specific surface area
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Fig. 26.14 The intensity of
the EPR-signal with Zn0 £=2.002
g=2.002 versus the 1
annealing temperature for
Zn-O-C aggregates
synthesized by thermolysis in
He atmosphere (/) and for
Zn-0 aggregates synthesized
by thermolysis in air (2).
EPR-spectrum is shown in the
inset
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of these aggregates should be accompanied by high concentrations of native point
defects of the oxide surface, which are very important for photocatalytic properties.
In the next paragraph, we shall discuss our results of EPR spectroscopy study of
native ZnO defects in quasi-one-dimensional aggregates.

26.3.2 Native ZnO Defects: EPR Spectroscopy

As regards photocatalytic properties, of particular interest is the examination of such
native point defects in ZnO as vacancies or interstitial atoms. These defects serve as
additional oxidizing centers or sorption centers on the surface [8—10] promoting pho-
tocatalytic reactions. Moreover, native ZnO point defects, including surface defects,
contribute extra energy levels in the band gap [18—19]. As a result, the photocatalytic
activity can increase and photoresponse of catalyst can be extended to visible light.
Singly charged point defects belong to this type of defects.

The EPR spectroscopy method was used to study singly charged point defects in
quasi-one-dimensional aggregates ZnO and Zn—O-C [58]. The EPR spectra of the
ZnO samples produced during thermolysis both in inert atmosphere and in air con-
tain a narrow symmetrical line of Lorentzian shape (AH=4.540.2 G). The value
of the g-factor is close to the spin-only value and is equal to 2.002 +0.001. The
width and position of this signal are constant and depend neither on the method
of precursor decomposition nor on the subsequent heat treatment conditions. Fig-
ure 26.14 presents the relative intensity of the spectral lines versus the temperature
of annealing in air. The most intensive signal was registered in the spectrum of the
product of thermolysis in helium (inset in Fig. 26.14). During subsequent annealing
of this sample at temperatures 300—-600 °C the signal decreases and after annealing
at 700°C it disappears completely. A similar dependence is observed also for the
ZnO sample produced by thermolysis in air.
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The EPR signal with the g-factor equal to 2.00 is usually observed on the spectra
of photoexcited ZnO monocrystals [69] and powders subjected to mechanical treat-
ment [70]. In the absence of excitation, a signal with the g-factor of 1.96 is usually
registered in the zinc oxide at room temperature. The information as to which type of
defects in ZnO these signals may belong to was very contradictory at first [71]. The
high-field EPR signal with g =1.96 was associated with singly charged vacancies
Vg [72]. In later works, this signal was assigned to electrons on donor energy levels
due to impurities, while the low-field EPR signal with g =2.00 was attributed to
oxygen vacancies [19]. In some works, the EPR signal with g =2.00 is also ascribed
to interstitial oxygen ions O; [73] and singly charged zinc vacancies V,, [74]. At
present, numerous theoretical and experimental studies yielded a great amount of
information showing that this line is referred to singly charged oxygen vacancies
[18, 19].

The observed dependence between the EPR signal intensity and the composition
of the gaseous medium during annealing indicates that the line with g =2.002 be-
longs exactly to oxygen vacancy V. The most oxygen-deficient product is formed
during decomposition of the precursor in inert atmosphere. Besides, no signals were
observed in the EPR spectra of ZnO used for sample preparation. Therefore, this line
cannot be attributed to impurities in the initial reagent. The number of paramagnetic
centers V4 in 1 mol of zinc oxide produced by thermolysis of formate glicolate in
helium is 1.06 x 10%° particles. Upon annealing in air, the degree of imperfection in
the anionic sublattice decreases, which manifests itself in the reduction of the EPR
signal intensity.

According to the first-principle calculation results, the singly charged vacancies
Vgin ZnO have a high formation energy and are not stable under thermodynamic
equilibrium conditions [19]. To produce them in the amount sufficient for detection
by the EPR method, the system should be excited for example by UV radiation. We
attribute the existence of stable V5 vacancies in quasi-one-dimensional aggregates
ZnO and Zn—-O—-C to the stabilizing effect of the nonequilibrium imperfect surface
formed as a result of thermolysis. As was noted above, high-temperature annealing
(above 700 °C) results in the absence of the EPR signal that takes place due to the
formation of a coarse crystalline structure and healing of point defects.

The high concentration of singly charged oxygen vacancies stabilized on the
surface of ZnO and Zn—O-C aggregates, as well as the presence of dissolved carbon
should be accompanied by the appearance of extra energy levels in the band gap
[40-41]. So, in the Raman spectra we observed orange-red emission associated with
transitions between the energy level of charged oxygen vacancy and the energy level
of excited holes in the valence band of the C-doped ZnO (Fig. 26.12). Therefore, the
optical characteristics of these materials will also differ appreciably from those of
reference zinc oxide.
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Fig. 26.15 UV-visible spectra
of the reference ZnO (7),
quasi-one-dimensional ZnO
aggregates (2), and
quasi-one-dimensional
C-doped ZnO aggregates (3)
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26.4 Optical Properties of ZnO, ZnO:nC Composites,
and C-doped ZnO

The optical absorption spectrum in the UV and visible regions for quasi-one-
dimensional ZnO is depicted in Fig. 26.15. The absorption spectra of C-doped ZnO
aggregates and of reference zinc oxide are given for comparison. Noteworthy is
the shift of the optical absorption edge to the lower-energy region (red shift) for
nanocrystalline ZnO and C-doped ZnO with tubular quasi-one-dimensional mor-
phology. For nanocrystalline phases ZnO and C-doped ZnO, on the contrary, a blue
shift of the optical absorption edge could be expected, which is due to quantum size
effects and phonon confinement model [75-79]. However, the effect of these fac-
tors on the optical band gap width in ZnO becomes most evident in materials with
individual crystallite sizes not larger than 10 nm [76-78]. As was shown above, the
average crystallite size of ZnO synthesized by the authors is 15-20 nm, while that for
C-doped ZnO phase annealed at 550 °C is 35 nm. In this case, the blue-shift effect is
not pronounced. The observed red shift of the optical absorption edge is the effect
associated first of all with the point structural defects detected in this study, namely,
with singly charged oxygen vacancies V. These defects are not found in standard
sample ZnO. The red shift correlates with the appearance of optical density at ener-
gies lower than the optical absorption edge of ZnO owing to extra energy levels in the
band gap. These energy levels are due to singly charged vacancies Vg [18—19]. In the
presence of carbon in ZnO phase, the red shift is even more noticeable than for quasi-
one-dimensional ZnO. According to EPR spectroscopy data, the concentrations of
singly charged vacancies in ZnO and C-doped ZnO are similar, but for quasi-one-
dimensional C-ZnO this concentration is slightly smaller. An additional red shift to
the low-energy region can emerge owing to energy levels of dissolved carbon in the
band gap. These energy levels, as evidenced by the first-principle calculations, arise
for carbon-doped zinc oxide [40—42].
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Let us consider further how the optical absorption characteristics for Zn—O-C
aggregates change depending on the annealing conditions. The optical absorption
spectra of Zn—O—C aggregates synthesized by thermolysis in helium atmosphere and
annealed at different temperatures, 400, 550, and 650 °C, are displayed in Fig. 26.16.
The spectrum of quasi-one-dimensional Zn—O-C produced by thermolysis in helium
atmosphere exhibits no optical absorption edge of zinc oxide. The samples annealed
in air up to 300 °C have analogous absorption spectra. The intrinsic optical properties
of the oxide phase are shaded by the presence of a large amount of amorphous carbon.
The spectra of the samples annealed at 400 °C contain an optical absorption edge
of ZnO in the UV region. When the annealing temperature is raised to 550 °C, the
absorption edge exhibits a red shift to the visible region, which is indicative of addi-
tional optical density at energies lower than that of the fundamental absorption edge
of ZnO. The Raman spectroscopy data (Fig. 26.12) show that at these temperatures
the C-doped ZnO single phase is formed and the carbon phases disappear. Finally,
at the annealing temperature of 650 °C, the absorption edge shifts again to the UV
region. The content of bound carbon in these aggregates is minimal and amounts to
0.12 wt. % as evidenced by the chemical analysis data. The concentration of singly
charged oxygen vacancies determined by EPR spectroscopy also decreases.

As expected, the examination of optical absorption of quasi-one-dimensional ag-
gregates ZnO and C-doped ZnO with nanocrystalline structure reveals that the optical
absorption edges shift to the low-energy region (red shift), which correlates with
the high concentration of singly charged oxygen vacancies and dissolved carbon.
The aggregates ZnO and C-doped ZnO with nanocrystalline structure and modi-
fied optical characteristics exhibiting a red shift of the optical absorption edge are
obviously of interest as photocatalysts. The results of photocatalytic tests of the
synthesized quasi-one-dimensional aggregates ZnO and Zn—O-C are reported in the
next paragraph.
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Fig. 26.17 The kinetics of
catalytic oxidation of
hydroquinone under
ultraviolet (a) and visible (b)
light without catalyst (/) and
with catalysts: the reference
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26.5 Photocatalytic Activity of ZnO and Zn-O-C
Quasi-One-Dimensional Aggregates

The photocatalytic properties of the synthesized quasi-one-dimensional aggregates
Zn—0 and Zn—O-C have been examined using hydroquinone oxidation reaction in
water as an example. The kinetic dependences of hydroquinone oxidation under UV
and blue light are displayed in Fig. 26.17. It is seen that the hydroquinone oxidation
rate increases in the series of reactions: (1) without catalyst, (2) with ZnO reference
catalyst, (3) with ZnO quasi-one-dimensional catalyst, and (4) with C-doped ZnO
quasi-one-dimensional catalyst. The growth of the photocatalytic activity completely
agrees with the tendency of optical-gap-width reduction in the considered series
of catalysts (Fig. 26.15). Earlier, we observed an analogous correlation for metal-
doped quasi-one-dimensional aggregates Zn(Me)O [65]. We ascribe the maximal
photocatalytic activity of C-doped ZnO to electron-energy spectrum restructuring
owing to carbon impurity states in the band gap. As a result, the optical gap of
C-doped ZnO becomes smaller as compared with that of ZnO. In some works, the
catalytic activity of Zn—O—C powders is increased by lowering the recombination rate
of photoexcited electron-hole pairs owing to thin graphite-like or graphene layers
coating ZnO particles [39]. The increase in the photocatalytic activity, which we
observed for quasi-one-dimensional aggregates Zn—O-C annealed at 550 °C, cannot
be connected with this effect. The absence of carbon phases (even in the form of
graphene monolayers) is confirmed by Raman (Fig. 26.12) and optical absorption
spectra (Fig. 26.16).

As follows from the obtained results, the variation of the energy spectrum of
electrons due to carbon impurity in band gap has a more essential effect on the
photocatalytic activity of C-doped ZnO than the reduction of the specific surface
area. As was shown above, the quasi-one-dimensional C-doped ZnO aggregates
have crystallites of larger sizes as well as smaller concentrations of charged oxygen
vacancies than quasi-one-dimensional aggregates ZnO.

Figure 26.18 shows the degree of conversion for the reaction of hydroquinone oxi-
dation with the use of quasi-one-dimensional catalysts Zn—O—C annealed at different
temperatures. The dependence has an extreme character with a maximum at 500-
550°C, where the degree of conversion is 90-91 %. At these temperatures, C-doped
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ZnO phase with carbon concentration of 0.15 wt. % is formed. As the annealing tem-
perature is raised above 600 °C, the concentration of carbon impurities and singly
charged vacancies in the C—ZnO aggregates lowers. In the electron-energy spectrum,
the contributions from the carbon impurity states and singly charged vacancies states
decrease and a blue shift of the optical absorption edge is observed. The specific sur-
face area of the quasi-one-dimensional aggregates becomes smaller too. As a result,
at a temperature higher than 600 °C the catalytic activity drops abruptly.

In conclusion, the developed method of precursor synthesis from formate glico-
late complexes of zinc allows obtaining quasi-one-dimensional aggregates ZnO and
Zn—O-C with the nanocrystalline structure of zinc oxide and with a high concentra-
tion of native structural defects—singly charged oxygen vacancies. The composite
structure of Zn—O-C aggregates (ZnO in amorphous carbon) can be transferred to
the C-doped ZnOC phase as a result of thermal annealing. Temperature treatment
of the composites ZnO:nC provides optimal values of the specific surface area and
restructuring of the electron-energy spectrum with reduction of the optical gap width
owing to the presence of singly charged oxygen vacancies and dissolved carbon in
the zinc oxide lattice. The photocatalytic activity grows in the series: the reference
ZnO, quasi-one-dimensional aggregates ZnO, and quasi-one-dimensional C-doped
ZnO aggregates.
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Chapter 27
Two-Dimensional Spin-FET Transistor

A. Boudine, L. Kalla, K. Benhizia, M. Zaabat and A. Benaboud

27.1 Introduction

The electrons are not only characterized by their electrical charge but also by their
spin magnetic moment. Up to the late 1990s, the electronics had virtually ignored the
electron spin (except Pauli’s law that two electrons cannot be in the same energy state
with equal spin orientation). Since then, spin electronics, or magneto-electronics [1],
has grown increasingly and rapidly. In this section, we will see how it is possible to
introduce the concepts of magneto-electronic components in a semiconductor. An
immediate benefit of this approach is a much reduced switching voltage. Spin—orbit
(SO) interactions in technologically important semiconductors are typically weak
and weakly sensitive to external potentials [2]. As a result, a large swing in the
gate potential (few volts) is often required to turn a short channel spin-polarized
field effect transistor (spin-FET) of the traditional type on or off [1]. That results in
considerable dynamic energy dissipation during switching. In contrast, our strategy
is to modulate transmission resonances (Ramsauer and Fano-type resonances) that
occur in the channel of traditional spin-FETSs [3, 4] with a gate potential. Since the
resonance widths (in energy) are very small, a few millivolts change in the gate
potential can take the device from on-resonance to off-resonance and switch it on or
off. This approach results in a very small switching voltage (a few millivolts instead
of the few volts required in traditional spin-FETs) resulting in much reduced dynamic
energy dissipation [4].
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27.2 Spintronic

The spin electronics, or “spintronics” [2] is a new research theme has been booming
since the late 1980s. The first structures studied in this area are made of ferromagnetic
metal multilayers, separated by insulators or “tunnels” or by nonmagnetic metal
films. Their operating principles are related to a property of ferromagnetic metals
on the spin of electrons: They inject or collect preferentially carriers whose spin is
polarized along the direction of their magnetic moment. Such devices are already
used industrially as magnetic field sensors for read heads of hard disks or are expected
to be soon in the case of magnetic random access memory.

During the past 4 years, groups working in the field of semiconductor components
were also interested in properties related to the spin of the electron [5]. Indeed, recent
studies have shown that it is possible to act on the spin of charge carriers and use this
quantity to modify the electrical and optical structures in semiconductors.

27.2.1 Spintronics in Semiconductors (Spin-FET)

In semiconductors, the control of the spin of the carriers, in addition to their charges,
may give rise to a new generation of electronic devices [6]. This idea was born of a
new concept device that can benefit from the manipulation of spin to create a new
feature. It is the case of the Datta and Das transistor, whose its structure will be
briefly described [7].

This concept was proposed in 1990 and named spin-FET “rotation spin transistor.”
This device looks at first sight like the classical field-effect transistor, as illustrated
in Fig. 27.1, and has a current source, a drain, and a channel with a conductance
controllable via a gate voltage Vg; however, comparison stops there. The spin tran-
sistor is based on spin-selective contacts, that is to say the capability of injecting or
collecting a given spin orientation. The injection and the collection of spin-polarized
current is carried by ferromagnetic electrodes (Fe, for example).

To modulate the drain current, Datta and Das proposed to control the rotation of
the “bundle” of spin in the channel using the SO Rashba coupling to be a function of
the voltage applied to the gate [3]. The drain current reaches a maximum value when
the spin orientation is parallel to the magnetization of the electrodes and injection
manifold. It reaches a minimum value when they are opposed. This concept also
implies a transistor-coherent transmission, i.e., without loss of spin between the
injector (source) and collector (drain). Under this proposal, the channel where the
propagation of spin takes place must be a two-dimensional electron gas system (2
DEG) to take advantage of the high mobility allowing a coherent propagation. This
2-DEG channel can be obtained in a transistor structure with modulation doping
(MODFET)-type InGaAs/InAlAs [8].
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Fig. 27.1 Schematic diagram of the transistor with spin precession (spin-FET)

27.3 Quantum Wire Model

27.3.1 Drain Current Variations

The expression of the drain current in a spin-FET in our model is given by the
following equation:

1+ Pycos(E,L/Vg)

, 27.1
14+ P 7.1

Ey
Ip = q——(Ey)E,
Ve

where the parameter V¢ equal to ¢ / (2egesc W), is uniform to the voltage. It may
be noted that the term E,/Vc in this expression represents the density in the grid
controlled by accumulated electrons in the channel. The parameter u denotes the
electron mobility and thus pwE, represents the speed of electrons. The mobility u
varies with the intensity of confinement in the channel. It means with the field £,
the ratio (1 + Pycos (EyL/Vg)) / (1 + Pp) reflects the analysis of spin at the drain.
This ratio varies periodically, with period Eyq = 27 Vg/L. Its amplitude depends
on the spin polarization Py. We initially consider the mobility constant and we study
the derivative g of Ip/u function of E:

_ qEx 1+ Po(cos (u) — usin (u))
7 1+ P

g(u) ) (27.2)
where u is a dimensionless parameter equal to £, L/Vp; except in V¢, the function
g(u) does not depend on parameters characterizing the quantum wire transistor. The
variations of g give the information on the transconductance of the spin-FET.
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27.4 Quantum Two-Dimensional Model

In the ideal situation where spin (or its projection along a direction) is conserved,
spin current is simply defined as the difference between the currents of electrons in
the two spin states. This concept has served well in early studies of spin-dependent
transport effects in metals.

27.4.1 Theoretical Approach

In semiconductor spintronic structures, where spin is carried by electrons and/or
holes, the spin dynamics is controlled by magnetic interactions. Some of these are
surveyed below.

27.4.1.1 Interaction with an External Magnetic Field

An external magnetic field B exerts a torque on a magnetic dipole and the magnetic
potential energy is given by the Zeeman term

8 B

U =
2

G- B, (27.3)

where g* is the effective g-factor and o represents a vector of the Pauli spin matrices,
used in the quantum-mechanical treatment of spin %2 (see [9]). The interaction (3)
leads to the spin precession around the external magnetic field. This interaction is
important in all systems where a magnetic field is present. Moreover, fluctuations of
B could lead to noise contributing to spin relaxation.

27.4.1.2 SO Interaction

The SO interaction arises as a result of the magnetic moment of the spin coupling to
its orbital degree of freedom. It is actually a relativistic effect, which was first found
in the emission spectra of hydrogen. An electron moving in an electric field sees,
in its rest frame, an effective magnetic field. This field, which is dependent on the
orbital motion of the electron, interacts with the electron’s magnetic moment.

The Hamiltonian describing SO interaction, derived from the four-component
Dirac equation, has the form

2

:Zﬁgﬁxvya (27.4)

Hso

where m is the free electron mass, p is the momentum operator, and is the gradient
of the potential energy, proportional to the electric field acting on the electron. When
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dealing with crystal structures, the SO interaction, Eq. 27.4, accounts for symme-
try properties of materials. Here, we emphasize two specific mechanisms that are
considered to be important for spintronics applications. The Dresselhaus SO interac-
tion [1] appears as a result of the asymmetry present in certain crystal lattices, e.g.,
the zinc blende structures. For a 2DEG in semiconductor heterostructures with an
appropriate growth geometry, the Dresselhaus SO interaction is of the form

Hp = g(gxpx — 0, D2). (27.5)

Here, $ is the coupling constant.

The Rashba SO interaction [3] arises due to the asymmetry associated with the
confinement potential and is of interest because of the ability to electrically control
the strength of this interaction. The latter is utilized, for instance, in the Datta—Das
spin transistor [7, 10]. The Hamiltonian for the Rashba interaction is written [3] as

o
HR = E(prz - O’sz), (276)

where « is the coupling constant. Other possible sources of SO interactions are
nonmagnetic impurities, phonons [14], sample inhomogeneity, surfaces, and inter-
faces. In some situations, these could play a role in spin transport and spin relaxation
dynamics.

27.4.2 Model

Consider the two-dimensional channel of a spin-FET in the x-y plane with current
flowing in the x-direction. An electron’s wave vector components in the channel are
designated as kx and kz, while the total wave vector is designated as kt. Note that
K? = k% + k2.

The gate terminal induces an electric field in the y-direction, which causes Rashba
interaction. The Hamiltonian operator describing an electron in the channel is

p:+ p?
2

m*

H = U] + a[Vel(ox p; — o:px), (27.7)
where the p-s are the momentum operators, the o -s are the Pauli spin matrices and
[I] is the 2 x 2 identity matrix. Since this Hamiltonian is invariant in both x and
z coordinates, the wave functions in the channel are plane wave states ol kextke)
Diagonalization of the Hamiltonian yields the eigenenergies and the eigenspinors in
the two spin-split bands in the two-dimensional channel:

h2k?

E; = - to [Vclk (lower band)
2m (27.8)
h*k?

E, = — o [Vglk (upper band)

u
2m*
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and
] = | S | (tower band)
N RN ower ba
p 27.9)
—cos
V], = |: sing i| (upper band)

where 6 = (1/2)arctan (k,/k,).

Now if we also assume that the spin injection efficiency at the source is 100 % and
the electron for an energy E have two different waves for kg(l) and kg?) (corresponding
to the two values of k), the corresponding spinor at the drain end will be:

sing | i(kL+kw) —cost) | i(KPL+kW)
[‘I’]dram G |: 0sH ] e + G sind e

' sin <0 + %) sin@elx'L 4 cos (0 + /4) cosheis L
= k¥ ﬂ (27.10)
. ey .9
sin (6 + Z) cosfe'x ~ — cos (6 + m/4) sinfe'*x

where L is the channel length (distance between source and drain contacts) and W is
the transverse displacement of the electron as it traverses the channel.
Then the transmission’s factor is given by:

()@
IT)? = cos* (9 + %) )1 + tan* <0 + %) el(k" )L (27.11)

The current density in the channel of the spin-FET (assuming ballistic transport) is
given by the Tsu—Esaki formula:

r
/= %/EdE/&mz[f(E)— F(E 4 qVsp)l, (27.12)
y T

where g is the electronic charge, W, is the thickness of the channel (in the y-direction),
Vsp is the source-to-drain bias voltage, and f (E) is the electron occupation probability
atenergy E in the contacts. Since the contacts are at local thermodynamic equilibrium,
these probabilities are given by the Fermi—Dirac factor.

In the linear regime, the expression of the drain current reduces to

Y% dk af (E
=1 SD/ dE/ Kz pp | JLEN ] (27.13)
oFE
This yields that the channel conductance G is
1 W, af (E
G=2 91" dE/dk rp | -2 E) ) (27.14)
VSD wh 0E

0
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27.5 Conclusion

In this work, we studied the transport of two-dimensional spin-polarized in SpinFET,
we have established a relation giving the expression of the source—drain current as
a function of the parameters of the semiconductor used, and the electric field across
the control grid and polarization of injected spins, and then we have calculated the
associated transconductance G. This model is based on semiclassical considerations
with the holders of spin injected with ballistic trajectories inside the conduction
channel.
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Chapter 28
Future Strain Properties of Multilayer
Film Materials

Serhyi I. Protsenko, Larysa V. Odnodvorets and Ivan Yu. Protsenko

28.1 Introduction

Electrophysical properties of thin-film materials (resistivity, thermal resistance co-
efficient, strain coefficients) differ significantly from those of bulk samples (wires,
plates, massive condensates) due to their thickness, crystal structure, elemental com-
position, concentration and type of defects and others. Electrophysical properties are
very sensitive to changes in film thickness and size of crystallites, the concentration
of impurity atoms and defects of crystal structure and the effect of external fields
(deformation, magnetic field intensity, temperature, etc.). As is well known (see, for
example, [46]), these factors cause a number of structural, phase size and concentra-
tion effects. As our attention is focused on size effects (SE) in strain in single- and
multilayer films, we note that they are further classified into external (scattering of
electric current at the external surfaces of the films and interfaces) and internal SE
(scattering of current at the grain boundaries). Strain effect occurs when compressing
or stretching of the bulk or film conductor [27]. The essence of physical processes at
strain effect reduced to changes on the microscopic level (increasing or decreasing
lattice parameter) or macroscopic and microscopic levels at grain boundaries or in-
terface (rotate and resize grains, the appearance of localized energy levels, changes
in the concentration and type of defects, the dependence of deformation [21, 36] pa-
rameter of specularity, coefficient of scattering (transition) at grain boundaries and
interface).

Although that strain effect was discovered by W. Thomson (Kelvin) in 1856, a
systematic study of this phenomenon began in 1930. A single stimulus for this was
the first production samples of wire-strain sensors by E. Simmons and L. Rouge, A.
Columbani, P. Toure, R. Parker and A. Krinsky, B.Verma (see, for example, [27]),
G. Witt and T. Coutts (see, for example [53]), G. Kuczynski [20], Z. Meiksin and
R. Hudzynski [28], and others made significant contribution to the study of strain
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effect in bulk and film materials in the years 1950-1970. All these studies, except for
works by Z. Meiksin et al., were experimental in character and mainly of practical
orientation. The end of 1970 and 1980 were marked with intense theoretical studies
of SE in the strain of single-layer metal films by F. Warkusz [52] and C. Tellier, A.
Tosser and C. Pichard (generalization of a large number of publications, see in the
monograph; [46]) and the beginning of similar studies on the example of two-layer
films in the works of F. Khater and M. El-Hiti [17, 18]. Testing of these theoretical
models has been made in works by I. Protsenko et al. (see, for example, [7]). In
addition, development of improved experimental methods of measuring gauge factor
(GF; [54]) made it possible to get new results for single- and two-layer film systems.

The transition from two-layer films to multilayers from the experimental point of
view is under no difficult methodical character; but, in terms of constructing theo-
retical semiclassical models, similar works proposed [17, 46, 52] that this transition
involves certain difficulties which, in fact, were not resolved at that time.

Semiclassical a model based on the concept of deformation effects in the electro
carry parameters of was developed [21]. This model gives good correspondence with
experimental results.

28.2 Theoretical Models of the Strain Effect in Single-
and Multilayer Films

Systematic studies of SE in strained film materials began in 1960, and the task
of Z. Meiksin and R. Hudzynski ([28], see also [33]) was an attempt to reconcile
experimental results, known at that time, about the longitudinal strain coefficient (y;)
with theoretical conception. Their theoretical model was based on the famous theory
of SE in electrical conductivity of monocrystalline plates by Fuchs-Sondheimer. The
authors [28] analysed five different ranges of thickness and structure state of films:

¢ Thick films (thickness d > 600 nm)

* Homogeneous continuous films (20 nm < d < 600 nm)
e Thin films of filamentary structure (10 nm < d < 20 nm)
¢ The films with islands which are contacted (d = 10 nm)
¢ Discontinuous tunnel-bound island films (d < 10 nm)

Note that for us, the greatest interest are the first two cases, since the other three
relate to discontinuous or island films, which are almost not considered in our work.
In case of thick films, we deal effectively with bulk samples and therefore values for
y; are obtained based on these formulas:

[
R=p—,InR=Inp+Inl—1na —1Ind,
ad

din)y dinp
V= - — +142u, (28.1)
d8] d81




28 Future Strain Properties of Multilayer Film Materials 347

where R and p are resistance and resistivity; / and a are length and width of the

sample; de; = dlnl = # is the longitudinal deformation; dnp _ ¥/ is the strain

’ dé‘]
_dina ~ __dlnd

coefficient note across resistivity; @ = T = —o8 is the Poisson coefficient.

¥/ can submit as:

dinp _ dinky dlnn 4 (28.2)
de - de; de = Mot T .

where Ay and n are the mean free path of electrons (MFPE) and their concentration
and 7., Ny are deformation coefficients for MFPE and electron concentration.

According to Kuszynski [20], wave number of electrons on the Fermi surface &/
at relatively small deformations can be expressed as:

k=1 — Bg)or Ink’ = —Beg,

where B is the coefficient the order of unity.

Thus, given n = 2zk’, the value for ylp is to be represented in the form

dln )\.()

P~
Y= d€[

+ 8, (28.3)

where, according to Mayadas and Shatzkes [26], B = —1 if at the deformation
dn > 0 (compression of the sample or increase in the number of interactions between
electrons with increase in the length of the sample) or § = 41 if at the deformation
dn < 0 (tensile of sample or decrease in the number of interactions between electrons).
The value 7,,, < 0 when the deformation leads to increase of MFPE and 7,, > 0
when the deformation leads to decrease of MFPE.

In case of homogeneous continuous films [28], the size ratio for strain coefficient
can be written as:

Y(k)

Yi = You — %(’ho] - /J/)’ (284)

where Y(k) = 2[k7'+2k(1—3k*)Bk)+ (3k* —3k—1—k"")e7*] and
Z) = 5 = [1+3k(1 = 5k) Bl — gk~ (1 —e™) = (§ + 16k — 16k%)e ]
[e9]

—the function of Fuchs. k = )\io’ the reduced thickness, and B(k) = f (%) dg,

the integral exponent (g, variable value). ‘

Since the ratio % is always greater than zero, the ratio between y; and yj
completely determined the sign of value (n,, — w): if (i, — @) > 0, y; will
always be less than y; and vice versa. Thus, dependence y;(d) is monotonically with
increasing thickness near the bottom or top to the asymptotic value y;o. According to
data[36,42]), y1 > y for films Sc ( n,,, can accept values from — 3.02 to — 4.04) and
Cr (15, can accept values from — 3.04 to — 9.17) and for invar alloy films (Fig. 28.1).
Note that similar results are also an example of two-component permalloy films
received authors [16]. Great contribution to the development of theoretical models
has been made by C. Tellier—A. Tosser—C. Pichard (TTP) which was generalized in

a monograph [46]. In a series of works, along with the effect of Fuchs-Sondheimer
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Fig. 28.1 Size dependence y; for Sc (a) and Cr (b) [36] and invar alloy films (c) [42]. Number of
deformation cycles: [J: IIT and ©: IV

(external SE), the internal SE was first taken into account by A. Mayadas and M.
Shatzkes [26]. They proposed the model of effective MFPE, linearized ratio and three-
dimensional model to qualitatively analyse the basic conformity to the law of internal
and external SE and also to calculate the main parameters of electroconductivity and
strain effect. In the case of polycrystalline film model, effective MFPE does not
restrict on the ratio between A and the average crystallite size (L).

Based on MS for conductivity (o),

o = ool f(a) — Ak, p, )], (28.5)

where p is the parameter of specular reflection from external surface film, f(«x) =

1 - %oz + 3a? — 3 In(1 + «~") is the function of grain boundary scattering of

electrons (¢ = %’ﬁ, where R is the parameter of scattering electron on grain
2w 00

_ 6 29 (1 1\ l—exp[—ktH(t,D)]
boundary), A(k, p,a) = = > (1 — p) { d@{dr ;‘z’?t,@) (TS — 75) T e G )]
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1

H(t,®)=142(cos®) ' -2 2,¢r = Col 5 (O is the angle between velocity
vector of electron and axis z), and TTP of ratio was obtained for y; in approaching
of effective MFPE.

After differentiation, In o (ratio 28.5) by strain ¢; was obtained:

1 — wg ’
vi=yh+ [f(@) — Ak, p,a)] ™! {(mm tAX - (1 T :fz) ! }

1 — s
1 e

, (28.6)
L=y

where u; and 5, are Poisson coefficients for substrate and film, and X and YE! are
known functions [8]. We emphasize that the ratio for transfer strain coefficient y;, has
a similar mathematical structure.

Some limiting cases of formula (28.6) are given, which allow to conduct qualita-
tive analysis of SE in strain. At the complete absence of diffuse scattering of electrons
(p=1), formula (28.6) is simplified to the form:

df (@)
Wyt Z 1+ gty + 2 (| 1+ 22 | 860
1— 257 Sfle)
where the multiplier 1 +—#- = f(a) = Z—Z ( po is the resistivity of the bulk sample).

When py = g and d — oo with Eq. (28.6a), we can get the ratio for y,;, where
the index “g” indicates grain boundary scattering of electrons

Yo 14215 + (14 me) f(@) (28.6b)
and at the L i— d — oo the equation given is similar to (28.1):

Vi~ Mg + 21+ ).

The calculated graphs based on the Egs. (28.6) and (28.6b) is shown in Fig. 28.2.

The physical sense of the graph for Fig. 28.2a is understood because it illustrates
the usual SE for strain coefficient of polycrystalline films. In addition, the graph
in Fig. 28.2b has no physical sense because of the uncertainty parameter ¢«, which
depends on both on L i R. The next step in the development of the theory of SE for
strain coefficient is a linearization model TTP [46]:

Vi = (Mgt + D f(@) = 2o(1 = Pt + D f@)H () — (1 — unU()]-d ",
(28.7)

where H(«) and U () are known tabulated functions.

If the dependence (28.7) in the linearized coordinates presented in coordinates
yi - d versus d, then the angular coefficient can be calculated (,,; + 1) f (o) and then
of the intercept on the axis y; - d— value Ao(1 — p).
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Fig. 28.2 y/ versus reduced thickness (a) and y; versus grain boundary scattering parameter (b)
for polycrystalline films: a: 0, = 1.15; ug = 0.40; uy = 0.38; I—p =0; @ =0.25; 2—p =0.25;
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= 0.40 [46]

For coefficient y;, authors (Teiller and Tosser [46]) have obtained the equation:
F'(vy) + G'(vy) + G'(&)
M(vy, vy, a)
usG'(vy) — F'(vy) + W'G™ (')
M(vy, vy, )

Vi=0ng + 1 —my

+ (14 2up), (28.8)

which adopted the following notation:

My vyl = F ) + G o)+ Glon —2= 28 = L
© ’ ‘ po  fla)
, dF(v) dG(vy) _
Fl(v) = v = F '), G'y) =, dvyy G '(vy),
dG, 1
G0y = v LG G2y By = v, | 5 -, +vin(1+v N |;
dv, 2
3 1 5 . Lof. 1\
G(vy,) = va,_\, Vo~ 3 +(1 - vyyz)ln(l + Vy,z) , Uy = % ln; s
Ly.(, 1\ IR d( 1\
wo=pu =i o o

where r is the transmission coefficient at the grain boundary and .’ is the reduced
Poisson coefficient.
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Fig.28.3 Strain coefficient versus thickness films Cr (a) and Cu (b). B: obtained using the calculated
p/po value; [I: using the experimental p/py value; B using the experimental p/p, value; A —
experimental plot. The numbers presented in the vicinity of point A are the calculated value of the
deformation coefficient 1, obtained using the experimental p/py value [7]

Experimental data for Cr and Cu films and calculate data based on the three-
dimensional model (Eq. (28.8)) in Fig. 28.3 are presented in the work by
Chornous et al. [7]. As is evident, the poorest correspondence is found when the
value M(vy, vy, vé) = % is theoretically calculated. This allows the conclusion
that the deformation coefficient of the MFPE is a size-dependent parameter of
electroconductivity (Fig. 28.3).

It can be accounted for by the MFPE depending on the film thickness. The poor
agreement of the three-dimensional model with the experimental results under rel-
atively small thickness is due to the theory when 7,, = const. The idea of size
dependence of the given parameter versus film thickness and grain size cannot bring
about objections even for the consideration that many different physical quantities
also dependent on the film thickness. Thus, the three-dimensional model for strain
coefficient is at satisfactory agreement with the experimental results at the additional
hypothesis on the size dependence of deformation coefficient of MFPE versus film
thickness.

Systematic theoretical investigations of strain effect of two-layer films and mul-
tilayers were established in the works by F. Khater and M. El-Hiti [17, 18] for
monocrystalline and I.Protsenko, L.Odnodvorets and A.Chornous [37] for polycrys-
talline films. These authors show that two-layer films can simulate parallel wiring of
point contacts. The fact that all theoretical models give good agreement with exper-
imental results demonstrates compliance with real film samples providing parallel
connection.
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Thus, according to Khater and El-Hiti [17, 18] and Protsenko et al. [37], we can
write:

1 a
E = 7[0’01 Fi(dy, Xot, PT, r)dy + ooy F>(dy, Aoa, p;" )d>], (28.9)
where p/ is the effective parameter of specularity ( p} = pl‘;PlZ = pzo-zrplz . where

P1, P12 and pyo are the parameters of specularity at the boundary film/substrate,
interface and film/vacuum, respectively).
After evident transformations of equation (28.9)

dR
7 = —(dln d] =+ dln 001 =+ dll’l Fl)A] — (dll’l d2 =+ dll’l 001 + dll’l Fz)
Ay — (Ina — dInl),
djoo; Fi djo; — 1
where A; = Zonhr i DTy = dror o and dIn! = dg;, we obtain
A (1w s = IO oy (1 = Y
v = A Mol + M dinl 2 Mool T K2 dinl Mss
(28.10)
where d;‘fn”f = —(1 4 o0
. dinF, _ dhnF dink; dinF; _ ;
Since drlln] = dll:lk (Mgt — M) 4 4 dln (77)»0, /Lk)d1;1kk and dlIIllk - /gm
2’}[‘: ,’; ﬂo’ (B is the thermal resistance coefficient (TRC); i—, k=1, 2 and i # k),
after substltutlons in the previous equation, taking into account that
B Bot
=A {(V011+M/1)+ (1 (1 _Vo1z+M1)+(1 V021+/‘L2)
Bor Bo2
B , Bo2
Ay {()/021 + 5 + < (I =y + 1) + (1 — vy, + 1)
Bo> Bot
14 p. (28.11)

Since this equation corresponds poorly to experimental data, the authors [21] pro-
posed a semiclassical model, which included the dependence from deformation ( &;)
not only for MFPE but also p, r and Q (transition parameter of interface) parameters.
Derivative functions by Fuchs in Eq. (28.10), for example F;, may be written as:

din Fy _ dln Fy(ki,my, pi,r) <dln Fidlnk; dhnF, dlnm1>
dinl dinl dink, dlnl dinm, dlnl
(dln Fidink; dlnk, dlnF; dlnm, dlnm2>
dink, dinl dinl dinm, dlnm, dlnl
(dln Fi dlnk, dln pf  dnF, dlnk, dln Q)
dInk; dln p} dinl dink; din Q dinl
(dln Fidink, dink, din p;  dIn Fy dink, dInk;, dln Q>

dInk; dlnk; dln p5 dlnl dink, dlnk, dln Q dlnl
(28.12)
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Fig. 28.4 Scheme of scattering and interlayer electron transitions: 1, I”—surface scattering; 2,
2', 2"—grain boundary scattering (GB, in general case r; # r, # r3); 3, 3/, 3"—scattering and
transition on interface [21]

where m; = k%’ is the reduced mean size of crystalline.

From Eq. (28.10) and ratio (28.11), the authors [Zl]al[()roposed an equation for y;
multilayer with the arbitrary amount of layers, which takes into account the surface
and grain boundary scattering of electrons more correctly. In the case when electric

properties of i—layer are stipulated by electrons i-layer and (i+ /)-layer, which pos-
sible by the implementation of conditions: Ag; = dy + da, App = dy + # and

Aoz = ds + d, (electron transitions, which corresponding to this situation, are shown
schematically in Fig. 28.4.) for three-layer equation for y; has the form:

Bi dln ky dln k; dlnm;
=A P N—(1 - 2= 2 o 1— ’r_ , _ —n,
" : {(Vou * Ml) ( Bo You T Pi T 01 T r

+vo —1l—p' —n 2zdlnk2 — N dinks —szdlnmz Bon
02 P~ din p, dinQ, """ dinr,/) Bo |
, ﬁz , dln kz dln kz dln ny
A{(/’ )717— 2P 1y — - -
+ Ax (Vg T 11 Boa You Mo = Tpat e " oA - 0, Nra1 dinry
T ]/p —l—ugl—ﬂgld]nkB —nox dlnk; _nqldlnm; &_
o3t S " dInps “dinQ; 7 dinrs ) Pos ]
B3 din ks dln ks dinm,
A{(" ’)—1—— 2P 1=y — - —
+ Az Vg, T 13 Bos Yo My = Mp3t e s nest e 0, Nr31 dinrs
, dln kz dln kz dln my /303 T
Po—1—u — — — — 1 , 28.13
+ (yozt M2 = Mp2u din ps N2 dln 0, Nr2i dln rz) Bos | + 1+ s ( )

where it is considered that Q; = Q12 =Q21, Q2 =Q21 =Q23 and Q3 =Q32 = Q23;
03 = le-;sz and Q3 = Q12-§Q23.

We note that Eq. (28.13) can be relatively easily compared with experimental
data, since its right side are values and parameters that can be calculated on the basis
of experimental results for single-layer films. To do this, for all single-layer films,
which consist of the three-layer system, we need the size dependence of TRC in
both static deformations (for example, ;; = 0 and ¢, = 1.0%) and the constant of
average grain size. These data together can be calculated with parameters such as
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Fig. 28.5 B versusd (a) and B -d versus d (b) for non-deformed (¢; = 0) and deformed (¢; = 0,01)
Sc films [36]

DTy Ags Mgl N pls Mris % and 4L (for more details, see [32]) using the linearized

ratio and model of isotropic scattering TTP [46]:

B-d=p, d— By ro(l — p)H(a), (28.14)

where H (), as in Eq. (28.7), is known with the tabulated function,

3 1
Bld=p;" d+ 3 By o ln (;) (28.15)
A 1 R 1
B Bo=14+145-Zn(=), ——==097In(-).
L r 1-R r

Example of size dependence for films in Sc coordinates B —d and § - d — d are pre-
sented in Fig. 28.5. Based on these dependences for films Cr, Sc and Cu electrocarry
parameters (Table 28.1, Fig. 28.6) were calculated, which were used for testing the
theoretical model (28.13) for three-layer films based on Cr, Sc and Cu.

Results of testing are presented in Table 28.2. These data show that in the model
(28.13) taking into account the deformation effects correctly makes it possible to
forecast strain properties not only for three-layer film systems but also multilayers.
But along with this it should be noted that the correspondence of experimental and
calculated results in the case of three-layer films of Cu/Cr/Cu is 25-27 % and in case
of double-layer films [Ni(25)/V(25)],/S (n=1-3) is 27-31 % [32]. This difference
is related to the fact that Eq. (28.9) is obtained under the assumption that there is
preservation of identity of the individual layers. These film systems are impossible to
realize, even in the absence of bulk diffusion or limitations (such a situation occurs
in the samples based on Cr, Cu and Sc and Cu and V), as much grain-boundary
diffusion causes mixing of elements (see, for example, [40]). As a result of diffusion
processes in the process of condensation or heat treatment solid solutions (ss) can
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Fig. 28.6 Value of coefficients r (a), n,; (b) and ”;11‘; “ (c) for Cr, Sc and Cu films

be formed with unlimited or limited or intermetallic solubility [5]. Naturally, these
processes lead to a change of parameters r, 1,7, Q and ‘fill‘:lf both aside increases
and decreases. Trying to take into account the influence of diffusion processes on the
conductivity of two-layer polycrystalline films was carried out by the authors [8].
But the obtained value includes many different options that are not always possible
to determine experimentally or calculated.

The second factor that causes some discrepancy of experimental and calculated
data for GF is associated with the nanostructure of individual layers. This is not to
withstand the stringent requirement (L = const) model of isotropic scattering and,
consequently, the parameters Ao, p and r are calculated accurately.

In conclusion, this section should emphasize the following. Model (28.13) allows
us to understand the physical processes in multilayers on a microscopic level, but it is
difficult to forecast strain properties on the basis of this model. From this perspective,
there is a more efficient use of macroscopic models.
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Table 28.1 Electrocarry parameters and strain characteristics at the 7 =300 K

S. I. Protsenko et al.

Electrocarry parameters Strain characteristics
g =0% &g =1% Mgl jll;lf)
Cr
p=0.105 p=0.056
Xo(1 —p)=56.1nm Xo(1 —p)=64.6nm
Ao =62.7nm Ao =68.4nm —-9.17 0.048
Be  _ Be  _
ey = 0-9 Fae=) = 090
Sc
p=0.144 p=0.181
Ao(1 —p)=138nm Ao(1 —p)=156.9nm
Xo=161.3nm Xo=166.2nm —3.02 —0.174
By Be _
ﬁo(fg=0) =034 /30(£g=0) =030
Cu
p=0.193 p=0.125
Xo(1 —p)=33nm Xo(1 —p)=34.5nm
Ao =40.9nm Ao =39.4nm 12.20 —0.382
Be Be  _
A=) = 078 A=y = 070
Table 28.2 Comparison of the experimental and calculated data
Film system (thickness, nm) Gauge factor, y;
CeXp___ cal.
Experiment Calculated by model (28.13) % ch? :
(i
Cr(70)/Cu(45)/Sc(55)/Substrate 17.0 17.6 —0.03
Cr(55)/Cu(120)/Sc(250)/S 7.5 8.3 —0.10
Cu(25)/Cr(80)/Cu(50)/S 9.5 7.1 +0.25
Cu(120)/Sc(70)/Cr(75)/S 7.8 9.3 —-0.19
Cu(140)/Cr(65)/Sc(200)/S 8.2 7.1 +0.13
Cu(140)/Cr(80)/Cu(75)/S 7.0 5.1 +0.27

In the case of systems that contain individual separate layers (“biplate” film system
type), formed by a thin transitional layer of solid solution at the interface or around

the volume of the sample, ratio for y; are as follows [32, 38]:

P o
=i +vh—
Y YniT V2 d +d>

v E v vl +vh

p dip+dopy Yip1dy — prdaps + v pady — padi i
p1ds + pady ’

(28.16)

(di =AW pss P2+ vhpss p2) + (da — A5 PssP1 + Vi Psso1)

(di — d)pssp2 + (da — dY)pssp1 + (df + d3)p1p2

d! + &) p1o2 + vHe102)

+ 7" " " /" ’
(dv — d\)pssp2 + (do — dy)pss o1 + (df + dy)p1p2
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where py, is the resistivity of solid solution and d{’ and d; are the thickness of layer
ss under interface on first and secondary layers.

P — vhpici + piciyfi +vhmer + pavs o v N Vi (28.17)

= = ’ :
c1p1+ 22 1+22 1428

where y;; = ‘Zlfncli is the relative change in concentration of the i-element at

deformation.

28.3 Strain Properties in Range Elastic and Plastic Deformation

Unique physical and mechanical properties of nanocrystalline bulk and nano-
dimensional and nanocrystalline film samples are of great scientific interest. Inves-
tigations of the mechanical properties of fibrous crystals (the so-called “whiskers”)
preceded this increased interest. In these materials were revealed a wide range of
the elastic deformation, which was about percents (for example, 3.8 % (Cu, Cr) and
4.9 % (Fe)) exceeding some 100 times the range for monocrystals; high coercitivity
and hardness were only 15 % less than the theoretical value.

During the investigation of bulk and film nanocrystalline materials, great attention
was paid to the study of their mechanical properties and the mechanism of plastic
deformation [10, 11, 30, 34]. In this work was shown that the initial stage of the
plastic deformation of bulk nanocrystalline materials is conditioned by the micro-
slippage along the grain boundaries and cannot be described within the classical
dislocation mechanism. The authors performed the investigations of the deformation
mechanism by the stretching of Cu bulk samples (the nanograin size is 40—-60 nm)
and of Fe;35CuNbsSij;5Bg alloy (10 nm) directly in the electron microscope col-
umn. They concluded that in this case the deformation is mainly realized due to
the nanograin rotation (rotational deformation modes) and the defect interaction in
the boundaries and the near-boundary zones. The authors [22, 23] carried out “in
situ” investigations of the mechanical properties and deformation mechanism by the
example of thin Al films of micron thickness. It was established as well that the
mechanical characteristics of free films and bulk samples are considerably different
that is explained by the local decrease in the grain thickness with the appearance of
the internal stresses as a result of dislocation localization inside their volume. Mea-
surements of the Young’s modulus for multi-layer film system based on two-layer
nanodimensional Cu/Ni fragments of the thickness from 1.6 to 12 nm are carried out
in Cammarata et al. [4]. Obtained value of the Young’s modulus E of the multi-layer
system was from 1.02 to 1.10 of the calculated value £ = c| E| + ¢, E,, where ¢; and
¢, are the concentrations of Cu and Ni atoms in separate fragments.

The authors [10] obtained the diagrams of the deformation of the coarse-grained
(grain size is more than 1.5 pwm) and fine-grained (grain size is less than 0.5 jwm)
Au films in the thickness range 0.2-2 pm. It was established that in the first case the
mechanical properties do not substantially differ from those of bulk samples, except
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Fig. 28.7 Diagrams of the deformation for Cu (a, b) and Al (¢, d) films of the thickness of 0.2 (H)
and 1.0 (o) wm. Film width, pm: 5 (OJ), 10 (M) and 20 (o). (From [11])

for the low film plasticity. The strong dependence of the mechanical properties on
the deformation velocity was observed in the case of the fine-grained samples.

Systematic investigations of the size effect in the plasticity of submicron (thickness
is from 0.2 to 1 wm) Cu, Al and Au films are presented [11]. Obtained deformation
diagrams (Fig. 28.7) allowed to determine the Young’s modulus and establish new
features of the mechanical properties.

Thus, for example, in Cu film when the thickness decreases from 1 to 0.2 pm
the liquid limits increase from 160 to 345 MPa, and in Al films of the thickness
of 0.2 wm, the plasticity is not observed at all and their brittle failure occurs at
a stress of 375 MPa. Transition from elastic-to-plastic deformation takes place at
the longitudinal deformation ¢, = 0.25% (Al films), 0.1 — 0.2 % (Cu films) and
0.05 — 0.15 % (Au films) that corresponds to the same value obtained by the authors
[15] by the example of Pd films (Fig. 28.8) of the thickness of 4 pwm ( g;,, = 0.25%)
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Fig. 28.8 Diagram of the G, MPa
deformation for Pd film with 300 b
a thickness of 4 um [15]
200 ¢
100 f
0 L
0 1 2 3 &, %

and of multi-layer film heterostructure based on Mo and Cu with the thickness of the
separate layers up to 15 nm (&, = 0.235%). In particular, the author [29] has studied
the mechanical properties (limits of elasticity, ¢;,, and hardness, o,,, and the Young’s
modulus) depending on the thickness using epitaxial, polycrystalline oriented and
quasi-amorphous Au film of the thickness of 50—1500 nm. It was established that
&r < 1% and o,, and E do not have a precise correlation with the film thickness,
although in both cases their general tendency to decrease with the increase in the
thickness when the dependences pass through the maximum is observed. The author
notes a significant increase in o, in comparison with bulk samples: 20—48 MPa
(films), 10-15 MPa (annealed samples of bulk Au) and 20-30 MPa (“whiskers”).
At the same time, the Young’s modulus has a smaller value in comparison with bulk
monocrystals: 4-8 GPa (films) and 4.2-11.4 GPa (bulk monocrystals)

The authors [22] by the example of Al and Al, 1.5 %Ti films obtained the diagrams
of the deformation and established that &, = 0.17 and 0.30 %.

The work [48] presented data of other authors according to which &, =0.17—
0.30% for Ti—(48-51)%Ni films and for Cu films by ion deposition method
& =0.40 % (d = 0.5-1.5 pm) and by magnetron deposition method &, = 0.1-0.3 %
(d=1.5-2.5 pm). In film materials, the grain-boundary electron scattering [3, 32]
makes a substantial contribution to the gauge factor, that is conditioned the value
of y; up to some tens of units [39]. Authors of the work [48] obtained single- and
two-layer films (thickness of the separate layers is from 10 to 80 nm) by the thermal
evaporation method in the vacuum chamber with pressure of the residual gases of
10~* Pa on the polystyrene substrate, which was beforehand prepared by contact
pads [39].

We have to especially note that high adhesion of metal films to polystyrene leads
to measuring the strain properties on the system film/substrate. In this case, since the
elasticity limit of metal films ¢, is less than 2 %, all measurements were performed
in the conditions of elastically or plastically deformed film and elastically deformed
substrate. They were guided by the results [4, 10, 11, 15] while determining the value
of g;, by the indirect method (using the dependence of the resistance R on g;).

Investigation of the strain properties was carried out using the developed au-
tomated system (Fig. 28.9) that gave the possibility to realize many deformation
“stress-strain” cycles under static and dynamic conditions at the deformation speed
from 0to 0.1 %/s. Hardware of this system consists of the frequency meter; 8-channel
16-bit sigma-delta ADC ADAM-4018 by which the sample resistance is measured;
relay module ADAM-4068 (which is the source of the driving voltage of the elec-
tric motor); USB RS232/422/485 interface converter ADAM-4561; asynchronous
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ADAM - 4561
a

Fig. 28.9 Structural representation of the automated system (a) and interface of the developed
software (b). Dependences of AR/R;, obtained during VIII-XI deformation cycles (Fig. 28.10a)
under different deformations

capacitor motor and webcams of Creative Labs. The experiment control and result
processing were performed based on the software developed in LabVIEW 8.50 using
the machine vision module LabVIEW Vision Development Module 8.2 [39].

InFigs. 28.10 and 28.11, there are examples of different deformation dependences
for Cu/Cr/S and Fe/Cr/S two-layer films, which show change of resistance and the
value of the momentary coefficient of longitudinal GF: y;,, = R% . 2712, depending
on g, is to be correlated with the type of deformation.

Linear character of R and AR/R; dependences on &; within the interval up to 1 %
for [I-VII deformation cycles can be explained by elastic (up to &; = 0.25%) or quasi-
elastic (within &=0.25-0.90 % interval) deformation of Cr film. Sharp distinction of
the deformation cycle I from the other cycles can be explained by different relaxation
processes, which take place there (such as partial turn of grains, microplastic defor-
mation, reallocation and motion of imperfections of crystalline structure and foreign
atoms, etc.). When increasing the longitudinal deformation up to 2 %, we transit to
the range of plastic deformation as can be inferred from the nonlinear dependences
of R and AR/R; on ¢;.

Figure 28.10 [39] shows that there occurs a peculiar stabilization of microdeforma-
tion processes when a large amount of deformation cycles takes place (non-elasticity
effect in polycrystals), and this fact lets us find a certain analogy with thermal
stabilization of resistive properties of film materials.

Relatively large rate of increase of resistance under deformation may be an indirect
proof for this assertion. In view of the fact that 3 in the range of plastic deformation
has relatively large values for both systems, we focus our attention on a certain
contradiction between this result and the data for bulk samples. In the range of
plastic deformation of bulk electrical resistance strain gauge, the relation between
yor and the coefficient of longitudinal GF is expressed by the Eq. (28.1). Based on
the investigated strain effect in range elastic and plastic deformation, the calculated
values of ¢;,, for double-layer systems are presented in the Table 28.3. The value of
&y corresponds to the maximum on the dependence y;; versus ¢; (Fig. 28.10b-d
and Fig. 28.11).
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Fig. 28.10 Dependences of R, AR/R and y;y on g for Cu(20)/Cr(14)/S film systems (a, b) and
Cu(20)/Cr(30)/S (¢, d). Index “i” is the mark of initial value of R; i is the number of Ae¢ interval and
i is the mean value of GF [39]. The speeds (1 % per T = 140, 67, 30 and 20 s, respectively). Let
us draw the conclusion about weak dependence of y; on deformation speed: y; 2.30 when 7 = 140
s and 2.50 when 7 =20 s. Transition from elastic deformation to plastic deformation exerts much
more influence on the GF value than the change of the deformation speed. At the same time, the
proximity of y;y and y; values and similar character of the dependences of AR/R; and y;y for
Fe/Cr/S film system (Fig. 28.11) allows one to assert that in this case the plastic deformation takes
place starting with &, = 0.4

At the elastic deformation, the grain-boundary slippage takes place according to
which the first term in Eq. (28.1) is to be equal to zero, and, when p = 0.5, yo; = 2.
The data we obtained for the film samples allow to conclude that there is a significant
contribution (more than 10 units) of grain-boundary electron scattering to the total GF
value. Size dependences of ; on the thickness of one of the layers, when thickness
of the other layer is specified, which are represented in Fig. 28.12, indicate that
7/ = 2 most probably takes place in the range of elastic deformation. The results
obtained for the range of elastic deformation are in agreement with the calculated
results obtained from the macroscopic model for the “binary plate”-type film system
(Eq. (28.16)). It should be noted that experimentally obtained results for the Fe/Ct/S
system do not agree (agree with an accuracy of 30—40 %) with Eq. (28.16), as in this
case where the results were obtained not for a two-layer film system but for a one-
layer two-component film, phase composition of which represents a solid solution
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Fig. 28.11 Dependences of R, AR/R and y;), on g; for Fe(21)/Cr(31)/S film system in range Ag;
0-1% (a) and Ag, =0-2% (b) [39]

Table 28.3 Values of ¢y, for different double-layer film systems

Film systems  Fe/Cr Cu/Cr Pd/Fe
Fe(20)/ Fe(40)/ Cu(20)/ Cu(20)/ Pd(10)/
Cr(30)/S Cr (30)/S Cr(20)/S Cr(35)/S Fe(20)/S
&, %o 0.40 0.30 0.40 0.25 0.50
% T
Vi3 T T T T T T T T

il _ , , , . ,
— 15 30 45  dg.nm

Fig. 28.12 Size dependences of 3; for Cu/Cr(14)/S (a) and Cu(20)/Cr/S film systems (b): 1, 2—
Ag; =1%; 3, 4—Ag; =2 % [39]

(a-Fe, Cr). Such a conclusion is proved well by experimental results for Fe/Cr good
agreement (agree with an accuracy 15-20 %) with calculations made according to
the Eq. (28.17) for film alloy.

The effect of abnormal increase of momental longitudinal strain coefficient y;,
under the deformation &; can be explained [49] with nonlinear deformation processes.
To establish conditions for the appearance of the maximum in dependence y,; versus
€1, We use equation, i.e. extremum condition.
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After derivation of Eq. (28.16) and assuming that %’—;;‘ ~ 0 and (%) have

relatively small size (order unit), the extremum condition can be rewritten as:

avi; av;
L0 180 L viih Vz_f2+ g P12 + 5 pad

o1 0g] P2 dgl  pi P pids + pady
+ V[fpoldz()//fl —2u2) + Vlfzpzdl()ﬁfz - 2,“1)' (28.18)
p1dz + pady

Assuming Poisson’s coefficient, depending on the deformation, i.e. %k # 0, we
obtain an equation that is very similar to (28.18). Both of them take the following
form:
3% pi 3%
— ===y 0+ v 01, 28.19
P2 9e2 P1 3e Yii1P2 + VjiaP1 ( )
if we consider that v /p ~10'0hm™'m~"', ! - d/(dy + d») ~10 and ;] -
pd ~10~*Ohm m?
After derivation Eq (28.17) and assuming that value
extremum condition similar to (28.19):

'“n”’ = 0, we obtain the

i32,01+ 1 3,02~

—_— Ci+ C 28.20
p1 962 | ps 96 = yHCi+v5Co. ( )

Equations (28.19) and (28.20) can be written as follows:

For o, *p
= ; + =Cyand — 2 =
Viio — 9e 2 vin = Ci 381 P1

el p;

1 9 ,02
Vi + Vii2 — = (, (28.21)

at the condition that p; slightly depends on the deformation. Analysis of ratio (28.21)
makes it possible to conclude, that if

2
pL . | 9°m m .
m |5 B¥iia + vy or

32/02
85

> p1(yfc1 + vf>c2) in dependence y;;

versus g may be place maximum (% < O) Under this condition, the dependence

1
of the resistivity on the deformation is nonlinear:

p(e) = %Clelz + A& + B; (“biplate” film system type),

p(e) = %Czslz + Ase; + B, (system where solid solutions are formed),

where Ay = (9p/0¢)),, is the sensitivity of the resistivity to strain at g ~0;
B = p(0) is the initial resistivity value.

A similar conclusion we get in the analysis of the two limiting cases p; >>
and p; << p;. We also analysed the influence of different electron scattering mech-
anisms on the tensoresistive properties in terms of the Eq. (28.7) using the results
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Table 28.4 Parameters electrocarry at elastic and plastic strain

Film Elastic strain Plastic strain
systems Ag =0—(Agy —0.1),% Agp =0—(Agy, +0.1),%
Yi o, g, Adlg, R Yi No» Ag, Adg, R
nm nm nm nm nm nm

Fe(20)/ 3.4 94 42 —1.0 036 5.6 87 40 —-34 038
Cr(30)

Fe(50)/ 3.9 —1.1 040 10.7 —-32 041
Cr(30)

for Fe/Cr film system as an example. The value Ag and A, = A, - f(a) in the dif-
fuse approximation (p =0), A, under strain and R in range of elastic and plastic
deformation were presented on the Table 28.4 [3].

It follows from these data that grain-boundary and volume scatterings are primary
mechanisms responsible for the strain sensitivity of the films (as can be judged from
large AA, and R). Remarkably, the character of electron grain-boundary scattering
does not depend on the straining mechanism, since the difference between R in the
elastically and plastically strained films is within the experimental error.

Our investigations show that film systems of Cu and Cr or Fe and Cr can be used
as sensitive elements of strain sensors. If we compare the y value of the above-
mentioned film systems with one of different film materials as sensitive elements of
strain sensors, we can state that in certain cases Cu/Cr and Fe/Cr two-layer films have
an advantage with respect to the y; value. Thus (see for example [39]), in Ta oxynitride
films, which have been analysed as high-temperature sensors, ¥ = 3.0 —3.5 units; in
diamond polycrystalline films ; = 40 — 50 units; in TaNy films (x =0.04 — 0.20), 7,
varies from 3.4 (x =0.04) to 6 (x = 0.12) units, and after TaNj og film annealing from
870 up to 1270 K, value of y; reduces from 4.25 to 4.05 units; in Si nanocrystalline
films, 3, = 10 — 25 (p-type) and y; = —(10 — 20) units (n—type).

Therefore, our results are, up to some degree, in good agreement with the reported
results in the literature for the strain sensitivity requirements.

Our investigations show that the strain at which the elastic—plastic transition takes
place depends on the film thickness and decreases monotonically with increasing
thickness. In double-layer Fe/Cr films, the grain-boundary scattering of electrons is
equally effective under elastic and plastic strains, since the respective grain-boundary
scattering coefficients (about 0.4) coincide within the experimental error. Electron
scattering in the volume and at the boundaries of grains leads to a 30 % decrease in
the MFPE.

28.4 Temperature Dependence of the Strain Coefficient

The temperature dependence can be analysed based on the definition of the coefficient

of thermal strain coefficient 8,; = % . % and ratio for y; = % . (3—5) . Then the
T
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ratio for ,, can be represented as follows:

[1 IR }‘[a 1 3R }___i_l d (R 2829
welw@) ) @) ) - (@), e

After substituting ratio (28.1) to (28.22), we may obtain:

y—1—=2u 1 1 3%
By ="—L -+ C— , (28.23)
Y — 1-— 2[1,]0 1% 8518T

Vi
the condition y; >> 1 is simplified to the form:
g gy L. O (28.23a)
=— — . .23a
" vip 9edT
In case agjéor = 0, ratio (28.23) is simplified to the form
By, =B (28.23b)

in accordance with the conclusion [53].

Note that the second term in ratio (28.23) and (28.23a) may be of the same
order as B (for example y; ~ 1, p ~ 107® — 1077 Ohm.m and 3‘;% ~ 107 —
1071 Ohm m K™'), and therefore the ratio (28.23b) not performed. In the anal-
ysis of (28.23a) we limit to two cases: 8 > 0 (polycrystalline films and 8 < 0
(nanocrystalline or amorphous films). In the first case, B,, > 0 provided that

02 a2
,8<#-azl—a”Tandel—B/’T>O.
In this case, y; will increase with increasing temperature, possibly by law [47]
y; = C; 4+ C,T, where Cy and C, are constants.
This conclusion is confirmed by the example of polycrystalline films of Cr, V and

film alloys (Co-Ni) and (Ni-Ag; Table 28.5). In the second case, when 8 < 0 and

a;% > (0, though possible less stringent conditions:
1 02 a?
— 2P g 2L o,
yip 080T dg 0T

when the value will also be greater than zero.
This occurs in case of nanocrystalline Mo i W films (Table 28.5).
In this case, we will have a negative value if 8, < 0 at conditions

2

1 92 ad
P < |B| at the p
0g;0T

vip 09e0T

This is obviously the case with poly- and monocrystalline films of In, thick films RuO,
+ glass and WO3 + RuO, + glass and nichrome wires (Table 28.5). These data again
confirm the conclusion that the ratio (28.23b is performed. We obtained a correlation
between the values y; and B for TaN-Cu nanocomposites with different content of
Cu [12]. Thus, at Cu concentration from 15 to 50 at.% y; increases from 1.83 to 4.50
units and 8 increases from — 0.8x1073 to +2.18x1073 K~!, i.e. y; increases with
increasing temperature. Similar data is known for multilayer Cu/Fe [1].

<0
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Table 28.5 Temperature characteristics of strain sensors [31]

Sensitive element of strain sensor B x 103, K! By x 103, K! 32’]ng -10°, Ohm m K!
Polycrystalline film Cr 0.65 5.00 4.0
- 0.70 6.00 4.5
Polycrystalline film V 0.23 0.28 7.0
Polycrystalline film Co-Ni - 0.13-0.26 —
Film alloys NixAg|_x

x=35% 0.84 2.70 17.0
x=45% 0.81 3.10 12.5
x=50% 0.75 3.30 11.8
Nanocrystalline films Mo —0.09 9.90 11.4
Nanocrystalline films W —0.20 4.00 16.0
Mono- and polycrystalline in films —— —(0.45-0.70) —
Thick films:

RuO, + glass - —-0.22

WO; + RuO; + glass — —0.51

Multilayer Cu/Fe - 7.02-7.64 —

28.5 Magnetodeformation Effect

Question about dependence of the strain coefficient of film and bulk materials versus
the value of magnetic field (the magneto-deformation effect) is among the little-
studied ones, though it is a subject of current interest. Thus, the authors’ [55]
investigations of magnetic field influence on the GF of amorphous metal alloys were
based on Fe and B basis and determined its very essential influence on their values.
Authors explain the obtained results by the Young modulus change under magnetic
field action (the so-called AE effect). The authors [51] carried out theoretical and
experimental study of the magneto-deformation effect on the example of diamond
films with p-type conduction. It was established that in the range of deformation
Ae=2 x 107> — 10~ on magnetic film B =3 T, the value of GF decreases to 10 %
that is connected with the deformation-induced change of valence band and with the
influence of magnetoresistance effect.

Quantitative characteristic of magneto-deformation effect may be the magnetic
coefficient of strain coefficient, the methodological basis of whose introduction can
be the same as for the thermal coefficient of strain coefficient (ratio (28.18)), that is,

1 (9y
k
_ 1 , 28.24
P Vi <3B>81 ( )

where index “k” corresponds to the longitudinal, transverse or perpendicular
geometry measuring.
Using Eqgs. (28.1) and (28.24) for 8,5, we get [35]:

18 (13 Ko 100 a0 1 3%\
k
_ 29 (1% i, — (= L . (28.25
Prs 7/133< T Mf) y,( p2 03B 38[+p88133 ( )
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We assume that in film samples the weak magnetostriction effect takes place, and

therefore 1y does not practically depend on the magnetic field. Ratio (28.25) is
transformed to the following form:

1 1op 1 9% k
Bho= (ool
Vi pde | pdedB

—1-2 1 1 8%\
- u<—ﬁ3 + 2P ) , (28.26)
Vi vi—1—=2uy podgdB

which provided y; and y; > 10 simplified to the form

gt o~ gty (] 2p \' (28.26a)
= — — , .26a
ne B \yp 8e0B

in relation (28.26a) into account Eq. (28.1) and through ﬂg =
resistance coefficient.
The simplified ratio (28.26a) allows to qualitatively analyse the field dependence

y; (such analysis for y; has not principled difference). In case ,3§ < 0, y; increases
k

l_ﬂ i
598 1 s the magnetic

3
96108 35
Probably, this case takes place in double-layer films on Cr and Fe basis, for which

the value of y; in magnetic field is by 3-6 % more than 0.1 T [45].

k
P -

k
in magnetic field), if ( > 0 or (

k
If |Bp |k ‘ 5698 ) value of y; decreases in the external magnetic field, as it takes
place in diamond films [51] or metal alloys [55] under relatively strong fields. In case,

92p k
Bl BB‘ nd(as,aB) <
2, \F k
0. At the same time, under conditions (3 o5 ) > 0and (38 5 B) > |Bs|* the value

y; increases in the external magnetic field, although these experimental results are

unknown.
A similar analysis of magneto-deformation effect in the double-layer films systems
is made in the work of Makukha et al. [25] at the used ratio (28.16). The ratio for

K has the form:

when /3’;; > (0, the value of ,Bk > 0 at the condition |85 |* <

YIB

T S S Y101d2(Byi 8 + BpiB) + v202d1(Byy 8 + BpyB)

VB TERL e 2 (p1dy + p2d))

+ BpiBp1d2142 + Bp, B o2d1 141 " (Boysp1d2 + By p2d1 )(v202d1 + y202d1)

(p1d> + p2dy) (p1d2 + podi)?
_ (Bpup1da + Bpsp2d)(v2p2d + vap2di)  (Bppida + Bpysp2di)(pr1daper + pzdl,ul)
(o1d2 + p2d1)? (p1d> + p2d1)?
where

EY 301 o \1™"
g = ﬁpZ(dl +do) + 7)01(‘11 +d2) | (p1dx + p2di) — p, p2(di + do) fdz + ﬁd]

1
5[,01/)2(611 +dy)(p1dy + Pzdl)]
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~Bosi02di + Bop2p1da

pidy + pad,
k 1 0, k . . . T
where g, = (; . #) is the magnetic coefficient of resistivity.

Ratio for ﬂfw greatly simplifies in two limiting cases:

k ~ pk k . k ~ nk k
atd, << dj, IBVZB = y13V1+.3p23M1, andatd, >> d, yiB = y23V2+,3p13M2-

As with single-layer films, these limiting cases follow the conditions under which
GF increases or decreases in the external magnetic field:

if 8,5 > 0% and /3];23 > Oor,B]’le > 0, then /3];23 <0, but,B]’j]B > ‘,Bk ;

mB

if B < 0 and necessarily g, ; > O or g , > Oand B} , > ‘,3’;13) .

The analysis allows the prediction of magneto-deformation properties of single-
and double-layer films.

We have analysed the classical model for strain coefficient of single-layer films
and phenomenological models for two-and multilayer thin-film systems. Despite
the fact that the classical models have been developed for multilayer films (see, for
example, [9]), we prefer the phenomenological models because they allow prediction
of strain properties. Also note that in recent years extensive research was conducted
on strain properties of heterogeneous plastic materials, which have higher values of
GF. For example, in films based on RuO, and Si, Pb and Al (Table 28.5; [14]) or
in films of Ni: a-C: H [19], GF value varies within 10-20 units. This may be an
incentive for their use as sensing elements of sensors with non-electrical quantities.

28.6 Conclusion

In conclusion, we would like to focus on two little-known problems associated with
the limit value strain coefficient [41] and the new strain effect we proposed and
studied in the magneto-optical properties [6].

Classical theory of strain effect in bulk samples was developed and in the most
general form longitudinal strain coefficient is written as:

dinR  dlnp
ds ~ ds

din

FA4putp)= dgp (1420, (28.27)

‘}/:

Considering that the d;fﬂ?,” = y(O®p is the Debye temperature for film,

V is the volume, y is the Gruneisen constant), ratio (28.27) can be rewritten as:

ylp =1 +2V(1 - 2Mf) =1 + n)n()[’
and converted to the form:
vi=14+Qy —4ury)+ 0+ 2uyp). (28.28)

From ratio (28.28), it follows that y/’ =limy, = 2(1 + 2us) = 3 (although for the
condition ¥/ = 0 the value is ylh = 2). The authors [44] have analysed this issue
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for thin films in the framework of the Fuch-Sondgeimer (FS) in the limiting case
of small thicknesses (% << 1, d is the film thickness). They got the value for y;

. I — 3
provided at the condition p ~ Ay 'n"2:

5
yy =2 <E + ,th) + Qy —4yuy) (28.29)
that 1 =0.5 gives the value y,” = 2.7.

We have considered [41] the other limiting cases of FS models, namely Ad_o >> 1,
where size dependence p has the form:

3 k(1= p)

p/po+ T

but a ratio for y; is written as:

3
Vi E 142y =2p—4py <1 - gg(l —p))+(1 +2up) =2+ Qy —4pyry),
(28.30)

that 1y =0.5 carried to Vzb = 2 (here taken into account that % << 1 and that
p=0.1-0.2).

The authors [13] on the basis of a more general ratio model FS received the
equation:

V= 2y (1 _ g) =~ (05— 08)y,

where for Vzb =24(0.5-0.8)y =3.0—3.6atthe y =2 (B8 and By are temperature
coefficients of resistance film and bulk samples, respectively).

Numerical experimental results for the anomalous value y; are now known. First
of all, it comes to the data of the works by Parker R.L. et al. (1963) and Tyschenko
etal. [50], which are the values y;, < y/’ for films Au, Pd, Ni and Co (Parker R.L. et al.
1963). Calculated by ratio (28.29), which corresponds to the condition d/Ag << 1, the
value pf for different values y; at the fixed values of Gruneisen constant (Fig. 28.13)
indicate that anomaly small size y; occur at a value u ;> 0.4, i.e. in the quasi- and
plastic deformation. Similar calculations are based on ratio (28.30). It corresponds to
the conditions d/Ay >> 1 which are in very good agreement with calculations based
on ratio (28.29). For example, if y; =3 that u y =0.25 (y =1); 0.37 (y =2) and 0.41
(y =3). At the same time, the ratio of (28.3) is not consistent with calculations by
ratios (28.29) and (28.30), since it corresponds to bulk samples.

Really, when you consider that the minimum wavelength phonons A ;. = 2a (a
is the lattice parameter), then the strain ®p for the longitudinal phonon spectrum
mode decreases the amount of:

AOF — hvph 1 1 _ Vph Mmre
5 = . —_ )= N et
2kp a-(1+ure) a 2kpa I+ pyre
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Fig. 28.13 Calculated values 1
of 1y based on ratio (28.4) 1.00

for different values of y and
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and slightly increases in the case of transverse oscillation modes:

AQYE — hvpn ( 1se
b 2k3a 1— nr€ ’

where v, is the phase velocity and kp is the Boltzmann constant.
It is known that in thin films or small particles we observe a decrease of ®p (see,
for example, [43]), which increases the mean square displacement of atoms as u? ~

(%) [20, 43]. Increase in 42 determines some effective increase in Wr = —%.
Qualitative considerations indicate that the longitudinal deformation film value ® ,
will also generally decrease, although strain causes a slight increase. Thus, in all film
materials the value of uy must be somewhat overpriced compared to that in bulk
samples.

Another mechanism of an increase v,/ is associated with some reduction in
thickness Ad’ due to diffusion of surface atoms at grain boundaries, which dur-
ing deformation Ag;, > 0 width will increase. The smoothing relief of film surface
will cause an additional contribution A ¢/ in value w ¢/.

The analysis in the macroscopic approach can qualitatively explain the physical
nature of boundary parameter y,b and cause anomalous small values y,;. Clearly,
macroscopic analysis indicates only the cause of this effect or discloses these mi-
croscopic processes that lead to small sensitivity to strain specific resistance at a
relatively large value of it. Obviously, the change in mechanical properties ¢, y
and temperature ®p cause somehow a reduction of the size of the coefficients r
and Q and limiting value ). Because of this perspective, the problem has a large
complexity, and we have limited ourselves only to qualitative analysis.

The second problem, which was discussed above, involves the use of thin-film
materials. Effectiveness of nanodimensional thin-film materials as sensitive elements
of temperature, pressure, strain, magnetic field and others sensors make it possible
to develop a concept of multi-sensors, including sensors, strain and magnetic field;
the principle of the latter may be based on magneto-strain effect.

The principle of operation of these sensors is based on the strain effects of electric
resistance (R) film (see, for example, [31, 39, 41] or giant magnetoresistance (GMR;
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B. [2, 24]). As akind of strain effect can be seen magneto-strain effect when the strain
coefficient measured in the presence of an external magnetic field (B). Phenomeno-
logical theory of this effect in single-layer films and multilayers are proposed in the
works by Protsenko S.I. [35] and Makukha Z.M. et al. [25].

As previously indicated, the quantitative characteristic of strain effect is the strain
coefficient, defined by the relation:

x_dnR 1 AR

i = dIn e, R As,’

Similar strain coefficients for GMR and magneto-strain effect can be defined as
follows:

1 AGMR 1 /A
GMR _ G .(_V“) , (28.31)

- . d -
Via GMR ae, MPur=1\aB

Lt

The quantitative characteristic magneto-optic Kerr effect (MOKE) on a strain
coefficient is as follows:

1 A®
h @0 A&‘]J ’
where ©, is the angle of the rotation of polarization plane at the e =0, A® =
0, —0, (('081 is the angle of rotation the polarization plane with ¢,, 7 0).

Vis (28.32)

€L .
Experimental studies on MOKE [6] performed in an external magnetic field during

strain to 10 % allowed to carry out research both in elastic (up 0.5 %) and plastic (in
the range of 0.5-10 %) strain. The strain was carried out when its direction and
the direction of the magnetic field lines are parallel (we denote the index “I”) or
perpendicular (index “¢”), respectively. Note that this indexing is to a large extent
arbitrary and has the same meaning as in the case of strain effect (Eq. (28.32)). It
deals with a variety of measurement geometries of MOKE.

Based on dependencies ®./0, versus ¢ and Eq. (28.32), it can be represented as
follows:

1 /e
MOKE &
= (Z=_1). 28.33
Yie Aeis (@0 ) (28.33)

coefficients y°KE were calculated, the value of which increases with increasing

common concentration of Fe atoms. At the same time, ¥ °XE does not depend on
the value of ¢, the common concentration of Fe atoms.

Coefficient yMOKE varies in range from 8 (for Fe (32)/Pt (3)/S) to 2.5 units (for
Fe (32)/Pt(10)/S) and from 3 (for multilayers [Fe(3)/Pt(3)]s/S) to 1.2 units (for mul-
tilayers [Fe(3)/Pt(10)]g/S). Coefficient y, = (4.0 — 4.5) units for all investigated
two-layer films and multilayers. As hysteretic dependences, presented in Fig. 28.2,
we explain the different characteristics of the interaction of electromagnetic waves
with electron gas at the /- or t-geometry measurement of MOKE.
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Chapter 29
Kinetics of Nonequilibrium Transition
in Spin-Crossover Compounds

Iurii Gudyma, Cristian Enachescu and Artur Maksymov

29.1 Introduction

The development of contemporaneous field of information technologies requires
new type of materials able to satisfy the increasing need of data storage capacity
and recording rate. A solution to avoid large energy consumption for achieving high
recording rate and large storage capacities of information devices is the development
of finite systems of nanoscopic size. In this context, molecular magnets based on
spin state interconversion are promising perspectives for practical applications. Re-
markable representatives of such kind of materials are spin-crossover compounds,
which are magnetic bistable coordination compounds characterized by two states
with different spin configuration: low-spin (LS) diamagnetic state, stable at low
temperatures and high-spin (HS) paramagnetic state, stable at high temperature and
sometimes metastable at low temperatures, as we discuss later. The interconversion
of spin configuration from one state to another occurs during the action of external
physical fields such as magnetic field, temperature, light irradiation, pressure etc.
For the first time the interconversion of two spin states as a result of variation
in temperature was observed in the works of Cambi and coworkers in the 1930s by
studying the unusual magnetism of iron (IIT) derivatives of various dithiocarbamates
[1, 2]. Their works focused on the study of magnetism of various derivatives of
iron (II) and iron (IIT) and it was found that in these naturally existing systems, the
spin states were very sensitive to the character of the axial ligands. The intermediate
values of the magnetic moment observed in the experiments were interpreted as a
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bonding of different nature that was supposed to be partially ionic and partially co-
valent. In the 1950s, Orgel proposed another explanation of the anomalous magnetic
behavior observed 20 years earlier, relying on an equilibrium between two iron (III)
species with different number of unpaired electron [3]. A few years later, Busch and
coworkers reported for the first time the spin-crossover phenomenon in the synthetic
six-coordinated Co (II) complexes [4, 5]. Subsequent studies of spin transition in a
synthetic iron (II)-based spin-crossover have been performed by Konig and Madeja in
the 19675 [6]. They realized extensive magnetic and Mdssbauer spectroscopic studies
on these complexes and gave the explanation of the nature of spin transition in some
of the first iron (II) spin-crossover complexes. The possibility of spin transition in
artificial systems plays a pivotal role for synthesizing the spin-crossover compounds
with necessary properties. In 1982, McGarvey and Lawthers found that for some
ferrous and ferric ion-based spin-crossover complexes in solution, the system could
be transferred into HS state by pulsed laser excitation of LS state [7]. The discovery
of McGarvey et al. was followed by the observation of Decurtins at al. [8] that at
cryogenic temperatures, solid iron (II) spin-crossover systems can be quantitatively
trapped in the HS state by light monochromatic irradiation. At small temperatures
the so formed HS state has virtually infinite lifetime, thus the state is metastable. This
effect is known as light-induced excited spin-state trapping (LIESST). After 30 years
from this discovery, one can say that it was a crucial point for the subsequent de-
velopment of studies on spin-crossover complexes, as well as for the perspective
applications of spin-crossover compounds. The studies of spin-crossover nanoparti-
cles are of fundamental interest with relevance to the technological applications of
functional miniaturized materials, such as thin films, nanopatterns, and nanoparti-
cles. However, the pertinent questions concerning individual SCO nano-objects and
their interactions with the surroundings are not entirely explored [9, 10, 11].

As aresult of numerous experimental and theoretical works on molecular magnets
the main features of the compounds in which the change of spin configuration of
system states occurs have been determined. The fundamental consideration of the
occurrence of spin crossover in terms of ligand field theory, for iron(Il) in particular,
was given by Hauser in [12]. In the framework of ligand field consideration the spin-
crossover materials are referred as belonging to the class of inorganic complexes
with d* — d” electronic configuration and transition metal ion central situated in the
ligand field with octahedral symmetry [12, 13, 14, 15].

Due to strong manifestation of the properties specific for the spin-crossover mate-
rials, such as cooperative effects, gradual changes of spin-configuration and other, the
practical application of six-coordinated, in particular iron(II), spin-crossover com-
pounds as materials of information technology is more suitable in comparison with
other spin-crossover complexes. This opportunity lies in the possibility of simple
transition between the LS and HS states of iron(Il) based compounds under external
perturbations (change of temperature, application of pressure, by light irradiation or
by pulsed magnetic field supported by a lot of reasonable features such as stability
over successive cycles, low addressing power, short addressing time since the transi-
tion is purely electronic in nature (nanosecond scale), and a hysteresis effect when the
transition between the two states is accompanied by cooperative effects [14]). These



29 Kinetics of Nonequilibrium Transition in Spin-Crossover Compounds 377

properties offer the good prospects for application the spin crossover (SCO) phe-
nomenon in molecular electronics, data storage, display devices, nonlinear optics,
photomagnetism, and other [14, 15, 16].

The present chapter is organized as follows: in the second section we analyze
the effects occurring at intramolecular level during spin transition. In particular, we
describe the degeneracy of spin states and effects related with light irradiation of the
sample. The third section is devoted to some theoretical considerations for describing
the spin crossover effects. We shall discuss two basic approaches: the microscopic
Ising-like description of spin-crossover materials with elastic interactions between
the species and macroscopic one, based on dynamical studies of phenomenolog-
ical characteristics, in particular magnetic moment related to the fraction of HS
molecules (denoted here as ny). In the fourth section is considered the stochastic
dynamics of spin-crossover compounds arising from the interaction of the system
with environment. The behaviour of spin-crossover system driven by colored noise is
described in the fifth section. Here, the escape time is studied from metastable state
of spin-crossover compounds by varying the parameters of control field and noise.

29.2 The Spin-Crossover Phenomenon

As mentioned earlier, the transition between the states of spin-crossover compounds
may be caused in the main by the action of temperature, light irradiation, pressure,
or (very strong) magnetic fields. It leads to drastic change of the spin-crossover ma-
terial properties determined by the electron distribution on the sublevels of d-orbital
for LS and HS states. Soon after the synthesis of first spin-crossover compounds
showing a thermal hysteresis, researchers from several fields (inorganic chemistry,
physical chemistry, solid state physics, theoretical chemistry) began the search
for their practical application. By the mid-1980s, the interest to study intersys-
tem crossing phenomena between the HS and LS state started to decrease due to
some disadvantages of temperature-induced interconversion relying on slow transi-
tion rate and difficulties to its control. Thereby, the interest for potential application of
spin-crossover compounds as ultrafast data storage and recording system diminished.

For understanding the mechanism of the interconversion between LS and HS
configuration we must consider the structural features of spin-crossover complexes
and the way of populating the high-energy levels. For this purpose, we examine
ferrous based compounds as they are the most widely used.

For the free iron(Il) ion, the five nondegenerate levels of its d orbitals are filled
up according to Hund’s rule in such a way that four electrons are unpaired and
only two of them compose one pair. In perfectly octahedral coordination complexes
the action of crystal field, created by nonmetallic ligand environment, on metal ion
provokes the splitting of its d-orbital into a subset of three orbitals d,,d,,d;, and
which are basis of the irreducible representation t,, sublevel, and a subset of two
orbitals dy;,d,; which are the basis to the irreducible representation e, sublevel
(Fig. 29.1) [12]. The LS configuration is characterized by a large energy difference
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Fig. 29.1 The illustration of
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between metastable 3T, ¢ and ground state TA, ¢» thus the strength of electron-electron
repulsion is not enough to populate e, sublevel. In this case, according to Hund’s
rule, the d-electrons will nicely pair up in the #,, sublevel, resulting in a diamagnetic
low-spin ground state due to spins compensation. In the neighborhood of transition
point, the energy difference between >T5, and ' A, states decreases, leading to the
equilibrium between ligand field strength and electron-electron repulsion. In this
case, according to the same Hund’s rule, the d-electrons will enter the #,, and e,
orbitals, but the spins are not compensated, which leads to a resultant magnetic
moment. For LS configuration, the metal-ligand bounds are stronger and shorter due
to electron absence on e, sublevels, whereas for HS, the situation is opposite. For
this reason, on the macroscopic scale, the spin transition is accompanied by changes
in the volume of spin-crossover materials.

The transition caused by the external controlling physical fields, accompanied
by sharp transition curve related with the drastic change of the properties of spin-
crossover materials, distinguish the occurrence of first order phase transition. The
state diagrams of spin-crossover compounds and the environment influence on phase
transition have been extensively discussed in several papers [12, 17, 18, 19].

From the practical point of view to consider the light-induced interconversion is
more preferable, based on LIESST effect consisting in trapping of the excited spin
states. This effect may be observed for solid state spin-crossover at low tempera-
ture. The schematic representation of LIESST effect is illustrated in Fig. 29.2. The
mechanism of realization of this effect is the following: as a result of absorption light
quanta, the electrons are transferred into intermediate allowed states It ¢ and szg.
The electrons from these short-lived states quickly relax back into ground states and
also into intermediate triplet states 3 T, and 37 ¢» from which the transition occurs in
the ground state as well as in the metastable HS state 3 T5,. Taking into account that
transitions L A, ¢ 3 g and 1A, ¢ = 3ng are forbidden, the nonequilibrium popula-
tion of metastable > T, state follows. The metastability of HS state may be explained
by the appearance of energy barrier trough lengthening of metal-ligand bound and
small energy difference between the states. Atlow temperatures, HS metastable states
formed in this way practically do not decay, therefore for the interconversion back
into ground LS state we need to irradiate the pattern with an appropriate wavelength
(usually red or infrared). This effect is well known as reverse LIESST effect. The
reverse LIESST effect is initiated by an allowed 5T2g —3E ¢ transition, where the
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Fig. 29.2 The schematic
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energy value of the level °E ¢ 1s close to the energy value of the triplet levels 3T
which lead to it population. The last step of the reverse LIESST is transition from
triplet intermediate states 37" to ground state 'A1,, but due to forbiddance of such
transition not all HS states undergo the interconversion, which are shown in the work
[13]. The light induced transition is very fast (about few femtoseconds [20, 21]) and
is characterized by high quantum yield.

The metastable state obtained by photoexcitation relaxes towards the fundamental
state by a nonradiative process [22, 23]. At low temperature it acts as a tunneling
process, more or less slow according to the height of the energy barrier. At higher
temperature (typically above 40 K) this process is thermally activated and can be
described by an Arrhenius-type law. At room temperature, it is in general very fast,
with life a time of the order 10~ to 10™'? s. The relaxation is monoexponential
for low intermolecular interactions (Fig. 29.3a) and becomes self-accelerated in the
cooperativity case (Fig. 29.3c) [24]. For some compounds, in which both direct
and reverse LIESST are efficient, it is possible to observe both HS-LS and LS-HS
relaxation, that converge to the same state (Fig. 29.3b).



380 Tu. Gudyma et al.

0.8

0.6

NHS

0.4

0.2

0 10000 20000 30000 40000 0 10000 20000 30000 0 500 1000 1500 2000 2500
a time[sec] b time[sec] c time[sec]

0.0

Fig. 29.3 The relaxation in iron (II)-based complex with low intermolecular interactions (a) and
with cooperative interaction (b) and (c¢)

29.3 The Theoretical Models of Spin-Crossover Compounds

Several theoretical models have been elaborated for describing the behaviour of spin-
crossover compounds. The approaches for studying spin-crossover transition may be
divided into two main groups: models that are explored in a microscopic approach
based on Ising-like description [25, 26, 27] and macroscopic phenomenological
models giving a good description of macroscopic system parameters [28, 29, 30].
Both approaches present advantages and disadvantages and several relationships
between them have been previously discussed and are presented in the papers [26,
27, 31].

In the framework of microscopic model, it is easier to understand the processes
that determine the phase state of the spin transition, and the mechanism which leads to
bistable behavior of the system. Taking into account that spin-crossover molecules are
the structural units of such system, the microscopic approach is very convenient for
describing the intermolecular processes occurring in materials. But as real materials
contain a large number of molecules for microscopic examination of the system it
would be necessary to make some approximation which would reduce the accuracy
of system description.

Contrariwise, in the macroscopic approach realised by using simple mathemat-
ical tools, it is possible to describe the dynamics of spin-crossover system through
the dependencies of its phenomenological parameters on external physical field per-
turbation [28]. In this case, it is easy to include the external driving forces in the
kinetic equations, but now is impossible to give the information about microscopic
processes [17, 18, 19, 32].

29.3.1 The Macroscopic Phenomenological Model

For studying spin-crossover transition with optical control parameter, it is more con-
venient to use the phenomenological model, which is based on competing processes
between photoexcitation and relaxation of HS molecules [28]. In the simplest case, if
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we neglect the interaction of spin-crossover molecules, the general kinetic equation
describing the system evolution including the action of light intensity is as follows:

d n
Zt” = Ipwny,(7) — kur(Tnp () + kg (T)ng (). (29.1)

Here I is intensity of light irradiation, w is product of absorption cross-section
with the quantum yield of the system, k. is the rate of spontaneous transition from
LS to HS state at constant temperature 7, k; g the rate of spontaneous transition
from LS to HS state, and n g and n,, is the fraction of molecules in HS and LS states.
The first term in Eq. (29.1) lywn . (f) describes the induced photoexcitation of LS
molecules due to absorption of light quanta, the second term k(T )ny(f) repre-
sents the spontaneous relaxation of HS molecules, and the third term k; (T)ny ()
describes the spontaneous transition from LS to HS state.

The dynamics of spin-crossover compounds without photoexcitation may be de-
scribed by the Eq. (29.1) where the Iywn (7) = 0. It corresponds to the spontaneous
thermal equilibrium [33]. The temperature dependencies for this regime may be
obtained from detailed balance equation of the next form:

nH _ kru(T)
ng  ku(T)

We focus our attention on light induced dynamics of spin-crossover compounds.
Because the probability of spontaneous transition is much less in comparison with
photoinduced transition, i.e. kysn () << Iywn. (), hereinafter the spontaneous
LS — HS transition described by k; (T )n (f) is not taken into account.

At the system steady state, where the fractions of HS and LS molecules are
the same, by neglecting the spontaneous transition from LS to HS state, which
may provoke minor system disordering, the equilibrium states of the spin-crossover
system may be found from the next relation followed from detailed balance in the
system:

(29.2)

na_ _fo (29.3)
ny  kup(T)

It must be noted that the photoexcitation at low temperature is characterized
by very high quantum yield (near to 1), which is considered constant, unlike the
relaxation process which is self-accelerated due to suppression of potential barrier
related with depopulation of HS system state [34]. Such cooperative relaxation is
observed in thermal activation regime implying the high temperatures and in regime
with low temperature.

The relaxation in systems with strong intermolecular interaction depends on the
states of neighborhood molecules. In this case, the decay of system states an arbitrary
temperature may be described by exponential dependence of relaxation rate on HS
fraction in the following way [24]

Eq ("H)} (29.4)

kg (T,ng) = ki ny exp |:— T
B
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where the thermal activation energy of the molecule for HS — LS relaxation is
E,(ng) = E,(0) + akgTny.

Here k7, is high temperature asymptotic of the relaxation rates at the end of
the process (T — ©0), kp is Boltzmann constant, T is temperature, «(7) is self-
acceleration factor (in the thermal activation regime it is written o« = 2zJ/(kgT),
where z is the number of interacting neighbours, J is the intermolecular interac-
tion parameter). For the simplicity the initial activation energy is equalized to zero
E,(0)=0.

Therefore the macroscopic master equation of light-induced system with di-
mensionless quantities, obtained by substitution t = k%, npyf and considering that
ny = (1 —ng),is written [17]:

ny
E ::3(1 —ny) —ngexp[—any] = fexc_frel~ (29.5)

Here the control parameter is 8 = Iow/kf;; ; the photoexcitation term is fox, =
B(1 —ng) and the relaxation one is f,.,; = ng exp [—ang]. The stationary solutions
of Eq. (29.5) give the description of system steady states.

29.3.2 The Ising-Like Model and its Relation
with Mechanoelastic Model

Using phenomenological interaction parameters, acting similarly for all molecules
in a sample, the subsequent mean-field models have been able to reproduce success-
fully several of the characteristic features of SC compounds, such as the occurrence
of a thermal hysteresis and its dependence on the strength of intermolecular interac-
tion, the shift of the thermal transition towards higher temperatures when applying
external pressure, the sigmoidal shape of relaxation curves, or the light induced
bistability. However, these rather simple models do not distinguish between short
range and long range interactions and therefore do not allow an advanced analysis
of experimental curves, nor are they able to explain how the effect of the individual
switch of molecules spreads through the entire solid. In addition, these models can-
not be applied for the study of size effects in nanoparticulate spin-crossover systems.
Therefore more accurate models were necessary. The simplest theoretical model for
studying the phase transition in the magnetic materials on microscopic level taking
into account the intermolecular interaction is the Ising model [25, 26, 27, 35]. In
the spin-crossover Ising-like model the LS and HS states are described by a ficti-
tious variable s, which takes the values —1 for LS state and +1 for HS one. In
general case, the Ising-like Hamiltonian for spin-crossover system with short-range
and long-range interaction is described by the next equation:

H=-J ZS,‘S]‘ — Aeff ZS,‘, (296)
ij i
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where Aypp = (1/2)kpT In(gn/g1) — A+ G (s) is effective “magnetic field”, (s) =
m is fictitious magnetization, J and G describe short-range and long-range interaction
respectively, 2A is the energy difference between HS and LS states for an individual
spin-crossover molecule, g5 /g is degeneracy ratio of each states, T is temperature.
For the spin-crossover compounds A,y cannot be zero. The ratio gy /g; may take
large value (around some thousand) due to consideration of degeneracy and density
of vibrational levels in each states.

In the paper [36] the authors investigate the dynamical properties of the 1D Ising-
like Hamiltonian taking into account interactions in the spin-crossover system, in
order to predict its static and dynamic behavior. For this purpose, they used the dy-
namic Glauber approach for the Ising-like model [37], where the spins are assumed
to interact with the thermal bath, which causes them to flip randomly in time. The
mean-field version of the two-level dynamic problem led to the same phenomeno-
logical formula for the sigmoidal relaxation [26, 27, 31]. The treatment of Huang
[38, 39] for the Ising models with correlations, which lies in usage of the Bethe-
Peierls method to solve the Glauber problem for 1D Ising systems under a magnetic
field, made possible the analysis of Ising-like system which combines short- and
long-range interactions [36]. The influence of finite-size effects on properties of sta-
tionary state together with transient process of a bistable system with long range
interaction was studied in [40], where the Husimi—Temperlay model with infinite
range interaction was adopted.

The spin-crossover phenomenon is supported by changes of metal-ligand bounds
length which influence very much on the properties of coordination complexes. The
distance variation between metal ion and ligand environment leads to the develop-
ment of short-range and long-range interaction with pronounced cooperative effects
between the spin-crossover molecules.

While Ising-like models can reproduce several features of SC behavior, the phys-
ical meaning of the interaction parameters is not clear as it does not take into account
the distortions created by the different sizes of molecules. These distortions are pre-
cisely the origin of intermolecular interactions; therefore Ising-like models are not
expected to reproduce correctly the same state molecule cluster spreading during the
transition, the new class of elastic model has been therefore developed.

Recently, several papers proposed elastic models based on a ball and string con-
cept (i) for a linear chain described by an atom-phonon coupling model [41], (ii) for
two-dimensional systems using molecular dynamics [42], and (iii) for 3D systems
using Monte Carlo Metropolis methods [43]. In these models the elastic interactions
are seen as an internal pressure, and consequently the effective interaction is propor-
tional to the fraction of molecules in HS state. The simulation of hysteresis loops
for a system of molecules in a finite 2D hexagonal lattice connected by springs and
subjected to external pressure was carried out in [44], thereby considering distribu-
tions of transition temperatures similar to the Preisach model [45] as suggested by
the FORC diagram method [46].

In the mechanoelastic model as described in previous papers [47, 48, 49, 50], the
spin crossover units occupy the vertices of a triangular tiling, composing a planar
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Fig. 29.4 The triangular network of particles connected with springs. In the initial state all the
molecules are in the LS state (open circles). When a molecule switches its state to HS (blue full
circle), all the other molecules (small circles) change their positions. The lattice becomes then
distorted: the distortions are bigger in the vicinity of switched molecule (short range effect), but
they are present even in remote parts of the system (long range effect)

lattice with open boundaries (Fig. 29.4). The molecules are linked by springs, whose
elastic constant simulates the elastic interactions responsible for the cooperative
phenomena for which spin crossover compounds are renowned. In the system with
all molecules either in the HS or in the LS state, respectively, the springs are neither
elongated nor compressed and therefore no external elastic forces act on individual
molecules. If a molecule changes its state, then it will change its radius and therefore
its neighboring springs will instantaneously change their lengths. The resulting elastic
forces will determine the progressive motion of all the molecules in the system, which
stops when all of them have reached a new mechanical equilibrium.

From a computational point of view, it is difficult to find the equilibrium positions
of all molecules in the system by solving equilibrium equations (especially for large
systems). Therefore, it was considered instead that each molecule has a damped
oscillatory-type motion. Then, the new equilibrium positions are simply found by
solving a system of coupled differential equations for all molecules in the system

dle' dX,'

m——=Fi—p—,
dt dt (29.7)
dzyi dyl

"ar T Ty
until the maximum change in position of any molecule between two consecutive
steps is smaller than a given threshold value. The following notations have been
used: x;, y; are the Cartesian coordinates of molecule i, u is the damping constant,
and Fy;, F); are the components of the instantaneous force 7? acting on molecule i
given by the sum of the forces from the neighbouring springs:
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Fi,x - Z k'8rij,x’
neighbors springs (29 8)

FLY = Z k- 8r,-j,y,

neighbors springs

where k is the spring constant, and § 7 ; is the deviation of the neighbour spring j
fromits unstressed value. This approach allows the simulations of systems containing
more than 100,000 molecules. The new equilibrium state corresponds to the new state
of minimum elastic energy.

It is worth noticing that in the mechanoleastic model, due to the triangular sym-
metry, the problem of interactions is simplified with the use of a single interaction
parameter, namely the elastic spring constant, from which all other parameters con-
sidered in the above-mentioned models follow. The mechanoelastic model has been
first elaborated for describing HS-LS relaxation. It was subsequently adapted for the
study of thermal hysteresis of photophysical processes including the phenomenon
of a light induced hysteresis, for the investigation of the clusters evolution during
the transition and for the analysis of the role of impurities in diluted spin crossover
complexes.

29.3.3 The Spin-Crossover System Dynamics in Framework
of Mechanoelastic Model

The evolution of the whole system is simulated by a Monte Carlo procedure based
either on transition probabilities (Arrhenius approach), or on system Hamiltonians
(Metropolis approach). In both cases, a Monte Carlo step is realized when all the
molecules in the system have been checked once. In the Monte Carlo Metropolis
approach [49], the following Hamiltonian is considered:

H = EZ( eff —kpTIng)o; + delj, (29.9)

i

where the first term corresponds to the classical Hamiltonian used in the Ising-like
system and the second term stands for the elastic energy Wi calculated as the sum
of energies for all the springs in the system. Accordingly, the Metropolis probability
is written:

p elastic elastic
=exp| —
kgT ’

(D kBTlng) ( ftnal Uzmtzal)_l_K (Wftnal Wlnltzal)

(29.10)

where the final elastic energy corresponds to the new positions of molecules
calculated considering that the switch has been produced.
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Fig.29.5 Thermal hysteresis obtained in the framework of the mechanoelastic model, and snapshots
of the system on both hysteresis branches when around 25 % of moelcules have swiched, Black
circles: HS molecules, Gray circles: LS molecules. The parameters used in the model are: AH =
1100K, AS =7, AE =400K,x =2000,k =1 N/m,u=1N-s/m

In the Arrhenius approach [50], the probability for a molecule to switch from one
state to another depends on intrinsic parameters of the system, such as the activa-
tion energy, the HS-LS enthalpy difference and the degeneracy ratio and, particularly
important in the present context, on local forces expressed in the form of a local pres-
sure, which is proportional to the scalar sum of all the elongations and compression
of the neighboring springs

i 1 EA —Kpi
Pys1s = T exp _—kBT ) (29.11)

pi 1 2A —kgTIng Ey —«p;
=—exp|——|exp| ——|,
LS—HS = 7 p ksT ksT

(29.12)

where E 4 is the effective activation energy, T a constant scaling factor, chosen so

that the above probabilities are well below unity at any temperature, and k a constant

that establishes the extent to which the local pressure p; influences the relaxation.
The local pressure is simply defined as:

pi= Y. k-ory (29.13)

neighbors springs

By the definition of the local pressure, there is a relatively high probability for a HS
molecule to switch to the LS state, if it is enclosed by compressed springs, while the
similar probability of a molecule enclosed by elongated springs is low.

The simulation of the thermal hysteresis loop in the framework of the mecha-
noelastic model is presented in the Fig 29.5. Strong interaction, expressed by large
spring constant values, results in formation of clusters which spread starting from
corners in hexagonal and rectangular systems, or from edges in circular systems.
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Fig. 29.6 Snapshots of the local pressure for two situations of the system during thermal HS-LS
transition: LS molecules: open circles. The colour of HS molecules is linked to their local pressure:
a higher pressure corresponds to a darker molecule

In Fig. 29.6 we have represented the local pressure diagram for two situations
during the HS-LS transition: a small fraction of LS molecules (left) and an interme-
diate fraction of LS molecules (right). At the very beginning of the transition, the HS
molecules switch randomly, as the local pressure is the same for all the molecules in
the system. After a while, the switch of several HS molecules determines the rear-
rangement of all the molecules in the system and consequently the change of the local
pressures. A careful analysis of Fig. 29.6 left reveals the reasons of cluster growth
from corners: the local pressure on HS molecules situated inside the sample stays
approximately constant while for the HS molecules situated near the newly switched
LS molecules around corners it dramatically increases. According to Eq. (29.12) the
HS molecules subjected to a higher local pressure will have a higher probability to
switch. The subsequent evolution of the system is suggested by Fig. 29.6 right: the
four clusters are joining and the last molecules to switch are those situated near the
middle of each sides of the rectangle.

In order to study the LIESST effect, we have to consider an additional probability
for a molecules to be switched from LS to HS state by light. At any time, the proba-
bility for a given molecule to switch from the HS to the LS state, Pj;5_, ; 5, depends
on the temperature and on the forces acting on the molecule from its neighbors, while
under the assumption that the intersystem crossing probabilities of LIESST do not
depend upon the HS fraction, the probability for a molecule to switch from the LS
to the HS state, P£ s_ ms» 18 constant and is related to the intensity of irradiation as
in the low temperature region the probability for a thermal LS to HS transition is
negligible:

; 1 Ex—«kpi
Piis .5 = — exXp [——AkBT } : (29.14)

Pl pys=1, (29.15)
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where [ is a term proportional to the irradiation intensity and the absorption cross sec-
tion at the irradiation wavelength, and the other variables have the same significance
as previously mentioned.

Photoexcitation curves calculated for different light intensities are presented in
Fig.29.7, together with a typical relaxation curve (implying / = 0 and fully HS initial
state). The photoexcitation curves are close to single exponential if the intensity is
comparatively higher relative to the relaxation rate. The photoexcitation time is in
this case directly proportional to the light intensity and the final metastable state
obtained is closed to saturation. If the light intensity decreases, then the role played
by relaxation becomes significant: the sample cannot anymore be saturated and a
steady state establishes for lower values of high spin states. For even lower intensity
values of the light, the photoexcitation curve changes into a sigmoidal S-shape. This
shape is obtained here not because of some possible cooperative effects intrinsic to
the photoexcitation [51] or due to some variations of the quantum efficiency with the
HS fraction [52], as the photoexcitation is obviously linear here, but it can be simply
understood only on the basis of the self-accelerated character of the cooperative
HS-LS relaxation, as mentioned above. As in the classical mean field approach,
the maximum effect of the relaxation is observed for a low ny value, where the
relaxation rate is maximum; and once the photoexcitation surpasses this value, it
becomes faster.

If the irradiation intensity is lower than a threshold value, then the excitation is
not sufficiently fast to overcome the relaxation, so the photoexcitation levels off at a
steady state value of the ny close to zero.
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29.4 The Behavior of Noise Driven Spin-Crossover Complexes

The dynamic properties of a multilevel system can be described through a mas-
ter equation, i.e., an evolution equation written in terms of transition rates. The
macroscopic master equation can be written in the following form in the mean field
approach, neglecting the bulk absorption and considering the photoexcitation linear:

dn H
ek B —ny) —npexp(—any) = f(nu), (29.106)
where f(np)is the external applied force which describes the deterministic dynamics
of the system.

The system dynamics described by the rate Eq. (29.16) can be analyzed in the
framework of dynamic potential based on Lyapunov functions [17, 53]. In this way,
the system is described by the equation

di’lH _ dU(}’lH)
dt dn[.] ’

(29.17)

where U(ng) = — (;”’ f(x)dx is nonequilibrium (dynamic) potential. Equa-

tion (29.17) describes the system evolution representing the balance between
photoexcitation and relaxation. This equation gives the complete description of
deterministic system dynamics in hydrodynamic approximation.

Since

dU(ny) __ dUGg)dnyg _ [dF(”H)T <0 (29.18)

dt dny dt dny

ny(t) tries to minimize the potential U (n ) until dU (n ) /dt reaches zero. This gives
us the right to designate the term U(ng) as the Lyapunov function or the nonequi-
librium potential. An inequality (29.18) represents the evolution of the system, i.e.,
approaching that of the steady states. The locations of system extrema may be found
from the following expression:

dU(ny)

0. 29.19
dnn ( )

By analogy with the first-order transition phenomena, the local minimum of
U(npy) can be associated with the metastable state of the system, while the global
minimum corresponds to the stable state. Therefore, the nonequilibrium potential
is similar to the free energy in equilibrium phenomena, but still its conception is
inapplicable for the nonequilibrium systems.

For appropriate values of light intensity and relaxation rate, a bistability under
light is observed, a direct consequence of the sigmoidal shape of relaxation curves
and of S-shape of photoexcitation curve. Depending of the initial configuration of
the system, one of the two steady states is obtained: the lower one if we start from
the purely LS state and the higher one if we start from the purely HS state. If the
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initial state of the system is in between the two steady states, then the system directs
towards one of these states, depending on if the departure point is below or above
the bifurcation point. In the Fig. 29.8, we present the relaxation curves of the system
obtained by numerical calculation carried out by Monte Carlo (solid curves) and
second order Runge—Kutta type method (dashed curves). The transient regimes in
Fig. 29.8 represent the evolution of the system, i.e., the approaching to the one of
the steady states which correspond to local and global minima of system dynamic
potential. The relaxation curves obtained by both methods for different initial states
show good agreement.

All real systems in contact with environment incur the fluctuation of system phe-
nomenological variable, which describes their states in phase space. The external
fluctuating forces may be crucial for spin-crossover nanomaterials, especially in
critical dynamics. This means that we have to consider the effect of a randomly
varying external field on the photoinduced reactions. The dynamic of such system
may be described as its contact with heat bath [17, 18, 54, 55]. The successful at-
tempts to describe the dynamics of a system being in contact with an environment
playing a role of the heat bath, are based on the concept of the Langevin equation.
Such approach may be used for any system in that each process has, in fact, its time
scale. Then, all degrees of freedom can be decomposed into slow and fast degrees
of freedoms. One selects some relevant degrees of freedom and treats the rest as a
bath in form of additive noise. The system has then two distinct mechanisms for time
evolution—regular motion and random or disorganized motion. The random forces
induced by environment are correlated on a very small time scale compared to the
characteristic relaxation time for the system, around a locally stable state. Thereby
the evolution of spin-crossover system perturbed by noise can be described by a
one-variable nonlinear Langevin equation, written in terms of transition rates:

dn[.[

o = S +5), (29.20)
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where &(¢) indicates the noise induced by the environment. The Langevin Eq. (29.20)
with additive noise term &(¢) describes the dynamics of a system in the presence of an
interaction with environment (similar to model A in critical phenomena, see [56, 57]).
This kinetic equation simulates the system dynamics as a motion of Brownian particle
in the phase space. The stability of the high-spin states in spin-crossover compounds
with respect to the influence of the external thermal white noise has been studied
in [17]. The detailed theoretical analysis of the non-linear kinetics in spin-crossover
solids under cross-correlated noises was provided in the paper [18].

An idealized treatment assumes the random force in Eq. (29.20) &(¢) as a white
Gaussian noise with zero means and a zero-ranged correlation functions

(EmE@)) =268t — 1), (29.21)

where ¢ is noise strength.

In general the noise represents the hierarchical coupling of the system to the heat
bath. In terms of generalized functions, the Gaussian white noise is a derivative
of the Wiener process. Therefore, one can show that the Fokker—Plank equivalent
of Eq. (29.20) in Stratonovichs interpretation, defining the evolution of the system
transition probability, is given in [58]

5 = ann [f(ruw)P(nu, )]+ ¢ on?, ny,t), :

where P(ny,t) is the probability distribution function, defined so that the value
P(ny,t)nydt is the probability to find a diffusive particle in the position g at time
t. In the case of the natural or instantly reflected boundary condition the probability
flux does not exist. The steady state solution of Eq. (29.22) is easily found to be

ny
Py (ny) = N - exp ( @dy) , (29.23)
0 &
where N is normalization constant obtained from the condition
1
N / PS,(nH)dnH =1.
0

The simplest way to analyze the stochastic dynamics of the system expressed by
Eq. (29.20) is to describes it by stationary probability function in the Boltzmann—
Gibbs as follow

Py(np) ~exp[—U(ng)/e]. (29.24)

The extremes of the potential U(ny) correspond to the stationary fixed points of
system dynamics. For a bistable system, the probability distribution has two maxima
which correspond to the steady states. Figure 29.9 presents the stationary probability
distribution, plotted from Eq. (29.24) and obtained from numerical calculations of the
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set of random trajectories (29.20) carried out by the modified second-order Runge—
Kutta type method [59] as follows

y(t) = ny(t) + f(ng®)Ar + VAteu(r),
At Al (29.25)
x(t + A1 = x(0) + = LF0) + FOO)] + ~—euld).

Here u(t) is Gaussian random variable with zero mean value and variance equal to
1. The curves exhibit that with the increase of additive noise intensity, the flattening
of stationary probability distribution is observed, indicating the suppression of the
potential barrier between the states. Such noise action is undesirable because it leads
to indistinguishability of the system states, which means in practice the loss of
information in a real memory cell.

Due to the influence of the environment on system control parameters in more
rigorous approach it is composed of deterministic and stochastic parts B(t) = 8 +
n(t). In this case the Eq. (29.20) gives the following form

d
RuLA fny) + gnp)n(t) + (). (29.26)

dt
Here 1(t) is stochastic process representing the Gaussian white multiplicative noise.
In this case g(ny) = (1 — ny) is multiplicative noise amplitude. In contrast to
the system with additive noise here, the multiplicative noise depends on system
variable (here n ). It leads to a situation where small deviations in the photoexcitation
intensity may lead to a large fluctuation of HS fraction production. In the simplest
case the statistical conditions for multiplicative noise are following:

(n()) =0,
(nm(")) = 208(t — 1), (29.27)
(n0E@") = (E@NE")) = 2x0ed( — 1.
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Here o is the multiplicative noise intensity and y is the degree of cross-correlation
between additive and multiplicative noises. It arises from common origin of the noises
which is of the thermal nature.

The stochastic differential Eq. (29.26) has no direct analytical solution but it may
be analyzed by corresponding Fokker—Plank equation. The most convenient way to
analyze the Eq. (29.26) which contains two noise terms is to reduce it to the equivalent
dynamical equation with one multiplicative noise with effective amplitude [60, 61].
The resulting kinetic equation is:

dn[.[ —_

o = Jon) + G EQ), (29.28)
where the stochastic process Z(f) obeys the simplest conditions (Z) = 0 and
(E0E@)) = 28(t — t'). The effective amplitude G(ny) is then:

G(ny) = [028% () + 2x0eg(ny) + 2] .

From stationary solution of Fokker—Plank equations [62, 63] which corresponds to
macroscopic kinetic equation (29.28) we found the stationary probability distribution
of system states

Py (ng) = Nexp[—Vrp(np)l, (29.29)

where Vgp(ng) is stochastic Fokker—Plank potential. For the system dynamics with
two noise terms it may be found in the following form

ny _ IG(x)
i f@) GZG(S;) O dx. (29.30)

Vep(ng) = —

The changes of probability distribution by variation of multiplicative noise inten-
sity and cross-correlation coefficient between the noises are shown in the Fig. 29.10.
The curves exhibit that the increase of the intensity of multiplicative noise cardinally
changes the shape of stationary probability distribution. In this case noise promotes
transition between system states. Analyzing the dependencies of the stationary prob-
ability distribution on the degree of correlation between the noises, it is easy to see
that the increase of correlation amplifies the multiplicative noise action (this fact
may be observed from the asymmetrization of stationary probability distribution, as
illustrated in Fig. 29.10b).

Based on the approach developed in our papers [17, 18, 32, 64, 19, 40, 31] the
noise-induced optical bistability and state transitions in spin-crossover solids with
delayed feedback was studied [65]. Especially the mean first passage time (MFPT)
of the transition from the LS state to the HS one as the function of the noise intensity
was found. In this work the MFPT exhibits a maximum and the noise-enhanced
stability is observed. However, the MFPT decreases with increase of the delayed
feedback intensity, thus the delayed feedback accelerates the conversion from the LS
state to the HS state.
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Fig. 29.10 The analytical and numerical stationary probability distribution for different values of
multiplicative noises (a) and the degree of correlation (b) (ina, x =0, ¢ = 0.1;in b, 0 = 0.05;
e=0.1)

29.5 Time of Escape from Metastable State Driven
by Color Noise Action

As it was mentioned in the previous section the presence of a noise term can modify
in an unexpected way the behavior of the corresponding deterministic (noiseless)
equation; therefore it must be described at least in Langevin approach. In a recent
paper [17] we have studied the stability of the high-spin states in spin-crossover
compounds with respect to the influence of the external thermal white noise. Subse-
quently in the paper [18], the state diagrams of the spin-crossover system have been
built for the interplay between parametric and additive noise using the concept of a
Gaussian white noise with zero correlation time.

But a real noise has a finite (perhaps small, but not zero) correlation time. In this
case, the hypothesis of white noise, although suitable for a general description of the
process, does not explore all the possibilities of a real noise. Thus the spin-crossover
system should be explored under the influence of colored noise. The simplest rep-
resentation of colored noise is the Ornstein—Uhlenbeck stochastic process. It is an
example of Gaussian process with nonzero correlation time T meaning that values of
the noise at different times are not independent random variables. The system dynam-
ics driven by Ornstein—Uhlenbeck (OU) noise £ y(¢) in general may be described by
the similar for white noise action Langevin equation (29.20) by substituting & (¢) with
Eoy(t). The main difference from the white noise case refers to the autocorrelation
function of noise term. In this case for OU noise it is defined as follows

, D? t—t
<§0U(I)$0U(f)>=TeXp( - ) (29.31)

where 7 describing the time-scale and D is noise intensity.
In this case the system dynamics with colored noise action is no longer Markovian
process which makes its solution impossible without some approximations. The main
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approach proposed by Hinggi et al. [66, 67] and later developed by Gudyma et al.
for spin-crossover system [32] refers to the system description with colored noise
by two-dimensional Markovian process driven by Gaussian white noise. The system
dynamics with colored noise is the following

dnH

e fng)+&ou(t), (29.32)
déoy(t) _ _Sou(®) n 28(0. (29.33)
dt T T

For the concerned system, the noise intensity D indicates the amplitude of the
instantaneous fluctuations during the change of the HS fraction. These fluctuations
represent the cumulative effects of many weakly coupled environmental degrees of
freedom. In Eq. (29.32) e(¢) is the white Gaussian stochastic processes with zero
mean and correlation function

(ee@h) =28 —1').

The kinetic equation for two-dimensional Markovian process may be obtained by
derivation of Eq. (29.32) and subsequent replacement of d€py /dt by right part of
Eq. (29.33) following the condition that £y (t) = dny /dt — f(ng). As a result we
obtain the kinetic equation in the next form

iig 4 gt [(1 - rdf(””)> — f(nH)] = Bs(t). (29.34)
d}’l[.[ T

The dot over the functions means the derivative with respect of 7.

Neglecting the velocity variations (i.e., 7iy = 0) we found that the non-Markovian
flow in combined Eqs. (29.32), (29.33) may be approximated by a one-dimensional
Markovian process. According to a “unified colored-noise approximation” [67], a set
of Egs. (29.32) and (29.33) reduces to an equation that is linear in 714, but nonlinear
inny. Onthe new time scale s = t7~!/2 the result is a stochastic differential equation
with a multiplicative Markovian noise

i = fu)y " (nu, ) + gnm)e(s). (29.35)

Here the nonlinear damping is y(ny,7) = t='/2 — /2 f'(ny) and the noise
amplitude function is g(ngy) = Dt 4y~ (ny, t). The correlation of noise term
£(s) is the same as for e(¢).

The Fokker—Plank equivalent of the Stratonovich Eq. (29.35), is given

P , 9 B
(gsH s) =— o [f(nH)y l(anT)P(nH,S)]
d
+ Fy. [8(}111, T)— gy, 7)] P(nH,s)} . (29.36)
nnp BnH

The stationary solution of this equation for the colored noise action takes the form:

" f(y) —g(g' ()

5 ] ~exp[Vrp(ny,7)].  (29.37)
0 g=(y)

Py(np,t) = Nexp [
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The extremes of effective potential (29.37) correspond to the stationary fixed
points of the noise-sustained dynamics.

Due to interaction of spin-crossover system with environment it can leave the
potential minimum well via thermal activation over the barrier. The problem of
escape from a metastable state is important for many scientific areas such as the
theory of diffusion in solids, the dynamics in nonlinear optics, chemical kinetics,
transport in biomolecules, electron transport in semiconductors, and many others. In
general, the escape time problem may refer not only to the decay of metastable state
driven by thermal fluctuations, but also to the systems characterized by nonthermal
steady states which may exhibit competing states of local stability.

One of the first studies of the influence of colored noise on the escape rate from
the potential well of bistable system was carried out by Hinggi et al. in [68, 69].
The estimation of transition possibility of the system from metastable state to stable
and vice versa through escape time ratio in the presence of noise was studied in the
paper [70]. The problem of the decay of metastable state in the presence of noise
has been previously studied by a mean first passage time technique. For a stochastic
process n g (¢) with values in a some state space, the mean first-passage time (MFPT)
T (ny) may be interpreted as the average time elapsed until the process starting out at
point n g leaves a prescribed domain (a; b) of state space for the first time. Using the
Fokker—Planck formalism for stochastic differential equation the mean first passage
time can be obtained, in a Kramers-like approximation [63, 71] from the expression

(M dy [P YR
T(nH)_/n,,l/fTY) ; gz(z)dz, (29.38)

z —1
4 () = exp [ / Md] ,
0 87 (x)

The evolution of the system starts at the initial point a and reaches the final point
b. Here, a is meant to represent the local minimum of the potential Vyp which is
associated to the metastable state whereas b is the inflection point which coincides
with local maximum of system potential indicating the exiting of the system from
metastable state. Using the concept of the MFPT with a reflecting boundary condition
at a and an absorbing boundary condition at b and replacing a — 0o, b — ny and
ny — a in the integral (29.38), we obtain the time of escape from metastable state

ny d y
T(a — ny) = / Wyy) N ;i(é))dz. (29.39)

The expression (29.39) determines the average time spent by the system in the
a to ny interval. If the barrier is high (Vrp(b,7) >> D?), then the term ¥(z)
has a minimum value at the point b, therefore the integral | ;voo ¥(2)/g%(2)dz is
practically independent of ny and is considered as having a constant value. The
main contribution to the integrals (29.39) in this case is

YR [
—o0 82(2) « VO

where

T(a — ny) ~ { (29.40)
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Fig. 29.11 The time T(a — ny) as a functions of: a The noise intensity for fixed values of
B = 0.085 and t = 0.7; b the correlation time for fixed values of 8 = 0.085 and D = 0.3; ¢ the
intensity of light for fixed values of r = 0.7 and D = 0.3

The first influence of the colored noise effect on the escape rate in a bistable well
potential has been detected by Hénggi et al. [68].

We have analyzed the results for the time of escape out of a potential as functions
of the noise intensity D, the correlation time 7, and the light intensity g for different
cases, together with the dependence of initial and final points with these parameters.
The results are shown in the Fig. 29.11.

Figure 29.11a shows the results for this time obtained from the simulations for
the parameters indicated in the caption. The time (29.40) increases monotonically
as ny increases, but it decreases when increasing noise intensity. In Fig. 29.11b
the results for the time of escape from metastable state for spin-crossover system as
function of the correlation time at § = 0.085 and D = 0.3 are displayed. Empty
circles in Figs. 29.11a, b are inflection points for given values of D and 7 which
correspond to the spinodal point b of the dynamic potential (29.30) and represent the
border between the paramagnetic metastable and the diamagnetic stable states. The
transition from one state to the other leads to dramatic change, not only of magnetic
but of all system properties. From the plots we notice that the increase of correlation
time leads to decreasing the mean first passage time.
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Numerical results for the time of escape over potential barrier T'(a — ng) (29.40)
are plotted in Fig. 29.11c at various light intensities 8 for constant correlation time t
and noise D. Qualitative changes in the shape of the effective potential are displayed
on the insets of Fig. 29.11c for values of dimensionless correlation time T = 0.7
and noise intensity D = 0.3. Light intensity increasing effectively depresses the
barrier height between metastable and stable states and causes decreasing the time
of escape T(a — np) because the barrier height determines the rate at which the
system escapes from the metastable well. In general, decreasing of the potential
barrier height between metastable and ground states of the system yields the shorter
escape time.

29.6 Conclusion

The spin-crossover compounds have great perspectives as functional materials of
information technology field, therefore the researchers continue to approach them
vigorously. The behaviour of spin-crossover compounds were studied using two
main approaches: microscopic approaches based on modified Ising-like model and
macroscopic phenomenological approaches based on kinetic equation describing
the dynamics of fractions of high-spin molecules, giving better understanding of
physical processes taking place at microscopic and macroscopic levels during the
occurrence of phase transition. We focus our attention on the bistable properties of
spin-crossover compounds able to be determined in the framework of each model
depending on internal and environmental parameters including its hierarchical cou-
pling. The mechanoelastic microscopic model is useful for the study of the influence
of elastic interactions between spin-crossover sites and cooperative effects in the
materials. Also, we calculated the photoexcitation curves of spin-crossover sys-
tem in presence of relaxation. The obtained S-shape of the curves is related with
self-accelerated character of cooperative HS-LS relaxation.

The behavior of noise driven spin-crossover system was studied by dynamic
stochastic potential in terms of Lyapunov functions, obtained from macroscopic
kinetic equation in Langevin approach. The statistical description of additive and
multiplicative noise action on the spin-crossover compounds was given as a sta-
tionary solution of corresponding Fokker—Planck equation in general describing the
evolution probability of system states. One can see that the shape of stationary
probability distribution is strongly influenced by the degree of correlation between
multiplicative and additive noises. Correlation amplifies the action of the multiplica-
tive noise whereas the action of additive noise intensity leads to the flattening of
the stationary probability distribution. The statistical approach provided in this work
make possible the calculation of system coupling with heat bath.

Based on a simple phenomenological model describing photoexcitation and
relaxation in spin-crossover compounds, we have examined the response of the spin-
crossover system on influence of realistic (colored) noise as an action of heat bath.
Within the mean first passage time technique and Kramers-like approximation the
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time of escape from metastable state were obtained. It was found that the time of
escape from metastable state decreased with the increase of noise intensity and cor-
relation time. The obtained results are practically important for optically switchable
and recording devices.
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