
Tomohiko Ishii · Hisanobu Wakita
Kazuyoshi Ogasawara · Yang-Soo Kim   
 Editors 

The DV-Xα 
Molecular-
Orbital 
Calculation 
Method



The DV-Xα Molecular-Orbital Calculation Method





Tomohiko Ishii • Hisanobu Wakita
Kazuyoshi Ogasawara • Yang-Soo Kim

Editors

The DV-Xα Molecular-
Orbital Calculation Method



Editors
Tomohiko Ishii
Department of Advanced Materials
Science

Faculty of Engineering
Kagawa University
Takamatsu, Japan

Hisanobu Wakita
Faculty of Science
Fukuoka University
Johnan-ku, Fukuoka, Japan

Kazuyoshi Ogasawara
Department of Chemistry
School of Science and Technology
Kwansei Gakuin University
Hyogo, Japan

Yang-Soo Kim
Korea Basic Science Institute
Suncheon, Republic of Korea

ISBN 978-3-319-11184-1 ISBN 978-3-319-11185-8 (eBook)
DOI 10.1007/978-3-319-11185-8
Springer Cham Heidelberg New York Dordrecht London

Library of Congress Control Number: 2014955357

© Springer International Publishing Switzerland 2015
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission or
information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed. Exempted from this legal reservation are brief excerpts
in connection with reviews or scholarly analysis or material supplied specifically for the purpose of being
entered and executed on a computer system, for exclusive use by the purchaser of the work. Duplication
of this publication or parts thereof is permitted only under the provisions of the Copyright Law of the
Publisher’s location, in its current version, and permission for use must always be obtained from
Springer. Permissions for use may be obtained through RightsLink at the Copyright Clearance Center.
Violations are liable to prosecution under the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt
from the relevant protective laws and regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of
publication, neither the authors nor the editors nor the publisher can accept any legal responsibility for
any errors or omissions that may be made. The publisher makes no warranty, express or implied, with
respect to the material contained herein.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Foreword

The discrete variational Xα (DV-Xα) molecular orbital calculation method is one of

the most versatile methods for estimating the electronic structures of atom-aggregates

or clusters in both ground and excited states. It has been used extensively for solid-

state chemistry and physics; materials science; and X-ray, electron, IR, Raman, and

UV–vis spectroscopy with great success.

To develop the research on this method, the Society for DV-Xα in Japan was

established in 1988, and an annual meeting has been held every summer since then.

The International Workshops on DV-Xα have been held five times, once each in

Hungary (1996), South Korea (1998), Japan (2001), South Korea (2006) and Japan

(2008). The Society for DV-Xα in Korea was established in 2010 and has greatly

promoted the research activity in Korea since then.

This proceedings, entitled The DV-Xα Molecular-Orbital Calculation Method
is published in commemoration of the international symposium of the “Sixth

International Conference on the DV-Xα Method (DV-Xα 2010) and the 23rd

DV-XαAnnualMeeting,” held in Daejeon, Korea, at the KBSI (Korean Basic Science

Research Institute) on August 4–6 in 2010. This international conference was

organized by the Organizing Committee 2010, which consisted of members of the

DV-Xα societies in Japan and Korea who aimed to discuss the research on molecules,

particles, crystals, glasses, metals, semiconductors, surface, boundary defects from a

physics perspective, organic and inorganic chemistry, materials science and many

forms of spectroscopy, the theory of DV-Xα, and related experiments and theories.

The international symposium consisted of 3 plenary, 20 invited and 27 poster

sessions. Plenary lecturers Prof. Kazuyuki Tatsumi (the president of the IUPAC)

talked about Fe/S cluster preparation, Prof. Di Zhang (Shanghai Jio Tong Univ.)

about morphogenetic preparation, and Prof. Masahiko Morinaga (Nagoya Univ.)

about alloy designing. Over 80 participants studiously discussed the subject of each

lecture and eagerly shared ideas and possible future developments for this excellent

method.

Finally, the organizing committee of DV-Xα 2010 concluded by publishing

a number of important lectures in book-style proceedings for a notable memory
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of our activity, a wider understanding of the DV-Xα method, and to receive

evaluations from other scientific fields.

To support this international symposium and the publication of this volume,

special thanks should be expressed to both DV-Xα societies in Japan and Korea.

The financial supporting funds from the JSPS (Japan Society for the Promotion

of Sciences) and the KBSI are also acknowledged.

Fukuoka Hisanobu Wakita

25 July, 2014 Myung-Chul Chang

Tomohiko Ishii

Yang-Soo Kim
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Preface

Theoretical and computational sciences have become one of the most exciting areas

of research. For example, the Nobel Prize in chemistry in 2013 was awarded to

three theoretical chemists, Professors Martin Karplus, Michael Levitt and Arieh

Warshel whose works have greatly influenced many scientists and engineers. The

activity at the DV-Xα annual meeting to discuss computational sciences has

continued for more than 25 years after the establishment of the DV-Xα society in

Japan and Korea. The DV-Xαmethod has been utilized in not only the fundamental

sciences such as physics and chemistry but also in a broader range of engineering

areas such as metallurgy, material engineering, electricity, amorphous materials,

photology, universology, bio-engineering, and pharmacology. This proceedings

volume, entitled The DV-Xα Molecular-Orbital Calculation Method is published

in commemoration of the international symposium of the “Sixth International

Conference on the DV-Xα Method (DV-Xα 2010) and The 23rd DV-Xα Annual

Meeting” held in Daejeon, KBSI, Korea, in 2010. In this volume there are 14 most

powerful and interesting papers reported as recent activities involving the DV-Xα
method. Aspects of the fundamental sciences, including details of calculation

methods and related programs, fundamental calculation theories and their expres-

sions, and inter-atomic interaction potential and total energy calculations are

included. In addition, a material design method which works by means of chemical

bonding, discussions of optical properties of certain materials, application exam-

ples of dye-sensitized solar cells, innovative applications of water, the creation of

an electrode material for lithium secondary batteries, discussions of the lifetimes of

positrons, crystal structural optimization techniques, and the mechanisms of the

luminescence of metal complexes are also discussed as examples of applications of

the DV-Xα method. We are very proud to publish such a high-quality and fruitful

vii



proceedings volume which offers discussions and examples of applications which

have progressed in 4 years since the previous DV-Xα international meeting held

in 2010.

Takamatsu, Japan Tomohiko Ishii

Hyogo, Japan Kazuyoshi Ogasawara

Suncheon, Republic of Korea Yang-Soo Kim

Fukuoka, Japan Hisanobu Wakita

22 July 2014
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Chapter 1

The DV-Xα Molecular Orbital Calculation

Method and Recent Development

Yoshiyuki Kowada and Kazuyoshi Ogasawara

1.1 Introduction

Recently, theoretical calculation methods are widely applied in many kinds of the

material researches according to the outstanding progress of the computational

technology. Among them the DV-Xα method has been widely applied to the

development and analysis of the organic and inorganic materials since this method

has characteristic advantages compared with the other molecular orbital methods.

In this chapter, we would like to introduce the development history and the recent

progress of this method.

The DV-Xα cluster method is one of the first principle molecular orbital

calculation methods based on the Xα method. The Xα method is one of the

electronic state calculation methods by the Hatree-Fock-Slater method proposed

by J. C. Slater on 1951. This method is applied not only to the electronic state

calculation of molecules and atoms, but also to the energy band calculation of solid-

state materials. All atomic orbitals in the periodic table were calculated with

Hartree-Fock-Slater method by Herman and Skillman on 1963 and the table of

the eigen values, wavefunctions and potentials were reported (Herman and

Skillman 1963). On 1965, the calculation results of transuranium elements were

reported by Liberman, Waber, and Cromer, in which the Dirac equation with Xα
potential was used (Liberman et al. 1965). The first application of Xα potential to
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the molecular orbital theory was the multiple scattering (MS) Xαmethod developed

by K. H. Johnson on 1966 (Johnson 1966).

In the Xα method, the simple notation of the exchange potential, which is

proportion to the third power of the electrondensity ρ with the approximation of

the free electron model, is used. Furthermore, the parameter α to this equation,

shown in Eq. (1.1), is adapted to expanded this approximation to the general atoms

and molecules (Slater 1974),

VXC r"ð Þ ¼ �3α
3

4π
ρ" rð Þ

� �1
3

ð1:1Þ

here ρ" is the density of the up-spin electron, which means that the exchange potential

VXC(r") is the function of only up-spin electron , so that the exchange interaction is

observed only between electrons with the same spin. The same equation is obtained

for the down-spin electrons. The total electron density is described as ρ¼ ρ"+ ρ#.
Consequently, the Xα method can be considerably shortened the calculation time

than those of any other MO methods.

This method is applied not only to the electronic state calculation of molecules

and atoms, but also to the energy band calculation of solid-state materials. After

Gaspar and Korn, the densities functional method is developed with more restrict

theoretical expansions. Essentially the Xα approximation is still good agreement

with the density functional method.

D.E. Ellis, A. Rosen, and H. Adachi et al. developed the DV-Xα cluster method

at Northwestern University in the 1970s (Ellis et al. 1976; Rosen et al. 1976) There

are several characteristic advantages on this method. That is, the discrete-

variational method can be numerically solved the Schrödinger equation at the

discrete micro-spatial volume on the sample points scattered in three-dimensional

space. The evaluation of the elements of Hamiltonian, Hij, and overlap matrices, Sij,
are achieved as weighted sums of integrated values at the sample points instead of

the conventional Rayleigh-Rits method,

Sij ¼
X
k

ω rkð Þϕj
� rkð Þϕj rkð Þ ð1:2Þ

Hij ¼
X
k

ω rkð Þϕj
� rkð Þh rkð Þϕj rkð Þ ð1:3Þ

where rk is one of the total N sample points in the three-dimensional real space and

ω(rk) is the integration weight or reciprocal of the sample point density at rk. As the
result, the DV-Xα method can calculate the eigenvalues and the eigen functions of

molecular orbitals of the cluster models containing any elements in the periodic

table. That is the reason why this method is widely applied to the calculation of the

electronic states of the various kinds of inorganic materials.

After the initial period of the development of the DV-Xα method, the respective

researchers have been modified the original program and added unique ideas.

4 Y. Kowada and K. Ogasawara



At present, there are several versions (program sets) in the present, such as the

program set named “dvem” developed by D. E. Ellis, “ADF” by Baerends,

“DMOL” by Delly. In Japan, Adachi et al. have been hardly developed program

set “scat” to the present (Adachi et al. 1978). The Initial version of scat was

developed on the mainframe computer in Osaka University and ported to UNIX

workstation in early 1990s. In that time, several programs to draw figures in the scat

came to work with the graphical interface on the X-window system. The windows

PC version was appeared in the middle of 1990s and this version is the most popular

in Japan now.

The development of DV-Xα method has been achieved up to the present.

The relativistic version, which included relativistic effect with Dirac equation,

is developed at the same time with the non-relativistic version by Schrödinger

equation. The results with the relativistic version of DV-Xα method were reported

in early 1970s (Rosen and Ellis 1974). The relativistic version had been improved

and we can use the program set named rscat (Adachi 1977). The rscat is very easy to

use because of the same operation scheme with the non-relativistic scat.

By using the DV-Xαmethod, the eigenvalue and eigen function of each molecular

orbital could be obtained accurately for all elements in the periodic table. However,

there are still several problems to be solved for further calculation. One of these

problems is the many electron interaction, which is necessary to obtain the optical

spectra of 3d transition metal ions and 4f rare-earth ions. In 2001, the program named

“gemcalc” has been developed by Ogasawara et al., which can include the many

electron interactions by the configuration interaction calculations (Ogasawara

et al. 2001). They have already reported many papers about the absorption spectra

of the rare-earth ions and phosphors (Ishii et al. 2004b; Ogasawara et al. 2005;

Watanabe et al. 2006; Toyoshima et al. 2007; Yoshida and Ogasawara 2009).

This calculation method, called “DVME method”, has been very attractive since it

is one of few methods including both many electron interactions and the relativistic

effect. Another problem is the total energy calculation of the clusters and molecules.

In the DV-Xα method, the numerical eigen function is used and the integration is

adopted to obtain the resonance and overlap integrals. The quite small numeric errors

of the integrals at the sample points are accumulated and it affects to the total energy.

However, there are two different version of total energy calculation program named

TESDA and Coulomb and now we can obtain total energy of any cluster models by

the DV-Xα method (Kowada et al. 2009a).

In this chapter, we would like to introduce the recent evaluation of the DV-Xα
method. The first topic is the electronic state of solid-state electrolyte in which the

calculation of moving ions in solid-state materials and total energy of the cluster

model (Kowada et al. 2009). The second is the electronic state of the rare-earth ions

in phosphate glasses with the calculation of the absorption and fluorescence spectra

of the Pr3+ and Tb3+ ions (Kowada et al. 2009b).

1 The DV-Xα Molecular Orbital Calculation Method and Recent Development 5



1.2 Total Energy Calculation

Since there are several programs for the energy calculation, among them we use the

program Coulomb to obtain the total energy (Kowada et al. 2009a). The calculated

energy obtained in the cluster method is the total energy of the local cluster.

Then, we called the total energy as local cluster energy (LCE). First we would

like to note that the outline of the calculation procedure of the total energy by the

program Coulomb. In the DV-Xα cluster method, the molecular orbitals are

obtained by the SCC approximation (Adachi et al. 1978). For the energy calcula-

tion, the MOs are re-calculated by the Self Consistent Field (SCF) approximation.

In the Coulomb, the SCF molecular orbital calculation is achieved in the following

procedure. The wave functions of molecular orbitals calculated by the DV-Xα
cluster method are used for the basis functions in the SCF calculation.

ϕ‘ ¼
X
i

Ci‘χi ð1:4Þ

The electron density ρ(r) is obtained from the molecular orbitals and the Cou-

lomb potentials between two electrons, Vee, are calculated.

ρ rð Þ ¼
X

f ‘ϕ
2
‘ rð Þ ð1:5Þ

Vee r1ð Þ ¼
ð
ρ r2ð Þ
r12

dr2 ð1:6Þ

The eigenvalues and Cij are obtained by following equations.

eH � eε eS� �eC ¼ 0 ð1:7Þ
Hð Þij ¼ K:E:ð Þij þ VZeð Þij þ Veeð Þij þ Vexð Þij ð1:8Þ

K:E:ð Þij ¼
ð
χi r1ð Þ �1

2
∇2

1

� �
χj r1ð Þdr1 ð1:9Þ

VZeð Þij ¼
ð
χi r1ð Þ�X1

n¼1

�ZVð Þ
r1V

	
χj r1ð Þdr1 ð1:10Þ

Veeð Þij ¼
ð
χi r1ð Þ

ð
ρ r2ð Þ
r12

dr2 χj r1ð Þdr1 ð1:11Þ

Vex"ð Þij ¼ �3α
3

4π


 �1
3
ð
χi" r1ð Þ ρ" r1ð Þð Þ13χj" r1ð Þdr1 ð1:12Þ

After the SCF calculation, the energy of the cluster is calculated.

E ¼ EK:E: þ Eze þ Eee þ Eex þ Ezz ð1:13Þ

6 Y. Kowada and K. Ogasawara



where EK.E., EZe, Eee, Eex and EZZ mean the kinetic energy of the electrons,

the energy of the nuclear-electron attraction, the energy of the electron–electron

repulsion, the energy of the exchange term, and the energy of the nuclear-nuclear

repulsion, respectively. Each energy term is calculated by the weighted sum of the

each value on the sample points except EZZ. In the program Coulomb, there are two

major improvements for the energy calculation. The first is the improvement of

the estimation of the Coulomb potential. In the DV-Xα molecular calculation, the

electron density is calculated as the spherically symmetric charge densities centered

on the nuclei of the molecule. In the Coulomb, however, the Coulomb potential is

estimated by the electron distribution based on each molecular orbital. The second

is the SCF calculation, which makes the molecular orbitals of the lowest energy

with the linear combination of the fixed atomic orbitals obtained by the SCC

calculation. These improvements give enough accuracy for the total cluster energy.

The number of the sample points used in the energy calculation is 2,000 per atom,

which is four times larger than that in the chemical bonding analyses, for the

enough precision of the wave functions of molecular orbitals.

1.3 Relativistic DVME Method

The detail of this method will be described in another chapter, so that the outline

and the estimation of the theoretical fluorescence spectra are noted here. In the

DVME method, Slater determinants corresponding to all the possible electronic

configurations are constructed using the four-component fully relativistic molecular

spinors obtained by the relativistic DV-Xα cluster calculations. Only electrons

occupying the molecular spinors mainly composed of Ln-4f states in the grand

state are treated explicitly. Then by diagonalization of the many-electron Hamilto-

nian, the multiplet energies are obtained as eigenvalues and the many-electron

wave functions are obtained as linear combination of the Slater determinants.

The relativistic many-electron Hamiltonian is expressed as

H ¼
Xn
i¼1

cαpi þ βc2 �
X
ν

Zν

ri � Rνj j þ V0 rið Þ þ
X
μ

Z eff
μ

ri � Rμ

�� ��
" #

þ
Xn
i¼1

Xn
j>i

1

ri � rj
�� ��
ð1:14Þ

where α, β are the Dirac matrices, c the velocity of light, ri, pi the position and the

momentum operator of the ith electron, Zν and Rν the charge and position of the νth
nucleus, Zμeff and Rμ the effective charge and position of the μth ion outside the

model cluster, n the number of explicitly treated electrons. V0(ri) is the potential

from the remaining electrons (Watanabe and Kamimura 1989).

1 The DV-Xα Molecular Orbital Calculation Method and Recent Development 7



The oscillator strengths of electric dipole transitions in the absorption spectra are

calculated as follows:

Iif ¼ 2ΔE Ψf

X
k

rk � e
�����

�����Ψi

* +�����
�����
2

ð1:15Þ

Ψi and Ψf are the initial and final states with energies of Ei and Ef, respectively.

ΔE is the energy difference between Ei and Ef. In the case of fluorescence spectra,

the transition probabilities of electric dipole transitions are obtained by the follow-

ing equation:

Iif ¼ 2ΔE3 Ψf

X
k

rk � e
�����

�����Ψi

* +�����
�����
2

ð1:16Þ

In this calculation, the higher energy state is adopted as the initial state of the

fluorescence spectra and usually the grand states is the final state. We could

obtained the transition probabilities of the fluorescence spectra in the same manner

as the absorption spectra.

1.4 Recent Application of the DV-Xα Method

1.4.1 Electronic State of Mobile Li Ions
in Super-Ionic Conductors

1.4.1.1 Introduction

Recent 10 years we have investigated the electronic state of the ion movement in

the solid-state materials (Kowada et al. 1998, 2000, 2004, 2008a, b, 2009a, b, c;

2010; Imanaka et al. 2000; Araki et al. 2001). Usually the electronic state calcula-

tion of moving ions are very difficult to obtain since Born-Oppenheimer approxi-

mation is adapted in popular molecular orbital method. The movement of the ions

in the solid sate materials, however, are much slower than that of the electrons that

contribute to have any interactions with the surrounding ions in the crystal struc-

ture. This means the variation of the interactions between the moving ions and the

surrounding matrices could be estimated approximately with several model clusters

with the different positions of the moving ions.

In these studies, we have paid attentions on the bonding state of the moving ions

from the viewpoints of the interactions named covalency and ionicity between the

moving ions and the surrounding ions. Thus the covalent bonding of the moving

ions should support an important part of the ion movement in the solid-state

materials. We would like to introduce the study of the electronic states of the

8 Y. Kowada and K. Ogasawara



Li3N crystal in which the interaction of the moving ions in superionic conducting

materials is analyzed. This material is a typical Li ion conductor and has high ionic

conductivity. Furthermore the Li and the N ions usually have covalent interactions

in the solid-state materials. We also suggest that how useful the DV-Xα method is

to get the relationship between the high ionic conductivity and the covalent

interactions of the moving cations in these systems.

1.4.1.2 Li3N Crystal

There are several studies about the high Li ion conductivity of Li3N crystal by

experimental measurements and theoretical calculations (Wahl and Holland 1978;

Walker and Catlow 1981; Koyama et al. 2002; Sarnthein et al. 1996). Several

experimental studies reported that the Li3N crystal contained H+ ion impurities in

interstitial positions and they make a certain concentration of the Li ion vacancies.

These vacancies are yield on the planes, which contains both Li and N ions, called

Li2N plane. It is reported that the activation energy of the movement of the Li ion

on Li2N planes is 0.004 eV (Sarnthein et al. 1996). In the Li3N crystal there is the

other kind of the Li ions on the planes containing only the Li ions, which connect

between the Li2N planes. This kind of the Li ions hardly moves compared with that

on the Li2N plane. In addition to this, the Li3N crystal has the anisotropicity in the

ionic conductivity and the Li ion conductivity along the c axis is much smaller than

those of the a and b axes.

Thus the Li ion can move easily in the Li2N plane and hardly move in the Li

plane. This is something strange from the viewpoint of the chemical bonding. In the

Li2N plane, the moving Li ions might have strong interaction with the N ions

compared with those on the Li plane. Generally the larger interaction between the

Li and the N ions seems to impose constraints on the fast movement of the Li ion.

The experimental results, however, suggest that the fast movement of the Li ions in

the Li3N crystal is not dependent on the smaller interaction between the Li and the

N ions. The chemical bonding of the Li ion should contribute to the fast movement

of the Li ion in Li3N crystal.

1.4.1.3 Model Cluster of Mobile Li Ion in Li3N Crystal

In order to calculate the movement of the Li ion in the Li3N crystal, several model

clusters are constructed by the crystal structure of the Li3N crystal (Schulz and

Thiemann 1979). This crystal is assigned to the space group of P6/mmm and the lattice

constants a and c are 3.65 and 3.88 Å, respectively. The schematic diagrams of

the model clusters are shown in Fig. 1.1. The Li3N crystal has layer structure of two

kinds of plane structures, the Li2N and the Li planes. On the Li2N plane, there are Li

and N ions that make hexagons. On the Li plane there are only Li ions that are

bonding with the N ions on the Li2N planes and are bridging between two Li2N

1 The DV-Xα Molecular Orbital Calculation Method and Recent Development 9



planes. The conduction path of the Li ions reported by several experimental studies is

included in the Li2N plane. Figure 1.1 (i) shows the model clusters for the conduction

path in Li2N plane. In this model, one Li ion is removed from the Li2N plane so that

the neighboring Li ion can move to the vacancy. The movement of the Li ion is

simulated by using several model clusters with the different positions of the Li ion

along the estimated conduction path, since it is fundamentally very difficult to

manipulate the movement of the atoms and ions in the molecular orbital calculations.

Figure 1.1 (ii) shows the model cluster for the movement of the Li ions on the Li

plane. In this model cluster one Li ion is moved to the neighboring vacancy of Li site.

This path is not a suitable path for the Li ion in the Li3N crystal reported by several

experimental studies.

The Li3N crystal has anisotropy of the Li ion conductivity and the conductivity

along the c axis is much smaller than those in the a and b axes. Then we have used

model clusters of the movement of the Li ion toward the c axis shown in Fig. 1.1

(iii) and (iv) for the comparison of the movement toward the different directions.

Since there are several possibilities of the conduction path toward c axis, we have

adopted two possible paths for the model clusters.

1.4.1.4 Local Cluster Energy of Mobile Li Ion

Figure 1.2a and b show the variation of the LCE with the different positions of the

moving Li ion in the clusters (i) and (ii), respectively. In this figure, the ordinate

Fig. 1.1 Schematic

diagram of the Li3N model

clusters. Green sphere: Li
ion, Red sphere: N ion
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shows the LCE of the clusters in a.u. and the abscissa shows the relative position of

the moving Li ion. In the case of cluster (i), the energy changes very small with the

positions of the moving Li ion, that is, the difference between the minimum and the

maximum is 0.031 a.u. This value is larger than the result of the band calculation

(Sarnthein et al. 1996), since the LCE usually includes lager interaction with

surface atoms. On the other hand, the energy change with the Li position in the

cluster (ii) is 3.796 a.u. and is much larger than that in the cluster (i). Thus the LCE
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Fig. 1.2 The position

dependence of total energy

of the clusters, (a) cluster (i),

(b) cluster (ii)
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evaluated by the Coulomb could be useful to discuss the movement of the Li ion in

the Li ion conductors, although the cluster size, the number of sample points, the

basis functions and the other computational parameters should be clarified to obtain

the qualitative total energy of the cluster. Thus the Li ions on the Li2N plane could

move easier than those on the Li plane.

1.4.1.5 Bonding Nature and Li Ion Movement

The bonding state of the moving Li ions is analyzed, since the smaller energy

different with the movement of the Li ion might be dependent on the chemical

bonding of the moving Li ion.

Figure 1.3 shows net charge of the moving Li ions in clusters (i)–(iv). In this

figure, the abscissa shows the relative position of the moving Li ion. Since the

length of the conduction path (i)–(iv) are different, the value of 0 means the initial

position and 1 means the final position of the moving Li ion so that the position of

the moving lithium ion in each path is normalized.

In the cluster (i), shown as closed circles, the net charge is 0.41 at initial position.

It changes little with the movement of the Li ion and becomes 0.43 at the final

position. The charge of the Li ion is almost the same and no obvious changes are

observed in the cluster (ii), shown as closed squares. In the Li3N crystal, however,

there is no obvious change of the net charge of the Li ion during the movement.

In the cases of the clusters (iii) and (iv), shown as closed triangles and diamonds,

the net charge of the Li ion at initial position is 0.28, which is clearly smaller than

those in the clusters (i) and (ii). The net charge of the Li ion is increased at x¼ 0.25

Fig. 1.3 The relationship

between the net charge and

the position of the moving

Li ion in the model clusters

(i)–(iv). ●: cluster (i), ■:

cluster (ii), ▲: cluster (iii),

◆: cluster (iv)
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and is almost constant until x¼ 0.75. At the final position the net charge becomes

smaller again. This result might be caused by the structures of the model clusters.

In the clusters (iii) and (iv), the initial and final positions are located on the surface

of the model clusters. Though the surface atoms usually have larger electron density

than the inner atoms, the net charges of the Li ions became smaller at the initial and

the final positions in the clusters (iii) and (iv). There are some difficulties of the

calculations of the conduction path along with the c axis because the cluster

size becomes two times larger than the clusters (i) and (ii) if all the Li ions around

the conduction path through the c axis are located inside of the model clusters.

However, the net charge at the positions inside of the clusters, from x¼ 0.25 to

x¼ 0.75, shows similar values as those observed in the clusters (i) and (ii).

Thus the net charges of the moving Li ions in the different paths are very similar

each other and we can conclude that there is no obvious change of the ionic

interaction of the moving Li ion in the experimentally reported conduction path

compared with the other non-conduction paths.

Figure 1.4 shows the total bond overlap populations (TBOP) of the moving Li

ion in the model clusters shown in Fig. 1.1. The TBOP means the summation of all

the bond overlap populations between the moving Li ion and the surrounding ions,

which shows the covalency of the bonding state of the moving Li ions.

In the cluster (i), which is the model of the Li2N plane, TBOP is 0.82 at the initial

position and is slightly decreased with the movement of the Li ion. There is a

minimum of TBOP at x¼ 0.5. The TBOP is increased after x¼ 0.5 and is 0.79 at the

final position. Basically the similar change is observed in the TBOP of the moving

Li ion on the Li plane. In this plane the TBOP is 0.80 at the initial position and is

decreased with the movement of the Li ion. A minimum of TBOP is observed at

x¼ 0.5 and finally the TBOP becomes 0.78. At the initial and the final positions the

Fig. 1.4 The relationship

between the total bond

overlap population and the

position of the moving Li

ion in the model clusters

(i)–(iv). ●: cluster (i), ■:

cluster (ii), ▲: cluster (iii),

◆: cluster (iv)
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TBOP of the moving Li ion on the Li2N plane are almost the same as those on the Li

plane. However, at the middle position, x¼ 0.5, the TBOP on the Li2N plane is

almost 0.1 larger than that on the Li plane. As the result, the difference between the

maximum and the minimum of the TBOP of the Li ion on the Li2N plane is 0.077,

which is much smaller than that on the Li plane, 0.13. This smaller change of the

TBOP through the path is a characteristic of the bonding nature of the moving Li

ion on the Li2N plane. Furthermore, this change is consistent with the results of the

chemical bonding analyses.

In the case of the movement of the Li ion toward the c axis, the different changes

are observed. In the model cluster (iii) for the c axis movement, the TBOP of the

moving Li ion is 0.95 at the initial position. The TBOP of the moving Li ion is

decreased largely with the movement and becomes minimum, 0.72, at x¼ 0.5.

The change of the TBOP with the movement of the Li ion through the path toward

the c axis is about 0.2, which is much larger than those in the clusters (i) and (ii).

The same tendency is observed in the cluster (iv). The initial TBOP of the Li ion is

0.94 and the minimum is 0.70 at x¼ 0.75. The difference between the maximum

and the minimum is 0.35. In general the surface ions have relatively large interac-

tion with the surrounding ions. This “surface effect” is the reason of the large

change of the covalency in these model clusters. However, since the net charge of

the moving Li ion is almost the same as those on the Li and Li2N plane in the

positions in the range from x¼ 0.25 to 0.75 as shown in Fig. 1.3, the result suggests

that surface effect of the bonding state of the moving Li ion could be neglect

in these positions.

1.4.1.6 Conclusion

As the results, the variation of LCE with the movement of the Li ion suggests that

the movement of the Li ion through the conduction path make the smaller energy

change than another path. The net charge of the moving Li ion in any paths has very

small change with the movement. Contrary to this, the variations of the total bond

overlap populations of the moving Li ion are different from one another. Especially

the TBOP of the Li ion changes smaller on the Li2N plane, which contains the

conduction path, than those on the other paths. The smaller change of TBOP of the

moving Li ion is dependent on the little change of the BOP of both Li-Li and Li-N.

These results suggest that the small change of the TBOP of the moving Li ion

makes smaller energy difference with the movement and could be one of the origins

of the fast movement of the Li ion in the Li3N crystal.

14 Y. Kowada and K. Ogasawara



1.4.2 Electronic States of Lanthanide
Ions in Phosphate Glasses

1.4.2.1 Introduction

Rare-earth ion doped oxide glasses have been attractive for their application to

white LED, the fiber-LASER amplification, and displays, etc. Many people have

made effort to study about the absorption and luminescence spectra of these

glassy materials (Miniscalco 1991; Wang et al. 1994; Souza et al. 2000; Reddy

et al. 2000).

In these studies, theoretical analyses of the electronic state of rare-earth ions in

oxide glasses are very important. Usually the absorption and fluorescence spectra of

these glasses are analyzed by the empirical method (Ajithkumar et al. 2000; Tanabe

et al. 2000, 2002; Jose et al. 2003; Moorthy et al. 2005). There are several empirical

methods to analyze 4f-4f transition spectra of rare-earth ions. But in these methods,

we need the experimental parameters to obtain the results.

Recently the relativistic DVME method, which is one of the first principles

configuration interaction method is developed and there have been already

many studies about electronic state of rare-earth ions in solid-state materials

(Ishii et al. 2004a, b; Ogasawara et al. 2005; Watanabe et al. 2006; Toyoshima

et al. 2007; Yoshida and Ogasawara 2009). However, there are few studies about

fluorescence spectra of rare-earth ions in the oxide materials. We have calculated

fluorescence spectra of the Pr3+ and Tb3+ ions in phosphate matrices by the

relativistic DVME method. These phosphate materials have been expected as

new laser materials for various applications because of their good fluorescence

efficiency in the visible and infrared region.

1.4.2.2 Fluorescence Spectra of Pr3+ Ion in Phosphate Glass

Figure 1.5 shows model cluster, H18PrP7O28, for the calculation of Pr3+ ions in

the phosphate glasses used. This cluster includes seven surrounding PO4 units

terminated with H ions for the neutrality of the cluster. The atom positions are

determined from Pr(PO3)3 crystal structure (Jouini et al. 2003). In this case,

Madelung potential has not used for the calculation of the relativistic DV-Xα
method. Though the cluster is a model cluster for Pr(PO3)3 crystal, it can be applied

to the calculation of glassy materials because this model has no long-range

structure.

Figure 1.6 shows the theoretical spectrum of the H18PrP7O28 cluster. In the

spectrum, the several initial states, such as 3P2,
3P1,

3P0 and
1I6, are used to obtain

the theoretical fluorescence spectrum of Pr3+ ion in phosphate matrices. In this

figure, the experimental Pr3+ fluorescence spectrum in the Pr(PO3)3 crystal is shown

for comparison (Jouini et al. 2003). In the theoretical spectrum, there are two

intense peaks around 350 and 570 nm. The peak positions shift slightly smaller
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Fig. 1.5 Schematic

diagram of the H18PrP7O28

cluster
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Fig. 1.6 Theoretical

fluorescence spectrum
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wavelength but the relative positions of these major peaks are corresponding to

those in the experimental spectrum. Furthermore, the relative peak intensities are

also similar to those in the experimental spectrum. However, the assignments of the

peaks shown in the figure are very complicated. For an example, the assignments of

the intense peaks around 550–610 nm are several transitions from 3P2,
1I6, and

3P1
to 3F3, and from 1I6 to 3F4, though the corresponding peaks around 600–650 nm

in the experimental spectrum are assigned to the transitions from 3P0 to
3H6 and

3F2.

This result suggests that there are several initial states in the fluorescence of Pr3+ ion

in phosphate matrices, and it is very difficult to make assignment of the peaks by

only the empirical method. This result also shows the relativistic DVME method is

very useful to analyze fluorescence spectra of rare-earth ions in phosphate matrices

and the first principles calculation is necessary to analyze the fluorescence spectra

of rare-earth ions.

1.4.2.3 Fluorescence Spectra of Tb3+ Ion in Phosphate Glass

Figure 1.7 shows model clusters, H15TbP6O24, used in the calculation of the

electronic state of the Tb3+ ion. In this model cluster the atom positions are

estimated by the ionic radii of Tb3+ ion and the structure of Lu(PO3)3 crystal,

since there is no report about the crystal structure of Terbium phosphate crystals

(Yuan et al. 2008). The crystal structure of Lu(PO3)3 is monoclinic, space group CC

and cell parameters a¼ 13.972 Å, b¼ 20.018 Å, c¼ 9.9556 Å, β¼ 127.351�.
The model cluster includes only one lanthanide ion site. This cluster includes six

surrounding PO4 units terminated with H ions for the neutrality of the cluster,

though the cluster of the Pr3+ ion, which is a heavy-lanthanide, has seven PO4 units.

Fig. 1.7 Schematic

diagram of the H18TbP7O28

cluster (These figures were

drawn with VESTA

developed by K. Momma

and F. Izumi)

1 The DV-Xα Molecular Orbital Calculation Method and Recent Development 17



Figure 1.8 shows the obtained multiplet level structure of the Tb3+ ion in the

H15TbP6O24 cluster. Tough there are only 14 molecular orbitals mainly contributed

by 4f atomic orbitals of the Tb3+ ion in the usual one electron approximation

molecular orbital method, there are 3,003 multiplet levels after the electron con-

figuration interaction calculation. The level structure of the multiplet states is

basically corresponding to that reported by Dieke (1968).

Figure 1.9 shows the calculated and experimental absorption spectra of the

Tb3+ ion in the H15TbP6O24 cluster. The experimental spectrum is the result of

the Tb3+ ion doped calcium meta-phosphate glass, which is prepared to compare

with the theoretical ones.

In the relativistic DVME method, the energy of the multiplet levels in the 4f-4f

transitions is usually over estimated (Brik and Ogasawara 2007). In these theore-

tical spectra, the energy scale is corrected with a factor, 0.75 for easiness of

comparison.

In the experimental spectra, there are small peaks at about 2.51 in the visible

region. The same peak is observed in the theoretical spectra and the main com-

ponents of this peak is the transition from 5D4 to
7F6. Basically, the peak position

observed in the theoretical spectrum is in good agreement with the experimental

one. Thus, relativistic DVME method is useful to assign the peaks in the absorption

spectra of Tb3+ ion in phosphate glasses.

Fig. 1.8 Multiplet energy

level structure of

H18TbP7O28
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Figure 1.10a is the experimental fluorescence spectrum of Tb3+ doped

50P2O5•50CaO glass under excitation with 3.29 eV. In this spectrum, two intense

peaks around 1.58 and 3.32 eV are reflection of the excitation light. There is an

intense peak at 2.29 eV and another at 2.54 eV. These peaks are assigned to the

transition from 5D4 to
7F5 and from 5D4 to

7F4, respectively, by referring the Dieke

diagram. The other small peaks are observed at 2.00, 2.12, 2.71, 2.85 and 3.00 eV,

a

b

Fig. 1.9 Absorption

spectra of H18TbP7O28.

The experimental spectra

were measurements of the

50CaO•50P2O5 glass with

1 mol% of Tb2O3. (a)

Experimental spectrum,

(b) theoretical spectrum
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whose assignments are described in the figure. Figure 1.10b shows the theoretical

spectrum of the H15TbP6O24 cluster. In the spectrum, there are two intense peaks

around 2.12 and 2.51 eV; those are corresponding to the peaks from 5D4 to
7F5 and

from 5D4 to
7F6 in the experimental ones, respectively. The peaks observed in the

experimental spectra are usually assigned by referring the Dieke diagram, so that

the assignments are sometime incorrect especially in the spectra in the lanthanide

ions with the complex multiplet energy levels. In the case of the Pr3+ ion, the

a

b

Fig. 1.10 Fluorescence

spectra of H18TbP7O28.

(a) Experimental spectrum,

(b) theoretical spectrum

of Tb3+ ion doped

50CaO•50P2O5 glass
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assignments of the peaks by the empirical manner are much different from the

theoretical ones. To the contrary, the assignments of the peaks observed in

the theoretical spectrum in Fig. 1.10b are almost the same as the assignments

in the experimental spectrum. This result still shows the relativistic DVME method

is very useful to analyze fluorescence spectra of rare-earth ions in phosphate

matrices and the first principles calculation is necessary to analyze the fluorescence

spectra of rare-earth ions.

Conclusion

The recent development and applications of the DV-Xα cluster method is

introduced. The total energy calculation, called local cluster energy (LCE), is

applied to the movement of the Li ions in the Li3N crystal, which is one of the

super-ionic conducting materials. The movement of the Li ion is simulated by

using several model clusters with different positions of a Li ion, which is

located on the conduction path. As the results, the LCE showed that the

movement of the Li ion through the conduction path makes the smaller

energy change than another path. This result suggests that the energy calcu-

lation program Coulomb is very useful to analyze the energy change of the

cluster models for ionic conductors.

The relativistic DVME method, which is one of the first principles CI

calculation methods, is applied to the calculation of the theoretical fluores-

cence spectra of rare-earth ions in phosphate glasses. The model cluster with

surrounding PO4 units terminated with H ions are suitable to obtain the

absorption and fluorescence spectra in the phosphate glasses. The theoretical

spectra with several initial states are good agreement with the experimental

one, though the spectra with only one initial state are not in the case of the

Pr3+ ion. These results suggested that the relativistic DVME method is very

useful and necessary to analyze fluorescence spectra of rare-earth ions in

phosphate matrices.
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(2000) Optical properties of Sm3+ doped lead fluoroborate glasses. J Phys Chem Solids

61(9):1535–1542

Tanabe S, Sugimoto N, Ito S, Hanada T (2000) Broad-band 1.5 μm emission of Er3+ ions in

bismuth-based oxide glasses for potential WDM amplifier. J Lumin 87:670–672

Tanabe S, Hayashi H, Hanada T, Onodera N (2002) Fluorescence properties of Er3+ ions in glass

ceramics containing LaF3 nanocrystals. Opt Mater 19(3):343–349

Toyoshima H, Watanabe S, Ogasawara K, Yoshida H (2007) First-principles calculations of 4f-5d

optical absorption spectra in BaMgAl10O17:Eu. J Lumin 122–123(1–2):104–106

Wahl J, Holland U (1978) Local ionic motion in the superionic conductor Li3N. Solid State

Commun 27(3):237–241

Walker JR, Catlow CRA (1981) Defect structure and ionic conductivity in lithium nitride.

Philosophical Magazine A 43(2):265–272

Wang JS, Vogel EM, Snitzer E (1994) Tellurite glass: a new candidate for fiber devices. Opt Mater

3(3):187–203

Watanabe S, Kamimura H (1989) First-principles calculations of multiplet structures of transition

metal deep impurities in II–VI and III–V semiconductors. Mater Sci Eng B3(3):313–324

Watanabe S, Ishii T, Fujimura K, Ogasawara K (2006) First-principles relativistic calculation for

f4-5d transition energy of Ce3+ in various fluoride hosts. J Solid State Chem 179(8):2438–2442

Yoshida H, Ogasawara K (2009) Theoretical analysis of phosphors based on first-principles cluster

calculations using the relativistic DVME method. ECS Trans 16(31):35–40

Yuan J–L, Zhang H, Zhao J–L, Chen H–H, Yang X–X, Zhang G–B (2008) Synthesis, structure and

luminescent properties of Lu(PO3)3. Opt Mater 30(9):1369–1374

1 The DV-Xα Molecular Orbital Calculation Method and Recent Development 23



Part II

Recent Theoretical Progress



Chapter 2

Algebraic Molecular Orbital Theory

Jun Yasui

2.1 Introduction

Huzinaga described the principle of MO theory from the beginning before the

Hartree-Fock-Roothaan theory in his text book (Huzinaga 1980). We can see there

a new direction of MO theory. He gave us several hints in his book, for example,

effectiveness of nonlinear variational method to obtain better eigenfunctions of

atomic and molecular Hamiltonian, an excellent behavior of Slater-type basis func-

tions, and so on. He also mentioned the Hartree-Fock variety which implies a

multivariable theory. Inspired by Huzinaga, we shall propose an algebraic MO

equation in order to construct a multivariable theory for quantum chemistry.

2.1.1 Multivariable Problem

Quantum chemistry has been developing in the field of physics, chemistry, and

biology. Problems of molecular science spread in a wide range of space from

nanometer order to meter order, energy from rotational transition energy level to

hard x-ray energy level, and time from attosecond order to day order.

In the development of quantum chemistry, molecular orbital calculation has

been fairly successful as a practical numerical method. However, there are under-

lying problems that are not well understood in quantum chemistry. Chemistry is a

science that deals with fundamentally multivariable relations existing in atoms and

molecules. For example, electronic state and molecular property depend on the

molecular parameters, such as atomic position, atomic number, and number of
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constituent nuclei and electrons. However, the traditional molecular orbital

theory, such as the Hartree–Fock–Roothaan (HFR) theory (Roothaan 1951) and

the Kohn–Sham density functional theory (Hohenberg and Kohn 1964; Kohn and

Sham 1964) have been developed without considering multivariable problems in

chemistry. In such theories parameters of molecular structure are treated as numer-

ical parameters. For example, MO energy is plotted numerically along the axis of

molecular structures. To express the electronic state as a function of molecular

parameters is still a basic problem in quantum chemistry. In this chapter multivar-

iable problems that have been overlooked in the development of MO theory

are discussed.

2.1.2 Variational Principle

On the basis of analytical basis set expansion method, MO equation is defined by

applying the method of Lagrangian multiplier. The analytical basis set expansion

method has fundamentally two kinds of parameter, linear combination coefficient

and nonlinear orbital exponent. The roll of these parameters is a variational

parameter in defining MO equation, and an optimization parameter to obtain

approximate solutions of MO equation. However, in the traditional MO theory

only linear combination coefficients are adopted, and nonlinear orbital exponents of

basis function are fixed at numerical value. This means that the definition of the

traditional MO equation is restricted in linear variational space, so that eigenstate

cannot reach the exact eigenstate of the Hamiltonian even when the basis set is

extended.

In contrast to analytical basis function such as Slater-type function and

Gaussian-type function, numerical atomic basis function (Averill and Ellis 1973)

is used in the discrete-variational-Xα (DV-Xα) method based on the Hartree-Fock-

Slater (HFS) model which is easily applicable from atoms to clusters (Adachi

et al. 1978; Adachi 2006; Slater 1974, 1979). Numerical atomic basis function

does not have an orbital exponent, but it is numerically generated at every SCF

cycle in the MO calculation by solving the Schrödinger equation of atomic radial

function for each atomic potential in molecule. In the DV-Xα method, the Fock

matrix is also defined at every SCF cycle by molecular integrals of numerical

atomic basis functions. Although the HFS equation is defined on the linear varia-

tional principle, the MO is obtained through a doublly optimization process,

i.e., optimization of numerical atomic basis functions and diagonalization of the

Fock matrix. Owing to the effect of double optimization, proper MOs can

be obtained for atoms and clusters with small basis set in the DV-Xα method on

the HFS model. However, the traditional MO theories are not applicable to alge-

braic theory as long as molecular integral is expressed in numerical value.

Mukoyama proposed an analytical expression of atomic wave function which is

obtained by nonlinear fitting of STFs to a numerical atomic wave function obtained

in a similar way to the DV-Xα method (Mukoyama and Yasui 1992).
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The traditional MO equation is defined by using the Lagrangian function which

is furnished with a single constraint, the orthonormal condition of MOs. The exact

eigenfunction of molecular Hamiltonian satisfies several conditions, such as Kato’s
cusp condition (Kato 1957; Steiner 1963; Pack and Brown 1966; Chong 1967;

Nakatsuji and Izawa 1989; Chapman and Chong 1970; Poling et al. 1971; Rassolov

and Chipman 1996; Nagy and Sen 2001; Janosfalvi et al. 2005), the virial theorem,

and the Hellmann–Feynman theorem (Feynman 1939; Feinberg et al. 1970; Stanton

1962; Fernández Rico et al. 2007). Although these conditions are necessary condi-

tions being obeyed by the exact solutions of the Schrödinger equation, they are not

adopted in the traditional Lagrangian function to define MO equation. However,

Reinhardt and Hoggan, Koga and Galek showed that better solutions of the HFR

equation can be obtained by using STFs and by adopting the nuclear cusp condition

and the virial theorem (Reinhardt and Hoggan 2009; Koga et al. 1999; Galek

et al. 2005). These studies suggested that multiple constraint condition is effective

in solving the HFR equation. It is interesting that they adopted the nuclear cusp

condition and the virial theorem because the former is a local condition and the

latter is a global condition.

2.1.3 Trial Functions and Molecular Integrals

Molecular orbital is a model of electronic eigenfunction of the Schrödinger equa-

tion of molecule on the mean field approximation. Usually the Hartree–Fock

(HF) equation is solved by using basis set expansion method. However, it is

practically impossible to obtain the exact solution of the HF equation even when

basis set is extended in size; the basis set is not able to expand itself fully in the

Hilbert space of the Schrödinger equation as long as it is finite.

The molecular orbital model is used to calculate the electronic structure not only

on the HF one-body model but also beyond the HF level. The first group beyond the

HF level uses a single determinant for molecular orbitals; density functional theory

belongs to this group. In the second group, there are configuration interaction

method, perturbation theory, and coupled cluster theory, which use the virtual

MOs of the HF model. For this reason, good basis functions are required for

better MO calculations beyond the mean field approximation.

Despite of difficulties in evaluating multicenter molecular integrals, Slater-type

function (STF) is a superior basis function because it satisfies Kato’s nuclear-

electron cusp condition and has a good long-range behavior similar to the

Schrödinger hydrogen wave function (Kotani et al. 1955; Yasui and Saika 1982).

STF has been adopted in advanced MO calculation softwares, such as ADF

(Baerends et al. 1973), STOP (Bouferguene et al. 1996), and SMILE (Fernández

Rico et al. 2001, 2004), however, it is impossible to address algebraic MO calcu-

lation by those software. This is because there is no symbolic information of

molecular parameters in molecular integrals expressed by numerical value. STF

is a superior basis function but analytical molecular integral over STF is required.
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2.1.4 SCF Method

It is crucial to execute MO calculation for any size of atomic system without

unnecessary calculations (Dirac 1929). In the traditional MO calculation, SCF

iterative technique is used in solving a nonlinear MO equation. This technique is

poor at convergence for large molecular system because of quasidegenerate

electronic energy structure and huge eigenvalue problem. How to solve the

Schrödinger equation without SCF iterative technique is an essential problem

for large molecular system.

2.1.5 Nonadiabatic Process

Fundamentally, there is a time dependent discrepancy of motion between electron

and nucleus due to a large difference of mass. Electron as a particle with fast

velocity and nucleus as a particle with low velocity exchange their momenta via

Coulomb interaction in time-dependent process. This cooperative interaction

between electrons and nuclei is called nonadiabatic interaction. This is an essen-

tial problem in molecular science, such as chemical reaction, slow atomic colli-

sion, spectroscopy for electron and nucleus, surface science, solid-state physics,

and so on, however, this has been existing as a difficult problem in molecular

science since the beginning of quantum mechanics of molecule (Domcke

et al. 2004; Baer 2006; Köppel et al. 2009; Nakamura 2012; Longuest-Higgins

1975; Berry 1984; Baer 2002).

The Schrödinger equation consists of fast variables and slow variables in

molecule, electron and nucleus. The standard approach for solving the molecular

Schrödinger equation is the Born–Oppenheimer (BO) approximation. In this

approximation, molecular system has a double-layered energy structure by the

large mass difference in which electron motions and nucleus motions are separated

as follows. Since the slow variable is a good adiabatic parameter in the BO

approximation, the Schrödinger equation for the fast variable can be solved by

fixing the slow variable.

After obtaining eigenstates of the fast variables, equation for the slow variables

can be defined using the eigenvalues of the first variable and the momentum

operator shifted by the gauge potential A defined by

Amn Rð Þ ¼ i

ð
φ�
m∇RφndV; ð2:1Þ

where i is the imaginary unit, φ stands for the wave function of a fast particle,

and R represents the molecular structure. The gauge potential A is designated
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the nonadiabatic coupling (NAC) vector. The Schrödinger equation for the slow

variable satisfies the hidden local gauge symmetry which keeps the phase of total

wave function in time by cancelling global phase of the fast particle, whereas

the motion of the slow particle brings about a phase shift to the fast particle during

a time interval t in adiabatic process. This phase, designated the Longuet-Higgins/

Berry phase, is defined by the path integral of NAC along a motion of the slow

particle on the potential energy surface (PES) as

γmn tð Þ ¼
ð t

0

Amn R tð Þð Þ � dR tð Þ: ð2:2Þ

In addition of dynamical phase, the time-dependent wave function of the fast

particle, electronic wave function, has the Longuet-Higgins/Berry phase.

The nonadiabatic electronic transitions are found in various mechanisms in

chemistry, molecular physics and molecular biology. This transition is driven by

NAC in the critical region of avoided crossing or conical intersection. This transi-

tion has been studied as an electron transition between adiabatic PESs on the BO

approximation (Adachi and Yasui 1987).

NAC and the Longuet-Higgins/Berry phase always coexist as a reciprocal

relation in the dual-layered molecular energy system. Study of nonadiabatic mole-

cular dynamics is a most difficult but a most interesting problem in chemistry.

To disentangle problems in cooperative dynamics between electrons and nuclei is

an essential and important problem in molecular science.

2.1.6 Aim of Our Study

As ignored problems which have been existing subconsciously as important problems

from the beginning of quantum chemistry, we point out multivariable problems,

which is concerned with functional relation between electronic state and molecular

structure, introduction of nonlinear variational parameters to define molecular

orbital equation, multiple constraint conditions for including electron correlation

effect into the Lagrangian function, multivariable expression of molecular integrals

over the STFs, cooperative dynamics of electrons and nuclei in molecular systems,

method for solving the HFR equation without SCF iterative technique, and so on.

Quantum chemistry has been developed without recognizing these multivariable

problems.

The aim of our study is to construct a theoretical base to solve these multivariable

problems beyond the traditional quantum chemistry constructed on the numerical

method. As a first step to construct algebraic quantum chemistry, we shall propose an

algebraic MO theory.
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2.2 Theory

In this section, we propose a method for defining an algebraic MO equation by

the variational principle. Two innovative methods are given, polynomial expression

of molecular integrals and the Lagrangian function with extended constraint

condition.

2.2.1 Polynomial Expression of Molecular Integrals

In order to retain an atomic picture in a multivariable MO theory, we adopt a linear

combination of atomic orbitals approximation (LCAO-MO)

ϕk C; r
!
; ζ;R

� �
¼

Xatom
α

XAO αð Þ

p

Ck
αp χαp r

!
α; ζαp;Rα; nαp; lαp;mαp

� �� �
; ð2:3Þ

in this study. On the left hand side of Eq. (2.3), ϕk denotes for the k-th molecular

orbital, and on the right hand side of Eq. (2.3), C the vector of linear combination

coefficient of basis function, ζ the set of orbital exponent of the basis function and

R the atomic configuration, α the sequence number of constituent atoms, AO(α) the
number of basis functions centered at α, p the sequence number of the basis

functions at α, χαp the p-th basis function centered at α, {n, l, m} is the set of

quantum numbers of the basis function, and rα the polar coordinates of electron with
origin at α. In the following the basis function χ is written by omitting the set of

quantum numbers {n, l, m} in short.

Molecular integral is integration over coordinates of electron which is the

fastest particle in molecule. Οn the assumption that atomic configuration R and

nonlinear parameter ζ are constant during integration, molecular integral is defined

as a symbolic function with respect to R and ζ. Molecular integral is a minimum

symbolic element in the algebraic MO theory on the BO approximation.

In order to construct algebraic MO equation, we prepare polynomial expression

of molecular integrals through two steps. In the first step, we execute molecular

integral analytically remaining R and ζ in symbol. Even in case when analytical

expression of molecular integral is tremendously complicated, analytical molecular

integral is a minimum symbolic element that enables to express MO equation in

symbol. In the second step, we transfer analytical molecular integral by the Taylor

expansion method given by Eq. (2.4) from analytical expression to polynomial

expression in order to give an algebraic structure to the MO theory (Yasui 2010,

2011). A method of analytical expression of molecular integrals over STFs is

described in detail in the next chapter.

f xð Þ ¼
X1
p¼0

1

p!

Xp
k¼0

p
k

� �
�x0ð Þp�k d

dx

� �p

f xð Þ
� 	

x¼x0

xk ffi
XN
i¼0

Ai x0ð Þxi; ð2:4Þ
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where x0 means the center of the Taylor expansion distributed so as to keep the

polynomials in the same order in any region of variables. The last term in Eq. (2.4)

is the approximate expression of single variable functions. This method can be

easily extended to multivariable functions. Let us show an example for the case of

overlap integrals. Overlap integral between basis functions centered at A and

B separated by R is given

S ζa; ζb;Rð ÞabAB ¼
ð
χ� r

*
A; ζa;RA

� �
χ r

*
B; ζb;RB

� �
dV: ð2:5Þ

Applying the Taylor expansion method, overlap integral can be approximately

expressed in polynomial with respect to atomic distance R, and orbital exponents

ζa and ζb

S ζa; ζb;Rð ÞabAB ffi
X

pa, pb, pR

A na; la;maf gA; nb; lb;mbf gB

 �

pa,pb,pR
ζpaa ζ

pb
b R

pR ; ð2:6Þ

where A stands for coefficient of polynomials expressed by rational number of

fields. Coefficients of polynomial molecular integrals can be calculated and stored

in advance for R and ζ over full range. Equation (2.6) shows that overlap integral is
a polynomial ring with respect to R, ζa and ζb. The same procedure is applicable for

other one-electron molecular integrals and two-electron molecular integrals to

change their expressions from analytical to polynomial. By introducing of polyno-

mial expression of molecular integrals into MO equation, we can define MO

equation as an algebraic equation. Molecular integral expressed in polynomial

works as a polynomial ring in the algebraic MO theory.

2.2.2 Total Electronic Energy

Owing to the polynomial expression of molecular integrals with respect to atomic

configuration parameters and nonlinear orbital exponent parameters, we can define

total electronic energy as a multivariable function

E N; n; Z;R;C; ζ½ � ¼ T N; n; Z;R;C; ζ½ � þ V N; n; Z;R;C; ζ½ �; ð2:7Þ

where N is the number of atoms in molecule, n the number of electrons in molecule,

Z the set of nuclear charge for each atom in molecule, R stands for the set of atomic

configuration parameters, C is the set of linear combination coefficients, and ζ the

set of nonlinear orbital exponents of basis functions, T and V on the right hand side

stand for the total kinetic energy of electrons and the total potential energy,

respectively.
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We write total kinetic energy of electrons in LCAO approximation

T N; n;R;C; ζ½ � ¼
XN
α, β

XAO αð Þ

p

XAO βð Þ

q

Dαp,βq n;C½ �tαp,βq R; ζ½ �; ð2:8Þ

where α and β run over all pairs of atoms in molecule, AO(α) stands for the order of
basis functions on the α th atom, and a density matrix on the right hand side is

defined as

Dαp,βq n;C½ � ¼ 2
Xoccu:MO

k

C�k
αpC

k
βq; ð2:9Þ

where k runs over occupied molecular orbitals, and kinetic molecular integral on the

right hand side in Eq. (2.8) is defined in atomic unit as

tαp,βq R; ζ½ � ¼
ð
dVχ�αp r

!
α; ζαp;Rα

� �
�1

2
Δ

� �
χβq r

!
β; ζβq;Rβ

� �
: ð2:10Þ

Total electronic potential energy is expressed as a sum of nuclear-electron attrac-

tion potential energy VNe, electron-electron repulsion potential energy Vee, and

nuclear- nuclear repulsion potential energy VNN

V N; n; Z;R;C; ζ½ � ¼VNe N; n; Z;R;C; ζ½ � þ Vee N; n;R;C; ζ½ � þ VNN N; Z;R½ �: ð2:11Þ

We write nuclear-electron attraction potential energy on the right hand side in

Eq. (2.11) in LCAO approximation as

VNe N; n; Z;R;C; ζ½ � ¼
XN
α, β

XAO αð Þ

p

XAO βð Þ

q

Dαp,βq n;C½ �VNe
αp,βq N; Z;R; ζ½ �; ð2:12Þ

where

VNe
αp,βq N;R;R; ζ½ � ¼

XN
γ

Zγv
γ
αp,βq R; ζ½ � ð2:13Þ

and nuclear-electron attraction molecular integral on the right hand side in

Eq. (2.13) is defined in atomic unit as

v γαp,βq R; ζ½ � ¼
ð
dVχ�αp r

*
α; ζαp;Rα

� � 1

Rγ
χβq r

*
β; ζβq;Rβ

� �
; ð2:14Þ
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where Rγ stands for the distance of γ th atom from the origin of the internal

coordinates for molecule. We write total electron repulsion potential in Eq. (2.11)

in LCAO approximation as

Vee N; n;R;C; ζ½ � ¼ 1

2

XN
α, β, γ, δ

XAO αð Þ

p

XAO βð Þ

q

XAO γð Þ

r

XAO δð Þ

s

Dαp,βq n;C½ � Iαp,βq, γr,δs ζ;R½ � � 1

2
Iαp, γr,βq,δs ζ;R½ �

� 	
Dγr,δs n;C½ �;

ð2:15Þ

where α, β, γ and δ run over all combinations of four atoms in molecule. We define

electron-electron repulsion molecular integral in Eq. (2.15) in atomic unit as

Iαp,βq, γr,δs ζ;R½ � ¼
ðð

dV1dV2χ�αp r
!
1α; ζαp;Rα

� �
χ�βq r

!
1β; ζβq;Rβ

� �
1

r12
χγp r

!
2γ; ζγr;Rγ

� �
χδs r

!
2δ; ζδs;Rδ

� �
:

ð2:16Þ

Nuclear repulsion potential on the right hand side in Eq. (2.11) is written in atomic

unit

VNN N;Z;R½ � ¼
XN
α, β

ZαZβ
1

Rαβ
; ð2:17Þ

where Rαβ is a atomic distance between α th atom and β th atom.

The variables in total electronic energy in Eq. (2.7) are separated to two groups.

In the first group, number of electrons n and linear variational parameter C belong

to the density matrix. In the second group, number of atom N, atomic charge Z,
atomic configuration R, and nonlinear orbital exponent ζ belong to the molecular

integral. We can prepare molecular integrals in Eqs. (2.5), (2.10), (2.14), and (2.16)

in advance for full range of R and ζ, and use them in algebraic MO calculations.

2.2.3 Extension in the Variational Principle

On the variational principle, MO equation is defined with the method of the

Lagrangian multiplier. In this study we construct the algebraic MO equation by

extending the Lagrangian function with respect to nonlinear variation and con-

straint condition.

By polynomial expression of molecular integrals with respect to orbital expo-

nent of basis function, we introduce nonlinear variational parameter to the defini-

tion of the Lagrangian function. This enables the variation principle in nonlinear

space. Huzinaga’s book shows significant effects of nonlinear optimization to

obtain better eigenstates.
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The traditional MO equation, for example the HFR equation and the KS equa-

tion, is defined using the Lagrangian function with a single constraint condition.

The Lagrangian function for the HFR equation consists of the total energy and a

constraint condition in Eq. (2.18)

LHFR C½ � ¼ EHFR C½ � þ λsGs C½ �; ð2:18Þ

where C stands for linear combinational coefficient of basis function, λS on the right
hand side in Eq. (2.18) is the Lagrangian multiplier, and Gs means constraint

condition of orthonormality of molecular orbitals. The Lagrangian function denoted

by LHFR in Eq. (2.18) leads the HFR MO equation by applying the variational

principle

∂
∂C

L
HFR

C½ � ¼ 0: ð2:19Þ

Equation (2.19) shows that the HFR equation is defined only in the linear varia-

tional space.

While the HF equation or the KS equation is defined using the Lagrangian

function with a single constraint condition, orthonormal condition of MO, we define

the algebraic MO equation using the Lagrangian function with multiple constraint

conditions in Eq. (2.20)

Lmulti N; n; Z;R;C; ζ; λ½ � ¼ E N; n; Z;R;C; ζ½ � þ
X
i

λiGi N; n; Z;R;C; ζ½ �; ð2:20Þ

where Lmulti on the left hand side is a Lagrangian function with multi constraint

conditions, λi stands for the Lagrangian multiplier for the i th constraint condition,

and Gi a necessary condition which is obeyed by the exact solution of the

Schrödinger equation. We name the additional constraint condition in the Lagrang-

ian function as the Schrödinger condition. We furnish the new Lagrangian function

with a set of constraint conditions each of which has a different action in

approaching the limit of variation. Choice of constraint condition depends on the

aim. By the new Lagrangian function with nonlinear variational parameters and

multiple constraint conditions, we define an algebraic MO equation on the varia-

tional principle

∂
∂α

Lmulti N; n; Z;R;C; ζ; λ½ � ¼ 0, α ¼ C, ζð Þ: ð2:21Þ

Exact eigenfunction of the molecular Hamiltonian of the Schrödinger equation

should obey the Schrödinger condition, such as Kato’s cusp condition, the virial

theorem, the Hellmann–Feynman theorem (Feynman 1939) and the Liu–Parr–Nagy

identity (Liu et al. 1995). Each condition subjects the trial function to a different

action as discussed below.
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The orthonormal condition of molecular orbitals is generally expressed as

C
�
Rð ÞS ζ;Rð ÞC Rð Þ ¼ 1: ð2:22Þ

At any molecular structure R, linear combination coefficient C and nonlinear orbital

exponent of basis functions ζ cooperate to satisfy the orthonormal condition. In the

algebraic MO theory the orthonormal condition in Eq. (2.22) is expressed by

simultaneous polynomial equation. All other Schrödinger condition is the same.

Kato’s cusp condition is a condition for eigenfunctions at the singular point of

Coulomb interaction or in the vicinity of atomic center. In the algebraic MO theory

the nuclear-electron cusp condition is adoptedmainly as a local constraint condition.

Three equivalent expressions for the nuclear-electron cusp condition are given as

ψ 0ð Þ þ ψ
0
0ð Þ

Z
¼ 0; ð2:23Þ

ρ 0ð Þ þ ρ
0
0ð Þ

2Z
¼ 0; ð2:24Þ

Z ¼ �1

2

ρ
0
0ð Þ

ρ 0ð Þ ¼ �1

2
lim
r!0

dlogeρ rð Þ; ð2:25Þ

where ψ is the eigenfunction, Z the atomic charge, ρ (r) the electron charge density.
The electron charge density at nucleus in Eq. (2.24) has a relation to the Fermi

contact interaction. The energy of Fermi contact interaction is proportional to square

of electron charge density at atomic center. Since every atomic center is a singular

point of Coulomb interaction in molecule, the nuclear-electron cusp condition holds

at every atom. The Eq. (2.25) means that the atomic number Z is proportional to the

derivation of electron charge density over electron charge density at nucleus. The

nuclear-electron cusp condition implies that the atomic positions are determined so

as to satisfy the nuclear-electron cusp condition in molecule.

In this study the molecular electron charge density in LCAO approximation is

expressed as

ρ N; n;R;C; ζ½ � r
*

� �
¼

XN
α

ρα,α n;R;C; ζ½ � r
!� �

þ
XN
α�2

XN�1

β <αð Þ
ρα,β n;R;C; ζ½ � r

!� �
; ð2:26Þ

where electron charge distributions on atom or between atoms are defined as

ρα,α n;R;C; ζ½ � r
!� �

¼
XAO αð Þ

p

XAO αð Þ

q

Dαp,αq n;C½ �χ�αp r
!
α; ζαp;Rα

� �
χαq r

!
α; ζαq;Rα

� �
;

ð2:27Þ
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ρα,β n;R;C; ζ½ � r
!� �

¼
XAO αð Þ

p

XAO βð Þ

q

Dαp,βq n;C½ �χ�αp r
!

α; ζαp;Rα

� �
χβq r

!
β; ζβq;Rβ

� �
; ð2:28Þ

respectively. The sum of electron charge density at nucleus can be expressed as

ρ N; n;R;C; ζ½ � 0ð Þ ¼
XN
α

ρα,α n;R;C; ζ½ � 0ð Þ þ
XN
α>2

XN�1

β <αð Þ
ρα,β n;R;C; ζ½ � 0ð Þ; ð2:29Þ

where

ρα,α n;R;C; ζ½ � 0ð Þ ¼
XAO αð Þ

p

XAO αð Þ

q

Dαp,αq n;C½ �χ�αp 0; ζαp;Rα


 �
χαq 0; ζαq;Rα


 �
; ð2:30Þ

ρα,β n;R;C; ζ½ � 0ð Þ ¼
XAO αð Þ

p

XAO βð Þ

q

χ�αp 0; ζαp;Rα


 �
χβq Rα; ζβq;Rβ


 �þ χ�αp Rβ; ζαp;Rα


 �
χβq 0; ζβq;Rβ


 �h i
:

ð2:31Þ

There is another relation with respect to electron charge density at nucleus. The

Liu–Parr–Nagy (LPN) identity expressed as

ρ 0ð Þ ¼ � 1

4π

ð
∇

2

ρ rð Þ
rj j dV; ð2:32Þ

has a qualification of constraint condition in the Lagrangian function. Although the

LPN identity has an electron charge density at nucleus on the left hand side, it does

not require the relation to the atomic charge Z on the right hand. The electron charge

density at nucleus appears in Eqs. (2.24) and (2.32).

The virial theorem in the Born-Oppenheimer approximation is expressed as

2T N; n;R;C; ζ½ � þ V N; n; Z;R;C; ζ½ � þ
XN
α

R
*

α � ∂E N; n; Z;Rα;C; ζ½ �
∂R
*

α

¼ 0: ð2:33Þ

Equation (2.33) means that the kinetic energy and the potential energy are balanced

with help of the third term at any molecular geometry point on the adiabatic total

energy surface (Mayer 2010). Since the exact solution of the HFR equation satisfies

the virial theorem, the virial theorem can be adopted as a constraint condition in the

algebraic Lagrangian function.
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The Hellmann–Feynman theorem

∂
∂α

E N; n; Z;R;C; ζ½ � ¼ Ψ αð Þ ∂
∂α

H N; n; Z;R;C; ζ½ �
����

����Ψ αð Þ
 �

; ð2:34Þ

can be adopted as a constraint condition in the algebraic MO Lagrangian function,

where α is a parameter included in the Hamiltonian. Equation (2.34) shows the

general form of the Hellmann–Feynman theorem from which specific theorem,

such as the virial theorem and the electrostatic theorem, is derived.

There are mathematical conditions which are satisfied with the exact

eigenfunction of the molecular Hamiltonian, for example, closure relation for

quantum mechanical operators. We can select the combination of constraint con-

ditions according to the aim.

Although it is expected that the Lagrangian function extended with nonlinear

variational parameters and multiple constraint conditions would be effective, it is

necessary to keep the basis set in an adequate size.

2.3 Discussion

In the previous section we proposed a method for defining an algebraic MO

equation in detail. In this section we will discuss about advantage and expectation

in the algebraic MO theory.

2.3.1 Multivariable Theory for Chemistry

It is worth constructing a multivariable theory for quantum chemistry because

chemistry is a science of atoms and molecules described by many quantities

associated with nucleus and electron, and parameters of external fields such as

electromagnetic field and boundary conditions applied to atoms and molecules.

Mechanism of chemical reaction and that of electromagnetic property of molecule

are fundamentally multivariable problems.

As a methodology for multivariable problems, numerical method is inadequate

because much information of molecular parameters disappears in numerical oper-

ations of addition and multiplication.

The object of chemistry is not always a forward problem. The order of searching

solutions depends on the problem. It is difficult to remove the distinction between a

forward problem and an inverse problem on the numerical method. On the other

hand, the algebraic MO theory is adequate for multivariable problems and because

many variables are expressed by symbol so that their symbolic meanings are

conserved during calculation process.

The algebraic MO theory is also adequate for inverse problem because the order

of searching solutions is interchangeable.
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The algebraic MO is an approximate equation of the molecular Schrödinger

equation in affine space (Yasui 2010, 2011). Symbolic calculation on polynomials

is essential in this theory.

2.3.2 Polynomial Expression of Molecular Integrals
over STFs

Most innovative part in this study is an introduction of polynomial expression of

molecular integrals to molecular orbital theory. This enables to construct the

algebraic molecular orbital theory in affine space. Mathematically, molecular

integral expressed in polynomial plays a roll of polynomial ring, and changes the

form of molecular orbital equation from matrix equation to simultaneous polyno-

mial equation. The set of solutions of polynomial MO equation is the approximate

affine variety of the Schrödinger equation. This is a basic idea of the algebraic MO

theory with many variables. Molecular integral expressed in polynomial is indis-

pensable to the algebraic quantum chemistry.

Many studies of molecular integral with STO, GTO, and other basis functions

have been done in the development quantum chemistry, however, the use is

confined to numerical calculations. In order to construct the algebraic MO theory,

it is necessary at least that molecular integral is obtained analytically as a function

of atomic configuration parameters and orbital exponents of basis function. By

analytical integration, the parameters of molecular integral keep themselves in

symbolic expression. In addition to that, in order to define the algebraic MO

equation for the second step, it is necessary to transform molecular integral from

analytical expression to polynomial one. This transformation is done by the method

of Taylor expansion.

The aim of quantum chemistry is various. In some studies, the precise calcula-

tion is needed. In other studies, it is important to grasp the essence of chemistry

neither too much nor too little in accuracy. For these aims, polynomial molecular

integral is extremely advantageous especially for large molecules. The accuracy of

polynomial molecular integral is controllable in a wide range of variables by using

adequate expansion centers. On the controllability of accuracy, it is possible to

make a seamless approximation or an effective Hamiltonian on the first principle.

With respect to calculation error, there is no mixing of numerical errors in

symbolic polynomial calculation because the coefficients of polynomial ring are

expressed by rational numbers in this study.

While the algebraic MO theory is constructed in real-space in this study, we can

define it in momentum-space by using the Shibuya-Wolfman integral which is

molecular integral of exponential type basis function in momentum space (Shibuya

and Wulfman 1965; Avery 2000).
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2.3.3 Advantage of Extension of the Variational Principle

The effectiveness of variational principle depends on the set of trial functions, the

set of variational parameters, and the constraint conditions. In principle, LCAO-

MO theory is defined by the set of linear parameters and nonlinear parameters,

however, in most traditional MO theory, nonlinear variational parameters are

omitted. On the other hand, in the algebraic MO equation, orbital exponent is

introduced as a nonlinear variational parameter in the definition of MO equation

through polynomial expression of molecular integrals. In the algebraic MO theory

compatibility of linear variational parameter and nonlinear variational parameter is

attained. The action of orbital exponent as a nonlinear variational parameter is

effective, which is described in Huzinaga’s book. In case of atomic collision, for

example, overlap of wave functions between atoms begins to contact with their tails

of wave functions in the asymptotic region determined by the orbital exponent of

basis functions. Contact of wave function brings about initial separation of molec-

ular energy level in the same symmetry, and works to stabilize total electronic

energy of atomic system. Using linear parameters and nonlinear parameters, trial

functions fit precisely the details of variational active space of the molecular

Hamiltonian so as to approach local minimum of total electronic energy under

the set of Schrödinger conditions. In addition to accurate eigenenergy in the

algebraic MO equation, more precise eigenfunction will be obtained by the extend

variational method for degenerated state or quasidegenerated state of the

Hamiltonian.

The set of the Schrödinger condition acts to extend variational function space in

which each condition takes a different action to minimize total electronic energy in

molecule. Thanks to polynomial expression of molecular integrals, we can extend

the Lagrangian function without difficulty.

The orthonormal condition is a nonlocal constraint condition. In the algebraic

MO theory the orthonormal constraint condition in Eq. (2.22) works not only in

linear variational space through the density matrix but also in nonlinear variational

space through the overlap matrix. On the other hand, in the traditional MO theory,

nonlinear orbital exponents in overlap matrix are fixed in numerical value so that it

is difficult to optimize MOs at arbitrary molecular geometrical point.

Atomic center is a singular point of Coulomb potential in molecule. By Kato’s
nuclear-electron cusp condition expressed in several form in Eqs. (2.23), (2.24) and

(2.25), wave functions of the Schrödinger equation is able to avoid the divergence

at atomic centers. As described in Eq. (2.29), atomic charge at atomic center

includes contributions from the outer region. This means that cusp and tail of

basis functions hold Kato’s nuclear-electron cusp condition. Exact wave functions

or exact electron charge densities, which obey Kato’s nuclear-electron cusp condi-

tion, distribute in molecule so as to determine molecular structure, in other words, it

might be said that Kato’s nuclear-electron cusp condition gives a principle to

determine molecular structure.
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While the LPN identity in Eq. (2.32) includes electron charge density at atomic

center, it does not require atomic number Z in the definition. Since electron charge

density at atomic center appears both in Kato’s nuclear-electron cusp condition and
the LPN identity conditions, these conditions are intrinsically the same. By this

reason, the LPN identity is approximately applicable to non-exponential basis

functions, such as Gauss type functions.

The virial theorem in Eq. (2.33) holds at any molecular structure in the stationary

state. Equation (2.33) means that kinetic energy and potential energy are balanced

exactly with a help of the third term, which is an inner product of atomic position

vector and gradient vector of the electronic total energy surface. It is interesting that

the kinetic energy and the potential energy are global quantities but the third term is

a summation of local quantities. Since the kinetic energy is always positive and the

potential energy is always negative, the third term has to work as an adjuster to hold

the virial theorem. This suggests that the third term needs accuracy. In the third

term expressed in polynomial, first derivation of electronic total energy with respect

to atomic position vector is obtained analytically. At any molecular geometrical

point, the kinetic energy, the potential energy and the third term are able to take a

balance among themselves by optimizing linear variational parameters and

nonlinear variational parameters in this study.

It is well recognized that the fulfillment of the Hellmann–Feynman theorem is

difficult by poor basis functions. This suggests that the Hellmann–Feynman theo-

rem works as a strong constraint condition for defining a precise MO equation. It is

expected that the Hellmann–Feynman theorem expressed in polynomials with

respect to linear parameters and nonlinear parameters will play an effective roll

as a strong constraint condition in the Lagrangian function.

Compared with a single constraint condition, the set of constraint conditions will

generate more precise constraint condition as a whole. Multiple constraint condi-

tion increases a degree of freedom of trial function in variational active space.

By the cooperative effect by nonlinear variational parameter and multiple

constraint condition in the Lagrangian function, the algebraic MO equation will

provide more accurate eigenenergies and MOs than the traditional MO

equation does.

2.3.4 Advantage in Calculation of Electron Correlation

Since the Schrödinger equation includes the electron correlation or the many body

effect completely, electron correlation energy is defined by the total energy differ-

ence between the HF equation and the Schrödinger equation. Both the HF theory

and the algebraic MO theory is based on the one-body model, however, the latter is

superior in the variational principle as described in this chapter. This means that the

total energy difference between the algebraic MO equation and the Schrödinger is

expected to be smaller than in the case of the HF theory.
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The eigenstate obtained by the algebraic MO calculation includes the electron

correlation in some degree because the Lagrangian function adopts the Schrödinger

conditions as constraint conditions. Electron correlation or electron many-body

effect appears in coincident collision among electrons over two particles. Electron

correlation appears not only in the stable eigenstate but also in the transition

process. Electronic polarizability and multielectron transition, for example, are

sensitive to the electron correlation on the ground state and during the transition

process, respectively. The algebraic MO theory is useful in the calculation of

electronic properties in which many-body interactions are active.

Having size consistency, many-body perturbation theory (MBPT) is valid for

calculation of electronic correlations, particularly for large molecules. For a long

time, various variation theory and perturbation theory of electronic correlation have

been studied on the base of the traditional MO theory with orbital exponents of

basis functions being fixed. For this reason, it is difficult for the traditional MO

theory to achieve a high accuracy of electron correlation energy. On the other hand,

it is expected that the algebraic MO theory will lead a rapid convergence in MBPT.

In a case when nonadiabatic interaction and electron correlation is close in

energy, or in a critical region where a drastic reorganization of electronic config-

urations occurs, it may be difficult to analyze those complex interaction. For these

cases, mathematics of polynomial will be useful for disentangling the complex.

2.3.5 Integer Variables in Quantum Chemistry

Number of atom, atomic number and number of electron is a basic information in

chemistry. The Schrödinger equation includes atomic number Z, number of atom

and number of electron as integer parameter. This means that there exists at least a

relation between the integer parameter and the quantum eigenstate in molecule.

However, it is impossible to know the relation from the HFR calculations because

atomic number Z is dealt as a numerical value. The traditional theoretical chemistry

has no awareness to solve MO equation with respect to those integers. It is

interesting that Kato’s nuclear-electron cusp condition connects directly atomic

number Z and wave function at atomic centers in molecule.

2.3.6 Advantage of Polynomial Equation

M.P. Barnett informed us many papers about applications of polynomial equation

in the field of chemistry except quantum chemistry (Barnett et al. 2004).

M. Minimair and M.P. Barnett explained how to solve polynomial equations by

using Gröbner bases (Minimair and Barnett 2004). Algebraic computational theory

of polynomials has been developed in recent years (Cox et al. 2007), however, there

has been no algebraic method in the development of quantum chemistry.
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There are several mathematical advantages in solving a simultaneous algebraic

equation. Firstly, it is possible to identify the existence of solutions rigorously even

if it is difficult to solve the equation under a difficult condition. Secondary,

identification of the number of solutions is possible. Lastly, it is possible to identify

the relations among variables. In some cases, there is a remarkable possibility to

find a useful relation among molecular variables. In addition to that, there is a great

advantage in the algebraic method, that is, there is no distinction between forward

problem and inverse problem. We can obtain solutions in any sequence of variables

from polynomial equation.

The SCF iterative technique is a standard method for solving a nonlinear MO

equation by regarding it as a linear equation. For small molecules SCF iterative

technique is useful, however, it is inconvenient in case when a quasidegenerate

electronic state exists. In some cases, quasidegenerate state cannot be solved by the

SCF iterative technique. On the other hand, the algebraic MO equation needs no

SCF iterative technique because nonlinear polynomial MO equation is solved

algebraically. This is a great practical advantage of the algebraic MO equation.

2.3.7 Advantage in the Born-Oppenheimer Approximation

Study of nonadiabatic interaction between electron and nucleus is interesting as a

fundamental interaction in chemistry. There are two interesting problems after

obtaining PESs on the BO approximation. The one is to solve nuclear eigenstates

on PES by using NAC. The another is to solve nonadiabatic electron transition

probability between PESs by using NAC.

In the BO approximation, total molecular wave function is expressed by the sum

of product of electronic wave function and nuclear wave function. The phase of

electronic wave functions and that of nuclear wave functions cancel each other in

the stationary state. This cancelation mechanism is a hidden nature in the nuclear

Schrödinger equation. Nuclear quantum state is sensitive to NAC and PES because

energy separation between nuclear quantum states is much smaller than that of

electronic adiabatic PESs. In order to give a reliable description for nuclear state, it

is better to express NAC and PES by continuous parameters, not by discrete

numerical parameters. Owing to the method of polynomial expression of NAC,

the nuclear Schrödinger equation will be solved in high accuracy. Construction of

the coupled Schrödinger equation for electrons and nuclei is a fundamental problem

not only for nonadiabatic process but also for molecular dynamics on the BO

approximation in a wide range of time.

Within the adiabatic approximation, the time-dependent electronic wave func-

tion has the dynamical phase and the Longuet-Higgins/Berry phase which are

acquired by the eigenenergy of electronic state and NAC, respectively. Acquisition

of NAC and the Longuet-Higgins/Berry phase needs consistency in solving the

nuclear Schrödinger equation. Acquisition of electronic eigenstate and nuclear

eigenstate on the BO approximation is a multivariable problem. In symbolic
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calculation of NAC and the Longuet-Higgins/Berry phase, polynomial method will

be useful. NAC and the Longuet-Higgins/Berry phase expressed as a multivariable

function will play an important roll as a reciprocal relation in the Born-

Oppenheimer molecular dynamics.

Nonadiabatic electron transition appears in fundamental process in many fields

of molecular science, such as chemical reaction, especially important in photo-

chemistry, slow atomic collision, spectroscopy for electron and nucleus, surface

science, solid-state physics. The nonadiabatic electron transition probability is a

time-dependent problem. In slow atom-atom collision, the transition near the

avoided crossing region of adiabatic electronic states obeys a selection rule differ-

ent from that for dipole transition. To discover a region where the nonadiabatic

electron transition occurs between PESs is an interesting problem.

Conclusion

In this chapter we proposed a method for defining an algebraic molecular

orbital equation in order to construct a multivariable symbolic quantum

theory for molecular science. We defined the algebraic MO equation as a

simultaneous multivariable polynomial equation on the nonlinear variational

principle by introducing polynomial expression of molecular integrals over

STFs with respect to atomic configuration parameters and nonlinear orbital

exponents of basis functions. In this algebraic theory there is no need of SCF

iterative technique and there is no distinction between forward problem and

inverse problem. The algebraic MO theory is beyond the Hartree-Fock theory

in spite of one-body model because our theory includes electron correlation

by adoption of the Schrödinger condition as constraint condition in the

Lagrangian function. Using controllability of polynomial molecular integral

accuracy, a seamless effective Hamiltonian can be defined without lack of the

first principle in a wide range of physical dimension. This study brings a new

practical method on the first principle for large molecules with accordance to

the aim of study.
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Chapter 3

Analytical Expression of Molecular Integrals

over Slater-Type Functions for Generating

Their Polynomial Expressions

Jun Yasui

3.1 Introduction

Electromagnetic property of molecule changes depending on the molecular struc-

ture. It is a fundamental problem to express molecular quantum system symboli-

cally as a function of molecular structure. Molecular orbital equation is defined

almost on the LCAO-MO method in which basis function is located at atomic

center. The Hartree-Fock-Roothaan equation (Roothaan 1951), the Hartree-Fock-

Slater equation (Slater 1951, 1974, 1979), and the Kohn-Sham equation (Kohn and

Sham 1964) adopt the LCAO-MO method. In these standard equations, however,

the Fock matrix consists of molecular integrals calculated numerically in advance

of diagonalization of the matrix, and eigenvalue problem is solved numerically

using SCF iteration scheme. As long as the MO equation employs numerical

molecular integrals, we cannot deal with molecular property as an analytical

function of molecular structure because symbolic information of molecular struc-

ture vanishes in the process of numerical calculations. The important role of

analytical molecular integral is to connect electronic state and atomic configuration

because molecular integral is a parametric function of atomic configuration.

Molecular calculation method mostly chooses Gaussian-type function (GTFs) as a

basis function for the convenience to multicenter integrals, however, wave function

expanded by GTFs does not obey the cusp condition between nucleus and electron,
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This means that GTF is not superior basis function to expand wave functions

of the Schrӧdinger equation since the cusp condition is a necessary condition

which should be obeyed by the exact wave function of the Schrӧdinger equation
(Kato 1957).

Since wave function expanded by Slater-type functions (STFs) with exponen-

tial decay obeys the cusp condition, many studies of molecular integral over STFs

have been studying in spite of difficulty of multicenter integration (Kotani et al.

(1955), Silver (1971), Jones (1980, 1988, 1994), Huzinaga (1980, 2000), Yasui

and Saika (1982), Wojnecki and Modrak (1993), Hierse and Pooeneer (1994),

Fernández Rico et al. (1994), Yasui et al. (1996), Avery (2000), Barnett et al.

(2004), Guseinov (2007), Yasui (2010, 2011)). In more general, exponential basis

functions (ETFs) is intrinsically better as a basis function to approximate exact

solutions of the Schrӧdinger equation. Molecular integrals over ETFs has been

discussed and reviewed by Reinhardt and Hoggan (2009). We can also see the

usefulness of STFs in the works of Mukoyama who employed STFs for the bound

states and continuum states (Mukoyama and Yasui 1992; Mukoyama and Hock

1994). However, these molecular integrals over ETFs or STFs are used in numer-

ical MO calculations at present, even in cases when the formulations of molecular

integral are executed analytically or symbolically. On the other hand, we need

molecular integrals not only in analytical form but also in the form which keeps its

symbolic expression in the MO equation.

Our MO theory is constructed on the algebra. The aim of this study is to

formulate analytical molecular integral over STFs which is adequate to generate

polynomial expression of molecular integrals with respect to molecular structure

and orbital exponent of STF. In addition to that, we are going to obtain polynomial

molecular integrals by which efficient MO calculations are executed. By applying

the Taylor expansion method to analytical molecular integrals, for example,

two-center overlap integral between STFs centered at A and B with atomic

separation of R is expressed approximately as

S ζa, ζb, Rð ÞabAB ffi
X

pa, pb, pR

A na, la, maf gA, nb, lb, mbf gB
� �

pa, pb, pR
ζpaa ζpbb RpR

where qa and qbmean a set of quantum numbers, {na,la,ma} and {nb,lb,mb} of STFs,

respectively, and coefficient A in the summation can be expressed in rational

numbers. In the previous chapter we proposed the algebraic MO equation based

on the polynomial expression of molecular integrals. Polynomial molecular integral

makes it possible to define the effective hamiltonian without lack of the first

principle by controlling molecular integral accuracy in a wide range of physical

dimension. By the algebraic MO equation with the effective hamiltonian based on

polynomial molecular integrals, we are going to answer to the Dirac’s worry on the
difficulty in studying chemistry using the Schrӧdinger equation (Dirac 1929).

For the first step to construct algebraic quantum chemistry, it is worth develop-

ing molecular integrals over STFs for diatomic system because diatomic molecule

is a minimal molecular system with chemical bond. In diatomic system, motion
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of electron and nucleus is coupled nonadiabatically. It is a fundamental problem

to solve nuclear motion and electron motion simultaneously beyond the

Born-Oppenheimer approximation. In order to solve nuclear Schrodinger equation,

it is better to express potential energy surface as an analytical function of atomic

configuration.

In this study we deal with molecular integral in real-space, while it is possible

to define molecular integral in momentum space (Shibuya and Wulfman 1965;

Mukoyama and Kagawa 1983). As was mentioned above, analytical molecular

integral is essential in quantum chemistry. We have developed the method to

formulate analytical molecular integral over STFs in real-space in order to lead

polynomial expression of molecular integral at first for monoatomic system and

diatomic system.

3.2 General Formulation

3.2.1 Preliminaries

For the sake of convenience, we begin with a brief explanation of the notation and

definitions necessary in what follows. In this article, atomic units are used.

3.2.1.1 The Coordinate System

We shall adopt the coordinate system as shown in Fig. 3.1 in this article.

A and B are the two fixed centers with separation R. A is the origin of this

coordinate system. The STFs are centered at A and B. P1 and P2 are the positions of
electron 1 and 2, respectively. C is the position of another nucleus which interacts

with electron charge density expressed by the product of STFs.

C

P1 P 2

A BR

qB2

qA2
qA1

qB1

r12

rA2rA1

rB2
rB1

Fig. 3.1 Two-center

coordinate system
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3.2.1.2 Slater-Type Function

Normalized STF assigned by quantum numbers, {na,la,ma}, centered at A is written

in the form

χ r
!� �a

A
¼ RAa rAð ÞYma

la
θA, ϕAð Þ ð3:1Þ

where RAa is a normalized radial function

RAa rAð Þ ¼ Nr na; ζað Þrna�1
A exp �ζarAð Þ ð3:2Þ

Nr is a normalization constant

Nr n, ζð Þ ¼ 2ζð Þnþ1
2= Γ 2nþ 1ð Þ½ �12 ð3:3Þ

where Γ(x) is the gamma function,

Yl
m is a real, normalized spherical harmonic function

Ym
l θA, ϕAð Þ ¼ pm

l cos θAð Þ f m ϕð Þ ð3:4Þ

pml is a normalized associated Legendre function

pm
l xð Þ ¼ Nx l;mð ÞPm

l xð Þ ð3:5Þ

and fm is a normalized function with respect to ϕ

f m ϕð Þ ¼ Nϕ mð Þ cos mϕ
sin mj jϕ

� �
for m � 0

for m < 0:
ð3:6Þ

Useful formulas with respect to the real spherical harmonic function are

summarized in Appendix A.

3.2.1.3 Molecular Integrals Discussed in This Article

We formulate the following one-center and two-center one electron integrals,

Overlap one-center integrals:

Sab
AA ¼

Z
dV χ a

A r
*

� �
χ b
A r

*
� �

ð3:7Þ

Overlap two-center integrals:

Sab
AB ¼

Z
dVA χ

a
A r

*
A

� �
χ b
B r

*
B

� �
ð3:8Þ
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Kinetic energy one-center integrals:

T ab
AA ¼

Z
dV χ a

A r
*

� �
�1

2
Δχ b

A r
*

� �� 	
ð3:9Þ

Kinetic energy two-center integrals:

T ab
AB ¼

Z
dVA χ

a
A r

*
A

� �
�1

2
Δχ b

B r
*
B

� �� 	
ð3:10Þ

Nuclear attraction energy one-center integrals:

V ab
AA=A �

Z
dVχ a

A r
*

� �1
r
χ b
A r

*
� �

ð3:11Þ

V ab
AA=B �

Z
dV χ a

A r
*

� � 1

r
*� R

!
B




 


χ
b
A r

*
� �

ð3:12Þ

Nuclear attraction energy two-center integrals:

V ab
AB=A �

Z
dVA χ

a
A r

*
A

� � 1

rA
χ b
B r

*
B

� �
ð3:13Þ

V ab
AB=C �

Z
dVA χ

a
A r

*
A

� � 1

r
!
A � R

!
C




 


χ
b
B r

*
B

� �
ð3:14Þ

We formulate the following one-center and two-center electron repulsion

integrals,

One-center electron repulsion integrals:

V abcd
AAAA �

Z
dV1

Z
dV2 χ

a
A r

*
1

� �
χ b
A r

*
1

� � 1

r12
χ c
A r

*
2

� �
χ d
A r

*
2

� �
ð3:15Þ

Coulomb-type integrals:

V abcd
AABB �

Z
dV1

Z
dV2 χ

a
A r

!
A1

� �
χ b
A r

!
A1

� � 1

r12
χ c
B r

*
B2

� �
χ d
B r

*
B2

� �
ð3:16Þ

Hybrid-type integrals:

V abcd
AAAB �

Z
dV1

Z
dV2 χ

a
A r

!
A1

� �
χ b
A r

!
A1

� � 1

r12
χ c
A r

*
A2

� �
χ d
B r

*
B2

� �
ð3:17Þ

Exchange-type integrals:

V abcd
ABAB �

Z
dV1

Z
dV2 χ

a
A r

!
A1

� �
χ b
B r

!
B1

� � 1

r12
χ c
A r

*
A2

� �
χ d
B r

*
B2

� �
: ð3:18Þ
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3.2.1.4 Coordinate System of Integration

For one-center integral, integration is executed on the coordinate system with origin

at A in Fig. 3.1 as follows

I !
Z 1

0

r2AdrA

Z π

0

sin θAdθA

Z 2π

0

dϕA ð3:19Þ

where subscript of ϕ is omitted for simplicity because ϕ□ and ϕB are defined in

common.

For two-center integral, we introduce several transformations in the coordinate

system shown in Fig. 3.1.

By the cosine rule, we express cosθA using R, rA and rB of triangle.

r2B ¼ R2 þ r2A � 2RrA cos θA ð3:20Þ
cos θA ¼ 2RrAð Þ�1 R2 þ r2A � r2B

� �
: ð3:21Þ

Using the binomial expansion method,

cos n θA ¼
Xn
i

n
i

� �Xn�i

j

n� i
j

� �
�1ð Þi 2�n R�nþ2j r

n�2 iþjð Þ
A r2iB : ð3:22Þ

Introducing x, we can express radial distance rB by R, rA and x

rB ¼ Rþ rAx for rA � R
rA þ Rx for rA � R

�
ð3:23Þ

where � 1� x� 1.

3.2.1.5 Change of Variable for Two Center Integration

Using Eqs. (3.21) and (3.23), we can change variable for integration from θA to x,
and obtain the Jacobians for two regions, respectively, as follows.

sin θA dθA ¼ RrAð Þ�1 rB drB ð3:24Þ
J rA, R



rA � R
� � � R�1rB
J rA, R



rA � R
� � � r�1

A rB:
ð3:25Þ

Using the new Jacobian, we can integrate two-center functions as followsZ
f rBð ÞdV ! R�1

Z R

0

r2A drA

Z 1

�1

f rBð Þ rB dx
Z 2π

0

dϕ

þ
Z 1

R

rA drA

Z 1

�1

f rBð Þ rB dx
Z 2π

0

dϕ

ð3:26Þ

where subscript of ϕ is omitted because ϕ A and ϕ B is the same (Milleur et al. 1966;

Christoffersen and Ruedenberg 1968).
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3.2.1.6 Domain of Integration

According large/small relation among atomic distance R, radial distance of the first
electron r1, and radial distance of the second electron r2, domain of integration is

separated symmetrically along the line r1¼ r2 into six regions as shown in Fig. 3.2.
Six regions of integration are labeled in the following,

Region 1–1 for r2� r1�R, Region 1–2 for r2�R� r1, Region 1–3 for R� r2� r1,
Region 2–1 for r1� r2�R, Region 2–2 for r1�R� r2, Region 2–3 for R� r1� r2.

3.2.1.7 One-Center Charge Density Centered on A

For the convenience of formulation, using a useful expression of product of

spherical harmonic functions given in Eqs. (3.27, 3.A22)

Yma

la
θ;ϕð ÞYmb

lb
θ;ϕð Þ ¼

X
mab

Φ ma;mb;mabð Þ
X
lab

Θ ma mb mab

la lb lab

� �
Ymab

lab
θ;ϕð Þ:

ð3:27Þ

Charge density by the product of STFs on the same center is expressed

ρab
AA r

!
A

� �
� χ a

A r
!
A

� �
χ b
A r

!
A

� �
¼ Ra

A rAð ÞYma

la
θA;ϕð ÞRb

A rAð ÞYmb

lb
θA;ϕð Þ

¼ Nr na; ζað ÞNr nb; ζbð ÞrAnaþnb�2exp � ζa þ ζbð ÞrAð Þ:
�
X
mab

Φ ma;mb;mabð Þ
X
lab

Θ ma mb mab

la lb lab

� �
Ymab

lab
θ;ϕð Þ

ð3:28Þ

Fig. 3.2 Partition of

integral domain
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3.2.1.8 Transfer of Origin of Spherical Harmonics from B to A

The following expansion is used to transfer a spherical harmonic function from

center B to center A (Hobson 1931; Barnett and Coulson 1951; Buehler and

Hirschfelder 1951; Löwdin 1956; Sharma 1976)

Ym
l θB, ϕð Þ ¼

Xl

k¼


m

 T

lm
k Rl�k r kAr

�l
B Y m

k θA, ϕð Þ ð3:29Þ

where the constant Tlmk is defined by

T lm
k ¼ �1ð Þkþm Nx l;mð Þ

Nx k;mð Þ
lþ mj jð Þ!

l� kð Þ! k þ mj jð Þ! : ð3:30Þ

3.2.1.9 Two-Center Charge Density Centered on A and B

Making use of Eq. (3.A29),

ρab
AB r

*
A, R

� �
� χ a

A r
*
A

� �
χ b
B r

*
B

� �
¼ Ra

A rð ÞYma

la
θA, ϕð Þ 	 Rb

B rBð ÞYmb

lb
θB, ϕð Þ

¼ Nr na, ζað ÞNr nb, ζbð Þ rna�1
A exp �ζarAð Þ rnb�1

B exp �ζbrBð Þ
�

Xlb
kb¼



mb



T
lbmb

kb

X
mab

Φ ma, mb, mabð Þ
X
lab

Θ ma mb mab

la kb lab

� �

� Rlb�kbrkbA r
�lb
B Ymab

lab
θA, ϕð Þ

ð3:31Þ
where rB is kept in formula without changing to x because rB appears from other

part, for example, the Jacobian in Eq. (3.26).

3.2.1.10 One-Center Charge Density Centered on B

Making use of Eq. (3.A34), one-center charge density centered on B is expressed as

ρab
BB r

*
A, R

� �
� χ a

B r
*
B

� �
χ b
B r

*
B

� �
¼ Ra

B rBð ÞRb
B rBð Þ 	 Yma

la
θB, ϕð ÞYmb

lb
θB, ϕð Þ

¼ Nr na, ζað ÞNr nb, ζbð Þ rnaþnb�2
B exp � ζa þ ζbf grBð Þ

�
X
mab

Φ ma, mb, mabð Þ
X
lab

Θ ma mb mab

la lb lab

� �

�
Xlab

kab¼


mab



T
labmab

kab
Rlab�kabrkabA r�lab

B Ymab

kab
θA, ϕð Þ:

ð3:32Þ
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3.2.1.11 Two-Center Integration

As a nonvanishing condition for the integration with respect to ϕ, m in spherical

harmonic function Yl
m is restricted to naught. By inserting cosθ in Eq. (3.21) to

Legendre function in Eq. (3.A11), we obtain a key expression of Legendre function

in which variable cosθA is expressed by the three distances, R, rA and rB

p0l cos θAð Þ ¼
Xl

2½ �

v¼0

Xl�2v

i¼0

Xl�2v�i

j¼0

P l, v, i, jð ÞR�lþ2 vþjð Þ rl�2 vþiþjð Þ
A r2iB ð3:33Þ

where

P l, v, i, jð Þ ¼ Nx l, 0ð Þωl0
v 2

� l�2vð Þ �1ð Þi l� 2v
i

� �
l� 2v� i

j

� �
: ð3:34Þ

For the spherical harmonic function Yl
m,

Y0
l θA, ϕð Þ ¼

Xl
2½ �

v¼0

Xl�2v

i¼0

Xl�2v�i

j¼0

Q l, ν, i, jð ÞR�lþ2 vþjð Þ rl�2 vþiþjð Þ
A r2iB ð3:35Þ

where

Q l, ν, i, jð Þ ¼ Nϕ 0ð ÞP l, ν, i, jð Þ: ð3:36Þ

Legendre function pl is originally a polynomial function with respect to cosθ, but in
this article it is expressed as a polynomial with respect to R, rA, and rB as shown on
the right hand side of Eq. (3.33). Variable rB can be transferred to x as defined by

Eq. (3.23). Thanks to this expression of Legendre function given by Eq. (3.33), all

molecular integrals over STFs can be expressed as analytical functions of diatomic

distance, R, and orbital exponent of STF, ζ.

3.2.1.12 Two-Center Charge Density with Jacobian

Using the Jacobian in Eqs. (3.25) and (3.26), products of the Jacobian and

two-center charge density ρabAB in Eq. (3.31) are expressed for rA�R and rA�R,
respectively, as follows
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J rA, R


rA � R

� �
ρab
AB r

*
A



rA � R
� �

ϕ

¼ 2πNϕ 0ð ÞNr na, ζað ÞNr nb, ζbð Þ
�

Xlb
kb¼



mb



T
lbmb

kb

X
mab

Φ ma, mb, mabð Þ
X
lab

Θ ma mb mab

la kb lab

� �

�
Xlab2½ �

v¼0

Xlab�2v

i¼0

Xlab�2v�i

j¼0

P lab, ν, i, jð Þ

� Rlb�kb�labþ2 νþið Þ�1r
na�1þkbþlab�2 νþiþjð Þ
A exp �ζarAð Þ rnb�lbþ2i

B exp �ζbrBð Þ
ð3:37Þ

¼ 2πNϕ 0ð ÞNr na, ζað ÞNr nb, ζbð Þ
�

Xlb
kb¼



mb



T
lbmb

kb

X
mab

Φ ma, mb, mabð Þ
X
lab

Θ ma mb mab

la kb lab

� �

�
Xlab2½ �

ν¼0

Xlab�2ν

i¼0

Xlab�2ν�i

j¼0

P lab, ν, i, jð Þ
Xnb�lbþ2i

s¼0

nb � lb þ 2i
s

� �

� Rlb�kb�labþ2 νþið Þ�1þs exp �ζbRð Þ 	 rna�1þkbþlab�2 νþiþjð Þþnb�lbþ2i�s
A

� exp �ζarAð Þxnb�lbþ2i�s exp �ζbRxð Þ;

ð3:38Þ

J rA, R


rA � R

� �
ρab
AB r

*
A



rA � R
� �

ϕ

¼ 2πNϕ 0ð ÞNr na, ζað ÞNr nb, ζbð Þ
�

Xlb
kb¼



mb



T
lbmb

kb

X
mab

Φ ma, mb, mabð Þ
X
lab

Θ ma mb mab

la kb lab

� �

�
Xlab2½ �

ν¼0

Xlab�2v

i¼0

Xlab�2v�i

j¼0

P lab, ν, i, jð Þ

� Rlb�kb�labþ2 vþið Þ rna�2þkbþlab�2 νþiþjð Þ
A exp �ζarAð Þ rnb�lbþ2i

B exp �ζbrBð Þ
ð3:39Þ

¼ 2πNϕ 0ð ÞNr na, ζað ÞNr nb, ζbð Þ
�

Xlb
kb¼



mb



T
lbmb

kb

X
mab

Φ ma, mb, mabð Þ
X
lab

Θ ma mb mab

la kb lab

� �

�
Xlab2½ �

v¼0

Xlab�2v

i¼0

Xlab�2v�i

j¼0

P lab, ν, i, jð Þ
Xnb�lbþ2i

s¼0

nb � lb þ 2i
s

� �

� R�kb�lbþ2 vþið Þþnbþ2i�s 	 rna�2þkbþlab�2 vþiþjð Þþs
A exp � ζa þ ζbf grAð Þ

� xnb�lbþ2i�s exp �ζbRxð Þ:

ð3:40Þ

For one-center charge density centered on B, it is formulated in the same way.
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3.2.1.13 Short Summary

Two-center integrals over STF can be formulated by the use of three relations with

respect to rB. The first one is cosine rule in Eq. (3.20). The second one is the

introduction of x by which rB is expressed by R, rA and x in Eq. (3.23). The third

one is transformation of origin of spherical harmonic function from center B to

center A in Eq. (3.29).

3.2.1.14 Formulas Frequently Used for the Calculation

of Molecular Integrals

Let us define a half definite integral as

H X; n; ζ½ � �
Z

dr rnexp �ζrð Þ
� 	

x¼Xj : ð3:41Þ

Using this, a definite integral is written by

Z Xa

Xb

drrnexp �ζrð Þ ¼ H Xa; n; ζ½ � � H Xb; n; ζ½ �: ð3:42Þ

We shall line up the auxiliary functions using half definite integrals frequently

used in the reduction of the molecular integrals. All molecular integrals will be

deduced into five types of half definite integrals and B function

H X; n; ζ½ � �
Z X

drrnexp �ζrð Þ ð3:B1Þ

Hh X, n1, ζa, n2, ζb½ � �
Z X

drA1
rn1A1

exp �ζarA1
ð Þ

Z rA1
drA2

rn2A2
exp �ζbrA2

ð Þ
ð3:B14Þ

Hb X, n1, ζa, n2, ζb½ � �
Z X

drAr
n1
A exp �ζarAð ÞB n2, ζb, R, rAð Þ ð3:D1Þ

where

B n, ζ, R, rAð Þ �
Z 1

�1

J rA, Rð Þdxr nB exp �ζrBð Þ ð3:C1Þ
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Hhb X, n1, ζa, n2, ζb, n3, ζc½ �
�

Z X

drA1
rn1A1

exp �ζarA1
ð Þ

Z rA1
drA2

rn2A2
exp �ζarA2

ð Þ

�
Z π

0

sin θA2
dθA2

rn3B2
exp �ζcrB2

ð Þ

¼
Z X

drAr
n
A exp �ζarAð ÞHb rA, n2, ζb, n3, ζc½ �

ð3:D12Þ

Hbhb X, n1, ζa, n2, ζb, n3, ζc, n4, ζd½ �
�

Z X

drA1
rn1A1

exp �ζarA1
ð ÞB n2, ζb, R, rA1

ð ÞHb rA1
, n3, ζc, n4, ζd½ �: ð3:D13Þ

These integrals are described in detail in the Appendices.

3.2.2 One-Electron Integral

In this section, we present the formulation of overlap integral, kinetic energy

integral, nuclear attraction integral as one-center integrals.

3.2.2.1 One-Center Integral

One-center integration is carried out by using Eq. (3.19)

I !
Z 1

0

r2AdrA

Z π

0

sin θAdθA

Z 2π

0

dϕA ð3:19Þ

Overlap Integral

Formulation of one-center overlap integral over STFs is

Sab
AA �

Z
dVχ a

A r
!� �

χ b
A r

!� �
¼

Z
dVρab

AA r
!� �

¼ Nr na; ζað ÞNr nb; ζbð Þ
Z 1

0

rnaþnb exp � ζa þ ζbð Þð Þdr

�
Z

dΩYma

la
θ;ϕð ÞYm

b

lb
θ;ϕð Þ

¼ Nr na; ζað ÞNr nb; ζbð Þ �H 0, na þ nb, ζa þ ζb½ �f gδla, lbδma,mb

¼ Nr na; ζað ÞNr nb; ζbð Þ na þ nbð Þ! ζa þ ζbð Þ� naþnbþ1ð Þ δla, lbδma,mb

ð3:43Þ
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¼ Nr na, ζað ÞNr nb, ζbð Þ
1

2
ζ2bH 0, na þ nb, ζa þ ζb½ ��

�
nbζbH 0, na þ nb � 1, ζa þ ζb½ �

þ 1

2
nb nb þ 1ð Þ � lb lb þ 1ð Þ½ �H 0, na þ nb � 2, ζa þ ζb½ �

�
δla, lb δma, mb

ð3:44Þ

where H is a half definite integral

H X, n, a


a 6¼ 0

 � � Z X

xn exp �axð Þdx ð3:B1Þ

If X equals naught,

H 0, n, a


n � 0, a 6¼ 0

 � ¼ �n!a� nþ1ð Þ ð3:B6Þ

For typical X, H is summarized in Appendix B.

Kinetic Energy Integral

Kinetic energy operator acting to STF is expressed as

� 1

2
Δχ a

A r
*

� �
¼ � 1

2
ζ2aχ

a
A r

*
� �

þ naζa
1

rA
χ a
A r

*
� �

� 1

2
na na þ 1ð Þ � la la þ 1ð Þ½ � 1

r2A
χ a
A r

*
� �

:
ð3:45Þ

One-center kinetic energy integral over STFs is defined by

T ab
AA ¼

Z
dVχ a

A r
*

� �
� 1

2
Δχ b

A r
*

� �� 	
: ð3:46Þ

Inserting Eq. (3.45) to Eq. (3.46), one-center kinetic energy integral is obtained

T ab
AA ¼ � 1

2
ζ2b

Z
dVχ a

A r
*

� �
χ b
A r

*
� �

þ nbζb

Z
dVχ a

A r
*

� � 1

rA
χ b
A r

*
� �

� 1

2
nb nb þ 1ð Þ � lb lb þ 1ð Þ½ �

Z
dVχ a

A r
*

� � 1

r2A
χ b
A r

*
� �

¼ Nr na, ζað ÞNr nb, ζbð Þ
1

2
ζ2bH 0, na þ nb, ζa þ ζb½ ��

�
nbζbH 0, na þ nb � 1, ζa þ ζb½ �

þ 1

2
nb nb þ 1ð Þ � lb lb þ 1ð Þ½ �H 0, na þ nb � 2, ζa þ ζb½ �

�
δla, lb δma, mb

:

ð3:47Þ
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Nuclear Attraction Energy Integral

One-center nuclear attraction energy integral is defined

V ab
AA=A �

Z
dV

χ a
A r

!
A

� �
χ b
A r

!
A

� �
rA

¼ Nr na; ζað ÞNr nb; ζbð Þ
Z 1

0

rnaþnb�1
A exp � ζa þ ζbð Þð ÞdrA

�
Z

dΩYma

la
θA;ϕð ÞYm

b

lb
θA;ϕð Þ

¼ Nr na; ζað ÞNr nb; ζbð Þ �H 0, na þ nb � 1, ζa þ ζb½ �ð Þδla, lbδma,mb

¼ Nr na; ζað ÞNr nb; ζbð Þ na þ nb � 1ð Þ! ζa þ ζbð Þ� naþnbð Þδla, lbδma,mb
:

ð3:48Þ

In the case center of nucleus is different from that of electron charge, nuclear

attraction integral is defined

V ab
AA=B �

Z
dVχ a

A r
*

� � 1

rB
χ b
A r

*
� �

ð3:49Þ

rB ¼ r
! � R

!
B




 


 and RB ¼ R
!
B � R

!
A




 


:
The inverse of rB in Eq. (3.49) is given

1

rB
¼ 4π

X1
l¼0

1

2lþ 1

Rl
B

rlþ1

Xl

m¼�l

Y m
l θB;ϕBð ÞYm

l θ;ϕð Þ for r � RB ð3:50Þ

1

rB
¼ 4π

X1
l¼0

1

2lþ 1

rl

Rlþ1
B

Xl

m¼�l

Y m
l θB;ϕBð ÞYm

l θ;ϕð Þ for r � RB: ð3:51Þ

Using these expansion of rB
�1, nuclear attraction integral in Eq. (3.49) is expressed

V ab
AA=B ¼ 4π

X1
l¼0

1

2lþ 1

� Rl
B

Z 1

RB

r2drRa
A rð Þ 1

rlþ1
Rb
A rð Þ þ 1

Rlþ1
B

Z RB

0

r2drRa
A rð ÞrlRb

B rð Þ
	�
:

�
Xl

m¼�l

Y m
l θB;ϕBð Þ

Z
dΩYma

la
θ;ϕð ÞYmb

lb
θ;ϕð ÞYm

l θ;ϕð Þ

ð3:52Þ

Using Gaunt formula in Eq. (3.A25)

G
ma

la

mb

lb

mc

lc

� �
�

Z
dΩYma

la
θ;ϕð ÞYm

b

lb
θ;ϕð ÞYmc

lc
θ;ϕð Þ ð3:A19Þ
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and half definite integrals H in Eqs. (3.B7) and (3.B8)

H 0, n, α


n � 0, α 6¼ 0

 �� � ¼ �n!α� nþ1ð Þ ð3:B6Þ

H R, n, α


n � 0, α 6¼ 0

 �� � ¼ �
Xn
k¼0

A n; kð Þα� kþ1ð ÞRn�k exp �αRð Þ: ð3:B8Þ

we can express one-center nuclear attraction integral as

V ab
AA=B ¼ 4πNr na; ζað ÞNr nb; ζbð Þ

X1
l¼0

1

2lþ 1

� Rl
B

Z 1

RB

drrnaþnb� lþ1ð Þexp � ζa þ ζbð Þrð Þ
�

þ 1

Rlþ1
B

Z RB

0

drrnaþnbþlexp � ζa þ ζbð Þrð Þ
	

�
Xl

m¼�l

Y m
l θB;ϕBð ÞG ma mb m

la lb l

� �
ð3:53Þ

V ab
AA=B ¼ 4πNr na; ζað ÞNr nb; ζbð Þ

X1
l¼0

1

2lþ 1

� �Rl
BH RB, na þ nb � lþ 1ð Þ, ζa þ ζb½ ��

þ 1

Rlþ1
B

H RB, na þ nb þ l, ζa þ ζb½ �ð
� H 0, na þ nb þ l, ζa þ ζb½ � Þg

�
Xl

m¼�l

Y m
l θB;ϕBð ÞG ma mb m

la lb l

� �
ð3:54Þ

In this part, formulation of one electron one-center integrals; Eq. (3.44) for

overlap integral, Eq. (3.47) for kinetic energy integral and Eqs. (3.48) and (3.54)

for nuclear attraction energy integrals, are obtained.

3.2.2.2 Two-Center Integral

Two-center molecular integrals are derived by making use of Eqs. (3.23), (3.26),

(3.29), and (3.33). Integration of two electron repulsion integrals is carried out in

the six domains shown in Fig. 3.2.

Overlap Integral

Using two-center charge density in Eq. (3.31), two-center overlap integral is

formulated as follows
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Sab
AB �

Z
dV χ a

A r
*
A

� �
χ b
B r

*
B

� �
¼

Z
dVρab

AB r
*
A

� �
¼ Nr na; ζað ÞNr nb; ζbð Þ
�
Z 1

0

r2AdrAr
na�1
A exp �ζarAð Þrnb�1

B exp �ζbrBð Þ

�
Xlb

kb¼


mb



T
lbmb

kb

X
mab

Φ ma;mb;mabð Þ
X
lab

Θ ma mb mab

la kb lab

� �

� Rlb�kbrkbA r
�lb
B

Z
dΩAY

mab

lab
θA;ϕð Þ

ð3:55Þ

¼ 2πNϕ 0ð ÞNr na; ζað ÞNr nb; ζbð Þ
�

Xlb
kb¼



mb



T
lbmb

kb
Rlb�kb

X
mab

Φ ma;mb;mabð Þ
X
lab

Θ ma mb mab

la kb lab

� �

�
Z 1

0

drAr
naþkbþ1
A exp �ζarAð Þrnb�lb�1

B exp �ζbrBð Þ

�
Z π

0

sin θAdθAp0l cos θAð Þ

ð3:56Þ

Using the associated Legendre function pl
0 as a function of R, rA, and rB given by

Eq. (3.33),

Sab
AB ¼ 2πNϕ 0ð ÞNr na; ζað ÞNr nb; ζbð Þ

�
Xlb

kb¼


mb



T
lbmb

kb

X
mab

Φ ma;mb;mabð Þ
X
lab

Θ ma mb mab

la kb lab

� �

�
Z 1

0

drAr
naþkbþ1
A exp �ζarAð Þrnb�lb�1

B exp �ζbrBð Þ

�
Z π

0

sin θAdθA
Xlab2½ �

v¼0

Xlab�2v

i¼0

Xlab�2v�i

j¼0

P lab; ν; i; jð ÞRlb�kb�labþ2 vþið Þrlab�2 vþiþjð Þ
A r2iB

ð3:57Þ
¼ 2πNϕ 0ð ÞNr na; ζað ÞNr nb; ζbð Þ
�

Xlb
kb¼



mb



T
lbmb

kb

X
mab

Φ ma;mb;mabð Þ
X
lab

Θ ma mb mab

la kb lab

� �

�
Xlab2½ �

v¼0

Xlab�2v

i¼0

Xlab�2v�i

j¼0

P lab; ν; i; jð ÞRlb�kb�labþ2 vþið Þ

�
Z 1

0

drAr
naþkbþlab�2 vþiþjð Þþ1
A exp �ζarAð Þ

�
Z π

0

sin θAdθAr
nb�lbþ2i�1
B exp �ζbrBð Þ:

ð3:58Þ
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Using auxiliary function Hb in Eq. (3.D1),

Hb X; n1; ζa; n2; ζb½ �
�

Z X

drAr
n1
A exp �ζarAð Þ

Z π

0

sin θAdθAr nB exp �ζbrBð Þ

�
Z X

drAr
n1
A exp �ζarAð Þ

Z 1

�1

J rA;Rð Þdxr nB exp �ζbrBð Þ

¼
Z X

drAr
n1
A exp �ζarAð ÞB n2; ζb;R; rAð Þ

ð3:D1Þ

which is described in detail in Appendix D, the two-center overlap integral is

found to be

Sab
AB ¼ 2πNϕ 0ð ÞNr na; ζað ÞNr nb; ζbð Þ

�
Xlb

kb¼


mb



T
lbmb

kb

X
mab

Φ ma;mb;mabð Þ
X
lab

Θ ma mb mab

la kb lab

� �

�
Xlab2½ �

v¼0

Xlab�2v

i¼0

Xlab�2v�i

j¼0

P lab; ν; i; jð ÞRlb�kb�labþ2 vþið Þ

� Hb R, na þ kb þ lab � 2 νþ iþ jð Þ þ 1, ζa, nb � lb þ 2i� 1, ζb


X � R

 �
� Hb 0, na þ kb þ lab � 2 νþ iþ jð Þ þ 1, ζa, nb � lb þ 2i� 1, ζb



X � R
 �

�Hb R, na þ kb þ lab � 2 νþ iþ jð Þ þ 1, ζa, nb � lb þ 2i� 1, ζb


X � R

 ��
:

ð3:59Þ

Symbolic calculation system makes it easy to formulate two-center overlap integral

expressed in Eq. (3.59) for any combination of quantum number {n, l, m}.

Kinetic Energy Integral

Kinetic energy integral is defined as

T ab
AB ¼

Z
dVχ a

A r
*

� �
� 1

2
Δχ b

B r
*

� �� �
ð3:60Þ

T ab
AB ¼ � 1

2
ζ2b

Z
dVχ a

A r
*

� �
χ b
B r

*
� �

þ nbζb

Z
dVχ a

A r
*

� � 1

rA
χ b
B r

*
� �

� 1

2
nb nb þ 1ð Þ � lb lb þ 1ð Þ½ �

Z
dVχ a

A r
*

� � 1

r2A
χ b
B r

*
� � ð3:61Þ
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Kinetic energy integral is similar to the overlap integral. Making use of formula of

two-center overlap integral, SabAB, in Eqs. (3.58) and (3.59), two-center kinetic

energy integral is obtained as follows:

T ab
AB ¼ 2πNϕ 0ð ÞNr na; ζað ÞNr nb; ζbð Þ

�
Xlb

kb¼


mb



T
lbmb

kb

X
mab

Φ ma;mb;mabð Þ
X
lab

Θ ma mb mab

la kb lab

� �

�
Xlab2½ �

v¼0

Xlab�2v

i¼0

Xlab�2v�i

j¼0

P lab; ν; i; jð ÞRlb�kb�labþ2 vþið Þ

� 1

2
ζ2b Hb R, na þ kb þ lab � 2 νþ iþ jð Þ þ 1, ζa, nb � lb þ 2i� 1, ζb



X � R
 ��

� Hb 0, na þ kb þ lab � 2 νþ iþ jð Þ þ 1, ζa, nb � lb þ 2i� 1, ζb


X � R

 �
� Hb R, na þ kb þ lab � 2 νþ iþ jð Þ þ 1, ζa, nb � lb þ 2i� 1, ζb



X � R
 ��

þ nbζb Hb R, na þ kb þ lab � 2 νþ iþ jð Þ, ζa, nb � lb þ 2i� 1, ζb


X � R

 �
� Hb 0, na þ kb þ lab � 2 νþ iþ jð Þ, ζa, nb � lb þ 2i� 1, ζb



X � R
 �

�Hb R, na þ kb þ lab � 2 νþ iþ jð Þ, ζa, nb � lb þ 2i� 1, ζb


X � R

 ��
� 1

2
nb nb þ 1ð Þ � lb lb þ 1ð Þ½ �

Hb R, na þ kb þ lab � 2 νþ iþ jð Þ � 1, ζa, nb � lb þ 2i� 1, ζb


X � R

 �
� Hb 0, na þ kb þ lab � 2 νþ iþ jð Þ � 1, ζa, nb � lb þ 2i� 1, ζb



X � R
 �

�Hb R, na þ kb þ lab � 2 νþ iþ jð Þ � 1, ζa, nb � lb þ 2i� 1, ζb


X � R

 ���
:

ð3:62Þ

Nuclear Attraction Energy Integral

Making use of two-center overlap integral in Eq. (3.59), nuclear attraction integral

is defined in the case Coulomb interaction between two-center electron charge

centered at A and B and a nuclear charge located at A as

V ab
AB=A �

Z
dVχ a

A r
*
A

� � 1

rA

� 	
χ b
B r

*
B

� �
ð3:63Þ

¼ 2πNϕ 0ð ÞNr na; ζað ÞNr nb; ζbð Þ
�

Xlb
kb¼



mb



T
lbmb

kb

X
mab

Φ ma;mb;mabð Þ
X
lab

Θ ma mb mab

la kb lab

� �

�
Xlab2½ �

v¼0

Xlab�2v

i¼0

Xlab�2v�i

j¼0

P lab; ν; i; jð ÞRlb�kb�labþ2 vþið Þ
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Hb R, na þ kb þ lab � 2 νþ iþ jð Þ, ζa, nb � lb þ 2i� 1, ζb


X � R

 �
�Hb 0, na þ kb þ lab � 2 νþ iþ jð Þ, ζa, nb � lb þ 2i� 1, ζb



X � R
 �

�Hb R, na þ kb þ lab � 2 νþ iþ jð Þ, ζa, nb � lb þ 2i� 1, ζb


X � R

 ��
:

ð3:64Þ

In the case Coulomb interaction between a nuclear charge located at C and

two-center electron charge by the STF product centered at A and B shown in

Fig. 3.1, nuclear attraction integral is defined as

V ab
AB=C �

Z
dVχ a

A r
*
A

� � 1

rC

� 	
χ b
B r

*
B

� �
ð3:65Þ

where

rC ¼ r
!
A � R

!
C




 


 ð3:66Þ

RC ¼ R
!
C � R

!
A




 


: ð3:67Þ

The inverse of rC in Eq. (3.65) is given by Eq. (3.68) for rA�RC and Eq. (3.69) for

rA�RC, respectively.

1

rC
¼ 4π

X1
l¼0

1

2lþ 1

Rl
C

rlþ1
A

Xl

m¼�l

Y m
l θC;ϕCð ÞYm

l θA;ϕAð Þ for rA � RC; ð3:68Þ

1

rC
¼ 4π

X1
l¼0

1

2lþ 1

r lA
Rlþ1
C

Xl

m¼�l

Y m
l θC;ϕCð ÞYm

l θA;ϕAð Þ for rA � RC: ð3:69Þ

Inserting the series expression of the inverse of rC given by Eqs. (3.68) and (3.69),

three center nuclear attraction integral is formulated as follows

V ab
AB=C ¼ 4π

X1
l¼0

1

2lþ 1

� Rl
C

Z 1

RC

r2AdrA

Z π

0

sin θAdθA

Z 2π

0

dϕRa
A rAð Þ 1

rlþ1
A

Rb
B rBð Þ

�

þ 1

Rlþ1
C

Z RC

0

r2AdrA

Z π

0

sin θAdθA

Z 2π

0

dϕRa
A rAð Þr lARb

B rBð Þ
	

�
Xl

m¼�l

Y m
l θC;ϕCð ÞYma

la
θA;ϕð ÞYmb

lb
θB;ϕð ÞYm

l θA;ϕð Þ :

ð3:70Þ
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Using Eq. (3.A25) which is an integration of the triple product of spherical

harmonic functions

Z 2π

0

dϕYma

la
θA;ϕð ÞYm

b

lb
θB;ϕð ÞYm

l θA;ϕð Þ

¼ 2πNϕ 0ð Þ
Xlb

kb¼ mbj j
Tlbmb

kb
Rlb�kbrkbA r

�lb
B

�
X
mab

Φ ma;mb;mabð Þ
X
lab

Θ ma

la

mb

kb

mab

lab

� �
,

�
X
mabm

Φ mab m mabmð Þ
X
labl

Θ mab

lab

m
l

mabm

labl

� �
� p0labl cos θAð Þ

ð3:A25Þ

V ab
AB=C ¼ 8π2Nϕ 0ð ÞNr na; ζað ÞNr nb; ζbð Þ

X1
l¼0

1

2lþ 1

� Rl
C

Z 1

RC

rna�l
A exp �ζarAð ÞdrA

Z π

0

sin θAdθAr
nb�1
B exp �ζbrBð Þ

�

þ 1

Rlþ1
C

Z RC

0

rnaþlþ1
A exp �ζarAð ÞdrA

Z π

0

sin θAdθAr
nb�1
B exp �ζbrBð Þ

	

�
Xl

m¼�l

Y m
l θC;ϕCð Þ

Xlb
kb¼ mbj j

Tlbmb

kb
Rlb�kb rkbA r

�lb
B

�
X
mab

Φ ma;mb;mabð Þ
X
lab

Θ ma

la

mb

kb

mab

lab

� �

�
X
mabm

Φ mab mc mabmð Þ
X
labl

Θ mab

lab

m
l

mabm

labl

� �
�p0labl cos θAð Þ :

ð3:71Þ

Making use of Eqs. (3.D1) and (3.33)

Hb X; n1; ζa; n2; ζb½ � �
Z X

drAr
n1
A exp �ζarAð Þ

Z π

0

sin θAdθAr
n2
B exp �ζbrBð Þ ð3:D1Þ

p0l cos θAð Þ ¼
Xl

2½ �

ν¼0

Xl�2ν

i¼0

Xl�2ν�i

j¼0

P l; ν; i; jð ÞR�lþ2 νþið Þrl�2 νþiþjð Þ
A r2iB ; ð3:33Þ

three center nuclear attraction integral is obtained
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V ab
AB=C ¼ 8π2Nϕ 0ð ÞNr na; ζað ÞNr nb; ζbð Þ

X1
l¼0

1

2lþ 1

� �Rl
CHb RC, na þ kb � l, ζa, nb � lb þ 1ð Þ þ 2i, ζb



X � RC

 ��
þ 1

Rlþ1
C

Hb RC, na þ kb þ lþ 1, ζa, nb � lb þ 1ð Þ þ 2i, ζb


X � RC

 ��
� Hb 0, na þ kb þ lþ 1, ζa, nb � lb þ 1ð Þ þ 2i, ζb



X � RC

 ���
�
Xl

m¼�l

Y m
l θC;ϕCð Þ

Xlb
kb¼ mbj j

Tlbmb

kb
Rlb�kb

�
X
mab

Φ ma;mb;mabð Þ
X
lab

Θ ma

la

mb

kb

mab

lab

� �

�
X
mabm

Φ mab mc mabmð Þ
X
labl

Θ mab

lab

m
l

mabm

labl

� �
:

ð3:72Þ

It is necessary for symbolic formulation of three center nuclear attraction integral to

choose an appropriate Hb function in Appendix D.

Electron Repulsion Integral

Considering general cases of multicenter integrals, we may write the definition of

electron repulsion integrals as follows

V abcd
ABCD ¼

Z
dV1

Z
dV2χ

a
A r

!
1

� �
χ b
B r

!
1

� � 1

r12
χ c
C r

!
2

� �
χ d
D r

!
2

� �
ð3:73Þ

¼
Z

dV1χ a
A r

!
1

� �
χ b
B r

!
1

� �
Ucd

CD r
!
1

� �
ð3:74Þ

where

Ucd
CD r

!
1

� �
�

Z
dV2

1

r12
χ c
C r

!
2

� �
χ d
D r

!
2

� �
ð3:75Þ

is a potential by the second electron. The inverse distance of electrons on the right

hand side is given

r�1
12 ¼ 4π

X1
l¼0

1

2lþ 1

rl<
rlþ1
>

Xl

m¼�l

Y m
l θ1, ϕ1ð ÞYm

l θ2, ϕ2ð Þ: ð3:76Þ
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V abcd
ABCD ¼ 4π

X1
l

1

2lþ 1

Xl

m¼�l

�
Z 1

0

r21 dr1R
a
A rA1ð ÞRb

B rB1ð Þ

�
Z

dΩ1Y
ma

la
θA1;ϕ1ð ÞYmb

lb
θB1;ϕ1ð ÞYma

la
θA1;ϕ1ð Þ

� 1

rlþ1
1

� Z r1

0

r2þl
2 dr2R

c
C rC2ð ÞRb

D rD2ð Þ
Z 1

0

Ra
A rA1ð Þ

þ r l1

Z 11

r1

r
2� lþ1ð Þ
2 dr2R

c
C rC2ð ÞRb

D rD2ð Þ
Z 1

0

Ra
A rA1ð Þ

�
Z

dΩ2Y
mc

lc
θC2;ϕ2ð ÞYmd

ld
θD2;ϕ2ð ÞYm

l θA2;ϕ2ð Þ:

ð3:77Þ

Potential by the Second Electron

In general, potential by the second electron is divided into two regions

Ucd
CD r

*
1

� �
¼ Ucd

CD r
*
1



r1 � r2

� �
þ Ucd

CD r
*
1



r1 � r2

� �
: ð3:78Þ

Each potential on the right hand side is expressed by the sum of partial potentials

with respect to the order l and m.

Ucd
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where
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Using the expression of potential by the second electron given by Eqs. (3.80) and

(3.81), multicenter two electron repulsion integral is generally expressed
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One-Center Electron Repulsion Integral

Using general expression of multicenter electron repulsion integral, we can express

one-center electron repulsion integral as
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In the case of one-center two electron integrals, three variables appearing in the

radial part and the angular part are separated in one-center polar coordinate system.

With Gaunt coefficients for the first electron and the second electron, we express

one-center electron repulsion integrals as follows
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V abcd
AAAA ¼ 4πNr na; ζað ÞNr nb; ζbð ÞNr nc; ζcð ÞNr nd; ζdð Þ

�
X
l

1

2lþ 1

Xl

m¼�l

G
ma mb m
la lb l

� �
G

mc md m
lc ld l

� �

�
Z 1

0

dr1r
naþnb� lþ1ð Þ
1 exp � ζa þ ζbð Þr1ð Þ

Z r1

0

dr2r
ncþndþl
2 exp � ζc þ ζdð Þr2ð Þ

�

þ
Z 1

0

dr1r
naþnbþl
1 exp � ζa þ ζbð Þr1ð Þ

Z 1

r1

dr2r
ncþnd� lþ1ð Þ
2 exp � ζc þ ζdð Þr2ð Þ

	
ð3:92Þ

For the convenience of symbolic formulation of molecular integrals for any

quantum numbers of STF, using the half definite integrals, Hh and H, defined by

Eqs. (3.B14) and (3.B1)
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H X; n; α½ � �
Z X

xnexp �αxð Þdx; ð3:B1Þ
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þ Hh 0, na þ nb þ l, ζa þ ζb, nc þ nd � lþ 1ð Þ, ζc þ ζd½ �g:

ð3:93Þ

For one-center electron repulsion integral, symbolic formulation is carried out with

keeping four orbital exponents in symbol for all combinations of integer quantum

numbers {n, l, m}.

Two-Center Electron Repulsion Integral

This integral is classified into, what is called, Coulomb-, hybrid-, and exchange-

type integrals.
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Coulomb-type
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Hybrid-type
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Exchange-type
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Partial Potential Integral of Order l and m

Each for six domains of integration shown in Fig. 3.2, partial potential integral by

the product of STFs located at the same center is expressed as follows
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For each of six domains of integration shown in Fig. 3.2, two-center partial

potential integral is expressed as follows
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Integration over ϕ

Integration over ϕ1 and ϕ2, in Eq. (3.94) for Coulomb-type integral, Eq. (3.95) for

hybrid-type integral, and Eq. (3.96) for exchange-type integral, respectively, van-

ishes unless Mþ
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The summation index m in Eqs. (3.94), (3.95), and (3.96) is accordingly limited to

these nonvanishing cases, and by an interchange in the order of the double sum-

mation in Eqs. (3.94), (3.95), and (3.96) one finds

X1
l¼0

Xl

m¼�l
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l¼m

ð3:114Þ

Then the integrals over ϕ1 and ϕ2 are straightforward to calculate, and will be

omitted in the following.

Demonstration of Partial Integral of Coulomb-Type Integral in Region

2–3

Coulomb-type integral consists of six parts according to the integral domains from

Region 1–1 to Region 2–3.
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We shall demonstrate the formulation of the partial Coulomb repulsion integral in

the Region 2–3 (R� r1� r2) included in the second part on the right hand side of

Eq. (3.94).

From Eq. (3.115), we find
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We start with a partial potential integral given by Eq. (3.106)

ucd
BB r

*
A1



R � rA1 � rA2

� �m

l

¼ Nr nc; ζcð Þ Nr nd, ζdð Þ 1

2lþ 1
r lA1 Y

m
l θA1, ϕ1ð Þ

Z 1

rA1

drA2r
2� lþ1ð Þ
A2

�
Z

dΩA2r
ncþnd�2
B2 exp � ζc þ ζdð ÞrB2ð ÞYmc

lc
θB2;ϕ2ð ÞYmd

ld
θB2;ϕ2ð ÞYm

l θA2;ϕ2ð Þ:
ð3:106Þ

Using the integration of triple product of spherical harmonic functions in Eq. (3.A31)Z
dΩYma

la
θB;ϕð ÞYmb

lb
θB;ϕð ÞYmc

lc
θA;ϕð Þ

¼ 2πNϕ 0ð Þ
X
mad

Φ ma;mb;mabð Þ
X
lcd

Θ ma

la

mb

lb

mab

lab

� �

�
Xlab

kab¼ mabj j
Tlabmab

kc

X
mabc

Φ mab;mc;mabcð Þ
X
labc

Θ mab

kab

mc

lc

mabc

labc

� �

�
Z π

0

sin θAdθA

�
Xlabc2½ �

ν¼0

Xlabc�2ν

i¼0

Xlabc�2ν�i

j¼0

labc; ν; i; jð ÞRlab�kab�labcþ2 νþið Þrkabþlabc�2 νþiþjð Þ
A r2i�lab

B ;

ð3:A31Þ

The expression of ucd
BB r

*
A1



R � rA1 � rA2

� �m

l
is found to be

ucd
BB r

!
A1



R � rA1 � rA2

� �m

l

¼ 2πNϕ 0ð ÞNr nc; ζcð ÞNr nd; ζdð Þ 1

2lþ 1
r lA1Y

m
l θA1;ϕ1ð Þ

�
X
mcd

Φ mc;md;mcdð Þ
X
lcd

Θ mc md mcd

lc ld lcd

� �

�
Xlcd

kcd¼


mcd



T
lcdmcd

kcd

X
mcdm

Φ mcd;m;mcdmð Þ
X
lcdl

Θ mcd m mcdm

kcd l lcdl

� �

�
Xlcdl2½ �

v¼0

Xlcdl�2v

i¼0

Xlcdl�2v�i

j¼0

P lcdl; v; i; jð ÞRlab�kab�lcdlþ2 vþið Þ

�
Z 1

rA1

drA2r
2� lþ1ð Þþkabþlcdl�2 vþiþjð Þ
A2

�
Z π

0

sin θA2dθA2r
ncþnd�2�lcdþ2i
B2 exp � ζc þ ζdð ÞrB2ð Þ:

ð3:117Þ
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Using the definition of B function in Eq. (3.C1) and in Eq. (3.C9)

B n; ζ;R; rAð Þ �
Z π

0

sin θA dθAr
n
Bexp �ζrBð Þ ð3:C1Þ

B n, ζ,R, rA


rA � R

� �
¼ exp �ζrAð Þ

Xnþ1

s¼0

nþ 1

s

� �
Rnþ1�srs�1

A

Z 1

�1

dxxnþ1�sexp �ζRxð Þ
� � ð3:C9Þ

or

B n, ζ,R, rA


rA � R

� �
¼

Xnþ1

s¼0

nþ 1

s

� �
Rnþ1�srs�1

A exp �ζrAð Þ
H 1, nþ 1� s, ζR½ �h i � H �1, nþ 1� s, ζR½ �h if g

ð3:C9Þ

ucd
BB r

*
A1



R � rA1 � rA2

� �m

l

¼ 2πNϕ 0ð ÞNr nc; ζcð ÞNr nd; ζdð Þ 1

2lþ 1
r lA1Y

m
l θA1;ϕ1ð Þ

�
X
mcd

Φ mc;md;mcdð Þ
X
lcd

Θ mc md mcd

lc ld lcd

� �

�
Xlcd

kcd¼


mcd



T
lcdmcd

kcd

X
mcdm

Φ mcd;m;mcdmð Þ
X
lcdl

Θ mcd m mcdm

kcd l lcdl

� �

�
Xlcdl2½ �

ν¼0

Xlcdl�2ν

i¼0

Xlcdl�2ν�i

j¼0

P lcdl; ν; i; jð Þ

�
Xncþnd�1�lcdþ2i

s¼0

nc þ nd � 1� lcd þ 2i
s

� �
Rlcd�kcd�lcdlþ2 νþið Þþncþnd�1�lcdþ2i�s

�
Z 1

rA1

drA2r
2� lþ1ð Þþkcdþlcdl�2 νþiþjð Þ�s�1
A2 exp � ζc þ ζdð ÞrA2ð Þ

�
Z 1

�1

dxxncþnd�1�lcdþ2i�sexp � ζc þ ζdð ÞRxð Þ
ð3:118Þ
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ucd
BB r

!
A1



R � rA1 � rA2

� �m

l

¼ 2πNϕ 0ð ÞNr nc; ζcð ÞNr nd; ζdð Þ 1

2lþ 1
r lA1Y

m
l θA1;ϕ1ð Þ

�
X
mcd

Φ mc;md;mcdð Þ
X
lcd

Θ mc

lc

md

ld

mcd

lcd

� �

�
Xlab

kcd¼ mcdj j
Tlcdmcd

kcd

X
mcdm

Φ mcd;m;mcdmð Þ
X
lcdl

Θ mcd

kcd

m
l

mcdm

lcdl

� �

�
Xlcdl2½ �

ν¼0

Xlcdl�2ν

i¼0

Xlcdl�2ν�i

j¼0

P lcdl; ν; i; jð Þ

�
Xncþnd�1�lcdþ2i

s¼0

nc þ nd � 1� lcd þ 2i
s

� �
Rlab�kab�lcdlþ2 νþið Þþncþnd�1�lcdþ2i�s

� H rA1, 2� lþ 1ð Þ þ kab þ lcdl � 2 νþ iþ jð Þ � s� 1, ζd þ ζc½ �
� H 1, nc þ nd � 1� lcd þ 2i� s, ζd þ ζcð ÞR½ �h

�H 1, nc þ nd � 1� lcd þ 2i� s, ζd þ ζcð ÞR½ �i
ð3:119Þ

where H is an auxiliary function defined by Eq. (3.B1) in Appendix B.

H X; n; α½ � �
Z X

xn exp �αxð Þdx ð3:B1Þ

Total potential integral by the product of STFs centered at B in the Region 2–3

(R� rA1� rA2) is given at r
!
A1

Ucd
BB r

*
1



R � r1 � r2

� �
¼ 4π

X
l

Xl

m¼�1

ucd
BB r

*
1



R � r1 � r2

� �m

l
ð3:81Þ

Partial Coulomb Repulsion Integrals

Partial Coulomb repulsion integrals

V abcd
AABB r

*
1



R � r1 � r2

� �m

l
¼ 4π

Z
dV1ρ

ab
AA r

*
1

� �
ucd
BB r

*
1



R � r1 � r2

� �m

l
ð3:116Þ

can be formulatedwith charge density by the STF product of on the same atomic center

ρab
AA r

!
A

� �
� χ a

A r
!
A

� �
χ b
A r

!
A

� �
¼ Ra

A rAð Þ Yma

la
θA;ϕð ÞRb

A rAð ÞYmb

lb
θA;ϕð Þ

¼ Nr na; ζað ÞNr nb; ζbð Þrnaþnb�2 exp � ζa þ ζbð Þð Þ
�
X
m

Φ ma;mb;mð ÞX
l

Θ ma

la

mb

lb

m
l

� �
Ym
l θA;ϕð Þ

ð3:28Þ
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Partial Coulomb repulsion integrals V abcd
AABB r

*
1



r1 � r2

� �m

l
is then expressed using

the partial potential integral in Eq. (3.118), as follows

V abcd
AABB r

*
A1



R � r1 � r2

� �m

l

¼ 4π

Z
dV1 ρ

ab
AA r

*
A1

� �
ucd
BB r

*
A1



R � rA1 � rA2

� �m

l

¼ 8π2Nϕ 0ð ÞNr na; ζað ÞNr nb; ζbð ÞNr nc; ζcð ÞNr nd; ζdð Þ
� 1

2lþ 1

X
mcd

Φ mc;md;mcdð Þ
X
lcd

Θ mc md mcd

lc ld lcd

� �

�
Xlcd

kcd¼


mcd



T
lcdmcd

kcd

X
mcdm

Φ mcd;m;mcdmð Þ
X
lcdl

Θ mcd m mcdm

kcd l lcdl

� �

�
Xlcdl2½ �

ν¼0

Xlcdl�2ν

i¼0

Xlcdl�2ν�i

j¼0

P lcdl; ν; i; jð Þ

�
Xncþnd�1�lcdþ2i

s¼0

nc þ nd � 1� lcd þ 2i
s

� �
Rlcd�kcd�lcdlþ2 vþið Þþncþnd�1�lcdþ2i�s

�
Z 1

R

drA1r
naþnbþl
A1 exp � ζa þ ζbð ÞrA1ð Þ

�
Z

dΩA1Y
ma

la
θA1;ϕ1ð Þ Ymb

lb
θA1;ϕ1ð ÞYm

l θA1;ϕA1ð Þ

�
Z 1

rA1

drA2r
2� lþ1ð Þþkcdþlcdl�2 νþiþjð Þþs�1
A2 exp � ζc þ ζdð ÞrA2ð Þ

�
Z 1

�1

dxxncþnd�1�lcdþ2i�s exp � ζc þ ζdð ÞRxð Þ
ð3:120Þ

Four integrals in the last part are calculated as follows

Z 1

R

drA1r
naþnbþl
A1 exp � ζa þ ζbð ÞrA1ð Þ

�
Z

dΩA1Y
ma

la
θA1;ϕ1ð ÞYmb

lb
θA1;ϕ1ð ÞYm

l θA1;ϕA1ð Þ

�
Z 1

rA1

drA2r
2� lþ1ð Þþkcdþlcdl�2 vþiþjð Þþs�1
A2 exp � ζc þ ζdð ÞrA2ð Þ

�
Z 1

�1

dxxncþnd�1�lcdþ2i�sexp � ζc þ ζdð ÞRxð Þ

¼ G
ma mb m
la lb l

� �

�
Z 1

R

drA1r
n1þl
A1 exp � ζa þ ζbð ÞrA1ð Þ

�
Z 1

rA1

drA2r
n3� lþ1ð Þ
A2 exp � ζc þ ζdð ÞrA2ð Þ

�
Z 1

�1

dxxn4 exp � ζc þ ζdð ÞRxð Þ

ð3:121Þ
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where

n1 ¼ na þ nb, n3 ¼ 1þ kcd þ lcdl � 2 νþ iþ jð Þ þ s, n4 ¼ nc þ nd � 1� lcd þ 2i� s:

For the convenience of symbolic calculation, three integrals in Eq. (3.121) are

expressed as followsZ 1

R

drA1r
n1þl
A1 exp � ζa þ ζbð ÞrA1ð Þ

Z 1

R

drA2 r
n3� lþ1ð Þ
A2 exp � ζc þ ζdð ÞrA2ð Þ

�
Z 1

�1

dx2 x
n4
2 exp � ζc þ ζdð ÞRx2ð Þ

¼
Z R

dr1 r
n1þl
1 exp � ζa þ ζbð Þr1ð Þ

� Z r1

dr2 r
n3� lþ1ð Þ
2 exp � ζc þ ζdð Þr2ð Þ

�
Z 1

�1

dx2 x
n4
2 exp � ζc þ ζdð ÞRx2ð Þ

� �
¼ Hh R, n1 þ l, ζa þ ζb, n3 � lþ 1ð Þ, ζc þ ζd½ �
� H 1, n4, ζc þ ζdð ÞR½ � � H �1, n4, ζc þ ζdð ÞR½ �ð Þ

ð3:122Þ
whereHh andH are auxiliary half definite integrals defined by Eqs. (3.B1) and (3.B14).

It is easy to formulate all multiple integrals included in the partial potential for

Coulomb-type integral given by from Eq. (3.101) to Eq. (3.106) for six regions. All

multiple integrals included in the partial potential not only for Coulomb-type

integral but also hybrid-type integral and exchange-type integral are summarized

from Eq. (3.124) to Eq. (3.141).

By inserting the right hand side of Eq. (3.122) to Eq. (3.121), we obtain the

expression of partial Coulomb repulsion integrals for the Region 2–3,

V abcd
AABB r

*
1



R � r1 � r2

� �m

l

¼ 4π

Z
dV1 ρ

ab
AA r

*
A1

� �
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BB r

*
A1



R � rA1 � rA2

� �m

l

¼ 8π2Nϕ 0ð ÞNr na; ζað ÞNr nb; ζbð ÞNr nc; ζcð ÞNr nd; ζdð Þ
� 1

2lþ 1

X
mcd

Φ mc;md;mcdð Þ
X
lcd

Θ mc md mcd

lc ld lcd

� �

�
Xlcd

kcd¼


mcd



T
lcdmcd

kcd

X
mcdm

Φ mcd;m;mcdmð Þ
X
lcdl

Θ mcd m mcdm

kcd l lcdl

� �

�
Xlcdl2½ �

v¼0

Xlcdl�2v

i¼0

Xlcdl�2v�i

j¼0

P lcdl; v; i; jð Þ Rlcd�kcd�lcdlþ2 vþið Þ

�
Xncþnd�1�lcdþ2i

s¼0

nc þ nd � 1� lcd þ 2i
s

� �
Rncþnd�1�lcdþ2i�s

� G
ma mb m
la lb l

� �
� Hh R, n1 þ l, ζa þ ζb, n3 � lþ 1ð Þ, ζc þ ζd½ �
� H 1, n4, ζc þ ζdð ÞR½ � � H �1, n4, ζc þ ζdð ÞR½ �ð Þ

ð3:123Þ
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By inserting all partial repulsion integrals obtained in the same way into

Eq. (3.114), we arrive at the final expression of Coulomb-type repulsion integral.

For reminding it, we show it again.

V abcd
AABB ¼

X
l

Xl

m¼�l

V abcd
AABB r

*
1



r2 � r1 � R
� �m

l
þ V abcd

AABB r
*
1



r2 � R � r1

� �m

l

h
þ V abcd

AABB r
*
1



R � r2 � r1

� �m

l
þV abcd

AABB r
*
1



r1 � r2 � R
� �m

l

þ V abcd
AABB r

*
1



r1 � R � r2

� �m

l
þ V abcd

AABB r
*
1



R � r1 � r2

� �m

l

i
ð3:124Þ

Formulation of hybrid-type repulsion integrals and that of exchange-type repulsion

integrals are obtained almost in the same way. Symbolic calculation system makes

it easy to formulate all molecular integrals over STFs for all combinations of

quantum numbers of STF.

As is the same as the formulation in case of Coulomb-type integral in

Eq. (3.108), multiple integrals appear in the most inner part of formula of electron

repulsion integrals. Multiple integrals for all partial potentials in the six regions are

presented from Eq. (3.125) to Eq. (3.142) in the following. For Coulomb-type

integral and hybrid-type integral, integrations with respect to θ1 are omitted for

simplicity. All electron repulsion integrals are deduced into five types of half

definite integrals. In the following, <. . ..> means a definite integral.

Coulomb-type integral 1–1 (r2� r1�R)

Z R

0

dr1r
n1� lþ1ð Þ
1 exp � ζa þ ζbð Þr1ð Þ

Z r1

0

dr2r
n3þl
2 exp 
 ζc þ ζdð Þr2ð Þ

�
Z 1

�1

dx2x
n4
2 exp � ζc þ ζdð Þr2x2ð Þ

¼
Z R

dr1r
n1� lþ1ð Þ
1 exp � ζa þ ζbð Þr1ð Þ

Z r1

dr2r
n3þl
2 exp 
 ζc þ ζdð Þr2ð Þ

�

�
Z 1

�1

dx2x
n4
2 exp � ζc þ ζdð Þr2x2ð Þ

�
�

Z R

dr1r
n1� lþ1ð Þ
1 exp � ζa þ ζbð Þr1ð Þ

� �
Z

0

dr2r2
n3þlexp 
 ζc þ ζdð Þr2ð Þ

Z 1

�1

dx2x
n4
2 exp � ζc þ ζdð Þr2x2ð Þ

� �

�
Z 0

dr1r1
n1� lþ1ð Þ

exp � ζa þ ζbð Þr1ð Þ
Z r1

dr2r2
n3þlexp 
 ζc þ ζdð Þr2ð Þ

�

�
Z 1

�1

dx2x
n4
2 exp � ζc þ ζdð Þr2x2ð Þ

�
þ

Z 0

dr1r1
n1� lþ1ð Þ

exp � ζa þ ζbð Þr1ð Þ
� �

Z 0

dr2r2
n3þlexp 
 ζc þ ζdð Þr2ð Þ

Z 1

�1

dx2x
n4
2 exp � ζc þ ζdð Þr2x2ð Þ

� �
ð3:125Þ
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Coulomb-type integral 1–2 (r2�R� r1)Z 1

R

dr1r
n1� lþ1ð Þ
1 exp � ζa þ ζbð Þr1ð Þ

Z R

0

dr2r
n3þl
2 exp 
 ζc þ ζdð Þr2ð Þ

�
Z 1

�1

dx2x
n4
2 exp � ζc þ ζdð Þr2x2ð Þ

¼ �
Z R

dr1r
n1� lþ1ð Þ
1 exp � ζa þ ζbð Þr1ð Þ

� �
Z R
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n3þl
2 exp 
 ζc þ ζdð Þr2ð Þ

Z 1

�1

dx2x
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� �

þ
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� �
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� �

ð3:126Þ

Coulomb-type integral 1–3 (R� r2� r1)Z 1

R

dr1r
n1� lþ1ð Þ
1 exp � ζa þ ζbð Þr1ð Þ

Z r1
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n3þl
2 exp � ζc þ ζdð Þr2ð Þ

�
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�1

dx2x
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¼ �
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� �
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� �
þ
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� �
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� � Z 1

�1

dx2x
n4
2 exp � ζc þ ζdð ÞRx2ð Þ

� �
ð3:127Þ

Coulomb type integral 2–1 (r2�R� r1)Z R

0

dr1r
n1þl
1 exp � ζa þ ζbð Þr1ð Þ

Z R

r1
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2 exp � ζc þ ζdð Þr2x2ð Þ

� �
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n1þl
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� �
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�
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Coulomb-type integral 2–2 (r1�R� r2)Z R

0

dr1r
n1þl
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2 exp � ζc þ ζdð Þr2ð Þ

�
Z 1

�1

dx2x
n4
2 exp � ζc þ ζdð ÞRx2ð Þ

¼ �
Z R

dr1r
n1þl
1 exp � ζa þ ζbð Þr1ð Þ

� �
Z R

dr2r
n3� lþ1ð Þ
2 exp � ζc þ ζdð Þr2ð Þ

� � Z 1

�1

dx2x
n4
2 exp � ζc þ ζdð ÞRx2ð Þ

� �

þ
Z 0

dr1r
n1þl
1 exp � ζa þ ζbð Þr1ð Þ

� �
Z R

dr2r
n3� lþ1ð Þ
2 exp � ζc þ ζdð Þr2ð Þ

+*Z 1

�1

dx2x
n4
2 exp � ζc þ ζdð ÞRx2ð Þ

* +

ð3:129Þ

Coulomb-type integral 2–3 (R� r1� r2)Z 1

R

drA1r
n1þl
A1 exp � ζa þ ζbð ÞrA1ð Þ

Z 1

rA1

drA2r
n3� lþ1ð Þ
A2 exp � ζc þ ζdð ÞrA2ð Þ

�
Z 1

�1

dx2x
n4
2 exp � ζc þ ζdð ÞRx2ð Þ

¼
Z R

dr1r
n1þl
1 exp � ζa þ ζbð Þr1ð Þ

�

�
Z r1

dr2r
n3� lþ1ð Þ
2 exp � ζc þ ζdð Þr2ð Þ

� Z 1

�1

dx2x
n4
2 exp � ζc þ ζdð ÞRx2ð Þ

� �
¼ Hh R, n1 þ l, ζa þ ζb, n3 � lþ 1ð Þ, ζc þ ζd½ � H 1, n4, ζc þ ζdð ÞR½ � � H �1, n4 ζc þ ζdð ÞR½ �ð Þ

ð3:130Þ
Hybrid-type integral 1–1 (r2� r1�R)Z R

0

dr1r
n1� lþ1ð Þ
1 exp � ζa þ ζbð Þr1ð Þ

Z r1

0

dr2r
n3þl
2 exp � ζc 
 ζdð Þr2ð Þ

�
Z 1

�1

dx2x
n4
2 exp �ζdr2x2ð Þ

¼
Z R

dr1r
n1� lþ1ð Þ
1 exp � ζa þ ζbð Þr1ð Þ

�

�
Z r1

dr2r
n3þl
2 exp � ζc 
 ζdð Þr2ð Þ

Z 1

�1

dx2x
n4
2 exp �ζdr2x2ð Þ

�

�
Z R

dr1r
n1� lþ1ð Þ
1 exp � ζa þ ζbð Þr1ð Þ

� � Z 0

dr2r
n3þl
2 exp � ζc 
 ζdð Þr2ð Þ

�

�
Z 1

�1

dx2x
n4
2 exp �ζdr2x2ð Þ

�

�
Z 0

dr1r1
n1� lþ1ð Þexp � ζa þ ζbð Þr1ð Þ

�

�
Z r1

dr2r
n3þl
2 exp � ζc 
 ζdð Þr2ð Þ

Z 1

�1

dx2x
n4
2 exp �ζdr2x2ð Þ

�

þ
Z 0

dr1r
n1� lþ1ð Þ
1 exp � ζa þ ζbð Þr1ð Þ

� � Z 0

dr2r
n3þl
2 exp � ζc 
 ζdð Þr2ð Þ

�

�
Z 1

�1

dx2x
n4
2 exp �ζdr2x2ð Þ

�

ð3:131Þ
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Hybrid-type integral 1–2 (r2�R� r1)Z 1

R

dr1r
n1� lþ1ð Þ
1 exp � ζa þ ζbð Þr1ð Þ

Z R

0

dr2r
n3þl
2 exp � ζc 
 ζdð Þr2ð Þ

�
Z 1

�1

dx2x
n4
2 exp �ζdr2x2ð Þ

¼ �
Z R

dr1r
n1� lþ1ð Þ
1 exp � ζa þ ζbð Þr1ð Þ

� �
Z R

dr2r
n3þl
2 exp � ζc 
 ζdð Þr2ð Þ

Z 1

�1

dx2x
n4
2 exp �ζdr2x2ð Þ

� �

þ
Z R

dr1r
n1� lþ1ð Þ
1 exp � ζa þ ζbð Þr1ð Þ

� �
Z 0

dr2r
n3þl
2 exp � ζc 
 ζdð Þr2ð Þ

Z 1

�1

dx2x
n4
2 exp �ζdr2x2ð Þ

� �

ð3:132Þ

Hybrid-type integral 1–3 (R� r2� r1)Z 1

R

dr1r
n1� lþ1ð Þ
1 exp � ζa þ ζbð Þr1ð Þ

Z r1

R

dr2r
n3þl
2 exp � ζc þ ζdð Þr2ð Þ

�
Z 1

�1

dx2x
n4
2 exp �ζdRx2ð Þ

¼ �
Z R

dr1r
n1� lþ1ð Þ
1 exp � ζa þ ζbð Þr1ð Þ

�

�
Z r1

dr2r
n3þl
2 exp � ζc þ ζdð Þr2ð Þ

Z 1

�1

dx2x
n4
2 exp �ζdRx2ð Þ

�

þ
Z R

dr1r
n1� lþ1ð Þ
1 exp � ζa þ ζbð Þr1ð Þ

� �
Z R

dr2r
n3þl
2 exp � ζc þ ζdð Þr2ð Þ

Z 1

�1

dx2x
n4
2 exp �ζdRx2ð Þ

� �

ð3:133Þ

Hybrid-type integral 2–1 (r1� r2�R)Z R

0

dr1r
n1þ1
1 exp � ζa þ ζbð Þr1ð Þ

Z R

r1

dr2r
n3� lþ1ð Þ
2 exp � ζc 
 ζdð Þr2ð Þ

�
Z 1

�1

dx2x
n4
2 exp �ζdr2x2ð Þ

¼
Z R

dr1r
n1þ1
1 exp � ζa þ ζbð Þr1ð Þ

� �
Z R

dr2r
n3� lþ1ð Þ
2 exp � ζc 
 ζdð Þr2ð Þ

Z 1

�1

dx2x
n4
2 exp �ζdr2x2ð Þ

� �

�
Z R

dr1r
n1þ1
1 exp � ζa þ ζbð Þr1ð Þ

Z r1

dr2r
n3� lþ1ð Þ
2 exp � ζc 
 ζdð Þr2ð Þ

�

�
Z 1

�1

dx2x
n4
2 exp �ζdr2x2ð Þ

�

�
Z 0

dr1r
n1þ1
1 exp � ζa þ ζbð Þr1ð Þ

� �
Z R

dr2r
n3� lþ1ð Þ
2 exp � ζc 
 ζdð Þr2ð Þ

Z 1

�1

dx2x
n4
2 exp �ζdr2x2ð Þ

� �

þ
Z 0

dr1r
n1þ1
1 exp � ζa þ ζbð Þr1ð Þ

Z r1

dr2r
n3� lþ1ð Þ
2 exp � ζc 
 ζdð Þr2ð Þ

�

�
Z 1

�1

dx2x
n4
2 exp �ζdr2x2ð Þ

�

ð3:134Þ
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Hybrid-type integral 2–2 (r1�R� r2)Z R

0

dr1r
n1þ1
1 exp � ζa þ ζbð Þr1ð Þ

Z 1

R

dr2r
n3� lþ1ð Þ
2 exp � ζc þ ζdð Þr2ð Þ

�
Z 1

�1

dx2x
n4
2 exp �ζdRx2ð Þ

¼ �
Z R

dr1r
n1þ1
1 exp � ζa þ ζbð Þr1ð Þ

� �
Z R

dr2r
n3� lþ1ð Þ
2 exp � ζc þ ζdð Þr2ð Þ

� � Z 1

�1

dx2x
n4
2 exp �ζdRx2ð Þ

� �

þ
Z 0

dr1r
n1þ1
1 exp � ζa þ ζbð Þr1ð Þ

� � Z R

dr2r
n3� lþ1ð Þ
2 exp � ζc þ ζdð Þr2ð Þ

� �
Z 1

�1

dx2x
n4
2 exp �ζdRx2ð Þ

� �
ð3:135Þ

Hybrid-type integral 2–3 (R� r1� r2)Z 1

R

dr1r
n1þ1
1 exp � ζa þ ζbð Þr1ð Þ

Z 1

r1

dr2r
n3� lþ1ð Þ
2 exp � ζc þ ζdð Þr2ð Þ

�
Z 1

�1

dx2x
n4
2 exp �ζdRx2ð Þ

¼
Z R

dr1r
n1þ1
1 exp � ζa þ ζbð Þr1ð Þ

�

�
Z r1

dr2r
n3� lþ1ð Þ
2 exp � ζc þ ζdð Þr2ð Þ

� Z 1

�1

dx2x
n4
2 exp �ζdRx2ð Þ

� �
ð3:136Þ

Exchange-type integral 1–1 (r2� r1�R)Z R

0

dr1r
n1� lþ1ð Þ
1 exp � ζa 
 ζbð Þr1ð Þ

Z 1

�1

dx1x
n2
1 exp �ζbr1x1ð Þ

�
Z r1

0

dr2r
n3þl
2 exp � ζc 
 ζdð Þr2ð Þ

Z 1

�1

dx2x
n4
2 exp �ζdr2x2ð Þ

¼
Z R

dr1r
n1� lþ1ð Þ
1 exp � ζa 
 ζbð Þr1ð Þ

Z 1

�1

dx1x
n2
1 exp �ζbr1x1ð Þ

�

�
Z r1

dr2r
n3þl
2 exp � ζc 
 ζdð Þr2ð Þ

Z 1

�1

dx2x
n4
2 exp �ζdr2x2ð Þ

�

�
Z R

dr1r
n1� lþ1ð Þ
1 exp � ζa 
 ζbð Þr1ð Þ

Z 1

�1

dx1x
n2
1 exp �ζbr1x1ð Þ

� �

�
Z 0

dr2r
n3þl
2 exp � ζc 
 ζdð Þr2ð Þ

Z 1

�1

dx2x
n4
2 exp �ζdr2x2ð Þ

� �

�
Z 0

dr1r
n1� lþ1ð Þ
1 exp � ζa 
 ζbð Þr1ð Þ

Z 1

�1

dx1x
n2
1 exp �ζbr1x1ð Þ

�

�
Z r1

dr2r
n3þl
2 exp � ζc 
 ζdð Þr2ð Þ

Z 1

�1

dx2x
n4
2 exp �ζdr2x2ð Þ

�

þ
Z 0

0

dr1r
n1� lþ1ð Þ
1 exp � ζa 
 ζbð Þr1ð Þ

Z 1

�1

dx1x
n2
1 exp �ζbr1x1ð Þ

� �

�
Z 0

dr2r
n3þl
2 exp � ζc 
 ζdð Þr2ð Þ

Z 1

�1

dx2x
n4
2 exp �ζdr2x2ð Þ

� �

ð3:137Þ
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Exchange-type integral 1–2 (r2�R� r1)

Z 1

R

dr1r
n1� lþ1ð Þ
1 exp � ζa þ ζbð Þr1ð Þ

Z 1

�1

dx1x
n2
1 exp �ζbr1x1ð Þ

�
Z R

0

dr2r
n3þl
2 exp � ζc 
 ζdð Þr2ð Þ

Z 1

�1

dx2x
n4
2 exp �ζdr2x2ð Þ

¼ �
Z R

dr1r
n1� lþ1ð Þ
1 exp � ζa þ ζbð Þr1ð Þ

Z 1

�1

dx1x
n2
1 exp �ζbr1x1ð Þ

� �
Z R

dr2r
n3þl
2 exp � ζc 
 ζdð Þr2ð Þ

Z 1

�1

dx2x
n4
2 exp �ζdr2x2ð Þ

� �

þ
Z R

dr1r
n1� lþ1ð Þ
1 exp � ζa þ ζbð Þr1ð Þ

Z 1

�1

dx1x
n2
1 exp �ζbr1x1ð Þ

� �
Z 0

dr2r
n3þl
2 exp � ζc 
 ζdð Þr2ð Þ

Z 1

�1

dx2x
n4
2 exp �ζdr2x2ð Þ

� �

ð3:138Þ

Exchange-type integral 1–3 (R� r2� r1)

Z 1

R

dr1r
n1� lþ1ð Þ
1 exp � ζa þ ζbð Þr1ð Þ

Z 1

�1

dx1x
n2
1 exp �ζbRx1ð Þ

�
Z r1

R

dr2r
n3þl
2 exp � ζc þ ζdð Þr2ð Þ

Z 1

�1

dx2x
n4
2 exp �ζdRx2ð Þ

¼ �
Z R

dr1r
n1� lþ1ð Þ
1 exp � ζa þ ζbð Þr1ð Þ

Z r1

dr2r
n3þl
2 exp � ζc þ ζdð Þr2ð Þ

� �
Z 1

�1

dx1x
n2
1 exp �ζbRx1ð Þ

� � Z 1

�1

dx2x
n4
2 exp �ζdRx2ð Þ

� �

þ
Z R

dr1r
n1� lþ1ð Þ
1 exp � ζa þ ζbð Þr1ð Þ

� � Z 1

�1

dx1x
n2
1 exp �ζbRx1ð Þ

� �
Z R

dr2r
n3þl
2 exp � ζc 
 ζdð Þr2ð Þ

� � Z 1

�1

dx2x
n4
2 exp �ζdRx2ð Þ

� �

ð3:139Þ
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Exchange-type integral 2–1 (r1� r2�R)

Z R

0

dr1r
n1� lþ1ð Þ
1 exp � ζa 
 ζbð Þr1ð Þ

Z 1

�1

dx1x
n2
1 exp �ζbr1x1ð Þ

�
Z R

r1

dr2r
n3� lþ1ð Þ
2 exp � ζc 
 ζdð Þr2ð Þ

Z 1

�1

dx2x
n4
2 exp �ζdr2x2ð Þ

¼
Z R

dr1r
n1� lþ1ð Þ
1 exp � ζa 
 ζbð Þr1ð Þ

Z 1

�1

dx1x
n2
1 exp �ζbr1x1ð Þ

� �
Z R

dr2r
n3� lþ1ð Þ
2 exp � ζc 
 ζdð Þr2ð Þ

Z 1

�1

dx2x
n4
2 exp �ζdr2x2ð Þ

� �

�
Z R

dr1r
n1� lþ1ð Þ
1 exp � ζa 
 ζbð Þr1ð Þ

Z 1

�1

dx1x
n2
1 exp �ζbr1x1ð Þ

�

�
Z r1

dr2r
n3� lþ1ð Þ
2 exp � ζc 
 ζdð Þr2ð Þ

Z 1

�1

dx2x
n4
2 exp �ζdr2x2ð Þ

�

�
Z 0

dr1r
n1� lþ1ð Þ
1 exp � ζa 
 ζbð Þr1ð Þ

Z 1

�1

dx1x
n2
1 exp �ζbr1x1ð Þ

� �
Z R

dr2r
n3� lþ1ð Þ
2 exp � ζc 
 ζdð Þr2ð Þ

Z 1

�1

dx2x
n4
2 exp

�� ζdr2x2
�� �

þ
Z 0

dr1r
n1� lþ1ð Þ
1 exp � ζa 
 ζbð Þr1ð Þ

Z 1

�1

dx1x
n2
1 exp �ζbr1x1ð Þ

�

�
Z r1

dr2r
n3� lþ1ð Þ
2 exp � ζc 
 ζdð Þr2ð Þ

Z 1

�1

dx2x
n4
2 exp �ζdr2x2ð Þ

�

ð3:140Þ

Exchange-type integral 2–2 (r1�R� r2)

Z R

0

dr1r
n1þl
1 exp � ζa 
 ζbð Þr1ð Þ

Z 1

�1

dx2x
n4
2 exp �ζbr1x1ð Þ

�
Z 1

R

dr2r
n3� lþ1ð Þ
2 exp � ζc þ ζdð Þr2ð Þ

Z 1

�1

dx2x
n4
2 exp �ζdRx2ð Þ

¼ �
Z R

dr1r
n1þl
1 exp � ζa 
 ζbð Þr1ð Þ

Z 1

�1

dx2x
n4
2 exp �ζbr1x1ð Þ

� �
Z R

dr2r
n3� lþ1ð Þ
2 exp � ζc 
 ζdð Þr2ð Þ

� � Z 1

�1

dx2x
n4
2 exp �ζdRx2ð Þ

� �

þ
Z 0

dr1r
n1þl
1 exp � ζa 
 ζbð Þr1ð Þ

Z 1

�1

dx2x
n4
2 exp �ζbr1x1ð Þ

� �
Z R

dr2r
n3� lþ1ð Þ
2 exp � ζc 
 ζdð Þr2ð Þ

� � Z 1

�1

dx2x
n4
2 exp �ζdRx2ð Þ

� �

ð3:141Þ
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Exchange-type integral 2–3 (R� r1� r2)

Z 1

R

dr1r
n1þl
1 exp � ζa þ ζbð Þr1ð Þ

Z 1

�1

dx2x
n4
2 exp �ζbRx1ð Þ

�
Z 1

r1

dr2r
n3� lþ1ð Þ
2 exp � ζc þ ζdð Þr2ð Þ

Z 1

�1

dx2x
n4
2 exp �ζdRx2ð Þ

¼
Z R

dr1r
n1þl
1 exp � ζa þ ζbð Þr1ð Þ

Z r1

dr2r
n3� lþ1ð Þ
2 exp � ζc þ ζdð Þr2ð Þ

� �
Z 1

�1

dx2x
n4
2 exp �ζbRx1ð Þ

� � Z 1

�1

dx2x
n4
2 exp �ζdRx2ð Þ

� �
ð3:142Þ

3.3 Summary of Formulation

We derived all types of one-center and two-center molecular integrals as a function

of atomic distance and orbital exponents of STFs.

One-electron two-center molecular integrals, overlap integral SabAB in Eq. (3.59),

kinetic energy integral TabAB in Eq. (3.62), and nuclear electron attraction integrals

Vab
AB=A in Eq. (3.64), and Vab

AB=C in Eq. (3.72) are deduced using auxiliary functions,

Hb in Eq. (3.D1) and B in Eq. (3.C1). This means that these molecular integrals

belong to the same family of auxiliary functions. This is the same for dipole

moment molecular integrals and other one electron integrals. We can calculate

these auxiliary functions symbolically using formulas given in Appendices C

and D. Detailed formulation was demonstrated for overlap integral and nuclear

electron attraction integrals.

Two-electron two-center molecular integrals, Coulomb-type integral in

Eq. (3.93), hybrid-type integral in Eq. (3.95) and exchange-type integral in

Eq. (3.96) are deduced as integrations which are expressed by five kinds of half

definite integral, H in Eq. (3.B2), Hh in Eq. (3.B14), Hb in Eq. (3.D1), Hhb in

Eq. (3.D12), and Hbhb in Eq. (3.D13), defined in six regions, all of which can be

calculated symbolically using formulas given in Appendices B and D. Detailed

formulation was demonstrated for Coulomb-type repulsion integral.

As a result, all one-center and two-center molecular integrals derived in this

article are expressed by the sum of factorized definite integrals. It will be easy to

obtain polynomial expression of molecular integrals using the formulas in this

article.

3.4 Discussion

Our aim to formulate analytically all types of molecular integrals over STFs for

one-center and two-center integrals is attained. The results lead the polynomial

molecular integrals by which we are to construct the algebraic MO equation and the
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seamless effective hamiltonian over a wide range of physical dimension.

We consider the multivariable algebraic MO theory and the seamless effective

hamiltonian will bring a new theoretical framework of quantum chemistry. This is

our answer to Dirac’s insight into chemistry as a fundamental problem after the

discovery of quantum mechanics.

Advantage of analytical molecular integrals itself can be seen in many MO

theoretical calculations such as in spectroscopy concerning electron transition

probability which depends on the transition moment. By the similar analytical

formulation demonstrated for overlap integrals, we can obtain an analytical molec-

ular integral for transition moment as a function atomic distance. Using optimized

STFs obtained by Mukoyama’s method in which numerical basis function calcu-

lated by the DV-Xα method are fitted by STFs (Mukoyama and Yasui 1992), we

can calculate two-center transition moment analytically as a function of atomic

distance. In slow atomic collisions, for example, we can calculate two-center

overlap integral between any STFs as a function of atomic distance. It is interesting

where wave functions start effective contact between separated atoms, i.e., where

effective overlap comes to bring energy separation between MOs. Long tail behav-

ior of STF works effectively not only in the MO calculation for large molecular

system but also in the study of atomic collision. For a nonadiabatic electron

transition in slow atomic collisions, it is interesting where a nonadiabatic electron

transition occurs. We can use analytical molecular integrals for radial coupling and

rotational coupling as a function of atomic distance in the study of nonadiabatic

chemical reaction. Analytical expression of molecular integrals over STFs provides

the relation between molecular property and atomic configuration.

In Region 1–1 (r2� r1�R) and Region 2–1 (r1� r2�R), electrons move inside

the sphere of radius R. In Region 1–2 (r2�R� r1) and Region 2–2 (r1�R� r2),
one electron moves inside the sphere and the other electron moves outside the

sphere. In Region 1–3 (R� r2� r1) and Region 2–3 (R� r1� r2), electrons move

outside the sphere. This is the order of electron density from high to low.

It is most fundamental in molecular science to study the relation between

molecular property and atomic configuration. From this point of view, we shall

discuss the advantage of analytical expression of one-center and two-center molec-

ular integrals over STFs derived in this article. Analytical expression of molecular

integral is useful not only for numerical calculations of the Fock matrix elements

but also for construction of algebraic MO equation through transformation from

analytical expression to polynomial expression of molecular integrals by using the

Taylor expansion method,

f xð Þ ¼
X1
p¼0

1

p!

Xp
k¼0

p
k

� �
�x0ð Þp�k d

dx

� �p

f xð Þ
� 	

x¼x0

xk ffi
XN
i¼0

Ai x0ð Þxi

where x0 means the center of the Taylor expansion distributed so as to keep the

polynomials in the same order in any region of variables. The last term is the

approximate expression of single variable functions. This method can be easily
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extended to multivariable functions. Anyway, to derive analytical expression of

molecular integrals is the first step for construction of multivariable algebraic MO

equation as a simultaneous polynomial equation with respect to atomic distance and

orbital exponent. We discussed about the advantage of polynomial molecular

integrals in algebraic MO theory from several points of view in the previous

chapter.
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Appendices

Appendix A: Real Spherical Harmonic Function

This appendix contains many relations with respect to normalized real spherical

harmonics used in this article. Some duplicates in the body are shown to help

following formulations.

Ym
l θA, ϕAð Þ ¼ pm

l cos θAð Þ f m ϕð Þ ð3:A1Þ

Normalized Real Function with Respect to ϕ

f m ϕð Þ ¼ Nϕ mð Þ cosmϕ
sin mj jϕ

� �
for
for

m � 0

m < 0
ð3:A2Þ

Nϕ mð Þ ¼ �1ð Þm π 1þ δm, 0ð Þ½ ��1
2 ð3:A3ÞZ 2π

0

dϕf ma
ϕð Þf mb

ϕð Þ ¼ δma,mb
ð3:A4Þ

Z 2π

0

dϕf m ϕð Þ ¼
ffiffiffiffiffi
2π

p
δm, 0 ð3:A5Þ
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Φ ma;mb;mcð Þ �
Z 2π

0

dϕf ma
ϕð Þf mb

ϕð Þf mc
ϕð Þ ð3:A6Þ

I ma;mb;mcð Þ
¼

Z 2π

0

dϕ
cosmaϕ
sin maj jϕ

� �
cosmbϕ
sin mbj jϕ

� �
cosmcϕ
sin mcj jϕ

� � ð3:A7Þ

Φ ma;mb;mcð Þ ¼ Nϕ mað ÞNϕ mbð ÞNϕ mcð ÞI ma;mb;mcð Þ ð3:A8Þ

Normalized Associated Legendre Function

pm
l xð Þ ¼ Nx l;mð ÞPm

l xð Þ ð3:A9Þ

Nx l;mð Þ ¼ 2lþ 1

2

l� mj jð Þ!
lþ mj jð Þ!

� 	1=2
ð3:A10Þ

Pm
l xð Þ ¼ 1� x2

� � mj j
2
Xl� mj j

2½ �

ν¼0

ωl,m
ν xl� mj j�2ν ð3:A11Þ

ωl,m
ν ¼ �1ð Þν 2l� 2ν� 1ð Þ!

ν!2ν l� mj j � 2νð Þ! ð3:A12Þ
Z 1

�1

dxpma

la
xð Þpmb

lb
xð Þ ¼ δma,mb

δla, lb ð3:A13Þ

Z 1

�1

dxp0l xð Þ ¼ δl,even2Nx l; 0ð Þ
Xl

2½ �

ν¼0

ωl, 0
ν

l� 2νþ 1
ð3:A14Þ

Θ ma

la

mb

lb

mc

lc

� �
�

Z 1

�1

pma

la
xð Þpmb

lb
xð Þpmc

lc
xð Þdx ð3:A15Þ

maj j þ mbj j þ mcj j ¼ 2m ð3:A16ÞZ 1

�1

xlaþlbþlc�2m�2 νaþνbþνcð Þþ2idx

¼ 2

la þ lb þ lc � 2m� 2 νa þ νb þ νcð Þ þ 2iþ 1
formod la þ lb þ lc, 2ð Þ ¼ 0

ð3:A17ÞZ 1

�1

xlaþlbþlc�2m�2 νaþνbþνcð Þþ2i dx ¼ 0 formod la þ lb þ lc, 2ð Þ 6¼ 0 ð3:A18Þ

Θ ma

la

mb

lb

mc

lc

� �
¼ Nx la;mað ÞNx lb;mbð ÞNx lc;mcð Þ

�
Xla� maj j

2½ �

νa¼0

ωla,ma
νa

Xlb� mbj j
2

 �
νb¼0

ωlb,mb
νb

Xlc� mcj j
2½ �

νc¼0

ωlc,mc
νc

Xm
i

m
i

� �
�1ð Þi

�
Z 1

�1

xlaþlbþlc�2m�2 νaþνbþνcð Þþ2idx

ð3:A19Þ
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Normalized Real Spherical Harmonic FunctionZ
dΩYm

l θ;ϕð Þ ¼
ffiffiffiffiffi
2π

p
δm, 0

Z 1

�1

dxp0l xð Þ ð3:A20ÞZ
dΩYma

la
θ;ϕð ÞYma

la
θ;ϕð Þ ¼ δla, lbδma,mb

ð3:A21Þ

Yma

la
θ;ϕð ÞYm

b

lb
θ;ϕð Þ ¼

X
mab

Φ ma;mb;mabð Þ
X
lab

Θ ma

la

mb

lb

mab

lab

� �
Ymab

lab
θ;ϕð Þ

ð3:A22Þ

where

max mj j; la � lbj jð Þ þ n � lab � la þ lb ð3:A23Þ

n ¼ 0,

1,

m � la � lbj j mod2ð Þð Þ
otherwiseð Þ

�
ð3:A24Þ

G
ma

la

mb

lb

mab

lab

� �

�
Z

dΩYma

la
θ;ϕð ÞYm

b

lb
θ;ϕð ÞYmc

lc
θ;ϕð Þ

¼
X
mab

Φ ma;mb;mabð Þ
X
lab

Θ ma

la

mb

lb

mab

lab

� �Z
dΩYmab

lab
θ;ϕð ÞYmc

lc
θ;ϕð Þ

¼
X
mab

Φ ma;mb;mabð Þ
X
lab

Θ ma

la

mb

lb

mab

lab

� �
δmab,mc

δlab, lc

ð3:A25Þ

Triple Product of Normalized Real Spherical Harmonic Function (1)

Yma

la
θ;ϕð ÞYm

b

lb
θ;ϕð ÞYmc

lc
θ;ϕð Þ

¼
X
mab

Φ ma;mb;mabð Þ
X
lab

Θ ma

la

mb

lb

mab

lab

� �
X
mabc

Φ ma;mb;mabcð Þ
X
lab

Θ ma

la

mb

lb

mabc

labc

� �
Ymabc

labc
θ;ϕð Þ

ð3:A26Þ

Z
dΩYma

la
θ;ϕð ÞYm

b

lb
θ;ϕð ÞYmc

lc
θ;ϕð Þ

¼
X
mab

Φ ma;mb;mabð Þ
X
lab

Θ ma

la

mb

lb

mab

lab

� �
X
mabc

Φ ma;mb;mabcð Þ
X
lab

Θ ma

la

mb

lb

mabc

labc

� �
Z

dΩYmabc

labc
θ;ϕð Þ

ð3:A27Þ
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¼
X
mab

Φ ma;mb;mabð Þ
X
lab

Θ ma

la

mb

lb

mab

lab

� �

�
X
mabc

Φ ma;mb;mabcð Þ
X
lab

Θ ma

la

mb

lb

mabc

labc

� �

� δlabc,even2Nx labc; 0ð Þ
Xlabc2½ �

ν¼0

ωlabc, 0
ν

labc � 2νþ 1

ð3:A28Þ

Transfer of Origin of Spherical Harmonics from B to A

Ym
l θB, ϕð Þ ¼

Xl

k¼


m

 T

lm
k Rl�k r kAr

�l
B Y m

k θA, ϕð Þ ð3:A29Þ

T lm
k ¼ �1ð Þkþm Nx l;mð Þ

Nx k;mð Þ
lþ mj jð Þ!

l� kð Þ! k þ mj jð Þ! ð3:A30Þ

Triple Product of Normalized Real Spherical Harmonic Function (2)

Yma

la
θA;ϕð ÞYm

b

lb
θB;ϕð Þ

¼
Xlb

kb¼ mbj j
Tlbmb

kb

X
mab

Φ ma;mb;mabð Þ
X
lab

Θ ma

la

mb

kb

mab

lab

� �

� Rlb�kb rkbA r
�lb
B Ymab

lab
θA;ϕð Þ

ð3:A31Þ

Yma

la
θA;ϕð ÞYm

b

lb
θB;ϕð ÞYmc

lc
θA;ϕð Þ

¼
Xlb

kb¼ mbj j
Tlbmb

kb
Rlb�kb rkbA r

�lb
B Yma

la
θA;ϕð ÞYm

b

kb
θA;ϕð ÞYmc

lc
θA;ϕð Þ

¼
Xlb

kb¼ mbj j
Tlbmb

kb
Rlb�kb rkbA r

�lb
B

X
mab

Φ ma;mb;mabð Þ
X
lab

Θ ma

la

mb

kb

mab

lab

� �

�
X
mabc

Φ mab mc mabcð Þ
X
labc

Θ mab

lab

mc

lc

mabc

labc

� �
Ymabc

labc
θA;ϕð Þ

ð3:A32Þ
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Z 2π

0

dϕYma

la
θA;ϕð ÞYm

b

lb
θB;ϕð ÞYmc

lc
θA;ϕð Þ

¼
Xlb

kb¼ mbj j
Tlbmb

kb
Rlb�kb rkbA r

�lb
B

Z 2π

0

dϕYma

la
θA;ϕð ÞYm

b

kb
θA;ϕð ÞYmc

lc
θA;ϕð Þ

¼ 2πNϕ 0ð Þ
Xlb

kb¼ mbj j
Tlbmb

kb
Rlb�kb rkbA r

�lb
B

�
X
mab

Φ ma;mb;mabð Þ
X
lab

Θ ma

la

mb

kb

mab

lab

� �

�
X
mabc

Φ mab mc mabcð Þ
X
labc

Θ mab

lab

mc

lc

mabc

labc

� �
� p0labc cos θAð Þ

ð3:A33Þ

Triple Product of Normalized Real Spherical Harmonic Function (3)

Yma

la
θB;ϕð ÞYmb

lb
θB;ϕð Þ

¼
X
mad

Φ ma;mb;mabð Þ
X
kcd

Θ ma

la

mb

lb

mab

lab

� �
Ymab

lab
θB;ϕð Þ

¼
X
mad

Φ ma;mb;mabð Þ
X
kcd

Θ ma

la

mb

lb

mab

lab

� �

�
Xlab

kab¼ mabj j
Tlabmab

kc
Rlab�kabrkabA r�lab

B Ymab

kab
θA;ϕð Þ

ð3:A34Þ

Yma

la
θB;ϕð ÞYmb

lb
θB;ϕð ÞYmc

lc
θA;ϕð Þ

¼
X
mab

Φ ma;mb;mabð Þ
X
lab

Θ ma

la

mb

lb

mab

lab

� �
Ymab

lab
θB;ϕð ÞYmc

lc
θA;ϕð Þ

¼
X
mab

Φ ma;mb;mabð Þ
X
lab

Θ ma

la

mb

lb

mab

lab

� �

�
Xlab

kab¼ mabj j
Tlabmab

kc
Rlab�kab rkabA r�lab

B Ymab

kab
θA;ϕð ÞYmc

lc
θA;ϕð Þ

ð3:A35Þ
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¼
X
mab

Φ ma;mb;mabð Þ
X
lab

Θ ma

la

mb

lb

mab

lab

� �

�
Xlab

kab¼ mabj j
Tlabmab

kc
Rlab�kabrkabA r�lab

B

�
X
mabc

Φ mab;mc;mabcð Þ
X
labc

Θ mab

kab

mc

lc

mabc

labc

� �
� Ymabc

labc
θA;ϕð Þ

ð3:A36Þ

Z
dΩYma

la
θB;ϕð ÞYmb

lb
θB;ϕð ÞYmc

lc
θA;ϕð Þ

¼ 2πNϕ 0ð Þ
X
mad

Φ ma;mb;mabð Þ
X
kcd

Θ ma

la

mb

lb

mab

lab

� �

�
Xlab

kab¼ mabj j
Tlabmab

kc
Rlab�kab rkabA r�lab

B

�
X
mabc

Φ mab;mc;mabcð Þ
X
labc

Θ mab

kab

mc

lc

mabc

labc

� �

�
Z π

0

sin θAdθA p0labc cos θAð Þ

ð3:A37Þ

¼ 2πNϕ 0ð Þ
X
mad

Φ ma;mb;mabð Þ
X
kcd

Θ ma

la

mb

lb

mab

lab

� �

�
Xlab

kab¼ mabj j
Tlabmab

kc
Rlab�kabrkabA r�lab

B

�
X
mabc

Φ mab;mc;mabcð Þ
X
labc

Θ mab

kab

mc

lc

mabc

labc

� �

�
Z π

0

sin θAdθA

�
Xlabc2½ �

ν¼0

Xlabc�2ν

i¼0

Xlabc�2ν�i

j¼0

P labc; ν; i; jð ÞR�labcþ2 νþið Þrlabc�2 νþiþjð Þ
A r2iB

ð3:A38Þ

Z
dΩYma

la
θB, ϕð ÞYmb

lb
θB, ϕð ÞYmc

lc
θA, ϕð Þ

¼ 2πNϕ 0ð Þ
X
mad

Φ ma;mb;mabð Þ
X
kcd

Θ ma

la

mb

lb

mab

lab

� �

�
Xlab

kab¼ mabj j
Tlabmab

kc

X
mabc

Φ mab;mc;mabcð Þ
X
labc

Θ mab

kab

mc

lc

mabc

labc

� �

�
Z π

0

sin θAdθA

�
Xlabc2½ �

ν¼0

Xlabc�2ν

i¼0

Xlabc�2ν�i

j¼0

P labc; ν; i; jð ÞRlab�kab�labcþ2 νþið Þrkabþlabc�2 νþiþjð Þ
A r2i�lab

B

ð3:A39Þ
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Appendix B: Half Definite Integral, H and Hh

We define a definite integral, H and Hh, in this appendix.

H X; n; α½ � �
Z X

xnexp �αxð Þdx ð3:B1Þ

We begin formulation for H in case a 6¼ 0.

H X, n, α


n � 0, α 6¼ 0

 � ¼ �
Xn
k¼0

A n; kð Þα� kþ1ð ÞXn�kexp �αXð Þ ð3:B2Þ

A n; kð Þ ¼ n!

n� kð Þ! ð3:B3Þ

H 0, n, α


n � 0, α 6¼ 0

 �� � ¼ �n!α� nþ1ð Þ ð3:B4Þ
H 1, n, α



n � 0, α 6¼ 0
 �� � ¼ 0 ð3:B5Þ

H 0, n, α


n � 0, α 6¼ 0

 �� � ¼ �n!α� nþ1ð Þ ð3:B6Þ

H 1, n, α


n � 0, α 6¼ 0

 �� � ¼ �
Xn
k¼0

A n; kð Þα� kþ1ð Þexp �αð Þ ð3:B7Þ

H R, n, α


n � 0, α 6¼ 0

 �� � ¼ �
Xn
k¼0

A n; kð Þα� kþ1ð ÞRn�kexp �αRð Þ ð3:B8Þ

For n¼� 1

H X, n, α


n ¼ �1, α 6¼ 0

 � ¼ Ei �αXð Þ ð3:B9Þ

Ei �αXð Þ ¼
Z X1

x
exp �αxð Þdx ð3:B10Þ

For n�� 2,

H X, n, α


n � �2, α 6¼ 0

 �
¼ �αð Þ� nþ1ð Þ

� nþ 1ð Þð Þ! Ei �αXð Þ

�
X� nþ1ð Þ

k¼0

�1ð Þk�1 � nþ 1þ kð Þð Þ
� nþ 1ð Þð Þ! αk�1Xnþkexp �αXð Þ

ð3:B11Þ

In case α¼ 0 and n 6¼� 1,

H X, n, α


n 6¼ �1, α ¼ 0

 � ¼ Z X

xndx ¼ 1

nþ 1
Xnþ1 ð3:B12Þ
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In case α¼ 0 and n¼� 1,

H X, n, α


n ¼ �1, α ¼ 0

 � ¼ Z X

x�1dx ¼ log X ð3:B13Þ

The half definite integral Hh is defined using H as follows,

Hh X; n1; α1; n2; α2½ �
¼

Z X

dr1r
n1
1 exp �α1r1ð Þ

Z r1

dr2r
n2
2 exp �α2r2ð Þ

¼
Z X

dr1r
n1
1 exp �α1r1ð Þ H r1; n2; α2½ �

ð3:B14Þ

Hh X, n1, α1, n2, α2


n2 � 0, α2 6¼ 0

 �
¼

Z X

dr1r
n1
1 exp �α1r1ð ÞH r1, n2, α2



n2 � 0, α2 6¼ 0
 �

¼ �
Xn2
k2¼0

A n2; k2ð Þα2� k2þ1ð Þ
Z X

dr1r
n1þn2�k2
1 exp � α1 þ α2ð Þr1ð Þ

¼ �
Xn2
k2¼0

A n2; k2ð Þα2� k2þ1ð ÞH X, n1 þ n2 � k2, α1 þ α2½ �

ð3:B15Þ

Hh X, n1, α1, n2, α2


n1 þ n2 � 0, n2 � 0, α2 6¼ 0

 �
¼ �

Xn2
k2¼0

A n2; k2ð Þα2� k2þ1ð ÞH X, n1 þ n2 � k2, α1 þ α2½ �

¼
Xn2
k2¼0

A n2; k2ð Þα2� k2þ1ð Þ Xn1þn2�k2

k1¼0

A n1 þ n2 � k2, k1ð Þ α1 þ α2ð Þ� k1þ1ð Þ

� Xn1þn2� k1þk2ð Þexp � α1 þ α2ð ÞXð Þ

ð3:B16Þ

Hh X, n1, α1, n2, α2


n2 ¼ �1, α2 6¼ 0

 �
¼

Z X

dr1r
n1
1 exp �α1r1ð ÞH r1, � 1, α2



α2 6¼ 0
 �

¼
Z X

dr1r
n1
1 exp �α1r1ð ÞEi �α2r1ð Þ

ð3:B17Þ

Hh X, n1, α1, n2, α2


n2 � 2, α2 6¼ 0

 �
¼

Z X

dr1r
n1
1 exp �α1r1ð ÞH r1, n2, α2



n2 � 2, α2 6¼ 0
 � ð3:B18Þ

Hh X, n1, α1, n2, α2


n2 6¼ �1, α2 ¼ 0

 �
¼

Z X

dr1r
n1
1 exp �α1r1ð ÞH r1, n2, α2



n2 6¼ �1, α2 ¼ 0
 �

¼ 1

n2 þ 1

Z X

dr1r
n1þn2þ1
1 exp �α1r1ð Þ

¼ 1

n2 þ 1
H X, n1 þ n2 þ 1, α1½ �

ð3:B19Þ
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Hh X, n1, α1, n2, α2


n2 ¼ �1, α2 ¼ 0

 �
¼

Z X

dr1r
n1
1 exp �α1r1ð ÞH r1, n2, α2



n2 ¼ �1, α2 ¼ 0
 �

¼
Z X

dr1r
n1
1 exp �α1r1ð Þlogr1

ð3:B20Þ

Appendix C: B Function

We define B function in this appendix. B function is an integral in which STF

centered on B center is looked from A center.

B n; ζ;R; rAð Þ �
Z π

0

sin θAdθAr nBexp �ζrBð Þ

¼
Z 1

�1

J rA;Rð Þdxr nBexp �ζrBð Þ
ð3:C1Þ

If rA�R, rB¼R + rAx. We obtain B function in Eq. (3.C1) as follows

r nBexp �ζrBð Þ ¼ r nBexp �ζrBð Þ
¼ exp �ζRð Þ

Xn
s¼0

n
s

� �
Rsrn�s

A xn�sexp �ζrAxð Þf g ð3:C2Þ

J rA,R


rA � R

� �
r nBexp �ζrBð Þ

¼ R�1rBr
n
Bexp �ζrBð Þ

¼ exp �ζRð Þ
Xnþ1

s¼0

nþ 1

s

� �
Rs�1rnþ1�s

A xnþ1�sexp �ζrAxð Þ� � ð3:C3Þ

B n, ζ,R, rA


rA � R

� �
¼ exp �ζRð Þ

Xnþ1

s¼0

nþ 1

s

� �
Rs�1rnþ1�s

A

Z 1

�1

dxxnþ1�sexp �ζrAxð Þ
� �

¼
Xnþ1

s¼0

nþ 1

s

� �
Rs�1exp �ζRð Þrnþ1�s

A

H 1, nþ 1� s, ζrA½ � � H �1, nþ 1� s, ζrA½ �f g

ð3:C4Þ

H 1, nþ 1� s, ζrA½ � ¼ �
Xnþ1�s

k¼0

A nþ 1� s, kð Þζ� kþ1ð Þr� kþ1ð Þ
A exp �ζrAð Þ ð3:C5Þ

H �1, nþ 1� s, ζrA½ � ¼ �
Xnþ1�s

k¼0

�1ð Þnþ1� sþkð ÞA nþ 1� s, kð Þζ� kþ1ð Þ

� rA
� kþ1ð Þexp ζrAð Þ

ð3:C6Þ
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If rA�R, we obtain B function in Eq. (3.C1) as follows

r nBexp �ζrBð Þ ¼ exp �ζrAð Þ
Xn
s¼0

n
s

� �
Rn�sr sA xn�sexp �ζRxð Þf g ð3:C7Þ

J rA,R


rA � R

� �
r nBexp �ζrBð Þ

¼ r�1
A rBr

n
Bexp �ζrBð Þ

¼ exp �ζrAð Þ
Xnþ1

s¼0

nþ 1

s

� �
Rnþ1�srs�1

A xnþ1�sexp �ζRxð Þ� � ð3:C8Þ

B n, ζ,R, rA


rA � R

� �
¼ exp �ζrAð Þ

Xnþ1

s¼0

nþ 1

s

� �
Rnþ1�srs�1

A

Z 1

�1

dxxnþ1�sexp �ζRxð Þ
� �

¼
Xnþ1

s¼0

nþ 1

s

� �
Rnþ1�sr sAexp �ζrAð Þ

� H 1, nþ 1� s, ζR½ �h i � H �1, nþ 1� s, ζR½ �h if g

ð3:C9Þ

H 1, nþ 1� s, ζR½ �h i ¼ �
Xnþ1�s

k¼0

A nþ 1� s, kð Þζ� kþ1ð ÞR� kþ1ð Þexp �ζRð Þ ð3:C10Þ

H �1, nþ 1� s, ζR½ �h i
¼ �

Xnþ1�s

k¼0

�1ð Þnþ1� sþkð ÞA nþ 1� s, kð Þζ� kþ1ð ÞR� kþ1ð Þexp ζRð Þ ð3:C11Þ

where <. . .. . .. > means a definite integral. We obtain B function in Eq. (3.C1) as

B n, ζ,R, rA


rA � R

� �
¼ �

Xnþ1

s¼0

nþ 1

s

� �
Rs�1exp �ζRð Þ

Xnþ1�s

k¼0

A nþ 1� s, kð Þζ� kþ1ð Þrn� sþkð Þ
A exp �ζrAð Þ

þ
Xnþ1

s¼0

nþ 1

s

� �
Rs�1exp �ζRð Þ

Xnþ1�s

k¼0

�1ð Þnþ1� sþkð ÞA nþ 1� s, kð Þζ� kþ1ð Þ

� r
n� sþkð Þ
A exp ζrAð Þ

ð3:C12Þ
B n, ζ,R, rA



rA � R
� �
¼ �

Xnþ1

s¼0

nþ 1

s

� � Xnþ1�s

k¼0

A nþ 1� s, kð Þζ� kþ1ð ÞRn� sþkð Þexp �ζRð Þ
� r sAexp �ζrAð Þ
þ

Xnþ1

s¼0

nþ 1

s

� � Xnþ1�s

k¼0

�1ð Þnþ1� sþkð ÞA nþ 1� s, kð Þζ� kþ1ð ÞRn� sþkð Þexp ζRð Þ

ð3:C13Þ
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Appendix D: Half Definite Integral, Hb, Hbhb and Hhb

We define three half definite integrals, Hb, Hbhb and Hhb in this appendix.

Hb X; n1; ζa; n2; ζb½ �
�

Z X

drAr
n1
A exp �ζarAð Þ

Z π

0

sin θAdθAr
n2
B exp �ζbrBð Þ

¼
Z X

drAr
n1
A exp �ζarAð Þ

Z 1

�1

J rA;Rð Þdxrn2B exp �ζbrBð Þ

¼
Z X

drAr
n1
A exp �ζarAð ÞB n2; ζb;R; rAð Þ

ð3:D1Þ

If X�R,

Hb X, n1, ζa, n2, ζb


ζa 6¼ ζb,X � R

 �
¼

Xn2þ1

s¼0

n2 þ 1

s

� �
Rs�1exp �ζbRð Þ

Xn2þ1�s

k¼0

A n2 þ 1� s, kð Þζ� kþ1ð Þ
b

"

�
Xn1þn2� sþkð Þ

t¼0

A n1 þ n2 � sþ kð Þ, tð Þ ζa þ ζbð Þ� tþ1ð Þ

� Xn1þn2� sþkð Þ�texp � ζa þ ζbð ÞXð Þ�
�

Xn2þ1

s¼0

n2 þ 1

s

� �
Rs�1exp �ζbRð Þ

Xn2þ1�s

k¼0

�1ð Þn2þ1� sþkð ÞA n2 þ 1� s, kð Þ

�
Xn1þn2� sþkð Þ

t¼0

A n1 þ n2 � sþ kð Þ, tð Þ ζa þ ζbð Þ� tþ1ð Þ

� Xn1þn2� sþkð Þ�texp � ζa þ ζbð ÞXð Þ
ð3:D2Þ

Hb R, n1, ζa, n2, ζb


ζa 6¼ ζb,X � R

 �
¼ exp � ζa þ 2ζbð ÞRð Þ

Xn2þ1

s¼0

n2 þ 1

s

� � Xn2þ1�s

k¼0

A n2 þ 1� s, kð Þζ� kþ1ð Þ
b

"

�
Xn1þn2� sþkð Þ

t¼0

A n1 þ n2 � sþ kð Þ, tð Þ ζa þ ζbð Þ� tþ1ð ÞRn1þn2� kþtþ1ð Þ
#

� exp � ζa þ 2ζbð ÞRð Þ
Xn2þ1

s¼0

n2 þ 1

s

� � Xn2þ1�s

k¼0

�1ð Þn2þ1� sþkð ÞA n2 þ 1� s, kð Þ
"

�
Xn1þn2� sþkð Þ

t¼0

A n1 þ n2 � sþ kð Þ, tð Þ ζa þ ζbð Þ� tþ1ð ÞRn1þn2� kþtþ1ð Þ
#

ð3:D3Þ
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Hb 0, n1, ζa, n2, ζb


ζa 6¼ ζb,X � R

 �
¼ exp �ζbRð Þ

Xn2þ1

s¼0

n2 þ 1

s

� �
Rs�1

Xn2þ1�s

k¼0

A n2 þ 1� s, kð Þζ� kþ1ð Þ
b

"

� n1 þ n2 � sþ kð Þð Þ! ζa þ ζbð Þn1þn2þ1� sþkð Þ
#

� exp �ζbRð Þ
Xn2þ1

s¼0

n2 þ 1

s

� �
Rs�1

Xn2þ1�s

k¼0

�1ð Þn2þ1� sþkð ÞA n2 þ 1� s, kð Þζ� kþ1ð Þ
b

"

� n1 þ n2 � sþ kð Þð Þ! ζa � ζbð Þn1þn2þ1� sþkð Þ
#

ð3:D4Þ
Hb X, n1, ζa, n2, ζb



ζa ¼ ζb,X � R
 �
¼

Xn2þ1

s¼0

n2 þ 1

s

� �
Rs�1exp �ζbRð Þ

Xn2þ1�s

k¼0

A n2 þ 1� s, kð Þζ� kþ1ð Þ
b

"

�
Xn1þn2þ2� sþkð Þ

t¼0

A n1 þ n2 � sþ kð Þ, tð Þ ζa þ ζbð Þ� tþ1ð Þ Xn1þn2� sþkþtð Þ

� exp � ζa þ ζbð ÞXð Þ� þ
Xn2þ1

s¼0

n2 þ 1

s

� �
Rs�1exp �ζbRð Þ

�
Xn2þ1�s

k¼0

�1ð Þn2þ1� sþkð ÞA n2 þ 1� s, kð Þζ� kþ1ð Þ
b

1

n1 þ n2 þ 1� sþ kð ÞX

ð3:D5Þ
Hb R, n1, ζa, n2, ζb



ζa ¼ ζb,X � R
 �
¼ exp � ζa þ 2ζbð ÞRð Þ

Xn2þ1

s¼0

n2 þ 1

s

� � Xn2þ1�s

k¼0

A n2 þ 1� s, kð Þζ� kþ1ð Þ
b

"

�
Xn2þ1

s¼0

n2 þ 1

s

� � Xn2þ1�s

k¼0

A n2 þ 1� s, kð Þζ� kþ1ð Þ
b

"

�
Xn1þn2þ2� sþkð Þ

t¼0

A n1 þ n2 � sþ kð Þ, tð Þ ζa þ ζbð Þ� tþ1ð ÞRn1þn2� kþtþ1ð Þ
#

þ exp �ζbRð Þ
Xn2þ1

s¼0

n2 þ 1

s

� �

�
Xn2þ1�s

k¼0

�1ð Þn2þ1� sþkð ÞA n2 þ 1� s, kð Þζ� kþ1ð Þ
b

1

n1 þ n2 þ 1� sþ kð ÞR
n1þn2þ1� kþ1ð Þ

ð3:D6Þ
Hb 0, n1, ζa, n2, ζb



ζa ¼ ζb,X � R
 � ¼ 0 ð3:D7Þ
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Hb X, n1, ζa, n2, ζb


X � R

 �
�

Z X

drAr
n1
A exp �ζarAð Þ

Z π

0

sin θAdθAr nB exp �ζbrBð Þ

¼
Z X

drAr
n1
A exp �ζarAð Þ

Z 1

�1

J rA,R


rA � R

� �
dxr nB exp �ζbrBð Þ

¼
Z X

drAr
n1
A exp �ζarAð ÞB n2, ζb,R, rA



rA � R
� �

ð3:D8Þ

Hb X, n1, ζa, n2, ζb


X � R

 �
¼

Xn2þ1

s¼0

n2 þ 1

s

� � Xn2þ1�s

k¼0

A n2 þ 1� s, kð Þζ� kþ1ð Þ
b Rn2� sþkð Þexp �ζbRð Þ

( )

�
Xn1þs

t¼0

A n1 þ s, tð Þ ζa þ ζbð Þ� tþ1ð ÞXn1þs�texp � ζa þ ζbð ÞXð Þ

�
Xn2þ1

s¼0

n2 þ 1

s

� � Xn2þ1�s

k¼0

�1ð Þn2þ1� sþkð ÞA n2 þ 1� s, kð Þζ� kþ1ð Þ
b Rn2� sþkð Þexp ζbRð Þ

( )

�
Xn1þs

t¼0

A n1 þ s, tð Þ ζa þ ζbð Þ� tþ1ð ÞXn1þs�texp � ζa þ ζbð ÞXð Þ

ð3:D9Þ
Hb R, n1, ζa, n2, ζb



X � R
 �
¼ exp � ζa þ 2ζbð ÞRð Þ

Xn2þ1

s¼0

n2 þ 1

s

� � Xn2þ1�s

k¼0

A n2 þ 1� s, kð Þζ� kþ1ð Þ
b Rn2� sþkð Þ

( )

Xn1þs

t¼0

A n1 þ s, tð Þ ζa þ ζbð Þ� tþ1ð ÞRn1þs�t

( )

� exp �ζaRð Þ
Xn2þ1

s¼0

n2 þ 1

s

� � Xn2þ1�s

k¼0

�1ð Þn2þ1� sþkð ÞA n2 þ 1� s, kð Þζ� kþ1ð Þ
b Rn2� sþkð Þ

( )

Xn1þs

t¼0

A n1 þ s, tð Þ ζa þ ζbð Þ� tþ1ð ÞRn1þs�t

( )

ð3:D10Þ
Hb X, n1, ζa, n2, ζb



X � R
 �
�

Z X

drAr
n1
A exp �ζarAð Þ

Z π

0

sin θAdθAr nB exp �ζbrBð Þ

¼
Z X

drAr
n1
A exp �ζarAð Þ

Z 1

�1

J rA,R


rA � R

� �
dxr nB exp �ζbrBð Þ

¼
Z X

drAr
n1
A exp �ζarAð ÞB n2, ζb,R, rA



rA � R
� �

ð3:D11Þ
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Hhb X; n1; ζa; n2; ζb; n3; ζc½ �
�

Z X

drA1
rn1A1

exp �ζarA1
ð Þ

Z rA1
drA2

rn2A2
exp �ζarA2

ð Þ

�
Z π

0

sin θA2
dθA2

rn3B2
exp �ζcrB2

ð Þ

¼
Z X

drAr
n
Aexp �ζarAð ÞHb rA; n2; ζb; n3; ζc½ �

ð3:D12Þ

Hbhb X; n1; ζa; n2; ζb; n3; ζc; n4; ζd½ �
�

Z X

drA1
rn1A1

exp �ζarA1
ð ÞB n2; ζb;R; rA11

� �
Hb rA1

; n3; ζc; n4; ζd½ � ð3:D13Þ

In some cases of multiple integral, two types of integral appear.

Z X

xnexp �axð Þlogx ð3:D14Þ

and

Z X

xnexp �axð ÞEi �bxð Þ ð3:D15Þ

These integrals are expressed by the exponential integral function, the Euler gamma

function, the generalized hypergeometric function, and log x.
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Chapter 4

Atom-Atom Interaction Potential
from the Gaussian Quadrature Method
and Classical Molecular Dynamics

Kimichika Fukushima

4.1 Introduction

Investigations into atomic and molecular dynamics (MD) (Haile 1997), which

sometimes includes chemical reactions, represent important themes in science

and technology. A quantum wave equation of nuclei and electrons describing

their motion is separated into two parts, namely nuclei and electrons bound to the

nuclei, in the Born–Oppenheimer approximation due to the light electron mass

compared to the nucleus mass (Born and Oppenheimer 1927). The nuclei motion is

described by quantum wave equation or classical Newtonian equations. In the

nuclei motion equation the total electronic energy, including nuclear repulsions,

enters into the interaction potential between constituent atoms/molecules. Hereaf-

ter, we consider atoms as composite particles for simplicity.

An early piece of research into molecular dynamics using the Newtonian equation

is seen in literature (Alder andWainwright 1957) featuring the use of the solid sphere

model. Rahman and Stillinger performed molecular dynamics for water using the

Lenard–Jones potential (Rahman and Stillinger 1973; Stillinger and Rahman 1972,

1974). The Newton equation describes the motion of atomic particles by specifying

their positions and velocities as functions of time under the influence of forces acting

on them. One practical way of approximating solutions to the differential Newtonian

equation is via a numerical iterative method. At the beginning of time iterations, the

initial positions and momentums of particles are specified, and sequential time values

are determined by the previous time values using difference equations of differential

Newtonian equations. This classical molecular dynamics reduces the calculation time

compared to quantum molecular dynamics.
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Molecular dynamics is applicable to physics (atom, molecules and condensed

matter), material science (inorganic and organic materials) as well as pharmaceu-

tical chemistry (drug design) and so on. Investigated phenomena include, for

example, collisions, atomic configurations, phase transitions, mass and energy

transfers as well as chemical reactions.

Classical molecular dynamics is performed using an electronic potential energy

hyper-surface acting on atoms derived by electron wave functions. One of the

approximations used to determine electron wave functions is the Hartree–Fock

method, which is sometimes insufficient to predict the potential energy surface and

binding energy among atoms. The research was then oriented toward the introduc-

tion of electronic correlations, for which considerable calculation time is required.

It was revealed, however, that the one-electron approximation via the local density

functional method (Slater 1951, 1974, 1979; Gáspár 1954; Nozières and Pines

1958; Kohn and Sham 1965; Wigner 1934; von Barth and Hedin 1972; Janak

et al. 1975; Vosko et al. 1980; Perdew and Zunger 1981; Ellis and Painter 1970;

Adachi et al. 1978; Averill and Ellis 1973; Rosén et al. 1976; Satoko and Ohnishi

1994) predicts the potential energy surface to thus present reasonable equilibrium

interatomic distances and binding energies. This is one of the reasons why the local

density functional method has been widely accepted. The total energy was also

applied to evaluate the potential energy surface in chemical reactions.

It was denoted in the previous paper that the total energy calculated highly

accurately by the Gaussian quadrature (GQ) method is useful for classical molec-

ular dynamics (Fukushima et al. 1982; Fukushima 2009). The matrices of the

Hamiltonian, overlap integral and total energy are numerically integrated via the

Gauss–Legendre and Gauss–Laguerre quadratures for finite and semi-infinite sec-

tions, respectively (Stroud and Secrest 1966). The author has then combined the

total energy calculation method using Gaussian quadratures and classical molecular

dynamics. The merit of this method is that it evaluates the interaction among many

atoms, even in an approximation using atom-atom pair potentials, unlike the

analysis of high energy atomic collisions on the order of kev–Mev in nuclear

materials, which concerns a sequence of independent binary collisions between

an incident atom and one target atom (Robinson and Torrens 1974). In this article,

calculations are performed for systems composed of many atoms with a mutual pair

interaction potential and an incident atom with a low energy below several

hundred eV.

We finally note that the number density of atoms in materials is on the order of

the Avogadro number. The calculation power is presently limited, and the total

atoms treated are up to about several ten-thousands or so. Furthermore, the total

time scale of calculations is approximately the number of total time steps multiplied

by the time increment on an atomic unit scale, which restricts the analysis

concerning time-dependent phenomena.

This chapter is organized as follows. Section 4.2 describes the Born–Oppenhei-

mer approximation and formalism of classical molecular dynamics. Section 4.3

presents the derivation of the atom-atom interaction potential using the Gaussian

quadrature molecular orbital method. Section 4.4 is devoted to the numerical
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calculation method of the Newtonian equation, while Sect. 4.5 reports on classical

molecular dynamics calculations for carbon-carbon collisions, finally presenting

conclusions.

4.2 Born–Oppenheimer Approximation and Formalism
of Classical Molecular Dynamics

The Born–Oppenheimer approximation breaks the wavefunction ΨT(r1, r2 · ·, R1,

R2,··) of a system, which is composed of electrons and nuclei located at rk and RI,

respectively, into

ΨT r1, r2 � �,R1, R2, � �
� � ¼ Ψ e r1, r2 � �ð ÞΨN R1, R2, � �

� �
; ð4:1Þ

where Ψ e (r1, r2 · ·) and ΨN (R1, R2,··) are electronic and nuclear wavefunctions,

including other coordinates as constants. The energy eigenvalue of an electronic

system is the total electronic energy Ee, which amounts in the density functional

scheme in atomic units to

Ee ¼
X
i

ð
drψ�

i rð Þ �1

2
∇2

r þ VN rð Þ þ 1

2
VC rð Þ

� �
ψ i rð Þ þ Exc ρ rð Þ½ �

þ
X
I<J

ZIZJ

RI�RJ

�� �� ; ð4:2Þ

where VN (r) and VC (r) are nuclear and electronic Coulomb potentials, respec-

tively, and ZI is the nuclear charge. The quantity Exc [ρ(r)] is the exchange-

correlation energy, which is a functional of electronic charge density ρ(r). The
one-electron wave function ψ i (r) is derived from the wave equation

H rð Þψ i rð Þ ¼ εiψ i rð Þ: ð4:3Þ

Here,

H rð Þ ¼ �1

2
∇2

r þ VN rð Þ þ VC rð Þ þ Vxc rð Þ; ð4:4Þ

where εi is the electronic energy eigenvalue and Vxc (r) is the exchange-correlation
potential. The nuclear wave equation is given by

�i
∂
∂t

� 1

2
∇2

R þ Ve R1, R2, � �
� �� �

ψ I Rð Þ ¼ 0; ð4:5Þ
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where

Ve R1, R2, � �
� � ¼ Ee: ð4:6Þ

The equation above implies that the total electronic energy becomes the interaction

potential among constituent atomic particles. Electronic equations are solved sep-

arately from nuclear equations.

One of the quantum molecular dynamics is the Car–Parrinello method (Car and

Parrinello 1985), which expands an electron wavefunction in terms of plane waves

using pseudopotentials in a periodic system. The full potential method, which deals

with all electrons, includes significant contributions from core electrons to total

energy. The plane wave method, meanwhile, using the pseudopotential, eliminates

contributions from core electrons by substituting the potential for an effective

potential to suppress the variation of valence electron wavefunctions. The motion

of particles seems to be virtual if artificial masses are used, and the number of plane

waves increases for heavy atoms.

The above nuclear wave equation, which depends on time t approaches to the

Newtonian equation in the classical limit, is denoted as

d

dt
pI ¼ fI: ð4:7Þ

Here,

fI ¼ �∇RI
Ve R1, R2, � �

� �
; ð4:8Þ

pI ¼ MIvI; ð4:9Þ

where pI, MI, vI are (in order) the momentum, mass and velocity of a nucleus and

dRI

dt
¼ pI

MI
: ð4:10Þ

The decomposition of the Newtonian equation into two equations with the first

order derivative is the Hamiltonian formalism, which is explicitly written as

d

dt
pI ¼ �∂HN

∂RI
¼ �∇RI

Ve R1, R2, � �
� �

; ð4:11Þ

d

dt
RI ¼ ∂HN

∂pI
; ð4:12Þ

where

HN ¼
X
I

pI
2

2MI
þ Ve R1, R2, � �

� �
: ð4:13Þ
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4.3 Derivation of Atom-Atom Interaction Potential
Using the Gaussian Quadrature Quantum
Molecular Orbital Method

The Newton equation in classical molecular dynamics contains forces among

particles, in which the potential plays an important role and is decomposed into

potentials of two-body, three-body, . . . and so on. The classical molecular dynamics

usually used employs two-body interatomic interaction (pair) potentials expressed

by

Ve R1, R2, � �
� � � X

I<J

V 2ð Þ
e RI, RJ

� �
: ð4:14Þ

The pair potential is further reduced in spherical coordinates to

V 2ð Þ
e RI, RJ

� � ¼ V rð Þ; ð4:15Þ

where

r ¼ ��RI�RJ

��: ð4:16Þ

The above potential between atoms is calculated non-empirically using the quan-

tum molecular orbital method with the use of the Gaussian quadrature method.

In the molecular orbital method, quantum equations of electrons are solved by

the linear combination of atomic orbitals (LCAO) by expanding the wave function

in terms of atomic orbitals as

ψ i rð Þ ¼
X
j

Cijχj rð Þ: ð4:17Þ

Atomic basis functions in the Gaussian quadrature method, which originated from

the DV (discrete variational) method, are derived via solution of the atomic wave

equation in spherical coordinates. The molecular wave equation is then expressed

by the secular equation in matrix form

HC ¼ εSC; ð4:18Þ

where ε are the matrix form of eigenvalues. Elements of the Hamiltonian and the

overlap integral are represented by

Hij ¼
ð
drχ�i rð ÞH rð Þχj rð Þ; ð4:19Þ

Sij ¼
ð
drχ�i rð Þχj rð Þ; ð4:20Þ

respectively.
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The Gaussian Quadrature method achieves highly accurate integrals for pair

atoms in elliptic coordinates. These (ξ, η, ϕ) are expressed in terms of orthogonal

coordinates as

ξ ¼ r� RI

��þ ��r� RJ

�� ��
RI � RJj j ; ð4:21Þ

η ¼ r� RI

��� ��r� RJ

�� ��
RI � RJj j ; ð4:22Þ

where

1 � ξ < 1; ð4:23Þ
�1 � η � 1; ð4:24Þ

and ϕ is an angle around an axis connecting atoms I and J. The matrix element of

the Hamiltonian becomes

Hij ¼
ð π

�π
dϕ

ð1
�1

dη

ð1
1

dξ Jð Þχ�i rð ÞH rð Þχj rð Þ� �
; ð4:25Þ

where J ¼ ∂ x; y; zð Þ
∂ ξ; η;ϕð Þ is the Jacobian matrix.

The aforementioned integrals in a finite region are implemented by transforma-

tion of the variable ϕ0 ¼ (1/2π)ϕ as well as the integral section, and using the

Gauss–Legendre formula given by

ð1
�1

dsf sð Þ ffi
Xn�1

i0
we si0ð Þf si0ð Þ; ð4:26Þ

where f is the integrand as a function of s¼ϕ0 or s¼ η with

we si0ð Þ ¼
ð
ds
Y

j0 6¼i0
s� sj0

si0 � sj0
; ð4:27Þ

and si satisfies for �1� s� 1,

we si0ð ÞPn si0ð Þ ¼ 0: ð4:28Þ

Here, Pn(s) is the Legendre function defined by

nPn sð Þ � 2n� 1ð ÞsPn�1 sð Þ þ n� 1ð ÞPn�2 sð Þ ¼ 0; ð4:29Þ
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with

P0 sð Þ ¼ 1; ð4:30Þ
P1 sð Þ ¼ s; ð4:31Þ

P2 sð Þ ¼ 3

2
s2 � 1

2
: ð4:32Þ

Similarly, integrals in an infinite region use transformation of the variable

ξ0 ¼ (ξ� 1)/aξ0 with aξ0 being an arbitrary scaling parameter around 4, and the

Gauss–Laguerre formula given by

ð1
0

dug uð Þ ¼
ð1
0

duexp �uð Þ exp uð Þg uð Þ½ � ffi
Xn�1

i0
wa ui0ð Þ exp ui0ð Þg ui0ð Þ½ �; ð4:33Þ

where g is the integrand as a function of u¼ ξ0, and

wa ui0ð Þ ¼
ð1
0

duexp �uð Þ
Y

j0 6¼i0
u� uj0

ui0 � uj0
: ð4:34Þ

The matrix element of the Hamiltonian is transformed, with the help of the variable

transformation of ϕ0 ¼ϕ/2π and ξ0 ¼ (ξ� 1)/aξ0, as

Hij ¼ 2π aξ0
� �ð1

�1

dϕ0
ð1
�1

dη

ð1
0

dξ0 Jð Þχ�i rð ÞH rð Þχj rð Þ� �
¼ 2π aξ0

� �ð1
�1

dϕ0
ð1
�1

dη

ð1
0

dξ0exp �ξ0ð Þ exp ξ0ð Þ Jð Þχ�i rð ÞH rð Þχj rð Þ� �
:

ð4:35Þ

Using the Gaussian quadratures for the integral above, we get

Hij ¼ 2π aξ0
� �

	 �X
i0j0k0

wa ξ0i0
� �

we ηj0
� �

we ϕ0
k0

� �
exp ξ0i0

� �
J
��
ξ0¼ξ0

i0 ,η¼ηj0,ϕ
0¼ϕ0

k0

	 

χ�i ri0j0k0
� �

H ri0j0k0
� �

χj ri0j0k0
� �h i

;

ð4:36Þ

where the quantities such as ri0j0k0 are at the value of (ξ0i0, ηj0, ϕ0
k0).

For multi-atomic molecules, the integral is decomposed into elementary inte-

grals between pair atoms. Integrals for these decomposed pair atoms are carried out

directly. Another multicenter integral is performed by the decomposition using a

projection operator P̂ I to the I-th constituent atom including cases of I
 3 and

associated coordinates (ΞI,ΘI,ΩI) as
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Hij ¼
ð
drχ�i rð ÞH rð Þχj rð Þ ¼

X
I

ð
dΞIdΘIdΩI

∂ x; y; zð Þ
∂ ΞI;ΘI;ΩIð Þ P̂ I ΞI;ΘI;ΩIð Þ

	 χ�i ΞI;ΘI;ΩIð ÞH ΞI;ΘI;ΩIð Þχj ΞI;ΘI;ΩIð Þ� �
;

ð4:37Þ

under the condition X
I

P̂ I ΞI;ΘI;ΩIð Þ ¼ 1: ð4:38Þ

The projection above is the Becke’s decomposition procedure (Becke 1988; Delley

1990) but the fuzzy cell is not used. The numerical integrals utilize the Gaussian

quadratures.

4.4 Numerical Calculation Method of the Newtonian
Equation

The differential Newtonian equation is solved by numerical iterations. Momentum

pI (tn+Δt) at the next time tn +Δt is expanded around the sequential time tn yielding
(Ashcer and Petzold 1998)

pI tn þ Δtð Þ ¼ pI tnð Þ þ Δtð Þd
dt

pI tð Þ
��
t¼tn : ð4:39Þ

We then have

d

dt
pI tð Þ

��
t¼tn ¼

pI tn þ Δtð Þ � pI tnð Þ
Δt

: ð4:40Þ

By denoting the momentum and force as

pnþ1
I ¼ pI tn þ Δtð Þ; ð4:41Þ
pn
I ¼ pI tnð Þ; ð4:42Þ
fnI ¼ fI tnð Þ; ð4:43Þ

a finite difference form of the Newtonian equation is expressed as

pnþ1
I � pn

I

Δt
¼ fnI ; ð4:44Þ

giving a solution

pnþ1
I ¼ pn

I þ ΔtfnI ; ð4:45Þ
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The solution at the time step tn+1 is a function of the quantities at tn. The other part
of the Newtonian equation for RI(t) including pI(t) is transformed to a finite

difference equation arriving at a solution

Rnþ1
I ¼ Rn

I þ Δt
pn
I

MI
: ð4:46Þ

Many numerical methods of classical molecular dynamics utilize the above or

modified procedure. The popular Verlet method (Verlet 1967) numerically derives

the (n + 1)th variable from the nth and (n�1)th variables as

Rnþ1
I ¼ 2R n

I � 2Rn�1
I þ Δt2

f nI
MI

; ð4:47Þ

pn
I ¼ MI

2Δt
Rnþ1

I � Rn�1
I

� �
: ð4:48Þ

Additionally, as an option, we here show a full implicit method, which is

numerically stable. The difference equation of the Newtonian equation for pI(t)
containing fI(t) is replaced by (Crank and Nicolson 1947)

pnþ1
I � pn

I

Δt
¼ θf nI þ 1� θð Þf nþ1

I ; ð4:49Þ

to give

pnþ1
I � Δt 1� θð Þf nþ1

I ¼ pn
I þ Δtθf nI ; ð4:50Þ

where θ is a suitable parameter (frequently used value is 0.5) and fI at the nth time

step is a function of a set of RI. The equation above is written as

pnþ1
I � Δt 1� θð ÞfI Rnþ1

1 ;Rnþ1
2 ; ::

� � ¼ pn
I þ ΔtθfI Rn

1 ;R
n
2 ; ::

� �
: ð4:51Þ

The other Newtonian equation for RI(t) with pI(t) results in a similar difference

equation

Rnþ1
I � Δt 1� θð Þ p

nþ1
I

MI

¼ Rn
I þ Δtθ

pn
I

MI

: ð4:52Þ

Since the force fI(R
nþ 1
1 ,Rnþ 1

2 ,..) at the next time step is a nonlinear function of

Rnþ 1
I , the force is expanded linearly for sequential repetitions to approach real

solutions (Tjalling 1995). During the main iteration from the nth time step to (n+ 1)
th time step, we insert a set of subiteration (repetition) steps, where each repetition

is like from kth step to (k+ 1)th step toward the (n + 1)th convergence. By denoting

the position at the kth repetition step as Rnþ 1;k
I , we derive the following relation
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fI Rnþ1,kþ1
1 ;Rnþ1,kþ1

2 ; ::
� � ¼ fI Rnþ1,k

1 ;Rnþ1,k
2 ; ::

� �
þ
X
J

Rnþ1,kþ1
J � Rnþ1,k

J

� � � ∂

∂R k
J

fI Rnþ1,k
1 ;Rnþ1,k

2 ; ::
� �

: ð4:53Þ

By substituting the approximate force fI(R
nþ 1;kþ 1
1 ,Rnþ 1;kþ 1

2 ,..) for the real force

fI(R
nþ 1
1 ,Rnþ 1

2 ,..) and manipulating pnþ 1
I in a similar but trivial way, we arrive at

the final difference form of the Newtonian equation for pI(t) containing fI(t)
expressed as

pnþ1,kþ1
I � Δt 1� θð Þ

X
J

Rnþ1,kþ1
J � ∂

∂R k
J

fI Rnþ1,k
1 ;Rnþ1,k

2 ; ::
� �" #

¼ pn
I þ ΔtθfI Rn

1 ;R
n
2 ; ::

� �þ Δt 1� θð ÞfI Rnþ1,k
1 ;Rnþ1,k

2 ; ::
� �

� Δt 1� θð Þ
X
J

Rnþ1,k
J � ∂

∂R k
J

fI Rnþ1,k
1 ;Rnþ1,k

2 ; ::
� �" #

:

ð4:54Þ

By solving these multi-variable linear algebraic equations in a matrix form, all

solutions of (k+ 1)th variables in terms of kth variables are derived sequentially.

4.5 Classical Molecular Dynamics Calculations Using
the Gaussian Quadrature Method and Pair Potentials

Classical molecular dynamics calculations were performed for an energetic carbon

(C) atom injected into a cluster composed of C atoms. The interatomic potential

used was the pair potential derived in elliptic coordinate by Gaussian quadrature

(GQ) method with the formulae of Gauss–Legendre and Gauss–Laguerre. It was

reported in our previous papers that the total energy error of the GQ result with

(20,16) integration points in (ξ, η) coordinates for the axis-symmetric CO was less

than 10�3 Ry, while the corresponding error of the DV result was 3 Ry. (Fukushima

et al. 1982; Fukushima 2009). The interatomic potential calculated was fitted to the

Morse potential as

V rð Þ ¼ V0 1� exp �ar r � r0ð Þð Þ½ �2 � 1
n o

; ð4:55Þ

where V0 (¼5.50 eV) is the dissociation energy, r0(¼2.63 a.u.) is the bond distance

and 2a2rV0 (¼8.26	 105 dyn/cm) is the force constant for the present case. Molec-

ular dynamics calculations were performed using the Verlet method.

Figure 4.1 shows an initial incident atom with the kinetic energy of 400 eV

along the x axis located at (�2ac, 0) in two-dimensional (x,y) coordinates and
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five rest target atoms at (�ac,0), (0,0), (ac,0), (0,–ac) and (0,ac). Here, ac was set
to a value of 2.63 a.u.

Figures 4.2, 4.3 and 4.4 show the positions of the incident atom with 400 eV and

five target atoms at 1.76	 10�15, 3.16	 10�15 and 4.10	 10�15 s, respectively. It

is clear that the energy is transferred sequentially through collisions. Figures 4.5

and 4.6 show the position and velocity in a.u. (including time units) of the incident

atom as a function of time in units with second. Most of the energy of the incident

atom is transferred during the initial collision. We note that the interatomic poten-

tial includes an attractive interaction between atoms, hence the positions and

velocities of the atoms differ slightly from those derived by a solid sphere model.

Figures 4.7, 4.8 and 4.9 indicate the positions of atoms when the energy of an

incident atom is 1 eV. Although some of this energy is transferred by collisions,

most is not. The motion of the incident atom shows oscillations and is relatively

complicated compared with the case of the 400 eV incident energy. Figures 4.10

and 4.11, which are the position and velocity of the incident atom with 1 eV as a
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Fig. 4.1 Positions in

a.u. of an incident atom with

400 eV on the left hand

side and five rest target

atoms at 0 s

-6
-6

0

0
x (a.u.)

y 
(a

.u
.)

6

6

Fig. 4.2 Positions in

a.u. of the incident atom

with 400 eV on the left hand

side and five target atoms

at 1.76	 10�15 s
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function of time, confirm such complicated motion. These two types of collisions

are seen in an experiment, where an ion injected with an accelerator into fullerene is

trapped in a cage by the substitution for a constituent atom (Ohtsuki et al. 1995).

We subsequently analyzed the channeling in collisions, where an incident atom

was injected along the x axis. Figures 4.12, 4.13, 4.14 and 4.15 show the positions of a

400 eV incident atom and the other target atoms as a function of time. Figures 4.16

and 4.17 are the time dependence of the position and the velocity of the incident

atom, respectively. The incident atom passes through the interstitial regions around

atoms. Figures 4.18, 4.19, 4.20 and 4.21 show the corresponding results for the 50 eV

incident atom, while Figs. 4.22, 4.23, 4.24, 4.25 and 4.26 indicate the case of the 1 eV

incident atom. The injected atom cannot pass through the interstitial region and the

atom almost stops when the incident energy is 50 eV. Conversely, the incident atom

oscillates when the energy of an incident atom is 1 eV.

The channeling analysis further added six atoms to the original six target atoms

used in the previous calculation with the calculation conditions unchanged. Fig-

ures 4.27, 4.28, 4.29, 4.30, 4.31 and 4.32 show the results for the 400 eV incident
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Fig. 4.3 Positions in

a.u. of the incident atom

with 400 eV on the left hand

side and five target atoms

at 3.16	 10�15 s
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Fig. 4.4 Positions in

a.u. of the incident atom

with 400 eV on the left hand

side and five target atoms

at 4.10	 10�15 s
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energy, while Figs. 4.33, 4.34, 4.35 and 4.36 are for the 50 eV incident energy, and

Figs. 4.37, 4.38, 4.39, 4.40 and 4.41 are for the 1 eV incident energy. The motions

of twelve target atoms are suppressed compared to the previous case of six target

atoms. Experimentally, such channeling is observed in ion bombardment on a

material with accelerators (Feldman et al. 1982).
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a.u. of the incident atom
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as a function of time
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a.u. of the incident atom

with 1 eV on the left hand

side and five target atoms

at 3.75	 10�14 s
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the incident atom with 1 eV
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Conclusions
The Born–Oppenheimer approximation enables an independent description

of the motion of nuclei and electrons bound by the same particles. The total

electronic energy, including repulsions among nuclei, amounts to the poten-

tial acting on nucleus. Classical molecular dynamics traces the motion of

nuclei with electrons using the Newtonian equation. We developed a highly

accurate method of calculating total electronic energy using Gaussian quad-

ratures (GQ). This article has reported a method combining the Gaussian

Quadrature method of total energy calculation with classical molecular

dynamics. The author examined an energetic atom injected into a target

object composed of atoms. Conventional high energy atomic calculations

for nuclear materials consider a sequence of binary collisions between an

incident atom and one of the target atoms. The present molecular dynamics,

however, evaluated the interaction between an incident atom and surrounding

target atoms. Even if the total interaction is derived by summing interactions

between pair atoms, the derived potential differs from the binary potential

between an incident atom and one target atom. When an injected atom is

bound even in a short time by the potential produced by target atoms, it may

be regarded as trapped or react with the surround atoms. When the incident

atom finally goes away from the target atoms, we derive the scattering

properties.
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Chapter 5

Comparison of Contributions to Interatomic

Interactions Between Covalent and Ionic

Bonds from Total Energy Calculations

Kimichika Fukushima

5.1 Introduction

The density functional Theory (DFT) (Slater 1951, 1974, 1979; Gáspár 1954;

Nozières and Pines 1958; Kohn and Sham 1965; Wigner 1934; von Barth and Hedin

1972; Janak et al. 1975; Vosko et al. 1980; Perdew and Zunger 1981) and calculation

methods (Ellis and Painter 1970; Adachi et al. 1978; Averill and Ellis 1973; Rosén

et al. 1976; Satoko and Ohnishi 1994) has greatly succeeded for atoms, molecules,

solids as well as practical materials. The potential energy surface predicted by using

DFT leads to reasonable equilibrium interatomic distances and binding energies. The

present author and coworkers developed the Gaussian quadrature (GQ) method

(Fukushima et al. 1982; Fukushima 2009) for total energy calculations. The matrices

of the Hamiltonian, overlap integral as well as total energy are numerically integrated

using theGauss–Legendre andGauss–Laguerre quadratures (Stroud and Secrest 1966).

The atom-atom interaction and interaction potential are useful quantities for

properties of molecules and solids as well as practical materials. The simple and

practical quantities used to evaluate the bond strength between atoms are the Mulliken

overlap charge (Mulliken 1955a, b, c, d) and the long range Coulomb interaction. The

former implies the covalent bond strength and the latter ionic interaction. Meanwhile,

the total energy in the Born–Oppenheimer approximation expresses the atom-atom

interaction potential. Total energy evaluations require a highly accurate integration of

the matrix elements of the Hamiltonian and the overlap integral as well as the total

energy. The present author and coworkers developed the Gaussian quadrature method

deriving the highly accurate total energy. The nitrogen-nitrogen interaction is appar-

ently dominated by the covalent bond, while the main lithium-fluorine interaction is
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probably the ionic interaction. It is not obvious to the present author which is the main

interaction between boron and nitrogen atoms. The preliminary calculation using the

total energy clarified the dominant interaction.

This chapter is organized as follows. Section 5.2 describes the formalism of the

total energy and Mulliken populations. Section 5.3 compares contributions of the

covalent bond and the ionic bond to the total energy elucidating the main contribution,

followed by conclusions.

5.2 Formalism

The total electronic energy of an electronic system Ee, which amounts in the density

functional scheme in atomic units to

Ee ¼
X

i

ð
drψ�

i rð Þ �1

2
∇2

r þ VN rð Þ þ 1

2
VC rð Þ

� �
ψ i rð Þ þ Exc ρ rð Þ½ �

þ
X

I<J

ZIZJ

RI�RJ

�� ��; ð5:1Þ

where VN(r) and VC(r) are nuclear and electronic Coulomb potentials, respectively,

and ZI is the nuclear charge. The quantity Exc[ρ(r)] is the exchange-correlation

energy, which is a functional of electronic charge density ρ(r). An electronic wave

function is expanded in terms of atomic basis functions expressed by (Here, atomic

orbitals are real numbers.)

ψ i rð Þ ¼
X

jI

CijIχj r� RI

� �
: ð5:2Þ

The overlap charge between atoms I and J is denoted as

QIJ ¼ 2
X

ijk

niCijICikJχj r� RI

� �
χk r� RJ

� �
; ð5:3Þ

where ni is the number of electrons occupying the ith molecular orbital. The long

range ionic interaction between ions I and J are

EIJ ¼ ΔQIΔQJ��RJ�RJ

�� ; ð5:4Þ

where the ionic charge ΔQI is defined as

ΔQI ¼ �
X

J

X

ijk

niCijICikJχj r� RI

� �
χk r� RJ

� �þ ZI: ð5:5Þ
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5.3 Results and Discussion

The overlap charge and total energy were calculated for a diatomic N2 molecule.

Table 5.1 shows the dependence of fractions of the relative overlap charge and the

relative total energy on interatomic distances, where Eb
e is the total electronic energy,

which does not include the nucleus-nucleus repulsion. Both the overlap charge and the

total energy are normalized by the difference between values at the interatomic

distances of the inner bound di¼ 2.3 a.u. and the outer bound do¼ 3.2 a.u. Fractions

of the relative overlap charge and the relative total energy are then denoted as

Q12f ¼
Q12 R1 � R2j jð Þ � Q12 doð Þ

Q12 dið Þ � Q12 doð Þ ; ð5:6Þ

and

Eb
ef ¼

Eb
e R1 � R2j jð Þ � Eb

e doð Þ
Eb
e dið Þ � Eb

e doð Þ ; ð5:7Þ

respectively. The dependence of the covalent bond strength on interatomic dis-

tances corresponds well to that of the total energy. It is seen that the main

contribution to the interatomic interaction in N2 is the covalent bond.

Next, the ionic interaction and total energy were calculated for the LiF diatomic

molecule. Table 5.2 shows the dependence of fractions of the relative ionic inter-

action, which is the long-range Coulomb attraction, and the relative total energy on

interatomic distances. The dependence of the fractional relative ionic interaction on

interatomic distance is evaluated using a definition given by

Eionf ¼ Eion R1 � R2j jð Þ � Eion doð Þ
Eion dið Þ � Eion doð Þ : ð5:8Þ

Table 5.1 Fractions of the relative overlap charge and relative total energy excluding nucleus-

nucleus repulsion as a function of the interatomic distance for N2

Interatomic

distance

(a.u.)

Fractional relative overlap

charge

Q12f ¼ Q12 R1�R2j jð Þ �Q12 doð Þ
Q12 dið Þ�Q12 doð Þ

Fractional relative total energy (excluding

nucleus-nucleus repulsion)

Eef ¼ E b
e R1�R2j jð Þ�E b

e doð Þ
E b
e dið Þ�E b

e doð Þ

2.3 1.00 1.00

2.5 0.79 0.74

2.6 0.57 0.52

2.8 0.36 0.33

3.0 0.17 0.15

3.2 0.000 0.000
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The dependence of the fractional relative ionic interaction strength on interatomic

distances corresponds well to that of the fractional relative total energy.

Ionic interaction can thus be considered the main contribution to the interatomic

bond in LiF.

To evaluate the main contribution to the bond in a diatomic BN molecule, the

covalent overlap population, ionic interaction and total energy were calculated.

Table 5.3 shows the dependence of fractions of the relative covalent bond, the

relative ionic interaction and the relative total energy on interatomic distances. The

dependence of the relative overlap charge on interatomic distances corresponds

well to that of the relative total energy, hence the main contribution to the

interatomic bond in BN is the covalent bond.

Conclusions

Using the GQ (Gaussian Quadrature) method with a highly accuracy for

total energy calculations, this article has derived that the interaction

between nitrogen-nitrogen atoms is the covalent bond, whose bond strength

expressed in terms of Mulliken overlap charge is consistent with the total

energy. Conversely, lithium-fluorine (LiF) interaction is the ionic interac-

tion, which is preliminarily supported by the long rage Coulomb interaction

with the Mulliken charges, which indicates the consistency to the total

energy.

Table 5.2 Fractions of the relative ionic interaction and the relative total energy as a function of

the interatomic distance for LiF

Interatomic

distance (a.u.)

Fractional relative ionic interaction

Eionf ¼ Eion R1�R2j jð Þ�Eion doð Þ
Eion dið Þ�Eion doð Þ

Fractional relative total energy

Eef ¼ Ee R1�R2j jð Þ�Ee doð Þ
Ee dið Þ�Ee doð Þ

3.21 1.000 1.000

3.40 0.660 0.716

3.59 0.353 0.479

3.78 0.160 0.271

3.97 0.000 0.000

Table 5.3 Fractions of the relative overlap charge, the relative ionic interaction and the relative

total energy as a function of the interatomic distance for BN

Interatomic

distance

(a.u.)

Fractional

relative overlap

charge

Fractional relative

ionic interaction

Fractional relative total energy

(excluding nucleus-nucleus

repulsion)

2.6 1.00 1.00 1.00

2.7 0.76 0.63 0.73

2.8 0.51 0.36 0.47

2.9 0.26 0.16 0.23

3.0 0.00 0.00 0.00
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Chapter 6

Total Energy Calculation by DV-Xα
Method and Its Accuracy

Katsumi Nakagawa

The basis functions of DV-Xα method are prepared numerically for the environment

proper to the molecule or the cluster to be calculated. They make it easier to apply

DV-Xα method for wide variety of models but make it difficult to calculate total

energy of the model with chemical accuracy.

The author improved the total energy calculating method based on the spin-DV-

Xα method. In this article, the method is briefly described and applied for various

organic or inorganic molecules comprising various atoms from H to Xe. Calculated

results are compared with experimental data and their counterparts by various

methods in the Gaussian package to evaluate their accuracy.

It was found that they are more accurate than expected from the simple calculating

method, provided that molecular orbitals were prepared appropriately. The obtained

results demonstrate the usefulness of numerical basis functions and the feasibility of

DV-Xα method as a convenient tool to analyze quantitatively wide variety of

molecules. At the same time, some unsatisfactory results suggest how to prepare

more appropriate molecular orbitals in DV-Xα method.

6.1 Introduction

The DV-Xα (Discrete Variational Xα) method is based on Hartree-Fock-Slater

(HFS) equation and numerical treatment of molecular integrals. In HFS equation,

complicated electron exchange interaction of Hartree-Fock equation is replaced by

K. Nakagawa (*)
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simple Xα potential, which makes the calculations easier. And the numerical

treatment makes it possible to adopt accurate atomic orbitals (AOs) as basis

functions. In Japan, the DV-Xα program is developed by Adachi and his collabo-

rators (Adachi et al. 1978). The DV-Xα program package including source codes, is

distributed by the society for Discrete Variational Xα and it has been widely used to

assign spectral lines for variety of molecules or crystals and to interpret structures

or reactions of various molecules by the way of Mulliken’s population analysis. The
main program in the package that calculates spin-polarizable molecular orbitals

(MOs)s and their eigenvalues has the name “sspin”. Hereafter let’s call it SSPIN.
Unfortunately the numerical treatment makes it difficult to calculate total energy

with accuracies required for chemical application. Ziegler demonstrated that

molecular bond formation energy can be calculated accurately by the transition

state method (Ziegler and Rauk 1977). But his method can calculate only one bond

formation energy in a molecule at a time and has limited application. Ogasawara

developed the total energy calculation program “Coulomb” (Kowada et al. 2009).

In their method, AOs calculated by SSPIN are used as basis functions but MOs are

recalculated by using more accurate potential than SSPIN. It requires additional

time to get SCF convergence again. The author developed “Total energy calcula-

tion by spin-DV-Xα” (TESDA) program (Nakagawa 2003). It calculates total

energy using MOs by SSPIN as they are and is equipped with error cancelling

procedure, which realized total energy calculation with relatively small number

of sample points. Further, results by TESDA reflect the characteristics of MOs

and will give suggestions to obtain more accurate physical or chemical properties

by SSPIN.

In this article, the author described DV-Xα method and his total energy calcu-

lating method briefly and applied it for various atoms, organic or inorganic mole-

cules including elements from H to Xe. For some cases, he compared obtained

results with their counterparts by several methods in the Gaussian package and

evaluated accuracy of results by his method.

6.2 DV-Xα Method and Its Characteristics

6.2.1 Hartree-Fock-Slater Equation

In Hartree-Fock method, electronic exchange interaction is included in the total

energy by using a Slater determinant describing the electronic state. But it requires

fairy large calculation cost. Instead of it, Slater defined a Fermi hole, which is

formed by electronic exchange interaction around a specified point in the electron

cloud and its influence is represented by Xα term. In his method (Hartree-

Fock-Slater method), total energy ε of the system is represented like
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X
σ

X
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f σk

ð
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ϕσ
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ðX
ν
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rν
ρ rð Þdr

þ 1
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ZZ
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r12
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4
α

3

4π

� �1=3ð
ρα rð Þ4=3 þ ρβ rð Þ4=3gdr:
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Here, the first term of right side represents kinetic energy, where ϕσ
k (r) denotes k-th

MO with σ¼ α-spin or β-spin, fkσ denotes its occupation number. The second term

represents nuclear-electron interaction, where Zν denotes charge of ν-th nucleus.

The third term represents electron–electron interaction and the fourth term Xα
energy, which means electron–electron interaction reduced by Fermi hole forma-

tion. Here, ρ(r) denotes electron density, or

ρ rð Þ ¼ ρα rð Þ þ ρβ rð Þ ¼
X
k

f αk ϕk rð Þ2 þ
X
k

f βk ϕk rð Þ2: ð6:2Þ

and α is a constant, which is usually set to 0.7.

HFS equation is obtained by applying the variational principle for Eq. (6.1) and

represented as follows,

�1

2
∇2 �

X
ν

Zν

r1ν
þ
ð

1

r12
ρ r2ð Þdr2 � 3α

3

4π
ρσ r1ð Þ

� �1=3
( )

ϕσ
k r1ð Þ

¼ εσk ϕ
σ
k r1ð Þ: ð6:3Þ

Here εσk is the eigenvalue of ϕ
σ
k . In HFS equation, electronic state is represented by a

set of one electron orbital ϕσ
k (k¼ 1, 2, 3, . . ., kmax_ σ). DV-Xα method is based on

HFS equation (6.3), which also can be considered as Kohn-Sham type density

functional equation having the primitive local functional.

6.2.2 Atomic Orbitals as Basis Functions

Because MOs are very similar to AOs at least near each nucleus of the molecule, it

is desirable that AOs themselves are utilized as basis functions. But GTOs, which

are usually used in ab-initio method and DFT, are far from AO-like and compli-

cated combination of various types of GTO is indispensable to get accurate results.

In DV-Xα method, basis set comprises actual AOs, radial components of which are

calculated numerically according to the electron distribution for each atom at each

SCF step and multiplied by spherical harmonic functions. Figure 6.1 shows radial

components of AOs of Zn atom, where every orbital has correct number of nodes

and every orbital has exact form near the nuclei.
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6.2.3 Discrete Variational Method

For the numerical integration in 1D space, various simple and high performance

methods can be used. For example, Simpson’s method is used to calculate

radial components of AOs of SSPIN. But for 3D space, Monte-Carlo method is

almost the only practical method. In Monte-Carlo method, sample points are

distributed uniformly in a unit cube by using quasi-random-number and mapped

to around each nucleus. Figure 6.2 shows the sample point system generated by

SSPIN for Zn atom. Because usually functions to be integrated have large

absolute value near the nuclei, sample points are distributed densely near the

nuclei and sparsely at peripheral area. In this case, almost all sample points are

located inside the radius r¼ 6.0. Figure 6.3 shows the sample point system

generated by SSPIN for SiCl4 molecules. For molecule, sample points are shared

randomly with all atoms constituting the molecule and each atom wears its own

sample points. The sharing ratio of sample points for a heavier atom is adjusted to

be relatively larger.

Each sample point ri has the weight wi inversely proportional to its appearance

probability. The sum of weighted function value at each sample point corresponds

to the integration of the function. To solve HFS equation by Loothaan’s method,

matrix elements of Fock operator Frs and overlap integral Srs have to be calculated

numerically like

a b

Fig. 6.1 (a) Radial components of 1s–3s orbitals of Zn atom. (b) Radial components of 3p–4p

orbitals of Zn atom
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Fig. 6.2 Sample point

system for a Zn atom

Fig. 6.3 Sample point

system for a SiCl4 molecule
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where χσr is r-th AO with spin σ. Using Fσ
rs and Sσrs, MO ϕσ

k rð Þ ¼
X
r

Cσ
k χ

σ
k rð Þ and

eigenvalue εσk are calculated.
Actually electron–electron Coulomb interaction is not calculated like the third

term of Eq. (6.4) in SSPIN, but approximated as follows
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Here ρ(r) is approximated to the sum of the contribution of ρν, which is spherically

distributed around nucleus ν and rνi is the distance between the nuclei ν and the point
ri. The ρν s were already obtained at the calculation of AOs and summation of

quantities for all nucleus is far easier than that for all sample points. Equation (6.6)

is called SCC (Self-Consistent-Charge) approximation. SCC approximation consid-

erably reduces calculation cost, but is one of possible causes to degrade total energies.

6.3 The Calculating Method of Total Energy

6.3.1 Total Energy Calculation by Monte-Carlo Method
and Its Errors

On the sample point system, total energy ε of (6.1) is represented as follows.

ε ¼
X
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X
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f σk
X
i

ϕσ
k rið Þ �1

2
∇2

� �
ϕσ
k rið Þwi �

X
i

X
ν

Zν

rνi
ρ rið Þwi

þ 1

2

X
i

ρ rið Þ
X
j

ρ rj
� �
rij

wjwi � 9

4
α

3

4π

� �1=3X
σ

X
i
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TESDA calculates total energies according to Eq. (6.7) by using ϕσ
k s obtained by

SSPIN. But electron–electron Coulomb interaction for j¼ i in the third term, can’t
be calculated because rii¼ 0. Instead of it, TESDA uses mutual Coulomb interac-

tion of uniformly distributed charge inside the sphere around the sample point ri as
described as
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2=3 : ð6:8Þ

where the sphere has the same volume as weight wi.

In the case of non-relativistic DV-Xα method, it is required that molecules

comprising elements to fifth row can be calculated with required accuracy. But as

heavier atoms are accompanied with more electrons and has deeper potentials, it is

difficult to calculate their total energies with required accuracy. As an example,

sample point number N dependence of total energy of I2 molecule is demonstrated

in Fig. 6.4, where large systematic error is observed. And total energy vs. bond

length (inter-nuclear distance) curve for 8,000 sample points (4,000 point per atom)

is demonstrated in Fig. 6.5. The range of scattering is around 1 eV and the total

energy minimum can’t be determined.

Usually around 500 sample points per atom is used to obtain reasonable MOs

and their eigenvalues. But for chemical applications, slight difference (typically

0.1 eV) between large total energies (typically 104 ~ 106 eV) has importance or

PPM-class-accuracy is required for total energy calculation. Result by Monte-Carlo

method includes statistical error inversely proportional to N, provided that sample

points are generated by quasi-random-numbers. Therefore the simplest way to

improve this situation is to use more points. But it is limited by computation

resource and unrealistic in large molecules.

Fig. 6.4 Sample point

number dependence of total

energy (eV) of I2 molecule

before error cancelling.

Number of sample points

are 1,000, 2,000, 4,000,

8,000, 16,000 and 32,000

respectively
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6.3.2 Error Cancellation Procedure

Because the charge density is higher and the potential is deeper in the inner region

of each atom of the molecule, major part of total energy error must be generated

there. On the other hand, total energy of each atom in the molecule must include

similar numerical error, provided that the same sampling point system is used.

Therefore the difference between calculated total energy of the molecule Emol and

the sum of total energy of each single atom constructing the molecule
X
ν

Eν is

expected not to include the major numerical error. Further if each acculate total

energy of each single atom Eν
0 can be calculated, genuine total energy of the

molecule Emol
0 can be obtained, or

Emol
0 ¼ Emol �

X
ν

Eν � Eν
0

� �
: ð6:9Þ

It should be noted that Eν
0 is not the total energy of the atom standing alone, but that

of the atom in the environment of the molecule. Fortunately it can be calculated

easily by using the results of AO calculation in SSPIN and very accurate because it

can be transformed into numerical integration in 1D space. The sample point

number dependence of total energy of I2 molecule after error cancelling is

demonstrated in Fig. 6.6 and total energy of I2 molecule vs. inter-nuclear distance

curve for 8,000 sample points (4,000 point per atom) after error cancelling is

demonstrated in Fig. 6.7. Comparing Fig. 6.6 vs Fig. 6.4 and Fig. 6.7 vs Fig. 6.5,

the effect of error canceling procedure was found to be remarkable.

d(I-I) (A)

Fig. 6.5 Bond length

(d) dependence of total

energy (eV) of I2 molecule

before error cancelling.

Here Δd¼ 0 means that

d¼ the experimental

equilibrium bond length.

8,000 points were used
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Fig. 6.6 Sample point

number dependence of total

energy (eV) of I2 molecule

after error cancelling.

Number of sample points

are 1,000, 2,000, 4,000,

8,000, 16,000 and 32,000

respectively

d(I-I) (A)

Fig. 6.7 Bond length

(d) dependence of total

energy (eV) of I2 molecule

after error cancelling. Here

Δd¼ 0 means that d equals

the experimental

equilibrium bond length.

8,000 points were used
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The total energy minimum in Fig. 6.7 is located at the position 0.08 A longer

than experimental bond length. This error can not be eliminated even if more

sample points were used and does not originate from numerical calculation error.

Prescriptions for this problem will be discussed later.

6.3.3 Total Energy Calculation Procedure

Figure 6.8 shows total energy calculation procedure by DV-Xα method. At first

one needs to prepare the simple text file “f01”, which described structure of the

molecule to be calculated. The pre-processor program “makef05” (hereafter

MAKEF05) reads the f01 file and prepare the input file “f05”. A f05 file includes

various parameters for DV-Xα calculation. MAKEF05 sets these parameters to be

default status. Some of them will be explained in detail later. The program “espin”

(hereafter ESPIN) works in completely the same way as SSPIN until SCF conver-

gence is obtained, but it generates the input files for TESDA. TESDA reads these

files and generates output files including the total energy of the molecule.

structure
     f01

Input file
f05

AOs
MOs

eigenvalues

makef05

espin

TESDA

total energy
 

Fig. 6.8 Total energy

calculation procedure
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ESPIN and TESDA are tentatively distributed for members of the society for

Discrete Variational Xα and work in the environment of the program package

distributed by the society.

6.3.4 Simple Examples of Structure Optimization

Structure optimization of molecule may be one of the most frequently used functions

of molecular orbital method. And the similarity of the calculated and experimental

equilibrium structures is the good measure for accuracy of the calculation. But

TESDA can execute one point calculation of the total energy only, one has to

calculate total energies for successively transformed structures and find the total

energy minimum by hand.

Firstly let’s consider diatomic molecules. In this case, Morse potential VM (6,10)

is well known as a function expressing binding energy in wide range of interatomic

distance r.

VM rð Þ ¼ De e�α r�r0ð Þ � 1
� 	2

; ð6:10Þ

where De is a bond dissociation energy and r0 is equilibrium bond length. Unless

higher excitation is considered, Eq. (5.10) can be expanded around r0 as follows,

VM rð Þ ¼ Deα
2 r � r0ð Þ2 � Deα

3 r � r0ð Þ3 þ O r � r0ð Þ4
h i

: ð6:11Þ

The first term of (6.11) is a harmonic term that determines molecular vibration

wavenumber ωe. The relation between its coefficient Deα
2 and ωe will be explained

in Sect. 6.7.2. The second term of (6.11) is the lowest anharmonic term indispens-

able to fit the curve to calculated total energies appropriately. Based on the

expansion (6.11), VM can be expressed in the general form like

VM rð Þ ¼ ar3 þ br2 þ cr þ d: ð6:12Þ

Coefficients a, b, c, d in (6.12) are determined by fitting (6.12) to more than four

calculated total energies. Then we can determine ro by solving the analytical

differentiation of (6.12).

For a multi-atomic molecule having more than two structural parameters, the

author assumed that the dependence of its total energy on arbitrary parameter x has
the expression similar to (6.12)

V xð Þ ¼ ax3 þ bx2 þ cxþ d; ð6:13Þ

and determined equilibrium parameter xo by solving the analytical differentiation of
(6.13). To check accuracy of the curve fitting, five or more results were used.
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If the molecule has three structural parameters x, y, z, its total energies with

successively changed parameter x were calculated and parameters y and z fixed to

experimental ones at first. Then parameters y were optimized with fixed x and z to
experimental ones, and so on. Practically, only small or symmetric molecules could

be calculated and symmetries of molecules were assumed.

6.3.4.1 C2H6, C2H4 and C2H2 Molecules

Let’s investigate structures of C2H2, C2H4 and C2H6 molecules and see the sample

point number dependence. Here default f05 files were used without parameter

adjusting. If C3v structure is assumed, C2H6 molecule has three independent

structural parameters d(C-C), d(C-H) and ∠(H-C-C) remain to be optimized.

Figure 6.9 shows the bond length d(C-C) dependence of total energy of C2H6

molecule with other parameters fixed to experimental ones. Δd(C-C) in the hori-

zontal axis designates the deviation of d(C-C) from the experimental bond length.

Four curves correspond to ones calculated with 4,000, 8,000, 16,000 and 32,000

sample points respectively. Total sample points were shared by C atoms (14 %/

atom) and by H atoms (12 %/atom) automatically by MAKEF05. The minimum by

32,000 sample points is located at d¼ 1.5110 A, which agrees well with experi-

mental bond length d¼ 1.5351 A.

Figure 6.10 shows the bond length d(C-H) dependence of total energy of C2H6

molecule with other parameters fixed to experimental ones. Here all six C-H bond

lengths were altered simultaneously and the molecule holds its symmetry.

The minimum by 4,000 sample points is located at d¼ 1.1142 A, which agrees

well with experimental bond length. d¼ 1.0940 A.

d(C-C) (A)

Fig. 6.9 C-C bond length

dependence of total energy

of C2H6 molecule, with four

levels of sample point

number 4,000, 8,000,

16,000 and 32,000

respectively
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Figure 6.11 shows the bending angle∠(H-C-C) dependence. The minimum by

32,000 sample points is located at θ¼ 111.0�, which agrees well with experimental

bending angle θ¼ 111.7�.

d(C-H) (A)

Fig. 6.10 C-H bond length

dependence of total energy

of C2H6 molecule, with four

levels of sample point

number

(H-C-C) (deg.)

Fig. 6.11 H-C-C bend

angle dependence of total

energy of C2H6 molecule,

with four levels of sample

point number
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Although C3v structure was assumed so far, the effect of conformation was

investigated. Figure 6.12 shows twist angle ϕ (H3-H3) dependence of total energy,

where ϕ¼ 0 means the staggered conformation. The experimental height of con-

formational barrier is as small as 0.13 eV. The fluctuation of curves is rather

dominant, but curves by more than 8,000 points seem to suggest that staggered

structure is more stable.

The C-C double bond length dependences of C2H4 is shown in Fig. 6.13. The

minimum by 24,000 sample points is located at d¼ 1.0864 A which agrees well

with experimental bond length d¼ 1.087 A. Further the C-C triple bond length

dependence of C2H2 are shown in Fig. 6.14. The minimum by 16,000 sample points

is located at d¼ 1.0583 A which agrees well with experimental bond length

d¼ 1.060 A.

Inspection of Figs. 6.9, 6.10, 6.11, 6.13, and 6.14 of C2Hn may suggest that the

condition of 2,000 sample points per atoms is enough for light atoms. But even with

4,000 points per atom, analysis of small total energy difference especially accom-

panied with conformation change was found to be difficult.

6.4 Adjustment of Preparation Parameters of MOs

6.4.1 Parameters in the Input File “f05”

In the case of calculations of C2H6, C2H4 and C2H2, default parameters in a f05 file

prepared by MKEF05 were adopted without adjustment and excellent agreements

ϕ

Fig. 6.12 Twist angle θ
(H3-H3) dependence of total

energy of C2H6 molecule,

with four levels of sample

point number
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with experimental data were obtained except for twist angle ϕ (H3-H3) dependence

of C2H6 molecule. But excellent agreement is not necessarily obtained in every

case. And there is little room for adjustment in TESDA to improve accuracy. On the

other hand, adjustment of parameters in f05 files often improves accuracy of results.

d(C-C) (A)

Fig. 6.13 C-C bond length

dependence of total energy

of C2H4 molecule, with four

levels of sample point

number

Fig. 6.14 C-C bond length

dependence of total energy

of C2H2 molecule, with four

levels of sample point

number

6 Total Energy Calculation by DV-Xα Method and Its Accuracy 155



According to variational principle, total energy calculated by Eq. (6.1) or (6.7) is

good measure of quality of MOs. This means that MOs of DV-Xα method can be

tuned through total energy calculated with those MOs. The tuned MOs will be

useful to calculate other chemical or physical quantities.

There are many kinds of parameter for DV-Xα calculation, which are explained

in detail by Adachi’s collaborator (Iwasawa and Adachi 1996). Those especially

influencing total energies are listed in Table 6.1 and will be explained in the

following sections.

6.4.2 Reference Atom

Because atoms in the different environments feel the different potentials, they

should have different AOs. For a H atom bonded to the C atom and the H atom

bonded to the O atom in a CH3OH molecule, a user can prepare different reference

atoms in the f01 file and the program ESPIN prepares slightly different AOs

appropriate for each reference atom. This function is inherited from SSPIN and

will be one of the greatest advantages of DV-Xα method. One should utilize this

function to obtain better results with relatively low calculation cost.

6.4.3 Spin Polarization

In ESPIN, the electron configuration of the molecule is described by specifying the

occupation number fk
σ of MO ϕσ

k (σ¼ α, β). In the case of a molecule with 2n

electrons, the default f05 file makes

f σk ¼ 1 k ¼ 1, 2, 3, . . . , nð Þ, f σk ¼ 0, k ¼ nþ 1, nþ 2, nþ 3, . . . ,ð Þ:

In the case of a molecule with 2n + 1 electrons, the default f05 file makes

Table 6.1 Parameters influencing the accuracy of total energy

Described in f01 Described only in f05

Reference atoms O

Spin polarization in AO O

Spin polarization in MO O

Extension of AOs O

Well potential O

α value in reference atom O
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f αk ¼ 1 k ¼ 1, 2, 3, . . . , n, nþ 1ð Þ, f αk ¼ 0 k ¼ nþ 2, nþ 3, . . .ð Þ,
f βk ¼ 1 k ¼ 1, 2, 3, . . . , nð Þ, f βk ¼ 0 k ¼ nþ 1, nþ 2, . . .ð Þ:

Let’s define spin polarization like Sz ¼ 1

2

X
k

f αk �
X
k

f βk

 !
.

These settings make Sz of the molecule the minimum, which is usually the

satisfactory result for ground state. But there are some exceptional cases, like O2

molecule and atoms which has high Sz according to Hund’s rule. ESPIN sometimes

finds results with appropriate Sz by the default f05 file. But it often fails to find

appropriate results.

For the case of O2 molecule, one can edit the f05 file and change occupation

numbers of MOs like, f9
α¼ 0! 1, f8

β¼ 1! 0 to give the molecule appropriate spin

polarization Sz ¼1.

Another way to alter Sz is to edit the f05 file and adjust the initial electron

configuration of AOs of reference atom(s). The program ESPIN starts calculation

from this settings. For example, in default f05 file of O atom the initial electron

configuration of AOs are described as follows,

Quantum number Occupation number

n l Eigen value α-spin β-spin

1.0 0.0 �19.72000 1.00000 1.00000

2.0 0.0 �1.07000 1.00000 1.00000

2.0 1.0 �0.52000 2.00000 2.00000

Here “n” means principal quantum number and “l” means orbital-angular-

momentum quantum number of the atom. If above default parameters are used,

ESPIN gives the result without spin polarization. The ground state of O atom is 3P

and only Sz = 1 can correspond to 3P state. By adjusting initial electron configura-

tion as follows,

Quantum number Occupation number

n l Eigen value α-spin β-spin

1.0 0.0 �19.72000 1.00000 1.00000

2.0 0.0 �1.07000 1.00000 1.00000

2.0 1.0 �0.52000 3.00000 1.00000,

ESPIN gives the result with Sz¼ 1 and with total energy 3.49 eV lower than that

by default parameter. The initial electron configuration adjustment is indispensable

for calculation of atoms, and often adaptable for molecules. But the program

sometimes doesn’t give the results as expected by the f05 file. A user has to make

sure of final occupation numbers of MOs
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6.4.4 Extension of Basis

If basis set is complete, MO method program will find the “genuine” MOs within the

approximation of HF or HFS method. But in usual MO method, including DV-Xα
method, basis set are limited and far from complete. For example, the default f05 file

of O2 molecule, the basis set comprises only 1s, 2s, 2p orbitals. This may be enough

for calculation of O atom, but unsatisfactory to describe quantitatively bond forma-

tion in the molecule. Extension of basis set often improves the result. A user can edit

the f05 file and add basis functions, 3s, 3p orbitals for example.

quantum number occupation number

n l eigen value α-spin β-spin

1.0 0.0 -19.72000 1.00000 1.00000
2.0 0.0 -1.07000 1.00000 1.00000
2.0 1.0 -0.52000 3.00000 1.00000
3.0 0.0 -0.20000 0.00000 0.00000
3.0 1.0 -0.10000 0.00000 0.00000

6.4.5 Well Potential and SCF Convergence

Radial components of AOs are obtained by solving the numerical differential

equation which includes influence from the environment of the molecule. But as

outer AOs are spreading broadly in the space, they are often difficult to solve

consistently. To ease this situation, artificial “well potential” Φwell(r1ν) was intro-
duced and overlaid on the potential around nucleus ν, represented by Eq. (6.3).

Figure 6.15 shows the shape of “well” having radius rido and depth vido. Outside of
rido, the well has exponential tail. In default f05 file, rido is set to be 1.5–3.0 atomic

unit (depending on Zν) and vido. to be �2.0. One can edit the f05 file and adjust rido
and vido. Therefore AOs shown in Fig. 6.1a, b are slightly different from genuine

AOs of Zn atom.

If well potential is removed, what happens? Figure 6.16a demonstrates its effect

on 4s and 4p orbitals of Zn atom, where orbitals without well potential draw tails

beyond d¼ 6. But as can be seen in Fig. 6.2, almost all sample points for Zn atom

are located inside of d¼ 6, which is insufficient space for numerical integration

containing 4s or 4p orbitals. In such situation, Fock operator Frs and overlap

integral Srs won’t be calculated accurately. Though 4p orbitals are empty in Zn

atom, they will be occupied partly and contribute to total energy in the molecules

containing Zn atom. On the other hand, 4s and 4p orbitals with default well

potential have short tails that don’t cross d¼ 6 and they won’t cause the numerical

integration error.
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Doesn’t well potential affect inner AOs? Figure 6.16b demonstrates that 3p

orbital with well potential and that without well potential can’t be distinguished

each other. And 3d orbitals with and without well potential has almost the same

shapes too. Well dependence of AOs that reside inside of 3p are further smaller.

Of course, well potential has some influence on total energy. Figure 6.17 shows

dependence of total energy of F atom on vido. But the influence of well seems to be

far smaller than expected from vido and it may be strange that the total energy has

minimum at vido� 0.

TESDA calculates total energy without well potential but ESPIN calculates MOs

with well potential. From the viewpoint of TESDA, MOs calculated by ESPIN is

Fig. 6.15 Shape of well

potential

a b

Fig. 6.16 (a) Radial components of 4s and 4p orbitals of Zn atom, with and without default well

potential. (b) Radial components of 3p and 3d orbitals of Zn atom, with and without default well

potential
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considered to be perturbed by well potential. The variational principle teaches that

total energy calculated using genuine MOs has the extreme value (usually the

minimum) and total energy calculated using MOs varied from genuine MOs has

slightly larger value as demonstrated in Fig. 6.17.

6.4.6 α-Value of Xα Term

In default f05 file, α in Xα term is set to be 0.7 for every atom. But total energy

depends on value of α and one can edit the f05 file to adjust α for each reference

atom independently. Figure 6.18 shows α value dependence of total energy of Zn.

Fig. 6.17 Well depth Vido

dependence of total energy

of F atom. Well radius Rido

is fixed to 2.5

Fig. 6.18 The α value

dependence of total energy

of Zn. Blank square
indicates optimized α that

makes calculated total

energy that by Hartree-Fock

method
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One policy to optimize α for each atom is based on the fact that

DV-Xα calculation without well potential is an approximation of Hartree-Fock

method, for which strictly calculated total energies were published for all atoms

(Fraga et al. 1976). Therefore one can optimize α for any element by adjusting α
until total energy calculated by DV-Xα agrees with that calculated by Hartree-

Fock method. In Fig. 6.18, the blank square indicates optimized α value that

makes calculated total energy �483,378.12 eV or that by Hartree-Fock method.

Figure 6.19 shows optimized α value for elements obtained by this way

from H to I. Here α is the highest for H and then decreases gradually to 0.7,

some peaks exist though. These values are fairy smaller than those listed in

other references. Such values may be optimized by using non-spin-DV-Xα
method.

In f05 file of molecules, α value for inside of the influential area of each

atom and α value for peripheral area of the molecule can be adjusted. The α
value for peripheral area is an ambiguous concept. One plausible policy to decide

such α is to average αs weighted by valence electrons of each atom in the

molecule.

Policies described above are based on the assumption that SCF convergence can

be obtained without well potential. But this isn’t satisfied sometimes for actual

calculation of molecules.

6.4.7 Default Parameters for Calculation of C2Hn

In the preceding Sect. 6.3.4, parameters for calculation of C2Hn were not described.

Table 6.2 summarizes parameters used there. These are default settings prepared by

MAKEF05.

Fig. 6.19 Optimized α of

atoms from H to I
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6.5 Equilibrium Structure of Multi-atomic Molecule

6.5.1 SiCl4

As Td symmetry was assumed, only Si-Cl bond length was the parameter to be

optimized. Figure 6.20 shows Si-Cl bond length dependence calculated in default

condition with 2,500, 5,000, 10,000 and 20,000 sample points. Δd(SiCl) denotes
Si-Cl bond length deviation from experimental length. All four bond lengths were

altered simultaneously. Calculated- and experimental equilibrium bond length is

listed in Table 6.3. Excellent agreement with experimental bond length was obtained.

6.5.2 XeF4

XeF4, the molecule containing rare gas element, was investigated. As D4h symmetry

is assumed, calculated Xe-F bond length in default condition is listed in the column

titled default of Table 6.3 and compared with experimental bond length.

All four bond lengths were altered simultaneously. It is fairy longer than exper-

imental bond length. Default Basis functions of Xe are 1s-5p, which are occupied

completely, and those of F are 1s-2p, which are almost completely occupied.

To increase freedom for bond formation, basis functions 5d, 6s 6p were included

to Xe and 3s, 3p were included to F. Improved result with basis extension is

described in the column titled extended basis in Table 6.3. Curves by “extended

basis” condition with 10,000, 20,000 and 40,000 points are shown in Fig. 6.21.

Total energy curves calculated with 2,500 or 5,000 sample points were scattered

severely and couldn’t be contained inside of this graph. Extension of basis functions
improves optimized Xe-F bond length considerably.

Based on Figs. 6.20 and 6.21, 4,000 points per atom can be considered as the

standard sample point number up to fifth row elements. In the examples introduced

later, 4,000 points per atom is adopted in principle.

Table 6.2 Parameters for calculations of C2H6, C2H4 and C2H2 in Sect. 6.3.4

Parameter C2H6 C2H4 C2H2

Sample point number 32,000 24,000 16,000

Reference atoms 1(C), 1(H) 1(C), 1(H) 1(C), 1(H)

Spin polarization in AO None None None

Spin polarization in MO None None None

Default AOs 1s-2p(C),1s(H) 1s-2p(C),1s(H) 1s-2p(C),1s(H)

Extension of AOs None None None

Well potential Default Default Default

α value in reference atom 0.70 0.70 0.70

α value in peripheral area 0.70 0.70 0.70
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6.5.3 ClF3

ClF3 is a molecule with C2v symmetry and Fig. 6.22 illustrates its structure. The

parameters to be optimized are d(Cl�Fa), d(Cl�Fb) and θ(Fa�Cl�Fb). Opti-

mized parameters calculated in default condition and those in extended basis
condition (4s, 4p for Cl and 3s, 3p for F) are summarized in Table 6.4. All structural

parameters were improved by extended basis condition, but the agreement of d
(Cl�Fb) is still poor.

Table 6.3 Optimized Si-Cl bond length by default condition and Xe-F bond length by default or

extended basis condition

Parameter Experimental Default Extended basis

SiCl4 d(Si�Cl) 2.019 A 1.9979 A –

XeF4 d(Xe�F) 1.94 A 2.0851 A 1.9729 A

Italic font suggests parameters calculated by DV-Xα method

d(Si-Cl) (A)

Fig. 6.20 Si-Cl bond

length dependence of total

energy of SiCl4

d(Xe-F) (A)

Fig. 6.21 Xe-F bond length

dependence of total energy

of XeF4. Curves by 2,500 or

5,000 sample points were

out of range in this graph
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6.5.4 FOOF

Foresman and Frisch introduced the FOOF molecule as a “pathological case” in

their handbook and listed calculated results by various ab-initio and DFT programs

in Gaussian package (Foresman and Frisch 1996). C2 symmetry structure of FOOF

molecule is illustrated in Fig. 6.23. Some of their results and experimental ones are

summarized in Table 6.5. Complicated basis set has to be used to obtain reasonable

results. The counterparts calculated by DV-Xα in default condition and extended
basis (3s,3p for O and 3s,3p for F) are also summarized in Table 6.5. Results by

DV-Xα are superior to HF and seem to be equivalent to DFT with small basis set.

Cl

Fb

FaFa

Fig. 6.22 Structure of CIF3
molecule

Table 6.4 Structural parameters of ClF3 by default condition and extended basis condition

Parameter Experimental Default Extended basis

d(Cl�Fa) 1.698 A 1.7645 A 1.7192 A

d(Cl�Fb) 1.598 A 1.7219 A 1.6712 A

θ(Fa�Cl�Fb) 87.5� 91.37� 89.78�

F
F

O

φ

θ

O
 

Fig. 6.23 Structure of

FOOF molecule. ϕ is the

dihedral angle
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6.5.5 Cr(CO)6

As Oh symmetry (octahedron configuration) was assumed, d(Cr-C) and d(C-O)

were optimized. Foresman and Frisch introduced these results calculated by RHF

with two kinds of basis set, which are summarized in Table 6.6. The counterparts

calculated by DV-Xα in default and extended conditions are listed in Table 6.6, too.

Extended basis condition makes d(Cr-C) longer and d(C-O) shorter, but the

improvement for d(Cr-C) is insufficient. Here basis set of C and O were extended

to 3p but basis set of Cr couldn’t be extended because of SCF convergence failure.

6.5.6 Fe(C5H5)2

As D5h symmetry (eclipsed conformation) was assumed, d(Fe-C), d(C-C) and d(C-H)

were optimized. And all H atomswere assumed to be located on planes of C5 ring. In the

author’s calculating environment, TESDA can’t treat more than 52,000 sample points,

Fe(C5H5)2 was calculated in default condition with 52,000 points, which means 2,476

points per atom. All parameters were calculated with errors less than 3 %, as shown in

Table 6.7.

6.6 Atoms

Total energies of isolated atoms are often necessary to evaluate bond dissociation

energy (BDE) of molecules. Even though such data were already published, total

energy actually required are not published ones but ones calculated by DV-Xα
method in the equivalent conditions (the equivalent sample points and the same

well potential, α-value, etc.) to calculation of the molecule.

Table 6.6 Optimized parameters of Cr(CO)6 complex calculated by RHF with two kind of basis

set and calculated by DV-Xα in default and extended basis conditions

Parameter Experimental

RHF DV-Xα

STO-3G 3-21G Default Extended basis

d(Cr-C) 1.92 1.79 1.93 1.774 1.834

d(C-O) 1.16 1.17 1.13 1.256 1.170

Table 6.7 Optimized

parameters of Fe(C5H5)2
calculated by DV-Xα in

default condition

Parameter Experimental Default.

d(Fe�C) 2.064 2.038

d(C�C) 1.440 1.465

d(C�H ) 1.098 1.132
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As isolated atoms are in their highest spin polarized state according to Hund’s
rule, one have to calculate total energy carefully. It is difficult to relate general

electronic state of an atom to occupation numbers of MOs and the utilization of

discrete variational multielectron (DV-ME) method is desired (Ogasawara

et al. 2007). Fortunately, electronic state of the ground state is often related to

spin polarizable occupation numbers of MOs.

6.6.1 Typical Element Atoms

Spin polarizations of typical element atoms are determined with the highest

p-orbitals. Let’s take up second row element atoms as example. For C atom,

electronic states 3P,1D,1S are actualized under electron configuration 2p2, and the

ground state is known to be 3P. But the preprocessor program MAKEF05 prepare

default initial electron configuration for 2p orbital like (a) in the below list.

Occupation number of each 2p orbital calculated with it is listed in Table 6.8.

This state isn’t spin polarized and doesn’t correspond to the ground state 3P.

Quantum number Occupation number

n l Eigen value α-spin β-spin

(a) 2.0 1.0 �0.330000 1.00000 1.00000

(b) 2.0 1.0 �0.330000 2.00000 0.00000

If electron configuration (b) listed above is used, results (b) in Table 6.8 are

obtained. In this case, because Sz¼ 1 can be given only by 3P among 3P,1D,1S

states, we can say S¼ 1. Further as its α-electron configuration is that of a closed

shell from which one electron is removed, its orbital angular momentum is the same

as one electron and we can say L¼ 1. Therefore we can identify (b) with the ground

state 3P of a C atom.

For a N atom, electron states 4S,2D,2P are actualized on electron configuration

2p3, and the ground state is 4S.

Quantum number Occupation number

n l Eigen value α-spin β-spin

(a) 2.0 1.0 �0.420000 1.50000 1.50000

Table 6.8 Occupation

numbers of 2p orbitals of C

atom by initial electron

configuration (a) and (b)

Result (a) (b)

Spin α β α β

#3(2p) 1 1 1 0

#4(2p) 0 0 1 0

#5(2p) 0 0 0 0
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Default condition (a) in Table 6.9 gives Sz ¼ �3
2
. Because only S ¼ 3

2
state can

give Sz ¼ �3
2
and a closed shell of β electrons gives L¼ 0, we can identify (a) with

the ground state 4S of a N atom.

Quantum number Occupation number

n l Eigen value α-spin β-spin

(a) 2.0 1.0 �0.520000 2.00000 2.00000

(b) 2.0 1.0 �0.520000 3.00000 1.00000

For an O atom, electronic states 3P,1D,1S are actualized on electron

configuration 2p4, and the ground state is 3P, just the same as a C atom.

Results (a) and (b) are correspond to condition (a) and (b) in above list respec-

tively. Because Sz¼ 1 of (b) in Table 6.10 is included only in S¼ 1 and a closed

shell of α spin electrons don’t contribute to orbital angular momentum, (b) can be

identified with 3P. A user has to rewrite f05 to obtain the ground state of O atom.

As can be seen in above examples, the program sometimes automatically finds

the ground state of atom, but often misses it. It is recommended to adjust initial

condition in f05 file and make sure of occupation number of MOs.

6.6.2 Transition Metal Element Atoms

Spin polarizations of transition metal element atoms are determined with mostly the

highest nd-orbitals. Let’s take up 3d transition metal element atoms as example.

Table 6.11 shows their electron configurations, ground state and other states having

the same spin polarization as the ground state. Cr, Mn, Fe atoms have only one

Table 6.9 Occupation

numbers of 2p orbitals of

N atom

Result (a)

Spin α β

#3(2p) 0 1

#4(2p) 0 1

#5(2p) 0 1

Table 6.10 Occupation

numbers of 2p orbitals of O

atom by initial electron

configuration (a) and (b)

Result (a) (b)

Spin α β α β

#3(2p) 1 1 1 1

#4(2p) 1 1 1 0

#5(2p) 0 0 1 0
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maximum spin state respectively, we can assign the maximum spin-polarized state

for the ground state.

But for Ti, V, Co, Ni atoms, as there exist a maximum spin state other than the

ground state listed it the Table 6.11, it adds an ambiguous factor to assignment of

the maximum spin polarized states to the ground state.

6.7 Diatomic Molecules

Other than optimized structure, bond dissociation energy (BDE) and molecular

vibration wavenumber (ωe) were calculated and compared with experimental data.

And molecules including elements picked up from whole the periodic table were

evaluated. For such purposes diatomic molecules are suitable, because there are

plenty of structural, thermodynamic or spectroscopic data for them and wide variety

of elements can form homo- or hetero-diatomic molecules (Lide 2003 and Luo

2007).

6.7.1 Bond Dissociation Energy

Bond dissociation energy of a diatomic molecule is the total energy difference

between a molecule in equilibrium and the molecule whose nuclei are separated far

away. Let’s take up a H2 molecule. If two reference atoms were prepared and the

spin polarizations of atom 1 and atom 2 are adjusted like below, DV-Xα method

gives reasonable results like Fig. 6.24.

Quantum number Occupation number

n l Eigen value α-spin β-spin

1) 1.0 0.0 �0.300000 1.00000 0.00000

2) 1.0 0.0 �0.300000 0.00000 1.00000

Here two atoms are reversely spin polarized each other and both electrons can be

localized in separated H atoms. By applying Eq. 6.12 to total energy curve in

Table 6.11 The ground states and other states having the same spin

Element Configuration Ground state Other maximum spin state

Ti 4s2,3d2 3F 3P

V 4s2,3d3 4F 4P

Cr 4s,3d5 7S None

Mn 4s2,3d5 6S None

Fe 4s2,3d6 5D None

Co 4s2,3d7 4F 4P

Ni 4s2,3d8 3F 3P
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Fig. 6.24, the equilibrium bond length and the total energy minimum are evaluated.

The difference between total energy minimum and that at the right edge of the curve

indicates the BDE, which is listed in the column titled Fig. 6.24 of the Table 6.12.

This procedure can be applied for other diatomic molecules. But even if two

reference atoms are prepared, SCF convergence often fails for separated-atoms

situation.

Generally executable way is to calculate total energy of a H2 molecule near the

equilibrium and total energy of an isolated H atom.

The difference between the total energy minimum of a H2 molecule and the

double of total energy of H atom is equivalent to the BDE. The calculated results

are summarized in the column titled H2-2H of the Table 6.12.

Calculated results by procedure(a) and (b) in Table 6.12 are almost the same.

From now on, procedure (b) will be adopted. To obtain more accurate BDEs, total

energies of atoms and the molecules should be calculated with the equivalent

condition, like well potential, α-value, etc.

6.7.2 Molecular Vibration

The curvature of total energy curve as shown in Fig. 6.24 is related to the molecular

vibration. In the case of diatomic molecule comprising atom 1 and atom

2, wavenumber ωe (cm
�1) of the molecular vibration is represented as

Fig. 6.24 Bond

dissociation of H2 molecule.

Two reference atoms are

utilized. One of them has a

α spin and the other has

β spin

Table 6.12 BDE of H2 molecule by two kind of method. (a) Two reference atoms method.

(b) Calculation of the difference between H2 molecule and double H atoms

Calculation condition (a) Fig. 6.24 (b) H2-2H Experimental

Bond length (A) 0.7460 0.7460 0.7414

Total energy at minimum (eV) �27.95 �27.90 –

Reference total energy (eV) �22.33 2��11.16 –

Bond dissociation energy (eV) 5.62 5.58 4.5187
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ωe cm�1

 � ¼ 1

2πc

ffiffiffi
k

μ

s
¼ 737:48

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Deα2 eV=A2


 �
μ amu½ �

s
; ð6:14Þ

where μ1 and μ2 are mass of each atom, reduced mass is defined μ ¼ μ1�μ2
μ1þμ2, k is the

force constant and Deα
2 is the coefficient of a harmonic term in Eq. (6.11). By

substituting Deα
2 from calculation of Table 6.12, ωe¼ 5,071.23 (cm�1) was

obtained. Observed one is 4,401.21 (cm�1).

6.7.2.1 Diatomic Molecules of Second Row Element

Equilibrium bond lengths, BDEs and molecular vibration wavenumbers ωe of

diatomic molecules consisting of the same second row element atoms were calcu-

lated by not only default basis but also extended basis (default basis+ 3s, 3p).
Equilibrium bond lengths by default condition were calculated fairly longer than

experimental lengths. They were improved by extended basis condition to some

extent. This tendency is often observed in other diatomic molecules and will be

discussed in Sect. 6.9.

Molecular vibration wavenumber ωes, especially by extended basis condition,
were close to experimental ones, which suggests potential curves around equilib-

rium bond length are calculated well for these molecules.

Although calculated ωes were agreed well with experimental ones, BDEs of O2

and F2 were more inaccurate in extended basis than in default condition. As BDE
of diatomic molecule is evaluated by the relation Emolucule�Eatom1�Eatom2, poor

accuracy of total energies of isolated O and F atoms may degrade accuracy of BDE.

6.7.2.2 Halogen Molecules

The same parameters as Table 6.13were calculated for halogenmolecules other than F2
(already investigated in the preceding section) indefault condition and in extended basis
conditions (default basis+ (n+1)s, (n + 1)p orbitals) and summarized on Table 6.14.

Errors of bond length and wavenumber ωe are relatively small and improved by

extended basis to some extent. Despite of that, accuracies of BDEs are poor again.

6.7.2.3 Alkali Metal Molecules

The same parameters as Table 6.13 were calculated for alkali metal molecules in

default conditions and were summarized on Table 6.15. Calculated results don’t
agree with experimental ones at all. Besides they couldn’t be improved by extended
basis. In the case of these molecules, elimination of well potential was found to

drastically improve their accuracies, which will be discussed in Sect. 6.9.
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Table 6.14 Equilibrium bond lengths, BDEs and molecular vibration wavenumbers of halogen

diatomic molecules by two kinds of conditions

Condition Experimental Default Extended basis

Cl2 Bond length (A) 1.9878 2.0044 2.0064

BDE (eV) 2.513 4.088 3.719

ωe (cm
�1) 559.7 675.4 623.8

Br2 Bond length (A) 2.2811 2.3665 2.3265

BDE (eV) 2.009 3.022 3.919

ωe (cm
�1) 325.32 396.7 378.6

I2 Bond length (A) 2.6663 2.7149 2.6135

BDE (eV) 1.5780 2.558 3.404

ωe (cm
�1) 214.5 248.8 252.9

Table 6.13 Equilibrium bond lengths, BDEs and molecular vibration wavenumbers of diatomic

molecules comprising the same second row element atoms by two kinds of conditions

Condition Exp. Default Extended basis

C2 Bond length (A) 1.2425 1.3040 1.2663

BDE (eV) 6.173 9.110 6.473

ωe (cm
�1) 1,854.7 1,847.4 1,980.8

N2 Bond length (A) 1.0977 1.2306 1.1446

BDE (eV) 9.793 7.871 8.911

ωe (cm
�1) 2,358.6 1,957.4 2,331.0

O2 Bond length (A) 1.2074 1.3745 1.3168

BDE (eV) 5.155 6.266 7.187

ωe (cm
�1) 1,580.2 1,357.0 1,540.3

F2 Bond length (A) 1.4119 1.5219 1.4873

BDE (eV) 1.645 3.331 4.517

ωe (cm
�1) 916.6 1,056.5 990.5

Table 6.15 Equilibrium

bond lengths, BDEs and

molecular vibration

wavenumbers of alkali metal

molecules by default

condition

Condition Experimental Default

Li2 Bond length (A) 2.6729 2.3934

BDE (eV) 0.261 1.180

ωe (cm
�1) 351.4 561.5

Na2 Bond length (A) 3.0789 2.4439

BDE (eV) 0.775 1.506

ωe (cm
�1) 159.1 472.2

K2 Bond length (A) 3.9051 3.0730

BDE (eV) 0.590 1.649

ωe (cm
�1) 92.0 175.6
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6.7.2.4 Ionic Molecules

Ionic molecules were investigated and results are summarized in Table 6.16.

Calculated results don’t agree well with experimental ones, which may be

caused partly by the same reason as in the case of alkali molecules.

6.7.2.5 MnH

At first MnH was calculated in default condition. The equilibrium bond length was

far shorter than experimental one and its spin polarization Sz in calculated results

was 2, as listed in Table 6.17. But because MnH is a small atom and Hund’s law
may hold here, the spin polarization Sz of Mn atom in f05 file was adjusted like list
below, with other conditions fixed to default status. It improved bond length to

some extent and its spin polarization became 3. Actually the ground state of MnH is

known to be 7Σ. Further extended basis and no well and optimized α condition were

tested.

Quantum number Occupation number

n l Eigen value α-spin β-spin

3.0 2.0 �0.400000 5.00000 0.00000

4.0 0.0 �0.200000 1.00000 1.00000

4.0 1.0 �0.100000 0.00000 0.00000

Table 6.16 Equilibrium

bond lengths, BDEs and

molecular vibration

wavenumbers of ionic

molecules by default

condition

Condition Experimental Default

HF Bond length (A) 0.9169 0.9890

BDE (eV) 5.904 7.054

ωe (cm
�1) 4,138.3 3,715.2

NaCl Bond length (A) 2.3609 2.0215

BDE (eV) 4.271 6.665

ωe (cm
�1) 366 479.1

KBr Bond length (A) 2.8208 2.7325

BDE (eV) 3.929 6.697

ωe (cm
�1) 213 216.9

Table 6.17 Equilibrium bond length, BDE and molecular vibration wavenumber we of MnH by

DV-Xα method

Condition Experimental Default Default Extended basis

Sz In f05 Default Adjusted Adjusted

Sz in result 2 3 3

Bond length 1.7308 1.5390 1.6396 1.6311

BDE 2.6443 3.227 3.628 1.881

ωe (cm
�1) 1,548 2,066 1,937 1,772

Here the row titled “condition” describes just basis functions and, well potential and α. The row
titled “Sz in f05” means initial status of spin polarization of AOs of the Mn reference atom
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For molecule containing transition metal atom, calculating condition should be

carefully prepared.

6.8 Atomization Energy, Enthalpy Change

and Excitation Energy

Foresman and Frinsch introduced some calculations of atomization energy,

enthalpy change accompanied with reaction and excitation energy in their book.

The author traced their calculations by DV-Xα and compared both results.

6.8.1 The Atomization Energy of CO2

Equilibrium bond length R(C-O) and atomization energy D0 of CO2 calculated by

four kinds of ab-initio and DFT methods were cited in Table 6.18. Here “atomiza-

tion energy” means the energy required to break a molecule into isolated atoms and

the same energy as bond dissociation energy (BDE) for diatomic molecules.

Both of R(C-O) and D0 were reproduced well by almost all methods except for

D0 by HF. The results by default DV-Xα calculation were not so good, but were

improved by extended basis

6.8.2 The Enthalpy Change of the Reaction
O3 +Cl!ClO+O2

The reaction O3 +Cl!ClO+O2 is the first step of ozone destruction. Foresman

and Frisch analyzed this reaction by 15 kinds of method and basis set, among

which, 6 examples are listed in Table 6.19. Here atomization energies D0(O3),

D0(O2) and D0(ClO) are listed and enthalpy changeΔH is calculated by using them.

Although ΔHs were reproduced relatively well, agreement of three kinds of

calculated atomization energy with experimental ones in Table 6.19 were poor

except for B3LYP. It may suggest that calculation of CO2 in Table 6.18 is an

exceptional case and quantitative total energy calculation of isolated atom is not

easy by other methods.

Table 6.18 Equilibrium bond length R(C-O) and atomization energy D0 of CO2

Experimental HF MP2 BLYP B3PW91 Default Ext. basis

R(C-O) 1.162 1.143 1.1780 1.183 1.168 1.231 1.196

D0 (eV) 16.55 10.56 16.42 16.38 16.52 17.75 16.78
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Calculated results by DV-Xα are summarized in Table 6.20. Atomization energies

calculated by default condition was not so bad, but enthalpy change was

overestimated. By extended basis condition, atomization energies were rather

overestimated. But shallow well Vido¼�0.5 instead of Vido¼�2.0 in extended
basis condition improved the situation, which will be discussed in Sect. 6.9.

6.8.3 Ionization Energy and Electron Affinity of PH2

Ionization energy and electron affinity (E.A.) of PH2 were calculated in default and
in extended basis conditions and compared with calculations of B3LYP/6-31G(d)

by Foresman and Frisch. Results are summarized in Table 6.21. The agreement of

ionization energies was not bad. But even with extended basis and Vido¼�0.5

condition, the agreement of E.A.s is still poor, even though it became positive.

Table 6.19 Atomization energies of O3, O2 and ClO, and enthalpy change accompanied with the

reaction O3 +Cl!ClO+O2. by various methods and basis sets. (a): HF/6-31G(d) (b): B3LYP/6-

31G(d) (c): QCISD(T)/6-31G(d) (d): HF/6-311 +G(3df) (e): B3LYP/6-311 +G(3df) (f): QCISD

(T)/6-311 +G(3df)

Exp. (a) (b) (c) (d) (e) (f)

D0(O3) 6.16 �0.62 6.02 3.89 �0.31 6.02 5.52

D0(O2) 5.12 1.17 5.29 4.38 1.35 5.27 4.92

D0(ClO) 2.74 �0.08 2.51 2.02 0.21 2.83 2.54

ΔH �1.69 �1.70 �1.79 �2.51 �1.87 �2.08 �1.94

Table 6.20 Atomization energies of O3, O2 and ClO, and enthalpy change accompanied with the

reaction O3 +Cl!ClO+O2 by DV-Xα in various conditions

Experimental. Default Extended basis Ext. basis and Vido¼�0.5

D0(O3) 6.16 4.99 7.41 5.43

D0(O2) 5.12 5.29 7.02 4.35

D0(ClO) 2.74 4.13 4.38 2.34

ΔH �1.69 �4.43 �3.99 �1.94

Table 6.21 Ionization energy and electron affinity (E.A.) of PH2 calculated by DFT and DV-Xα
in various conditions

Experimental B3LYP Default Extended basis Ext. basis and Vido¼�0.5

Ionization 9.82 9.95 7.34 8.24 9.53

E.A. 1.26 1.24 �3.63 �2.17 0.26
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6.8.4 Excitation Energy of C2H2

Foresman and Frisch calculated four excited states of C2H2 in Table 6.22 using

CI-single (CIS)methodwith 6-31+G(d) basis set. Their results are listed in Table 6.23.

In the MOs of C2H2 ground state, 1st to 8th MOs with α-spin and β-spin were

occupied. Eighth MO corresponds to π orbital, 9th MO to π* orbital and 10th orbital
to 3s orbital. For example, 3B1u state is described by the transition (8th

α�MO! 9th β�MO) and 1B3u state is described by the transition (8th

α�MO! 10th α�MO). Total energies of these states were calculated in

extended basis condition and extended basis and Vido¼�0.5 condition and then

excitation energies were evaluated. Latter condition improves their accuracies up to

the level of CIS/6-31 +G(d). All results were summarized in Table 6.23.

6.9 Discussion

As far as structure optimization of multi-atomic molecules is concerned, results by

DV-Xα method were found to be superior at least to those by simple Hartree-Fock

method and often close to those by higher level ab-initio or DFT method. Calcu-

lated structures of C2Hn, in Figs. 6.9, 6.10, 6.11, 6.13, and 6.14, SiCl4 and XeF4 in

Table 6.3, ClF3 in Table 6.4 and Fe(C5H5)2 in Table 6.7 agreed with experimental

structures with errors less than 3 %, even in default condition or in extended basis
conditions. Calculated results of FOOF molecule in Table 6.5, Cr(CO)6 in Table 6.6

Table 6.22 Multiplicities,

symmetries and

corresponding transitions of

four excited states of C2H2

calculated by Foresman and

Frisch

State Multiplicity Symmetry Transition

1 Triplet B1u π� π*
2 Triplet B3u π� 3s

3 Singlet B3u π� 3s

4 Singlet B1u π� π*

Table 6.23 Multiplicities, symmetries and corresponding transitions of four excited states of

C2H2 calculated by Foresman and Frisch and by DV-Xα in extended basis and extended basis and

Vido¼�0.5 conditions

State Symmetry Experimental CIS/6-31 +G(d) Ext. basis Ext. basis and Vido¼�0.5

1 3B1u 4.36 3.78 4.91 4.42

2 3B3u 7.66 7.43 10.84 7.73

3 1B3u 6.98 7.83 6.30 5.88

4 1B1u 7.15 7.98 11.12 7.77
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and CO2 in Table 6.18 were comparable with those by various methods in Gaussian

package.

These are the astonishing results, judging from that DV-Xα method is just the

approximation of Hartree-Fock method or a kind of DFT method having the most

primitive functional. Accurate and adaptive basis functions of DV-Xαmethod must

play the essential roles to obtain accurate equilibrium structures.

On the other hand, Table 6.24 shows the error ratios of calculated C-C bond

lengths calculated by DV-Xα in default condition to experimental ones of various

molecules. As mentioned above, C-C bond lengths of C2Hn were reproduced very

exactly, but that of C2 was poorly reproduced. Generally structure optimization of

diatomic molecules seems to be more difficult than that of multi-atomic molecules.

But it will give us valuable suggestions to improve total energy calculation by

DV-Xα method.

In the total energy calculation by DV-Xα method, five factors degrading

accuracy of total energy are enumerated as follows.

1. numerical integration error

2. limited number of basis functions

3. well potential

4. self consistent charge (SCC) approximation

5. Xα potential approximation

Numerical integration error was already considered in Sect. 6.3.2. Based on it,

almost all total energies were calculated by using 4,000 sample points per atom,

which was assumed to be enough except for small total energy difference, like the

low conformational barrier of C2H6. Let’s investigate how factor (2) to (5) affect

quality of MOs and the accuracy of total energy.

Overestimated bond lengths of C2, N2, O2 and F2 calculated by default condition

in Table 6.13 were improved by extension of basis functions to some extent. The

number of basis functions of default condition is too limited for electrons to

rearrange enough and extension of basis gives them the freedom to form bonds

strong enough. It is reasonable that this prescription is effective for XeF4, molecule

including rare-gas atom and halogen atom, in Table 6.3, because their default basis

functions are almost occupied.

Extension of basis functions seems to be a recommendable method to increase

accuracy.

In Table 6.15, bond lengths of alkali metal molecules are fairly shorter than

experimental ones. But in this case, extension of basis set, which was effective for

molecules in Tables 6.13 and 6.14, has no effect to improve the disagreement of

Table 6.24 Errors ratio of

calculated C-C bond length of

various molecules

Error (%)

C2H6 �1.6

C2H4 �0.1

C2H2 �0.2

C2 +4.9
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structural parameters. Maybe it’s because outer AOs of alkali atoms are almost

empty and there remains enough freedom for bond formation. On the other hand,

well potential was found to affect structural parameters as demonstrated for the

case of Na2 molecule in Table 6.25. Deeper well strikingly degrades bond length,

BDE and ωe. Introduction of well potential shrinks outer AOs in alkali metal

molecules and may shorten their bond lengths.

Further, for enthalpy change in Table 6.20, ionization energy and electron affinity

in Table 6.21 and excitation energy in Table 6.23, well depth Vido¼�0.5 condition

was found to improve their agreements with experimental data. The reason to use

Vido¼�0.5 instead of Vido¼ 0.0 is that SCF convergence of MO calculation often

fails or becomes unreliable in Vido¼ 0.0.

Considering these results, especially for the situation that total energy itself is

targeted, it is desirable to establish the failure-free procedure of SCF calculation

without well potential.

Doesn’t SCC approximation affect total energy accuracy? The potential that

electrons feel in the program ESPIN and that in program TESDA is different in two

ways. That is, ESPIN in default condition adopts well potential and SCC approx-

imation and the TESDA doesn’t adopt both of them. According to variational

principle, MOs calculated by ESPIN will be seen from TESDA to be perturbed

by these approximations. Therefore SCC approximation can affect the accuracy of

total energy.

Figure 6.25 shows the well depth Vido dependences of total energy of HF

molecule. The total energy minimum resides at Vido¼� 1.2. But the minimum of

F atom resided at Vido� 0.0 in Fig 6.17.

These different dependences may be explained by considering influence of SCC

approximation. For an atom, the potential of which has the spherical symmetry, the

potential by SCC approximation will be similar to actual potential of the atom. Just

well potential is a perturbation and total energy curve will have the minimum at

Vido¼ 0.0, no perturbation condition. But for a molecule which doesn’t have

spherical symmetry, potential of SCC approximation apparently differs from actual

potential of the molecule. In this case, addition of well potential may decrease the

deviation of total potential (SCC potential +well potential) from actual potential of

the molecule. In such case, minimum of total energy may reside at other than

Vido¼ 0.0 as shown in Fig. 6.25. In other word, this different Vido dependence

between atom and molecule suggests deviation of calculated MO from the accurate

Table 6.25 Bond length, BDE and ωe of Na2 molecule with well depth altered from 0.0 eV to

�2.0 eV. For well depth¼ 0.0, calculation of Na atom wasn’t converged and BDE couldn’t be
evaluated

Experimental Vido¼ 0.0 �0.5 �1.0 �1.5 �2.0

Bond length

(A)

3.0789 3.1520 2.7228 2.5603 2.4910 2.4439

BDE (eV) 0.775 – 0.736 1.092 1.320 1.506

ωe (cm
�1) 159.1 175.0 328.9 388.3 432.9 472.2
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MO obtained without SCC approximation. Further it is one of possible reasons of

poor reproductions of BDE in general.

Figure 6.26 shows Vido dependence of total energy of SiF4. Here total energy

minimum resides nearer to Vido¼ 0.0 than that of HF. As SiF4 molecule has higher

symmetry than HF molecule, the difference between actual potential and that by

SCC approximation is relatively small. This will explain the minimum position in

Fig. 6.26 and is one of the possible reasons for the tendency that calculated

structures of diatomic molecules, whose structure is unsymmetrical, are often less

accurate than those of multi-atomic molecules.

Adjustment of Xα potential has theoretical foundation explained in Sect. 6.4.6.

In the case that absolute value of total energy itself is targeted, it will establish good

calculation condition. But in usual chemical application, such cases are rather rare.

Adjustment of α-value seems to affect structural parameters not so much. Further

accurate total energy by strict Hartree-Fock method was calculated without well

potential and is often difficult to reproduce by DV-Xα method because of SCF

Fig. 6.25 Well depth

dependence of total energy

of a HF molecule. Well

radius is fixed to 2.5

Fig. 6.26 Well depth

dependence of total energy

of SiCl4 molecule. Well

radious is fixed to 2.5
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calculation failure. For these reasons the author doesn’t consider adjustment of

α-value as a standard procedure to increase accuracy.

From the practical viewpoint, one of the greatest problems of total energy

calculation of multi-atomic molecules by DV-Xα was that it couldn’t optimize molec-

ular structures automatically. But the author has developed the method to calculate the

force acting on each atom in the molecule (energy gradient) and demonstrated exam-

ples of molecules comprising of up to period three atoms (Nakagawa 2012) and of

molecules comprising of up to period five atoms (Nakagawa 2013).

At the end of this discussion, the author wants to emphasize that research of MOs

that generates accurate total energy will be very helpful to obtain accurate physical

or chemical quantities other than total energy.

Conclusions

1. Total energies of molecules can be obtained quantitatively by using the

MOs calculated by DV-Xαmethod with 2,000–4,000 points per atom from

H to Xe, provided that the numerical error cancelling procedure is adopted.

The accuracy of total energy depends mostly on quality of MOs, which

depends on the calculation condition of DV-Xα.
2. Structures of some multi-atomic molecules were reproduced with errors

less than 3 % even using MOs calculated by default condition. Such

excellent results may be achieved by accurate and adaptive atomic

orbitals, which are utilized as basis functions in DV-Xα method.

3. Strictly speaking, MOs of DV-Xα method are slightly different from

genuine MOs on the point that they are affected by “well potential”,

which has outstanding effect to prevent SCF convergence failure, and

SCC (self consistent charge) approximation, which makes computational

cost far lower.

4. To obtain accurate results for wider variety of molecules or to treat energy

itself, DV-Xα calculation condition should be devised. Considerable

improvements were achieved by extension of basis functions or

shallowing of well potential, or their hybrid condition. Their effects are

reasonably explained from the viewpoint of calculation mechanisms of

MOs and total energy.

5. DV-Xα method couldn’t optimize structures of multi-atomic molecules

and it was inconvenient for practical applications. But the author has

developed the method to calculate energy gradient and to optimize molec-

ular structure automatically. Details were published elsewhere.
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Chapter 7

Energy Expression of the Chemical Bond

Between Atoms in Hydrides and Oxides

and Its Application to Materials Design

Masahiko Morinaga, Hiroshi Yukawa, and Hiromi Nakai

7.1 Introduction

Nowadays, total energy calculation is so common in every field of materials

science. However, information of the chemical bond between atoms is still limited

along the total energy calculation alone. In 1955 Wigner and Seitz (1955) predicted

that if one had a great calculating machine, one might apply it to the problem of

solving the Schrödinger equation for each metal and obtain thereby the interesting

physical quantities, such as the cohesive energy, the lattice constant, and similar

parameters. It is not clear, however, that a great deal would be gained by this.

Presumably the results would agree with experimentally determined quantities and

nothing vastly new would be learned from the calculation. This prediction made by

two pioneers of solid state physics appears still true in these days, even though the

computational science has made great progress.

In addition, the Mulliken population analysis (Mulliken 1955) is so common in

the field of molecular orbital calculation, and the nature of the chemical bond

between atoms has been defined well using the standard concept of covalent and
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ionic bonds. However, with this analysis it is still difficult to compare quantitatively

the chemical bond strengths among a variety of materials, because both covalent

and ionic interactions are operating in most materials. To solve this problem, the

chemical bond should be estimated quantitatively in an energy scale.

Recently, Nakai has proposed a new analyzing technique called energy density

analysis (EDA) (Nakai 2002; Nakai et al. 2007). In this method, the total energy of a

system, computed by Kohn-Sham type density functional theory (DFT) (Kohn and

Sham 1965), is partitioned into atomic energy densities, and the characteristics of the

chemical bond are understood in terms of each atomic energy density instead of the

total energy. Using this energy density analysis, we have proposed a unified approach

to the chemical bond in hydrides and hydrocarbons (Shinzato et al. 2007a). Special

attention is directed toward hydrogen storage materials such as complex hydrides

(e.g., NaAlH4), metal hydrides (e.g., TiFeH2) and hydrocarbons (e.g., cyclohexane,

C6H12) (Shinzato et al. 2007a, b). The nature of the chemical bonds between atoms is

very different among these materials, and hence it is needed to analyze the chemical

bond in an energy scale to discuss them on a common ground. Recently, this

approach has been applied to the quantitative evaluation of some oxide catalysts

(e.g., Nb2O5) on the hydrogen desorption reaction of MgH2 (Hirate et al. 2009), and

also of some chloride catalysts (e.g., TiCl3) on the decomposition reaction of NaAlH4

(Hirate et al. 2011a).

Subsequently, attention is then directed toward metal oxides, since they possess

a variety of chemical and physical properties such as superconductivity, ferroelec-

tricity, magnetism and proton conductivity (Yoshino et al. 2003). For example, a

perovskite-type oxide, BaTiO3, shows ferroelectricity in the tetragonal phase and

paraelectricity in the cubic phase. The emergence of various properties is originated

from the diverse nature of the chemical bond in metal oxides. In order to understand

the bond formation in various metal oxides in a fundamental manner, energy

density analyses are performed focusing mainly on the structural stability problems.

Local structure, average structure and phase transition are investigated in binary

metal oxides such as zirconia (ZrO2), Cr oxides, Fe oxides and Ti oxides, and in

ternary perovskite-type oxides (Shinzato et al. 2011).

It is well known that the phase transition is one of the fundamental problems in

the perovskite-type oxides (Kingery et al. 1976). For example, phase transition

occurs either by the cooperative displacements of both Ti and O atoms along

<100> direction in BaTiO3 (Miyake and Ueda 1947), or by tilting or rotation of

TiO6 (or ZrO6) octahedra around O-Ti (or Zr)-O crystal axes in CaTiO3, SrTiO3,

CaZrO3 and SrZrO3 (Ahtee et al. 1976, 1978). A series of phase transitions is

examined to draw a common feature with the aid of the atomization energy concept.

This unified approach based on the atomization energy concept has recently

made great progress. It has indeed a great potential of being widely used in the field

of materials science. In this paper, this unique approach is reviewed in a consistent

way, aiming to understand the chemical bond between atoms in hydrides and oxides

without using the standard concept of covalent and ionic bonds.
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7.2 Calculation Method

7.2.1 Geometry Optimization

The crystal structures of hydrides and oxides are optimized by the total energy

minimization using the plane-wave pseudopotentital method. For this purpose, the

first-principle calculations based the density functional theory (DFT) are performed

with a generalized gradient approximation (GGA) by Perdew et al. (1996). The

implementation of DFT employed here combines a plane-wave basis set with the

total energy pseudopotential method, as is embodied in the CASTEP code (Milman

et al. 2000). The present calculations used are based upon the ultrasoft pseudopo-

tentials proposed by Vanderbilt (1990). The plane-wave cutoff energy is chosen to

be 380 eV, because this cutoff energy is found to achieve the convergence of the

total energies within 0.03 eV, as compared to the results with the cutoff energies up

to 600 eV. The sampling in the reciprocal space is done with the k-points grids. For
example, 5� 5� 2 for tetragonal NaAlH4, 6� 6� 6 for cubic KMgH3, 5� 5� 9

for monoclinic TiFeH2 (Shinzato et al. 2007a, b), 6� 6� 6 for Al2O3 and 8� 8� 8

for cubic CaTiO3 (Shinzato et al. 2007c, 2011). Also, the molecule structure of

hydrocarbons is optimized using the AM1 method (Anders et al. 1993).

7.2.2 Energy Density Analysis (EDA)

The electronic structures for optimized crystal lattice of hydrides are obtained by the

DFT calculations under the periodic boundary condition (PBC) using Gaussian03

program package (Frisch et al. 2004). The adopted functional is the BLYP functional,

which consists of the Slater exchange (Slater 1951), the Becke (B88) exchange

(Becke 1988), the Vosko-Wilk-Nusair (VWN) correlation (Vosko et al. 1980) and

the Lee-Yang-Parr (LYP) correlation functionals (Lee et al. 1988). The following

modified Gaussian basis sets are adopted: the correlation-consistent polarization plus

the valence double zeta (cc-pVDZ) basis sets of Dunning (1989; Woon and Dunning

1993) without d-type functions for H, Li, B, N Na, Mg and Al, the Ahlrichs TZV

basis set (Schafer et al. 1994) without the outer s function for K and Si, the Huzinaga

basis sets (Huzinaga et al. 1984) without the outer s function and constructed to be

double zeta class for Na, Ba, V, Cr, Fe, Co, Ni, Rb, Zr, Nb, Mo and Pd, the 6-31G

basis sets (Rassolo et al. 1998; Hehre et al. 1972) without outer s function for O, Al,

Ti and Ca, the 3-21G basis set (Dobbs and Hehre 1986) without outer s function for

Sr, the Ahlrichs VDZ basis set (Schafer et al. 1992) without d-type function for C. In

this study, the EDA calculations under PBC (Nakai et al. 2007) are performed by

linking the original code for the EDA with Gaussian03.
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Following the EDA (Nakai 2002), the atomic energy density of A atom is

evaluated by,

EA ¼ EA
NN þ T A

S þ EA
Ne þ EA

CLB þ EA
XC; ð7:1Þ

where EA
NN is the nuclear-nuclear repulsion energy density, TAS is the non-interacting

kinetic energy density, EA
Ne is the nuclear-electron attraction energy density, E

A
CLB is

the Coulomb energy density, EA
XC is the exchange-correlation energy density.

In Eq. (7.1), for example, EA
XC is evaluated by the partial sum for the numerical

quadrature technique,

EA
XC ¼

Xgrid

g

ωgpA rg
� �

FXC rg
� �

; ð7:2Þ

where ωg is the weighting factor, pA(rg) is the partition function, and FXC(rg) is the
exchange-correlation functional. The other terms in Eq. (7.1), which are evaluated

by the analytical integration with the Kohn-Sham orbitals, are partitioned into their

energy densities on the analogy of Mulliken population analysis (Frisch et al. 2004).

Further detailed explanation of the calculation is given elsewhere (Nakai 2002;

Nakai et al. 2007).

It is noted here that the Mulliken population analysis (Mulliken 1955) is the

analysis for the electron density, namely, the electron density distribution over a

molecule or crystal. Inevitably it is a convenient method for treating the covalent or

ionic character of the chemical bond between atoms in the molecule or crystal. On

the other hand, EDA is the analysis for the energy density, and the bond nature is

expressed in an energy scale. So, it gives us a tool to compare the bond strengths

quantitatively among a variety of hydrides or oxides.

7.2.3 Atomization Energy

For binary hydrides, MH, the respective atomic energy densities of M and H are

related closely to the nature of the chemical bond relevant to M and H atoms in

MH. When the energy of the isolated neutral atom, Eatom
M (or Eatom

H ), is taken as a

reference, the atomization energy, ΔEM (or ΔEH) is defined as,

ΔEM ¼ Eatom
M � Ehydride

M ; ð7:3Þ
ΔEH ¼ Eatom

H � Ehydride
H ; ð7:4Þ

where Ehydride
M and Ehydride

H are the atomic energy densities for M and H in MH,

respectively. In case of ternary hydrides, (M1M2)Hn, ΔEM is defined as

(ΔEM1 +ΔEM2)/n, that is the average atomization energy of M1 and M2 to be
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counted per hydrogen atom. Even in the other type of ternary hydrides, ΔEM is

defined in a similar way.

Then, the cohesive energy, Ecoh, of the hydride per hydrogen atom is defined as,

ΔEM þ ΔEH ¼ Ecoh: ð7:5Þ

Thus, ΔEM and ΔEH are the components of Ecoh. The advantage of using the

atomization energy is to know the contribution of each constituent element to the

hydride formation. Such a quantity is never able to be obtained from the total

energy calculation alone.

By setting that y¼ΔEH and x¼ΔEM, we obtain a relation, y¼� x+Ecoh. So,

Ecoh is expressed as a point of intersection of this line and y-axis at x¼ 0.

For hydrocarbons expressed as a chemical formula, CmHn, ΔEH and ΔEC are

defined as,

ΔEH ¼ Eatom
H � Ehydrocarbon

H ; ð7:6Þ
ΔEC ¼ Eatom

C � Ehydrocarbon
C

� �
� m=nð Þ: ð7:7Þ

Here, ΔEC is the average atomization energy of carbon per hydrogen atom in

CmHn. For simplicity, the sum of ΔEH and ΔEC is hereafter called cohesive energy,

Ecoh, of the hydrocarbon per hydrogen atom, although it exists in either solid or

liquid or gas.

For oxides, the atomization energy is defined in a similar way. For example, for

binary monoxide, MO, by using the energy of the isolated neutral atom, Eatom
M

(or Eatom
O ) as a reference, the atomic energy density, ΔEM for M (or ΔEO for O) is

defined as,

ΔEM ¼ Eatom
M � Eoxide

M ; ð7:8Þ
ΔEO ¼ Eatom

O � Eoxide
O : ð7:9Þ

In case of binary oxides, M1xOy, ΔEM is defined as xΔEM1/y that is the

atomization energy to be counted per O atom. Also, in case of ternary oxides,

(M1xM2y)Oz,ΔEM is defined as (xΔEM1+ yΔEM2)/z that is the average atomization

energy of M1 and M2 atoms to be counted per O atom.

7.3 Accuracy of Calculation

First, to show the reliability of the present calculation, the heat of formation, ΔH, for
binary metal hydrides, MHn, is calculated assuming that M+ (n/2)H2!MHn, and

compared with the experiment (Fukai 1994). As shown in Fig. 7.1, there is good

agreement between the calculated and the experimental values.

7 Energy Expression of the Chemical Bond Between Atoms in Hydrides and Oxides. . . 187



The cohesive energy, Ecoh, is a measure of the electronic stability of materials.

As shown in Table 7.1 (Shinzato et al. 2007a), the difference between the calculated

and the experimental values for Ecoh lies within 0.5 eV for binary metal hydrides

and 0.2 eV for hydrocarbons (Weast et al. 2003). In case of oxides, as shown in

Table 7.2, the difference between the calculated and the experimental values for

Ecoh lies within 0.5 eV except for FeO (Shinzato et al. 2011). A large discrepancy in

FeO is probably attributable to the non-stoichiometry and the defect structure, since

the present calculation is performed assuming a perfect crystal. Thus, the present

calculation is performed in a reasonable manner.

7.4 Hydrides and Hydrocarbons

7.4.1 Crystalline Hydrides

7.4.1.1 Metal Hydrides

The ΔEH vs. ΔEM diagram for metal hydrides is shown in Fig. 7.2 (Shinzato

et al. 2007a). This ΔEH vs. ΔEM diagram is hereafter called “atomization energy

diagram”. When the hydrides have a resemblance in the chemical bonding state,

their locations are close to each other on the diagram. For example, binary hydrides

of transition elements (e.g., NiH and PdH, both shown by solid square in Fig. 7.2)

appear in the higher ΔEH region than those of typical elements (e.g., NaH and

MgH2, both shown by open square in Fig. 7.2). This indicates that transition

elements could stabilize the hydrogen state remarkably in the binary hydrides. In

Fig. 7.1 Calculated and

experimental heat of

formation for binary

hydrides
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other words, hydrogen atom interacts more strongly with transition elements than

typical elements.

For ternary metal hydrides, M1M2Hn, where M2 is a transition metal (e.g.,

TiFeH2 shown by open circle in Fig. 7.2), the M2-H interaction is important,

since H is located in the neighborhood of M2 (e.g., M2¼ Fe) in the crystal lattice.

In case of Mg2NiH4, hydrogen atom is located in the neighborhood of Ni, and the

strong interaction is operating between Ni and H in it. In agreement with this,

Mg2NiH4 is located near NiH rather than MgH2 on the atomization energy diagram

shown in Fig. 7.2. However, the ΔEH value is smaller in Mg2NiH4 than in NiH,

indicating that the H state is destabilized by the presence of Mg in Mg2NiH4. On the

other hand, TiFeH2 is located well above TiH2, so that the ΔEH value is larger in

TiFeH2 than in TiH2, indicating that H state is further stabilized by the presence of

Fe in the neighborhood instead of neighboring Ti. It is very interesting that TiFeH2

which desorbs hydrogen at room temperature has the largest cohesive energy,

8.3 eV, among the metal hydrides.

Table 7.1 Comparison between the calculated and the experimental values for cohesive energy,

Ecoh, for binary metal hydrides and hydrocarbons (unit: eV)

(a) Ecoh (cal.) Ecoh (exp.) Ecoh (cal.) Ecoh (exp.)

NaH 4.39 3.96 TiH2 5.52 5.38

MgH2 3.34 3.41 VH2 5.08 5.13

AlH3 3.22 3.56 NiH 7.20 7.32

KH 3.38 3.78 ZrH2 6.13 6.29

CaH2 4.27 4.12 NbH2 6.48 6.20

RbH 3.34 3.64 PdH 6.17 6.58

SrH2 3.76 4.04

(b) Ecoh (cal.) Ecoh (exp.) Ecoh (cal.) Ecoh (exp.)

C2H6 4.95 4.86 C6H6 9.68 9.49

C2H4 5.93 5.81 C7H8 8.80 8.64

C2H2 8.45 8.54 C8H10 8.26 8.14

Table 7.2 Comparison between the calculated and the experimental values for cohesive energy,

Ecoh, for oxides (unit: eV)

Ecoh (cal.) Ecoh (exp.) Ecoh (cal.) Ecoh (exp.)

Na2O 9.16 9.10 Cr2O3 9.19 9.26

MgO 9.91 10.34 CrO2 8.13 7.74

Al2O3 10.67 10.65 FeO 8.85 9.68

SiO2 9.55 9.62 Fe3O4 8.41 8.69

K2O 7.90 8.17 Fe2O3 8.28 8.28

CaO 11.08 11.01 SrO 10.27 10.41

TiO2 10.23 9.93 Nb2O5 9.31 9.51

TiO 12.83 12.88 ZrO2 11.13 11.40

Ti2O3 11.44 11.11 MoO2 9.12 9.05

V2O3 10.60 10.35 BaO 10.50 10.18
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Mg2NiH4 and TiFeH2 are formed by the hydrogenation of intermetallic

compounds, Mg2Ni and TiFe, respectively. Therefore, the further analyses are

carried out with these compounds. To understand the role of metal atoms in the

bond formation, the values of ΔEM1 (M1¼Ti or Mg) and ΔEM2 (M2¼ Fe or Ni)

are plotted in Fig. 7.3 for TiFe and Mg2Ni, together with the values for TiFeH2 and

Fig. 7.2 Atomization

energy diagram for metal

hydrides

Fig. 7.3 ΔEM1 vs. ΔEM2

diagram for metal hydrides
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Mg2NiH4. ΔETi for TiFe and ΔEMg for Mg2Ni are negative, whereas ΔEFe for TiFe

and ΔENi for Mg2Ni are positive. By hydrogenation, the atomization energy

decreases in both M1 and M2. However, the decrement is more remarkable in

ΔEM2 than in ΔEM1. This is because, hydrogen exists in the neighborhood of M2

and interacts strongly with M2 (M2¼ Fe or Ni) in the hydrides. As a result, most of

the energy of M2 transfers to the hydrogen and the H state becomes very stable.

It is interesting to note that in either system of TiFe and Mg2Ni there is a large

difference between ΔEM1 and ΔEM2, indicating that both TiFe and Mg2Ni inter-

metallic compounds have the strong chemical bond between M1 and M2 atoms.

This is a reason why the hydrogenation and dehydrogenation reactions take place

smoothly without changing alloy compositions in them. Thus, this approach can

clarify the role of constituent element in the formation of metal hydrides (Shinzato

et al. 2007a).

7.4.1.2 Complex Hydrides

As shown in Fig. 7.4, complex hydrides are located in the narrow and small ΔEM

range (�2.2 eV<ΔEM<�0.3 eV), but in the wide ΔEH range of 4.2–8.5 eV. ΔEH

changes in the order, Mg(AlH4)2<M1AlH4 (M1¼Li,Na,K)<M1BH4 (M1¼Li,

Na,K)<LiNH2 (Shinzato et al. 2007a). The cohesive energy changes in the same

order. Thus, the H state is stabilized well in compensation for the destabilized

M state.

In case of alanate (Al) -type complex hydrides, the magnitude ofΔEH changes in

the order, Mg(AlH4)2<LiAlH4<NaAlH4<KAlH4 as is shown in Fig. 7.4. Hence,

Fig. 7.4 Atomization

energy diagram for complex

hydrides
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the H state in Mg(AlH4)2 is least stable among them, as is found experimentally

(Komiya et al. 2007).

In addition, the coordination number effect can be understood by using the

atomization energy diagram. In Na3AlH6 (or Li3AlH6), an Al atom is surrounded

by six hydrogen atoms, whereas in NaAlH4 (or LiAlH4) an Al atom is surrounded by

four hydrogen atoms. As shown in Fig. 7.4, ΔEH is lower in Na3AlH6 (or Li3AlH6)

than in NaAlH4 (or LiAlH4). Thus, the H state is less stable in Na3AlH6 (or Li3AlH6)

than in NaAlH4 (or LiAlH4), as might be expected from the coordination number.

7.4.1.3 Atomization Energy Diagram for Crystalline Hydrides

For a variety of crystalline hydrides such as binary hydrides, ternary metal hydrides,

complex hydrides and perovskite-type hydrides, atomization energy diagram is

constructed in an energy scale as shown in Fig. 7.5 (Shinzato et al. 2007a, b). It

is stressed here that every hydride can be shown on one figure, although there are

Fig. 7.5 Atomization

energy diagram for

crystalline hydrides and

hydrocarbons
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significant differences in the nature of the chemical bond among the hydrides. Ecoh

given by Eq. (7.5), lies in the range of 3–9 eV. As a whole, this range of Ecoh

(¼ΔEH +ΔEM) is much smaller compared to the range of the atomization energy,

0 eV<ΔEH< 18 eV and �11 eV<ΔEM< 5 eV. Thus, each atomic state is well

controlled or balanced in the hydrides so as to make Ecoh as large as possible.

Among the hydrides, a binary hydride, AlH3, shows the smallest cohesive energy,

3.2 eV, so it releases hydrogen at low temperature (Graetz and Reily 2006), but the

re-hydrogenation reaction never occurs in the moderate condition because of the

low stability. This is also the case in a complex hydrides, Mg(AlH4)2 where both the

Ecoh and the ΔEH values are small (Komiya et al. 2007).

It is evident from Fig. 7.5 that the region of complex hydrides is overlapped with

that of the hydrides of typical elements (e.g., MgH2 (No. 2)) on this diagram. Also, the

locations of ternary metal hydrides are distributed over the wide range of ΔEH, and

some of them are located near the region of complex hydrides. In fact, Mg2NiH4

(No. 32),Mg2CoH5 (No. 31) andMg2FeH6 (No. 30) are sometimes treated as complex

hydrides instead of metal hydrides (Yvon 1998). In Fig. 7.5, Mg2FeH6 and Mg2CoH5

are located near the lower and upper region of complex hydrides, respectively.

However, Mg2NiH4 is located in the region between the hydrides of transition

elements and the complex hydrides, indicating the coexistence of the characteristics

of both metal and complex hydrides in Mg2NiH4. Thus, the atomization energy

diagram reflects important characteristics of the chemical bonds in hydrides.

7.4.2 Hydrocarbons

7.4.2.1 ΔEC and ΔEH for C2H6, C2H4, C2H2 and Arene

The present approach is extended further to the hydrocarbon, CmHn (Shinzato

et al. 2007a). A simple analysis is first given in ethane (C2H6), ethylene (C2H4)

and acetylene (C2H2). The chemical bond between C atoms in these hydrocarbons

has been treated using the concept of the single bond for C2H6, the double bond for

C2H4 and the triple bond for C2H2. The atomization energies for carbon, ΔEC, and

for hydrogen, ΔEH, are shown in Fig. 7.6a. Here, ΔEC is an atomization energy

weighted by a factor, m/n, following Eq. (7.7). As is evident from Fig. 7.6a, ΔEC

increases linearly with the ratio of carbon number (m) to hydrogen number (n), m/n,
whereas ΔEH is nearly constant. For comparison, the bond energies between C

atoms, Ebond (Pimentel and Spratley 1969) and its normalized values per hydrogen

atom, Ebond
0 (¼Ebond/n), are plotted in Fig. 7.6a. Ebond changes in the order,

C2H6<C2H4<C2H2, in agreement with the order of ΔEC. Also, the Ebond ’ line

correlates well with the ΔEC line, while showing a similar slope between them.

Thus, the atomization energy for carbon, ΔEC, reflects the bond strength between C

atoms in these hydrocarbons.

Next shown is the arene such as benzene (C6H6), toluene (C6H5CH3), napthalene

(C10H8), p-xylen (C8H10), fluorene (C13H10), phenanthrene (C14H10), pyrene

(C16H10), coronene (C24H12) (Shinzato et al. 2007a). Arene has a larger ratio,
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m/n, as compared to alkane, alkene and alkine. As shown in Fig. 7.6b, ΔEH values

are kept nearly constant and only the ΔEC values vary linearly with m/n. So, the
sum of them defined as Ecoh changes with the m/n ratio in arene.

7.4.2.2 Correlation of ΔEC and ΔEH with the m/n Ratio

in Hydrocarbon, CmHn

For a variety of hydrocarbons including alkane, cycloalkane, alkene, alkine and

arene, ΔEC and ΔEH are plotted against m/n, as shown in Fig. 7.7 (Shinzato

et al. 2007a). There is indeed a linear relationship between ΔEC and m/n, and
ΔEC is expressed as,

Fig. 7.6 Atomization energy for carbon and hydrogen in (a) C2H6, C2H4,C2H2 and (b) arene

Fig. 7.7 Atomization energy for carbon and hydrogen for alkane, cycloalkane, alkene, alkine and

arene
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ΔEC eVð Þ ¼ 7:46� m=nð Þ � 4:46: ð7:10Þ

The correlation factor is better than 0.998. According to Eq. (7.7), the slope is

(Eatom
C �Ehydrocarbon

C ) and it is nearly constant, 7.46 eV, regardless of the type of

hydrocarbons. The alkine such as acetylene, propyne, 1-butyne and 2-butyne

deviates slightly from this relation. On the other hand, the atomization energy for

hydrogen, ΔEH is a nearly constant, 6.76 eV, irrespective of the types of hydrocar-

bons. So, the cohesive energy per one hydrogen atom in hydrocarbons, Ecoh, is

expressed as,

Ecoh eVð Þ ¼ 7:46� m=nð Þ þ 2:30: ð7:11Þ

This beautiful relation is satisfied in the hydrocarbons, because the chemical

stability of CmHn is dependent only on the m/n ratio. Thus, by using the atomization

energies, ΔEC and ΔEH, the nature of the chemical bond in the hydrocarbons is

understood without using the concept of single or multiple C-C bond.

For comparison, the results of some hydrocarbons used for hydrogen storage are

plotted in Fig. 7.5. They are located near LiNH2 (No. 23), or in a higher ΔEH

position than other complex hydrides.

7.4.3 Summary

An atomization energy diagram, which is obtained by the EDA is constructed for

the first time to understand the chemical interaction in hydrides in an energy scale.

All the crystalline hydrides can be located on this diagram, although there are

significant differences in the nature of the chemical bond among the hydrides. Also,

for hydrocarbon, ΔEC, increases linearly with the ratio of carbon number to

hydrogen number, m/n, while keeping ΔEH constant. The chemical stability of

CmHn is dependent only on the m/n ratio.

7.5 Metal Oxides

7.5.1 Binary Oxides

7.5.1.1 Atomization Energy Diagram and Local Structure

In binary metal oxides, a main part of the local structure is expressed by using the

M-O interatomic distances, dM-O, and the coordination number, CN, both of which

affect the atomization energies, ΔEO and ΔEM. For example, a ΔEO vs. ΔEM

diagram is shown in Fig. 7.8a for binary Cr oxides (Shinzato et al. 2011). There

is a clear trend that ΔEO increases with decreasing ΔEM. The magnitude of ΔEO

changes in the order, CrO3>CrO2>Cr2O3>CrO. This is the reverse order of the
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average Cr-O interatomic distance, dCr-O, CrO3<CrO2<Cr2O3<CrO as shown in

Table 7.3 (a). This indicates that the O atom state in binary Cr oxides is stabilized

owing to the shorter Cr-O interatomic distance, but instead the Cr atom state is

destabilized in some ways to optimize the Cr-O chemical bond. In addition, the

coordination number of O around Cr, CN (Cr), is 4 for CrO3 and 6 for CrO2, Cr2O3

and CrO as listed in Table 7.3 (a). Thus, the O atom state is more stable in CrO3 than

in CrO2, Cr2O3 and CrO, as might be expected from the coordination number effect

(Nakai 2002) that the chemical bond becomes stronger as the coordination number

decreases. However, the cohesive energy per O atom is lowest in CrO3 among the

binary Cr oxides.

Another atomization energy diagram is shown in Fig. 7.8b for binary Fe oxides.

The magnitude of ΔEO changes in the order, Fe3O4> Fe2O3> FeO. As shown in

Table 7.3 (b), this order of ΔEO is understood well by using the Fe-O interatomic
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Fig. 7.8 Atomization energy diagram (a) for binary Cr oxides and (b) for binary Fe oxides

Table 7.3 Local structure in

(a) Cr oxides, (b) Fe oxides

and (c) Ti oxides

(a) CrO3 CrO2 Cr2O3 CrO

dCr-O (nm) 0.166 0.188 0.195 0.206

CN (Cr) 4 6 6 6

CN (O) 1,2 3 4 6

(b) Fe3O4 Fe2O3 FeO

dFe-O (nm) 0.185 0.188 0.204

CN (Fe) 4,6 6 6

CN (O) 4 4 6

(c) TiO2 (anatase) TiO2 (rutile) Ti2O3 TiO

dTi-O (nm) 0.196 0.197 0.204 0.214

CN (Ti) 6 6 6 6

CN (O) 3 3 4 6
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distance, dFe-O, and the coordination number of O around Fe, CN (Fe), as is similar

to the Cr oxides. Thus, the atomization energies are sensitive to the local structure

through the short-range chemical interaction operating between atoms.

7.5.1.2 Linkage of Polyhedra Over Crystal Space

Any crystal structures of metal oxides are composed of polyhedra such as the MO6

octahedron and the MO4 tetrahedron. As shown in Fig. 7.9, each polyhedron shares

vertex, edge or face with the neighboring polyhedra (Yoshino et al. 2003, 2004).

The chemical interactions operating between atoms in such polyhedra vary with the

composition and density of the oxides. For example, from a geometrical point of

view, the density increases in the order, vertex< edge< face sharing. Both the

vertex and edge sharing are seen in most crystal structures of binary oxides, for

example, in rutile-type structure and NaCl-type structure (Kingery et al. 1976). On

the other hand, there are a few binary oxides (e.g., corundum-type oxides) in which

polyhedra link together by the face sharing as well as the vertex and edge sharing.

A series of calculations is first carried out using four cluster models to investi-

gate the atomization energy change with the sharing of polyhedra (Shinzato

et al. 2011). As shown in Fig. 7.10a–d, the cluster models are made on the basis

of the corundum-type crystal structure of Fe2O3, where all the sharing types coexist.

Shown in the figure are (a) a single octahedron, (b) face-shared octahedra, (c) edge-

shared octahedra and (d) vertex-shared octahedra. The calculated atomization

energies for Fe, ΔEFe, in the clusters (a), (b), (c) and (d), are 0.1, �1.7, �1.7 and

1.2 eV, respectively. The atomization energies for O atom (or shared O atom),ΔEO,

in the clusters (a), (b), (c) and (d), are 3.5, 5.9, 6.7 and 6.2 eV, respectively. It is

evident that the O atom state is stabilized by the sharing, but the face shared one is

least stabilized among the shared atoms. This may be one of the reasons why the

face-sharing is rare in the crystal structures of metal oxides.

Shared O atom

a b c

Metal atomNon-shared O atom

Fig. 7.9 Octahedra of (a) face, (b) edge and (c) vertex sharing
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7.5.1.3 Density

An atomization energy diagram for binary Ti oxides is shown in Fig. 7.11. For TiO2

such as anatase and rutile, Ti and O atoms form a distorted octahedron. The value of

dTi-O listed in Table 7.3 (c) is the average value of six interatomic distances between

Ti and O. ΔEO is larger in anatase than in rutile, although the local structure is

almost similar between them as shown in Table 7.3 (c). This may be attributable to

the difference in the density between anatase (3.84 Mg/m3) and rutile (4.24 Mg/m3).

In other words, the density is another key parameter for describing oxide structures.

A correlation between the atomization energy and the density is shown in

Fig. 7.12 for several binary metal oxides. There is a clear trend that ΔEM increases

and ΔEO decreases with increasing density, as shown in (a) for Ti oxides, (b) for Cr

oxides, and (c) for Fe oxides. A three-dimensional arrangement of polyhedra in

crystal space determines the density. Such long-range interactions operating

between atoms also reflect the values of the atomization energy.

Face sharing O atoms

Edge sharing O atoms

Fe

Fe

Vertex sharing O atom

Fe

Fe

O atomsa c

b d

Fig. 7.10 Calculated Fe2O3 clusters of (a) one octahedron, and three clusters of octahedra shared

by (b) face, (c) edge and (d) vertex
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As shown in Fig. 7.12d, this is the case even in zirconia (ZrO2), in which there

are three polymorphs; monoclinic, tetragonal and cubic phases. The phase transi-

tion occurs from monoclinic to tetragonal phase at about 1,300 K, and from

tetragonal to cubic phase at about 2,600 K. As shown in Fig. 7.12d, the density

increases monotonously with these phase transitions. This clearly indicates that the

atomization energies vary significantly with the phase transition.
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Fig. 7.12 The correlation between atomization energy and density of (a) binary Ti oxides, (b)

binary Cr oxides (c) binary Fe oxides and (d) zirconia (ZrO2)
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7.5.2 Perovskite-Type Oxides

7.5.2.1 Atomization Energy Diagram for Perovskite-Type Oxides

The atomization energy diagram for perovskite-type oxides, M1M2O3, is shown in

Fig. 7.13 (Shinzato et al. 2007c, 2011). The perovskite-type oxides are shown by

open circles, and for comparison some binary metal oxides are shown by solid

circles or triangles in the figure. In every perovskite-type oxide, ΔEO is larger than

ΔEM, indicating that the O atoms contribute to the cohesive energy more signifi-

cantly than the metal atoms. The cohesive energy, Ecoh, per O atom lies in the range

of 9–12 eV.

As mentioned before, when there is a resemblance in the chemical bond between

oxides, their locations must be close to each other on the diagram. A perovskite-

type oxide, M1M2O3, is formed by the reaction of either M1O+M2O2 or M12O

+M22O5. It is evident from Fig. 7.13 that M1M2O3 is located closer to the binary

oxide, M2O2 or M22O5 than M1O or M12O on the diagram. For example, CaTiO3

(No. 13 (cubic phase), No. 14 (tetragonal phase) or No. 15 (orthorhombic phase)) is

located closer to TiO2 (rutile (No. 1) and anatase (No. 2)) than CaO (No. 10). Also,

NaNbO3 (No. 22 (cubic phase) or No. 23 (tetragonal phase)) is located closer to

Nb2O5 (No. 6) than Na2O (No. 9). Thus, the perovskite-type oxide, M1M2O3,

inherits the nature of the chemical bond mainly from M2O2 or M22O5. However,

M1 atoms still contribute to the cohesive energy to some extent.

1. TiO2(R) 7. MgO

2. TiO2(A) 8. K2O

3. ZrO2(C) 9. Na2O

4. ZrO2(T) 10. CaO

5. ZrO2(M) 11. SrO

6. Nb2O5
12. BaO

13. CaTiO3(C) 22. NaNbO3(C)

14. CaTiO3(T) 23. NaNbO3(T)

15. CaTiO3(O) 24. KNbO3(C)

16. CaZrO3(C) 25. KNbO3(T)

17. SrTiO3(C) 26. KNbO3(O)

18. SrTiO3(T) 27. BaTiO3(C)

19. SrZrO3(C) 28. BaTiO3(T)

20. SrZrO3(T) 29. BaZrO3(C)

21. SrMoO3(C) 30. BaMoO3(C)
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Fig. 7.13 Atomization energy diagram for perovskite-type oxides
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7.5.2.2 ΔEM1 vs. ΔEM2 Diagram for Perovskite-Type Oxides

As shown in Fig. 7.14, a ΔEM1 vs. ΔEM2 diagram is made in order to understand the

role of each metal element in the bond formation of the perovskite-type oxides. The

positions of SrM2O3 (M1¼ Sr, M2¼Ti, Zr) are aligned along a line drawn in the

figure, indicating that there is a certain balance between ΔESr and ΔEM2. This trend

is also seen in CaM2O3 (M1¼Ca, M2¼Ti, Zr), BaM2O3 (M1¼Ba, M2¼Ti, Zr)

and NaM2O3 (M1¼Na, M2¼Nb). Exception is SrMoO3 (No. 21), which is not

located along a SrM2O3-line, but near BaMoO3 (No. 30).

It is apparent from Fig. 7.14 that the values of ΔEM1 and ΔEM2 change with the

crystal structure. For example, in case of CaTiO3 the position moves from No. 13 for

cubic structure to No. 14 for tetragonal structure. Similarly, in case of SrTiO3 the

position moves from No. 17 for cubic structure to No. 18 for tetragonal structure. As

shown in Fig. 7.13, ΔEO also varies with the crystal structure as doesΔEM1 orΔEM2.

In the perovskite-type M1M2O3, not only M2 atom but also M1 atom plays a

role in the oxide formation. In a geometrical point of view, M2 is surrounded by six

O atoms to form a M2O6 octahedron, whereas M1 is surrounded by twelve O atoms

without forming any polyhedra. So, the bond nature is usually different between

M1-O and M2-O. Namely, M1 atom weakly-bound to the surrounding O atoms,

probably adjusts the coordinates readily and works to make the cohesive energy as

large as possible, resulting in the energy balance between ΔEM1 and ΔEM2. The

existence of only M2O6 octahedron in the structure is characteristic of the
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perovskite-type oxides. This unique structure will undergo the phase transition by

the geometrical change inside the M2O6 octahedron and by the attendant change of

the weakly bound M1 atoms. As the result, both ΔEM1 and ΔEM2 change together

with ΔEO with the phase transition.

7.5.3 Phase Transition of Perovskite-Type Oxides

As illustrated in Fig. 7.15, there are two types of phase transition in the perovskite-

type oxides. One type transition occurs by the cooperative displacements of both

M2(¼Ti) and O atoms along the <100> direction in BaTiO3 (Miyake and Ueda

1947). The other type transition occurs by tilting (or rotation) of M2O6 (¼TiO6 or

ZrO6) octahedra around O-M2(¼Ti or Zr)-O crystal axes in CaTiO3, SrTiO3,

CaZrO3 and SrZrO3 (Ahtee et al. 1976).

The atomization-energy changes attendant on the phase transition are simulated

in CaTiO3 and BaTiO3. Crystal structure data used are the experimental values at

room temperature, 1,273, 1,473, 1,523 and 1,633 K for CaTiO3 (Kennedy

et al. 1999; Liu and Lieberman 1993), and at room temperature, 1,387 and

1,645 K for BaTiO3 (Kwei et al. 1993; Edwards et al. 1951). No structural

optimization is performed in these calculations. In Fig. 7.16, the changes of the

atomization energy, ΔEi, are shown as a function of the density in CaTiO3 and

BaTiO3. Here, the density is used in the horizontal coordinate instead of tempera-

ture. The density decreases as temperature increases, so it is lower in the cubic

phase than in the tetragonal phase than in the orthorhombic phase. As shown in

Fig. 7.16a for CaTiO3, the atomization energy varies significantly with the tilting

(or rotation)-type phase transition, although the cohesive energy scarcely changes

M1

a b

M2

O

Fig. 7.15 Schematic illustration of (a) displacement-type and (b) tilting-type phase transitions
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with the phase transition. Namely, the ΔEO value increases by the transition from

cubic to tetragonal phase, and then it decreases by the transition from tetragonal to

orthorhombic phase, followed by the nearly constant value in the orthorhombic

phase. Both ΔETi and ΔECa change in a reverse way as does ΔEO during the

successive phase transition.

Also, as shown in Fig. 7.16b, the atomization energy change with the phase

transition is much lower in BaTiO3 than in CaTiO3.

However, in either oxide, ΔEO increases by the transition from cubic phase to

tetragonal phase. The other two examples, SrTiO3 and SrZrO3, are shown in

Fig. 7.17a and b, respectively.
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The transition from cubic to tetragonal phase makes the O atom state stable in

both SrTiO3 and SrZrO3. This is very similar to the result shown in Fig. 7.16a.

According to our previous study on SrZrO3 (Yoshino et al. 2004), the average

Zr-O interatomic distance increases by tilting or rotation of ZrO6 octahedron, and

the average Zr-O bond strength is recovered to some extent by forming a distorted

ZrO6 octahedron by the phase transition (Yoshino et al. 2004). The minimum Zr-O

interatomic distance in cubic SrZrO3 at 1,443 K is close to the shortest Zr-O

interatomic distance in pure ZrO2, so that the phase transition (i.e., the tilting of

ZrO6 octahedron) occurs around 1,443 K, and the attendant increase in the Zr-O

interatomic distance works to retain the Zr-O bond strength. Unless such a tilting

does take place, the Zr-O bond will become very weak according to a hypothetical

calculation (Yoshino et al. 2004). Thus, a gain of ΔEO by tilting or rotation is

attributable to the recovery in the Zr-O bond strength with the increase in the Zr-O

interatomic distance. Instead, ΔEM decreases, resulting in nearly null change in the

cohesive energy with the transition. It is stressed that the tilting (or rotation) makes

a distorted ZrO6 octahedron in which four Zr-O interatomic distances increase, and

other two distances keep nearly unchanged with tilting (or rotation). Such a

structural change reflects well the values of ΔEO, ΔEZr and ΔESr as shown in

Fig. 7.17b.

On the other hand, as shown in Fig. 7.15, all the O atoms in BaTiO3 are

displaced in the same way and the same magnitude along a <100> direction

by the transition from cubic to tetragonal phase. In case of tetragonal BaTiO3

the Ti-O bond is strengthen for a longer Ti-O pair and weakened for a shorter Ti-O

pair (Yoshino et al. 2004). But still the average Ti-O bond strength scarcely

changes with the phase transition (Yoshino et al. 2004). As a result, the attendant

change of ΔEO is very limited as shown in Fig. 7.16b. This trend is also seen

in KNbO3.

7.5.4 Summary

Following the energy density analyses, the nature of the chemical bond in binary

metal oxides and perovskite-type oxides is investigated by focusing on the local

structure, average structure and phase transition. The atomization energies, ΔEO

and ΔEM, are sensitive to the local and average atomic arrangements, and both ΔEO

and ΔEM correlate well with the overall density of binary metal oxides.

In the perovskite-type oxides, M1M2O3, there is an energy balance between

ΔEM1 andΔEM2. As for the phase transition, the stable state of O atoms is formed in

CaTiO3 or BaTiO3 by the tilting-type or the <100> displacement-type phase

transition from cubic to tetragonal phase, although the increment of ΔEO is much

smaller in BaTiO3 than in CaTiO3.
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7.6 Application of Atomization Energy Approach

to Catalytic Problems

7.6.1 Atomization Energy Diagram for Binary Metal Oxides

Magnesium hydride (MgH2) has been considered as one of the promising candidates

for hydrogen storage, because it possesses a high hydrogen capacity of 7.6 wt%.

However, the enthalpy change, ΔH, of the formation of MgH2 is �74 kJ/mol H2

(Stampfer et al. 1960; Cummings and Powers 1974), indicating that MgH2 is a

relatively stable hydride. As a result, the rate of the desorption reaction, i.e.,

MgH2!Mg+H2, is slow in the moderate conditions.

It is found experimentally that some transition metal oxides (e.g., Nb2O5) have a

large catalytic effect on the hydrogen desorption reaction of MgH2 (Oelerich

et al. 2001; Barkhordarian et al. 2003, 2004, 2006). However, no quantitative

method has been proposed for understanding this catalytic problem yet. Recently,

catalytic activities of metal oxides have been evaluated quantitatively using the

atomization energy concept (Hirate et al. 2009).

For metal oxides expressed as MxOy, the energy of the isolated neutral atom,

Eatom
M (or Eatom

O ), is taken as a reference, and the atomization energy, ΔEM (or ΔEO),

is defined as,

ΔEM ¼ E atom
M � Eoxide

M

� � � x=yð Þ ; ð7:12Þ

ΔEO ¼ E atom
O � Eoxide

O : ð7:13Þ

Here, Eoxide
M and Eoxide

O are the atomic energy densities for M and O in

MxOy, respectively. Thus, ΔEM is the average energy of M to be counted per

O atom.

The plots of ΔEM vs. ΔEO, are shown in Fig. 7.18 for binary metal oxides, MxOy

(Hirate et al. 2009). Those oxides which are located in the upper right region in

Fig. 7.18, have large cohesive energies. Also, the contribution of each element in

the oxide to the cohesive energy is understood from this figure. For example, the

cohesive energy is nearly same between NbO2 and Al2O3 (NbO2: Ecoh¼ 10.1 eV,

Al2O3: Ecoh¼ 10.7 eV). However, they are located in the very different positions in

Fig. 7.18. NbO2 has a large ΔEO value, but a very small ΔEM value, indicating that

the O atoms in NbO2 make a significant contribution to the cohesive energy. On

the other hand, in case of Al2O3, the value of ΔEO is almost zero. Instead, its ΔEM

value is very large. Thus, the metal atoms in Al2O3 contribute mainly to the

cohesive energy.
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7.6.2 Quantitative Analysis of Catalytic Activities of Metal
Oxides for MgH2

The hydrogen desorption rate measured at 573 K is adopted as a measure of the

catalytic activity of each metal oxide (Hirate et al. 2009). The values reported by

Barkhordarian et al. (2006) are listed in Table 7.4.

To evaluate the catalytic activity quantitatively, the atomization energies of

constituent elements in metal oxides are used. As is evident from Eqs. (7.12) and

(7.13), atomization energies are defined as the values per O atom. However, metal

oxides, MxOy, are mixed by a mole unit in the experiment. So, the values of the

atomization energies are needed to be converted into the values per mole unit.

Therefore, each of ΔEO and ΔEM is multiplied by the number of O atoms, y, in

MxOy, that is expressed as y � ΔEO (¼(Eatom
O �Eoxide

O ) � y), and y � ΔEM

(¼(Eatom
M �Eoxide

M ) � x).
The measured desorption rate is plotted against the atomization energy for O

atoms, y � ΔEO, or metal atoms, y � ΔEM, as shown in Fig. 7.19a and b (Hirate

Fig. 7.18 ΔEM vs.ΔEO, for

binary metal oxides, MxOy

Table 7.4 Hydrogen desorption rate measured at 573 K

Desorption rate (10�2 wt%/s) Desorption rate (10�2 wt%/s)

Nb2O5 10.2 Cr2O3 1.9

V2O5 6.0 TiO2 1.9

NbO2 3.5 Al2O3 0.7

NbO 2.0 SiO2 0.2
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et al. 2009). The result shown in Fig. 7.19a indicates that metal oxides which have

large y � ΔEO values tend to accelerate the hydrogen desorption rate of MgH2. On

the other hand, the result shown in Fig. 7.19b is the reverse of this trend, since metal

oxides which have small y � ΔEM values tend to accelerate hydrogen desorption

rate.

As mentioned before in Sect. 7.4 about the hydrogenation process of TiFe or

Mg2Ni, the element (e.g., Fe or Ni) with the higher atomization energy interacts

more strongly with hydrogen atom than the element (e.g., Ti or Mg) with the lower

atomization energy (Shinzato et al. 2007a). As a result, hydrogen atoms are located

near Fe in TiFeH2, and near Ni in Mg2NiH4. Thus, the element with the higher

atomization energy in the metal oxide must interact more strongly with hydrogen

atom in MgH2. In other words, the O atoms in the metal oxides with larger y�ΔEO

values are supposed to interact more strongly with hydrogen atoms in MgH2, as is

shown in Fig. 7.19a. The stronger O-H interaction probably leads to the higher

catalytic activities of oxides catalysts.

Fig. 7.19 The measured

desorption rate plotted

against the atomization

energy for (a) O atoms, y �
ΔEO, or (b) metal atoms, y

� ΔEM
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7.6.3 O-H Bonding During the Course of Dehydrogenation
Reaction of Nb2O5-Catalyzed MgH2

Using the atomization energy concept, it is predicted that the O atoms in metal

oxides interact with hydrogen atoms in MgH2 during the dehydrogenation of MgH2

(Hirate et al. 2009). So, one experiment is performed to confirm the presence of the

O-H interaction during dehydrogenation by using FT-IR spectroscopy (Hirate

et al. 2011b).

For this experiment, four specimens are made from milled MgH2 with 1 mol%

Nb2O5 and used for the FT-IR measurements; (a) specimen released no hydrogen

(called non-released specimen), (b) released hydrogen about 2.3 wt% (2.3 wt%

released specimen), (c) released hydrogen about 5.6 wt% (5.6 wt% released spec-

imen), and (d) released hydrogen completely (all-released specimen). Here, hydro-

gen is released from the specimen by heating at 573 K in vacuum for an appropriate

time in the Sievert-type apparatus following a standard volumetric method.

A standard technique is employed for the measurement of FT-IR spectroscopy.

With the specimens prepared as potassium bromide (KBr) pellets, FT-IR spectra are

measured at room temperature in vacuum, using JASCO FT/IR-610 instrument

(Hirate et al. 2011b).

According to previous experiments, the O-H bonding in the absorbed hydroxyl

group appears in the region of 3,000 ~ 3,800 cm�1 due to the O-H stretching mode

(Busca 1998; Burcham et al. 1999; Armaroli et al. 2000; Braga et al. 2005). So, the

FT-IR spectra are measured in the region of 2,600 ~ 4,000 cm�1, as shown in

Fig. 7.20.

As shown in Fig. 7.20a, there are two bands at 3,420 and 3,500 cm�1, and a

broad band from 2,800 to 3,300 cm�1 in the spectrum from the non-released

specimen. The absorption intensities decrease gradually with decreasing amount

of hydrogen retained in the specimen, as shown in Fig. 7.20a–c. However, as shown

in Fig. 7.20d, two small bands at 2,880 and 3,450 cm�1 are still observed in the

all-released specimen, despite that no MgH2 remains in it, judging from the

non-appearance of any peaks from MgH2 in the XRD profile. In addition, as

shown in Fig. 7.20e, several bands appear in the milled MgH2, although the

intensities are weaker compared to those of the non-released specimen shown in

Fig. 7.20a. The band at 3,450 cm�1 is also observed in the all-released specimen as

shown in Fig. 7.20d. So, this may be related partially to the existence of MgO, since

it is observed in both the milled MgH2 and all-released specimens. Some O-H

vibrations might retain on the surface of MgO, but the detail still remains unknown.

It is confirmed from the experiment that the O-H interaction between Nb2O5 and

MgH2 is operating during the course of dehydrogenation reaction of Nb2O5-cata-

lyzed MgH2. Therefore, the atomization energy of O atom, ΔEO, in metal oxide

catalysts is indeed a good measure of the catalytic activities in the dehydrogenation

reaction of MgH2.

Barkhordarian et al. (2006) investigated experimentally a catalytic mechanism

of transition-metal oxides on the Mg hydrogen desorption reaction. Four factors
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were proposed for the transition-metal oxide to be an effective catalyst. One of the

factors is concerned with a high affinity of the transition-metal atom to hydrogen.

Their model appears to be made on the basis of the idea that the transition-metal

atom rather than the O atom in the oxide interacts more strongly with hydrogen

atom in MgH2. However, this contradicts the experimental result that Fe3O4 has a

relatively high catalytic effect (Barkhordarian et al. 2003). This is because, the

interaction between Fe and hydrogen atom is weak in the Fe-H system. On the other

hand, the value of y � ΔEO for Fe3O4 (45.8 eV) is intermediate between V2O5

(38.9 eV) and Nb2O5 (55.0 eV), in agreement with the experiment (Barkhordarian

et al. 2003). Another contradiction is in our direct observation of the O-H bonding

using FT-IR spectroscopy as is explained in the preceding paragraph. Further

discussion is given elsewhere (Hirate et al. 2009).

Fig. 7.20 The FT-IR

spectra measured during the

course of dehydrogenation

of MgH2 with 1 mol%

Nb2O5
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In addition, it is known that the decomposition reaction of NaAlH4 expressed as,

NaAlH4 ! 1/3 Na3AlH6 + 2/3 Al +H2, is accelerated by mixing metal chloride

catalysts (e.g., TiCl3) (Bogdanovic and Schwickardi 1997). The catalytic activities

of chlorides are evaluated quantitatively with the aid of the atomization energy

(Hirate et al. 2011a).

7.6.4 Summary

The hydrogen desorption reaction of magnesium hydride (MgH2), MgH2!Mg

+H2, is accelerated by mixing catalytic metal oxides (e.g., Nb2O5). This catalytic

effect is evaluated quantitatively using the atomization energy concept. The mea-

sured hydrogen desorption rate increases monotonously with increasing y � ΔEO

values of metal oxides, MxOy. Here, ΔEO, is the atomization energy for the O atom

in MxOy. This indicates that the O atom interacts mainly with hydrogen atom in

MgH2, in agreement with the observation of the O-H stretching mode in the FT-IR

spectra during the dehydrogenation of the Nb2O5-catalyzed MgH2.

Conclusion

A unified approach is reviewed for understanding the chemical bond between

atoms in hydrides and oxides on the basis of the atomization energy concept.

The results are summarized as follows.

1. The atomization energy diagram is constructed for various hydrides. All

the hydrides can be located on this diagram, although there are significant

differences in the nature of the chemical bond among the hydrides. It is

found that there is very subtle but simple bond formation in hydrocarbons,

CmHn, and the cohesive energy per hydrogen atom varies depending only

on the m/n ratio.

2. The atomization energy diagram is also made for metal oxides, and used

for comparing the bond characters among them. Also, a series of phase

transitions of the perovskite-type oxides is explained in a consistent

manner with the aid of the atomization energy.

3. The atomization energy is a good measure of the catalytic activities of

metal oxides or metal chlorides on the dehydrogenation or decomposition

reaction of hydrides. This is because, the atomization energy correlates

well with the dehydrogenation reaction rate of hydrides.

4. Thus, this new approach allows us to understand the role of constituent

elements in the bond formation of hydrides and oxides, and to get a new

clue to materials design (e.g., catalyst design).
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Chapter 8

Comparative Study on Optical Properties

of YPO4: Mn, Zr Phosphor by Experiment

and Calculation

Mamoru Kitaura, Shinta Watanabe, Kazuyoshi Ogasawara,

Akimasa Ohnishi, and Minoru Sasaki

8.1 Introduction

Optical properties of Mn2+ impurities in solids have been studied from the viewpoint

of the fundamentals in material science and the industrial applications for lighting and

display. A large number of Mn2+ doped inorganic phosphors have been successfully

synthesized so far (Tamatani 2007). Now, inorganic phosphors are generally acti-

vated using rare-earth ions such as Ce3+, Eu2+, Eu3+ and Tb3+, because the quantum

efficiency of emission is very high for these ions. Nevertheless, the Mn2+ ion is still

utilized as the first choice in the development of new functional phosphors. The

reason is because the emission due toMn2+ ions exhibits high quantum efficiency and

good color purity. Therefore, the Mn2+ ion is one of plausible candidates likely to

replace the rare-earth ions. Since it is anticipated that ensuring rare-earth ions tends to

be difficult, the phosphors including this ion are worthwhile noting.

Recently, Kaneyoshi and Nakazawa have developed a new Mn doped phosphors

using yttrium phosphate (YPO4) as a host material (Kaneyoshi and Nakazawa

2005). Figure 8.1 shows emission spectra of YPO4 doped with Mn2+ ions (a) and

Mn2+ and Zr4+ ions (b), which were measured at room temperature under excitation

with vacuum ultraviolet photons at 176 nm. The YPO4: Mn phosphor exhibits a

very weak blue-green (BG) emission band around 477 nm. From analogy with some

metal oxides doped with Mn2+ ions, the BG band has been assigned to intra-3d
transitions of Mn2+ ions. This band is drastically enhanced as Zr4+ ions are added.

For the physical mechanism of such a striking feature, the resonant energy transfer
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between Zr4+ and Mn2+ ions seems likely at first glance. However, the emission

band due to the charge transfer transition from O-2p orbitals to Zr-4d orbitals and

the absorption bands due to intera-3d transitions of Mn2+ ions are very weak. The

resonant energy transfer from Zr4+ ions to Mn2+ ions is not as active as the BG band

is strengthened.

Kitaura et al. have measured electron spin resonance (ESR) spectra of YPO4: Mn

and YPO4: Mn, Zr, and investigated the correlation between the BG band and the

local structure of Mn2+ ions (Kitaura et al. 2007). It was found that ESR signals due

to Mn2+ ions were considerably changed by the presence of Zr4+ ions. From the

spectral analysis using the spin-Hamiltonian for an axial symmetry, it turned out

that the number of Mn2+ ions occupying Y3+ lattice sites is increased by the addition

of Zr4+ ions. On this basis, the enhancement of the BG band was interpreted as an

increase in the number of Mn2+ ions substituting Y3+ ions. It is more likely that Zr4+

ions play the role as a compensator to remove the charge inconsistency between

Mn2+ and Y3+ ions.

Generally, energy levels of impurities such as transition-metals (TMs) and rare-

earths (REs) in solids are sensitive to the chemical environment surrounding them.

Since instructive information on the energy levels is included in optical spectra,

optical experiment is of great importance. From this viewpoint, absorption spectra

have been measured for various materials doped with TM and RE ions. However, it

is difficult to see the local electronic structures of impurities by absorption spectra

only. On the other hand, theoretical approaches based on the molecular-orbital

(MO) theory have also been utilized in investigations of the local electronic

structures of TMs and REs in solids. The discrete variational Xα (DV-Xα) method

(Adachi et al. 1978) is also one of such methods. Accordingly, the combination of

optical experiment and DV-Xα calculation is expected to be a more powerful tool to

probe into TM and RE impurities directly.
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Fig. 8.1 Emission spectra

of YPO4: Mn (a) and YPO4:

Mn, Zr (b) measured at

room temperature under

excitation with vacuum

ultraviolet photons at

176 nm. The 477 nm band

due to the intra-3d
transitions of Mn2+ ions

becomes larger when Mn2+

ions are incorporated with

Zr4+ ions
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The aim of this chapter is to demonstrate the validity of theoretical calculations for

the analysis of optical properties due to TM impurities in phosphors. To do so, optical

properties of Mn2+ ions in YPO4: Mn, Zr were studied in detail by experiment and

calculation. Theoretical calculations based on the relativistic DV-Xα and discrete

variational multi-electron (DVME) method were performed in order to obtain the

information on many-electron energy levels of the Mn2+ ions. The effect of cluster

size on the impurity MO levels of a Mn2+ ion was evaluated through the parameters

on crystal field splitting and orbital population. The theoretical spectrum of absorp-

tion was compared with the experimental spectrum. Agreement between the two

spectra was good. The origins of distinctive structures were identified according to

the combination of one-electron MO wave functions in Slater determinants. The

energy position and lifetime of a Mn2+ emission were also determined using the

results of calculation. The theoretical values thus obtained were checked with the

experimental values. They were generally acceptable values.

8.2 Energy Levels of Mn2+ Ions in Inorganic Compounds

AMn2+ ion has five electrons in the outermost 3d orbitals. The 3d electrons interact
with each other through electron–electron repulsion. In liquids and solids, they are

strongly influenced by properties of their surrounding anions, namely, “ligands”.

By the presence of such ligands, the 3d orbitals of Mn2+ are split into three-fold

degenerate t2 and two-fold degenerate e. When a Mn2+ ion is placed at the center of

an octahedral coordination by six anions, the t2 orbital has a lower energy than the

e orbital. According to the Hund’s rule, the ground state in an octahedral coordi-

nation is represented by the lowest-energy (t2)
3(e)2 electron configuration, where all

of five electrons are received in up-spin states. This configuration is the high-spin

state with S¼ 5/2, in contrast to the low-spin state with S¼ 1/2 of the (t2)
5 ground

state configuration. As depicted in Fig. 8.2, the lowest-energy excited state is

represented by the (t2)
4(e)1 configuration generated by a spin-flip transition from

the (t2)
3(e)2 configuration. On the other hand, the relationship between the t2 and

Fig. 8.2 Schematic

illustration of the spin-flip

transition of a Mn2+ ion in

octahedral (a) and

tetrahedral coordination (b).

The spin-flip transitions

indicated by red arrows
connect the ground state

configurations (t2)
3(e)2 and

(e)2(t2)
3 with the lowest

excited state configurations

(t2)
4(e)1 and (e)3(t2)

2,

respectively
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e orbitals is inverted in the tetrahedral coordination formed by four anions. The

ground state configuration (e)2(t2)
3 is basically same as that in the octahedral

coordination, but the lowest-energy excited state is represented as the (e)3(t2)
2

configuration caused by a spin-flip transition. This configuration is different from

the lowest-energy excited state configuration of (t2)
4(e)1 in the octahedral coordi-

nation. The five configurations have a common feature on spin multiplicity between

the octahedral and tetrahedral coordination. The ground state is the spin-sextet

state, while the lowest-energy excited state is a spin-quartet state. The optical

transition between these states having different spin numbers is basically forbidden

due to the spin-selection rule. This feature well-explains the fact that Mn2+ emis-

sions usually have the long lifetime of millisecond or sub-millisecond range.

Optical properties due to intra-3d transitions of Mn2+ ions cannot be described

accurately with only single use of t2 and e orbitals, because the representations of
these orbitals are based on the one-electron approximation. For the description of

impurity energy levels, many-electron correlation effects among five electrons

occupying t2 and e orbitals have to be considered. This is generally called as

“multiplets”. From the electron configurations of (t2)
5, (t2)

4(e)1, (t2)
3(e)2, (t2)

2(e)3,

(t2)
1(e)4, the representations of multiplets shown in Table 8.1 are obtained.

The representations of multiplets have been used in the Tanabe-Sugano diagram

for the (3d )5 electron system, in order to describe many-electron energy levels

(Tanabe and Sugano 1954a, b). In this diagram, multiplet energy levels are mainly

dominated in term of two parameters, Δ and B. The parameter Δ is the crystal field

splitting parameter expressed as the energy difference between the t2 and e orbitals,
and the parameter B an electron–electron repulsion parameter influencing the

energy separations among multiplet energy levels. In Table 8.1, one can see

the same representations of multiplets among different electron configurations.

The same multiplet energy levels are mixed with each other through configuration

interaction when the effect of crystal field is near to many-electron coulomb

interaction. The values of Δ, B and Δ/B for Mn2+ ions in some host materials are

shown in Table 8.2. The Δ/B of Mn2+ ions in the tetrahedral site is smaller than that

in the octahedral site. This fact is in line with the well-known relation on crystal

field splitting, |Δtetra|¼ 4|Δocta| /9, where Δtetra and Δocta indicate the crystal field

splitting in tetrahedral and octahedral sites, respectively. Generally, the lowest-

energy transition of 4T1! 6A1 is regarded as the origin of the Mn2+ emission in

Table 8.1 Representations of the multiplets originating from the (3d )5 electron configuration in

the cubic crystal field

Configurations Representations of multiplets

(t2)
5 2T2

(t2)
4(e)1 2T1,

2T2,
2E, 2A1,

2A2,
4T1,

4T2

(t2)
3(e)2 2T1,

2T2,
2E, 2A1,

2A2,
4T1,

4T2,
4E, 4A1,

4A2,
6A1

(t2)
2(e)3 2T1,

2T2,
2E, 2A1,

2A2,
4T1,

4T2

(t2)
1(e)4 2T2
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compounds with cubic structure. The energy separation between the 6A1 and
4T1

states is increase with Δ/B, as shown in the Tanabe-Sugano diagram (Tanabe and

Sugano 1954a, b). The peak energy of the Mn2+ emission becomes lower when

Mn2+ ions occupy octahedral sites; hence, the emission color of Mn2+ ions in the

octahedral and tetrahedral coordination is quite different.

8.3 Calculation Methods

The cluster calculation based on the DV-Xα method allows us to obtain

one-electron MO energy levels of materials without using empirical parameters.

The merit of this method is to generate realistic potentials and wave functions with

relatively small basis set. This feature makes it possible to complete computational

processes within small iterations even for large size molecules. Accordingly, the

DV-Xα method is very useful for better understanding of structural, electrical,

optical and magnetic properties of materials. Actually, there are many examples

on applications to material design and spectroscopic analysis.

The DV-Xα method further advanced including the relativistic effect. The

relativistic one-electron Hamiltonian for solids is expressed as

h rð Þ ¼ ceαpþ eβc2 �X
ν

Zν

ri � Rνj j þ V0 rð Þ þ
X
μ

Z eff
μ

ri � Rμ

�� ��; ð8:1Þ

where c is the velocity of light, p the momentum operator, eα, eβ the Dirac matrices,

Zν and Rν the charge and position of the νth nucleus, and Zμ
eff and Rμ the effective

charge and position of the μth ion outside the model cluster. The potential term

V0(r) of (8.1) is expressed as

Table 8.2 Crystal field splitting Δ and Racah parameter B for Mn2+ ions in various oxides

Host Coordination number Δ (eV) B (eV) Δ/B

Zn2SiO4
a 4 0.697 0.077 9.1

MgGa2O4
b 4 0.645 0.077 8.4

MgAl2O4
c 4 0.626 0.077 8.1

MnOd 6 1.25 0.093 13

MnSiO3
e 6 0.929 0.077 12

ZrTiO4
f 6 1.29 0.093 13

aSu et al. (2006)
bCosta et al. (2009)
cMohler and White (1994)
dMehra (1971)
eLakshman and Reddy (1973)
fDondi et al. (2006)
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V0 rð Þ ¼
Z

ρ r0ð Þ
r� r0j jdr

0 þ Vxc rð Þ; ð8:2Þ

where ρ the electron density, and r the position of an electron. The first and second

terms of (8.2) represent the electron repulsive interaction and the exchange-

correlation interaction, respectively. The exchange-correlation interaction term is

expressed using Slater’s Xα potential (Slater 1974). Dirac equation is solved in all

of relativistic MO calculation, from which the eigenvalues (one-electron orbital

energies) and corresponding eigenvectors were obtained. Using the eigenvectors,

relativistic MO wave functions are also constructed from the linear combination of

atomic orbital spinors.

The results calculated by the relativistic DV-Xα method are of ground state in a

mean-field approximation. They are not sufficient for an analysis of the optical

transitions between ground and excited states. On the other hand, the relativistic

DVME method is a hybrid method of the one-electron MO calculation and the

many-electron configuration interaction calculation. When using this method,

excited states are dealt simultaneously with the ground state. The many-electron

Hamiltonian is constructed using the one-electron operator h(r) and two-electron

operator Vee(r, r
0),

H ¼
Xn
i¼1

h rið Þ þ
Xn
i

Xn
i>j

Vee ri; rj
� �

; ð8:3Þ

where n is the number of selected electrons, ri is the position of the ith electron. The
one-electron operator h(r) is almost the same as (8.1), but the potential V0(r) has to

be replaced by the following explicit formula for the potential proposed by

Watanabe and Kamimura (1989) using Dirac-Fock-Slater approximation, which

is expressed as

V0 rð Þ ¼
Z

ρ0 r0ð Þ
r� r0j j dr

0þ3

4

ρ rð ÞVxc ρ rð Þf g � ρ0 rð ÞVxc ρ0 rð Þf g
ρimp rð Þ � Vxc ρimp rð Þ� �" #

;

ð8:4Þ

where ρimp, ρ0, and ρ is the electron density of impurity MOs, the core and valence

MOs, and all the occupied MOs, respectively, and Vxc is the Slater’s Xα potential

(Slater 1974). The two-electron operator Vee(ri,rj) represents the electron–electron

repulsion between electrons received in impurity states,

Vee ri; rj
� � ¼ 1

ri � rj
�� ��: ð8:5Þ

Since the two-electron operators does not include the relativistic effect, the

frequency-independent Breit operator B(ri, rj) was introduced as a correction
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term for the deviation of Hamiltonian for the electron–electron repulsion. The term

of B(ri, rj) is expressed as

B ri; rj
� � ¼ � 1

2rij
αi � αj þ

αi � rij
� �

αj � rij
� �
r2ij

( )
; ð8:6Þ

where αi and αj are Dirac matrices. The eigenvalues and corresponding eigenvec-

tors are obtained by the diagonalization of the many-electron Hamiltonian of (8.3).

Using the eigenvectors, the wave functions of multiplet energy levels are also

obtained explicitly as a linear combination of Slater determinants. The relativistic

DVMEmethod has been successfully applied to the investigation of 4f n� 4f n�15d1

absorption spectra of rare-earth ions (Watanabe and Ogasawara 2008; Watanabe

et al. 2010), and L2,3-edge XANES and electron-energy-loss near-edge structure

(ELNES) spectra of TM ions (Ogasawara et al. 2001).

As mentioned above, many-electron wave functions are derived through the

computational procedures by the relativistic DVME methods. In this method, the

oscillator strength for electric dipole transitions between multiplet energy levels is

calculated using the following equations,

Iif ¼ 2

3
Ef � Ei

� �
Ψf

� ��Xn
j¼1

rj � e Ψij i2
�����

�����; ð8:7Þ

where Ψi and Ψf are many-electron wave functions for the initial and final states of

transitions, and Ei and Ef are energy eigenvalues of the two states. rj denotes the

position of the jth electron, and e expresses the unit vector parallel to the direction

of the electric field. For comparison with experimental spectra, multiplet energy

levels were broadened by assuming the Gaussian function with full width of half

maximum (FWHM) of 0.1 eV.

8.4 Comparison of Optical Properties of YPO4: Mn, Zr

Between Experiment and Calculation

8.4.1 Experimental

YPO4: Mn, Zr phosphors were synthesized by the conventional solid state reaction.

The commercial powers of Y2O3, (NH4)2HPO4, MnCO3, and ZrO2 were used as

starting materials. These powders were mixed using a ball-mill, and sintered at

1,300 �C in N2 atmosphere for 3 h. The concentration of Mn2+ and Zr4+ ions was

adjusted to be 1.0 mol%. The composition and crystallinity of phosphor powders

were checked by X-ray diffraction measurements.
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Optical experiment was mainly carried out at the beamline of BL7B at UVSOR of

Institute for Molecular Science. The powder samples are not transparent, because of

light scattering at the surface. The measurements of absorption spectra are not

possible using the powder samples. In our experiment, the excitation spectrum for

the 477 nm emission due to the intra-3d transitions of Mn2+ ions was adopted as the

substitution of absorption spectrum, in order to compare with the theoretical absorp-

tion spectrum calculated by the relativistic DVME method. YPO4: Mn, Zr phosphors

were excited using monochromatic light dispersed by the 3-m normal incident

monochromator. The substrates of quartz and pyrex glasses were inserted into the

front of the sample chamber, in order to remove the high-order light. The emission

intensity was monitored using the combination system of a grating monochromator

and a photomultiplier tube during the measurements of excitation spectra.

Decay curves of the 477 nm emission were measured at various temperatures

under excitation with third harmonic generation (THG) light pulses (hν¼ 355 nm)

from a Nd3+:YAG laser system. The pulse duration and repetition rate were 20 ns

and 10 Hz, respectively. The lifetime was analyzed by assuming that the decay

curve fits a single exponential function.

8.4.2 One-Electron MO Calculation

The crystal structure of YPO4 belongs to the tetragonal system with the space group

I41/amd (Milligan et al. 1982). The lattice constants are a¼ 0.68817 nm and

c¼ 0.60177 nm. Y3+ and P5+ ions are surrounded by eight and four O2� ions,

respectively. Two kinds of cluster models were employed to see the effect of cluster

size on calculated results. The model clusters (MnO8)
14� (a) and (MnY4P6O44)

44�

(b) are shown in Fig. 8.3, which are named “cluster (a)” and “cluster (b)”, hereafter.

The point symmetry around the central Mn2+ ion is D2d symmetry in these clusters.

Lattice relaxation is often induced when a Mn2+ ion is introduced at the Y3+ ion site,

because the ionic radius of Mn2+ is smaller than that of Y3+ ion (Shannon 1976).

However, the effect of lattice relaxation was not considered in our calculation.

Effective Madelung potentials were constructed with point charges located at the

Mn  

O

(b)  (MnY4P6O44)44- cluster(a)  (MnO8)14- cluster

 

Y  

P  

Fig. 8.3 Schematic

diagrams of the model

clusters, (MnO8)
14� (a) and

(MnY4P6O44)
44� (b), used

in our calculation
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atomic positions outside clusters. A partially extended basis set of 1s-4p forMn, 1s-5p
for Y, 1s-3d for P, and 1s-2p for O was used. The sampling points were set to be

100,000.

Figure 8.4 shows relativistic one-electron MO energy levels of the clusters

(a) and (b). Solid and broken lines indicate the occupied and unoccupied levels,

respectively. The energy of the highest-energy occupied level was taken as zero.

The clusters (a) and (b) commonly have the valence band mainly of O-2p orbitals.

On the other hand, the conduction band structure is different each other. For the

cluster (a), only the Mn 4s orbital appears. It should be noted that the conduction

band is not reproduced for the cluster (a), because of a lack of the surrounding

cations in the cluster (b). For the cluster (b), the lower and upper parts are made up

of Y-4d orbitals and P-3s, p, d orbitals, respectively. Higher-lying conduction states
of Y-5s orbitals are also found. For the cluster (b), the forbidden gap between the

valence and conduction bands was calculated to be 7.82 eV. The energy is compa-

rable to the energy of the calculated forbidden gap of pure YPO4 (Eg¼ 7.89 eV).

The MO energy levels inside the forbidden gap are due to Mn-3d orbitals.

The MO energy levels of Mn-3d orbitals are composed of five levels, as shown

by a magnified scale in Fig. 8.5. According to the order of their energies, the MO

energy levels are described by Γ6(a1), Γ7(b1), Γ6(e), Γ7(e) and Γ7(b2) for the cluster
(a), and by Γ7(b1), Γ6(a1), Γ7(e), Γ6(e) and Γ7(b2) for the cluster (b). Here, both the

Mulliken notations and the Bethe symbols were used in order to make their origin

clear. The Γ6(a1) and Γ7(b1) levels originate from the e level appearing under parent
Td symmetry, while the Γ7(e), Γ6(e) and Γ7(b2) levels arise from the t2 level. The
effective crystal field splitting Δeff is defined as the energy difference between the

barycenters of the e and t2 levels. The value of Δeff was 0.249 eV for the cluster

(a) and 0.270 eV for the cluster (b). These values are rather small compared to the

crystal filed splitting in Table 8.2. The Γ6(e) and Γ7(e) levels originate from the

e level by spin-orbit splitting. The energy splitting was 0.049 eV for the cluster

(a) and 0.037 eV for the cluster (b). The spin-orbit coupling constant for the 3d
electron of Mn can be calculated using the formula ζ3d ¼0.0355+ 0.0058 · (QMn �1)

-20

-10

0

10 Y 5s
P 3s, 3p, 3d
Y 4d

Mn 3d

O 2p

cluster (a) cluster (b)

O 2p E
N

E
R

G
Y

 (
eV

) Mn 3d

Mn 4s

Fig. 8.4 One-electron MO

energy level diagrams

calculated using the clusters

(a) and (b). Solid and

broken lines indicate
occupied and unoccupied

MO levels. The highest-

energy occupied MO levels

were set as zero
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(Parrot and Boulanger 2001), where QMn is the net charge of Mn obtained from

the Mulliken population analysis. The value of QMn was 2.031 for the cluster

(a) and 1.421 for the cluster (b). The value of ζ3d was estimated to be 0.041 for

the cluster (a) and 0.038 eV for the cluster (b). These values are agreement with the

result of our calculation. From the Mulliken’s population analysis of MOs, the

contribution of atomic orbitals to impurity MO levels was evaluated qualitatively.

The results are shown in Table 8.3, where the proportion of the contribution are

listed on Mn-3d, Mn-4s + 4p, O-2s, O-2p, Y-4d + 5s+ 5p, P-3s+ 3p+ 3d orbitals. As
seeing the result of the cluster (a), the proportion of Mn-3d orbitals is more than

0.97. The MO energy levels are almost of Mn-3d orbitals, indicating that the Mn ion

has the strong ionic character. The small contribution of O-2s and -2p orbitals is

also found. The proportion of Mn-3d orbitals is slightly reduced in the result of the

cluster (b), as compared to the value of the cluster (a). The population reduction is

-0.5

0

0.5

Cluster (a) Cluster (b)

e
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b1

b2
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E
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)

b1

Γ

Γ7

Γ6
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Γ7

Γ

Γ6

Γ7

Γ6

Fig. 8.5 Magnified

one-electron MO energy

level diagrams calculated

using the clusters (a) and

(b). These energy levels

correspond to impurity

energy levels of Mn-3d
orbitals

Table 8.3 Proportions of atomic orbitals to the impurity MO levels in Fig. 8.5. The values were

obtained from the results of the Mulliken’s population analyses of the clusters (a) and (b)

Cluster MO

Mn Ligand O Y P

3d 4s + 4p 2s 2p 4d+ 5s + 5p 3s+ 3p + 3d

(a) Γ6 (a1) 0.9779 0.0008 0.0028 0.0185

Γ7 (b1) 0.9867 0.0000 0.0011 0.0122

Γ6 (e) 0.9800 0.0000 0.0024 0.0173

Γ7 (e) 0.9868 0.0000 0.0012 0.0120

Γ7 (b2) 0.9798 0.0072 0.0075 0.0126

(b) Γ7 (b1) 0.9768 0.0000 0.0002 0.0147 0.0000 0.0058

Γ6 (a1) 0.9440 0.0002 0.0049 0.0371 0.0039 0.0099

Γ7 (e) 0.9490 0.0000 0.0042 0.0332 0.0004 0.0029

Γ6 (e) 0.9479 0.0004 0.0058 0.0304 0.0015 0.0079

Γ7 (b2) 0.9400 0.0000 0.0138 0.0202 0.0000 0.0023
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in contrast to the increase in the proportion of O-2s,2p orbitals. Since the atomic

orbitals of cations cannot be neglected in the construction of one-electron MO wave

functions, it is supposed that the cluster (a) is not suitable for the electronic state

analysis of Mn2+ ions in YPO4: Mn, Zr.

8.4.3 Effect of Ligand Field on Mn-3d Orbitals

When a Mn2+ ion is combined with other elements in solids or liquids, the covalent

bond nature between them is generated more or less. The effect of ligand field

modulates the electron wave functions of Mn-3d orbitals, which are spread out

toward the direction of ligands. The expansion of Mn-3d wave functions causes not
only the formation of Mn-O covalent bonds, but also the reduction of electron

correlation among Mn-3d electrons. It is thus important to evaluate the effects of

covalency and electron-correlation by the analysis of local electronic states of Mn2+

impurities doped in various compounds.

The effect of covalency is included in the two-electron integral, the formula of

which is expressed by J[ii]¼<ii|g|ii>, where i represents the orbitals of e or t2
representations in the parent Td symmetry. In order to analyze the effect of

covalency qualitatively, it is useful to introduce the so-called orbital deformation

parameters (Fazzio et al. 1984). The formulas are given by

λe ¼ JMO ee½ �=JAO ee½ �
λt2 ¼ JMO t2t2½ �=JAO t2t2½ �; ð8:8Þ

where JMO and JAO are the Coulomb integrals calculated using impurity MOs and

pure Mn-3d atomic orbitals (AOs), respectively. The values of four Coulomb

integrals JMO[a1(e)a1(e)], JMO[b1(e)b1(e)], JMO[e(t2)e(t2)], and JMO[b2(t2)b2(t2)]
are directly calculated using the impurity MO energy levels. The values of four

Coulomb integrals JAO[a1(e)a1(e)], JAO[b1(e)b1(e)], JAO[e(t2)e(t2)], and JAO[b2(t2)
b2(t2)] are approximately calculated using the AOs of a isolated Mn2+ ion in the

YPO4 lattice. In this calculation, the effective charge of Mn was set to be +1.427,

same as that in the cluster (b). The Coulomb integrals and orbital deformation

parameters are listed in Table 8.4.

Table 8.4 Calculated

Coulomb integrals J[ii] and
orbital deformation

parameters λi for 3d-MO

energy levels

i

J[ii] (eV) λi
MOs (a) MOs (b) AOs (a) (b)

b1(e) 22.9 22.4 22.6 1.01 0.991

a1(e) 22.4 21.0 22.4 1.00 0.938

e(t2) 22.4 21.0 21.9 1.02 0.959

b2(t2) 23.5 21.0 22.8 1.03 0.921

The values of J[ii] were calculated using the MOs of the cluster

(b) and the AOs of a Mn2+ ion
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For the MOs of the cluster (a), the values of JMO are larger than those of JAO, and
the values of λ are more than unity. This result seems not to be natural, because the

universal relation JAO> JMO is not satisfied. It is thus apparent that the values of

JMO are overestimated using the MOs of the cluster (a). For the MOs of the cluster

(b), the values of JMO are smaller than those of JAO, and the values of λ are less than
unity. These results follow the above-mentioned relation. The mean values of λe
and λt2 are estimated to be 0.965 and 0.938, respectively. These values are good

agreement with λe¼ 0.967 and λt2¼ 0.938 in ZnS:Mn (Fazzio et al. 1984). The

trend of λe> λt2 is also same, indicating that the spatial extension of e orbitals is

slightly larger than that of t2 orbitals. Therefore, the effect of covalency is compa-

rable to that of ZnS:Mn.

8.4.4 Absorption Spectra

Figure 8.6a, b show experimental and theoretical absorption spectra due to intra-3d
transitions of a Mn2+ ion in the YPO4 lattice, respectively The experimental

spectrum exhibits a prominent peak at 3.18 eV and a shoulder at 3.07 eV. Two

weak peaks are also observed at 3.60 and 3.83 eV in the high-energy side of the
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Fig. 8.6 Experimental and

theoretical absorption

spectrum of YPO4: Mn,

Zr. The excitation spectrum

for the 477 nm emission was

used as the experimental

spectrum. The theoretical

spectra calculated using the

clusters (a) and (b) were
represented by broken and

solid lines, respectively
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3.18 eV peak. Although the data is not shown here, the intense band continuum due

to the charge transfer transitions from O-2p orbitals to Mn-3d orbitals appears

above 6.0 eV.

In order to calculate the theoretical spectrum, only MOs of the Mn-3d orbitals

are taken into consideration in the construction of Slater determinants. Table 8.5

lists the combination of electron configurations under Td and D2d symmetry and the

number of possible Slater determinants. The total number of Slater determinant is

10C5¼ 252. This is the same as the number of multiplet energy levels in the (3d)5

electron system such as Mn2+ ions.

As shown in Fig. 8.6b, theoretical spectra for the clusters (a) and (b) exhibit a

prominent peak at 3.71 and 3.20 eV, respectively. The peak energy is overestimated

by 0.53 eV, as compared to the experimental spectrum of Fig. 8.6a. The discrepancy

between experiment and calculation may come from the overestimation of the

electron–electron repulsion energy among 3d electrons, because the effective

crystal field splitting for the cluster (a) is almost the same as that for the cluster

Table 8.5 Possible

combinations of the electron

configurations of Mn-3d
orbitals under Td and D2d

symmetries and the number of

Slater determinants NSD. The

order of four sublevels under

the D2d symmetry was

determined on the basis of the

one-electron MO energy

levels calculated using the

cluster (b)

Electron configurations

NSDTd D2d

(e)4(t2)
1 (b1)

2 (a1)
2(e)1 4

(b1)
2(a1)

2(b2)
1 2

(e)3(t2)
2 (b1)

2 (a1)
1(e)2 12

(b1)
2 (a1)

1(e)1(b2)
1 16

(b1)
2(a1)

1(b2)
2 2

(b1)
1(a1)

2(e)2 12

(b1)
1 (a1)

2(e)1(b2)
1 16

(b1)
1(a1)

2(b2)
2 2

(e)2(t2)
3 (b1)

2(e)3 4

(b1)
2(e)2(b2)

1 12

(b1)
2(e)1(b2)

2 4

(b1)
1(a1)

1(e)3 16

(b1)
1 (a1)

1(e)2(b2)
1 48

(b1)
1 (a1)

1(e)1(b2)
2 16

(a1)
2(e)3 4

(a1)
2(e)2(b2)

1 12

(a1)
2(e)1(b2)

2 4

(e)1(t2)
4 (b1)

1(e)4 2

(b1)
1(e)3(b2)

1 16

(b1)
1(e)2(b2)

2 12

(a1)
1(e)4 2

(a1)
1(e)3(b2)

1 16

(a1)
1(e)2(b2)

2 12

(t2)
5 (e)3(b2)

2 4

(e)4(b2)
1 2

Total 252
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(b). On the other hand, the agreement of the peak energy is fairly good for the

cluster (b). From this result, it is evident that a Mn2+ ion occupies the Y3+ ion site in

YPO4. The introduction of Mn2+ ions into the YPO4 host lattice is promoted by the

addition of Zr4+ ions, resulting in an enhancement of the Mn2+ emission band. Two

weak peaks also appear in theoretical spectra. The peak energies do not coincide

with those in the experimental spectrum. This result may imply that the electron–

electron repulsion energy is slightly overestimated even in the cluster (b). The

effect of electron-correlation has to be needed in order to analyze the absorption

spectrum and local electronic state of a Mn2+ ion in YPO4: Mn, Zr.

We discuss the features of experimental and theoretical spectra under D2d

symmetry. As given in Table 8.5, there are 25 electron configurations in the Mn2+

ion belonging to the (3d)5 electron system. The contribution of each configuration

to multiplet energy levels was evaluated by the configuration analysis, the results of

which are shown in Fig. 8.7, together with the energy distribution of the calculated

oscillator strength f. No contribution to the multiplet energy levels below 5 eV

could be seen in ten electron configurations, and thus they were not indicated in

Fig. 8.7.
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The ground states around 0 eV is dominated by the (b1)
1(a1)

1(e)2(b2)
1 configu-

ration. Since this feature is typical of the high-spin state of S¼ 5/2, the ground state

can be expressed in term of the 6A1 irreducible representation under D2d symmetry.

Admixture of (b1)
1(a1)

2(e)1(b2)
1 and (b1)

1(e)3(b2)
1 configurations is also found at

the ground state. The 6A1 state slightly has the influence of level-mixing with the 4E

and 4A2 states of (b1)
1(a1)

1(e)2(b2)
1, (b1)

1(a1)
2(e)1(b2)

1 and (b1)
1(e)3(b2)

1 configu-

rations through spin-orbit interaction, because the operator t(r) of the spin-orbit

interaction Hamiltonian HSO¼ t(r) · s has the same symmetry as the basis of E and

A2 irreducible representations under D2d symmetry. Judging from this fact, our

calculated results seem to be reasonable.

The lowest-energy excited state appears around 2.77 eV. The major component

is the (b1)
2(a1)

1(e)2 configuration which results from the one-electron excitation

from the highest-energy b2" state to the lowest-energy b1# state in the ground state

configuration of (b1)
1(a1)

1(e)2(b2)
1. The (b1)

2(a1)
1(e)2 configuration comes from

the (e)3(t2)
2 configuration under Td symmetry, and the direct product

b1"� b1#� a1"� e"� e" contains a spin-quartet state of the A2 irreducible repre-

sentation. Therefore, it is evident that the 4A2 state appears in the (b2)
2(a1)

1(e)2

configuration. The 4A2 state originates from the parent 4T1 state by descending

symmetry of Td!D2d. The transition of A1!A2 is basically electric-dipole

forbidden under D2d symmetry, because the symmetry of the electric dipole

moment is described by the irreducible representations of E and B2. The value of

f is expected to be small for this transition; hence, no peak is found at 2.77 eV in the

theoretical spectrum. The (b1)
2(a1)

2(e)1 and (b1)
2(e)3 configurations are included as

minor components. Since these configurations yield 2E states, they are miscible

with the 4A2 state through spin-orbit interaction.

The next excited state is located at 3.10 eV. This excited state originates in the

(b1)
2(a1)

1(e)1(b2)
1 configuration realized by the one-electron excitation from the e"

state to the b1# state. This configuration causes the 4E state of another 4T1 origin.

The 6A1! 4E transition is of an electric-dipole allowed type, and it is thus natural

that the value of f is large for this transition. The (b1)
1(a1)

2(e)2, (b1)
2(e)2(b2)

1 and

(b1)
1(a1)

1(e)3 configurations also contribute to the excited state at 3.10 eV as the

consequence of configuration interaction and spin-orbit coupling with the 4E(4T1)

excited state. These configurations are formed by one-electron excitation of

b2"! a1#, a1"! b1# and b2"! e#, respectively. The energies of them are slightly

high compared to that of the (b1)
2(a1)

1(e)1(b2)
1 configuration, and thus the four

configurations are remarkably mixed with each other.

A number of excited states are concentrated around 3.17 eV. These states mainly

originate in the (b1)
1(a1)

1(e)2(b2)
1 configuration generated by one-electron transi-

tions, e.g., the a1"! a1# transition. This configuration is apparently different from

the ground state configuration giving the 6A1 state. It produces
4A1,

4A2,
4B1 and

4B2 states under D2d symmetry. There is also admixture of (b1)
2(a1)

1(e)1(b2)
1,

(b1)
1(a1)

2(e)1(b2)
1 and (b1)

1(e)3(b2)
1 configurations. These configurations are char-

acterized by the irreducible representation E under D2d symmetry. Since the B2 and

E states are open for the electric dipole transitions from the A1 state, the large

values of f are possible for the excited states with B2 and E characters. Actually, one

8 Comparative Study on Optical Properties of YPO4. . . 231



can see a prominent peak at 3.17 eV in the theoretical spectrum. Therefore, the

3.17 eV peak is mainly ascribed to one-electron transitions to the excited states with

B2 and E characters. However, the assignment of multiplet energy levels is not

possible in their dense situation, because different configurations are strongly

mixed in the calculated results based on the relativistic DVME method.

The largest contribution of the (b1)
1(a1)

1(e)2(b2)
1 configuration can be seen at

3.27 eV, where the value of f is also the largest. This feature may be an indication of

the 4A1 state, because this state is one of the orbital-singlet states among spin-

quartet terms in the parent (e)2(t2)
3 configuration. The energy of an orbital-singlet

state is higher than that of an orbital-doublet and -triplet states, if the spin-

multiplicity is the same. Therefore, it is likely to connect the 6A1! 4A1 transition

to the origin of the 3.27 eV peak. The 6A1! 4A1 transition is allowed by the level

mixing of 4E states due to spin-orbit interaction. In the energy matrices by Tanabe

and Sugano (1954a), the matrix elements of Coulomb interaction for the 4A1 state

do not contain the term of crystal field splitting Δ, as same as the 6A1 state. This

means that the energy positions of 6A1 and
4A1 states are basically independent of

the magnitude of Δ. In this case, since a narrow peak due to the 6A1! 4A1 transition

is expected, the transition would be responsible for the 3.18 eV peak in the

experimental spectrum.

The excited state at 3.72 eV is composed of (b1)
1(a1)

2(e)1(b2)
1 and

(b1)
1(a1)

1(e)2(b2)
1 configurations. The former corresponds to the 4B1 state coming

from a 4E state of the (e)2(t2)
3 configuration under parent Td symmetry. The latter

corresponds to the 4E state coming from a 4T2 state of the (e)3(t2)
2 configuration.

Both configurations contribute to the excited state at 3.27 eV comparably, because

they are mixed with each other by spin-orbit interaction. Although it is difficult to

determine the origin of the 3.27 eV excited state, we tentatively assign this state to

the 4E state of 4T2 origin by considering that it consists of neighboring four levels.

Considerable admixture of the 4B1 state would weaken the oscillator strength of the
6A1! 4E transition of electric dipole allowed type.

There are many multiplet energy levels above 4 eV, but the value of f is

negligibly small. This is due to the appearance of spin-doublet states. The transi-

tions from the spin-sextet ground state to the spin-doublet excited states are caused

by two-electron excitation, e.g., the e"e"! e#e# transition in the (e)2(t2)
3 config-

uration. Such transitions are basically forbidden, because the matrix elements of the

two-electron operator for Coulomb interaction are originally zero for them.

8.4.5 Energy Position and Lifetime of the Mn2+ Emission

Mn2+ doped inorganic materials have good properties as phosphors for lighting and

displays. However, Mn2+ ions in such compounds usually emit phosphorescence

with the lifetime longer than sub-millisecond order. This feature is a weakness in

the application of Mn2+ doped phosphors, and thus the improvement of lifetime is

strongly desirable. For elucidation of this subject, two approaches have been
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energetically performed so far. One is the development of phosphor nanocrystals

doped with Mn2+ ions. In ZnS nanocrystals doped with Mn2+ ions, a fast decay

component was certainly observed in the Mn2+ emission, but it was attributed to

traps of ZnS nanocrystals (Smith et al. 2000). The other is the theoretical prediction

of the lifetime of a Mn2+ emission. For single crystals of II-VI compounds doped

with Mn2+ ions, the lifetime of a Mn2+ emission was accurately reproduced by

cluster calculations (Boulanger et al. 2004). Accordingly, theoretical calculations

are applicable to determine the lifetime of Mn2+ emissions in various compounds.

As depicted in Fig. 8.7, the relativistic DVMEmethod enables us to calculate the

oscillator strength for electron transitions among multiplet energy levels. Gener-

ally, the radiative transition probability of an emission is given by the Einstein’s
A coefficient which is proportional to the oscillator strength of electron transitions

between initial and final states (Fowler and Dexter 1962). The formula is expressed

as follows.

A ¼ n n2 þ 2ð Þ2
9

� 8π
2e2

mc3h2
� Ei � Ef

� ��� ��2 � gf
gi

�
X
i, f

Ifi; ð8:9Þ

where n is the effective refractive index of the host material, e the elementary

electric charge, m the electron rest mass, c the velocity of light in vacuum, h the

Planck’s constant, Ei and Ef energy eigenvalues of the initial and final states, gi and
gf the number of the initial and final states, and Ifi the oscillator strength given by

(8.7). The values of Ifi were assumed to be equal to those of Iif. The lifetime of an

emission can be calculated from the reciprocal of the A coefficient.

Table 8.6 shows the energy position and lifetime of the Mn2+ emission in YPO4:

Mn, Zr, determined by experiment and calculation. The Mn2+ emission is assigned to

the electron transitions from the 6A1 ground states to the
4A2 lowest excited states, as

mentioned above. The spin-orbit splitting among 6A1 sublevels is less than

3.30� 10�5 eV. Since the highest-energy Γ7 sublevel of 6A1 can be sufficiently

populated by thermal excitation from the lowest-energy Γ6 sublevel, the values of

gi and gf were put to 4 and 6, respectively. The energy position of the Mn2+ emission

was determined by an average of the energy difference between 4A2 and
6A1 states.

The effective refractive index was set to be 1.636 (Jellison et al. 2000).

In Table 8.6, the energy position of the Mn2+ emission is very close to the mean

energy of the 4A2! 6A1 transition, obtained from the calculated results of the

cluster (b). The reason for very little difference between experiment and calculation

would be due to either the overestimation of the electron–electron repulsion energy

Table 8.6 Energy position and lifetime of a Mn2+ emission in YPO4: Mn, Zr. The results of

calculation were obtained from the cluster (b)

Calculation Experimenta

Energy position (eV) 2.77 2.60

Lifetime (ms) 5.44 13.0
aKitaura et al. (2007)
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or the underestimation of the crystal field splitting. Perhaps, it may be due to Stokes

shift induced by photoexcited state of a Mn2+ ion. On the other hand, the lifetime

was determined to be 5.44 ms using the calculated results of the cluster (b). This

value is close to the lifetime (¼ 13 ms) determined from the optical experiment at

room temperature (Kitaura et al. 2007). Therefore, the theoretical calculation based

on the DVME method has a potential for the prediction of both energy position and

lifetime of TM emissions in various phosphor materials.

8.5 Summary

The advantage of relativistic DV-Xα and DVME methods for investigations of the

electronic structures and optical properties of TM impurities in solids was demon-

strated in this chapter. The electronic structure analysis of a Mn2+ ion in YPO4: Mn,

Zr provided us valuable information on the interaction of Mn-3d electrons with

ligands in this phosphor. From the evaluation of orbital populations and orbital

deformation parameters, it turned out that the 3d wave functions of Mn2+ ions

is more spread out when they are introduced in the YPO4 lattice. The spatial

expansion of the Mn-3d wave function was explained by the effect of covalency

in Mn-O bonds.

The relativistic DVME method was very useful for better understanding of

optical properties of YPO4: Mn, Zr. The most noticeable feature was that it can

analyze very weak absorption bands due to spin-forbidden transitions of Mn2+ ions.

The comparison of experimental and theoretical absorption spectra gave us a

significant evidence to clarify the whole picture of an enhancement in the Mn2+

emission of YPO4: Mn, Zr. From the evidence, it was proposed that the introduction

of a Mn2+ ion into the Y3+ site is promoted by the addition of Zr4+ ions. The

enhancement in the Mn2+ emission of YPO4: Mn, Zr was reasonably explained

according to this basic idea.

Theoretical prediction of luminescence properties of Mn2+ ions in YPO4: Mn, Zr

was also attempted as the first trial using the results of the relativistic DVME

method. As for the energy position and lifetime of the Mn2+ emission, good

agreement was found between experiment and calculation. It is therefore expected

that the theoretical calculation utilizing the DVME method can be successfully

applied to the material design of new functional phosphors.
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Chapter 9

Applications of DV-Xα Method for New

Material Design in Dye-Sensitized Solar Cell

Dong-yoon Lee and Yang-Soo Kim

9.1 Introduction

Dye-sensitized solar cell (DSSC) is a sort of electrochemical device using

nano-porous oxide electrode, dye, electrolyte, and nano catalyst, which is different

from other solar cells with p-n junction of semiconductor (Grätzel 2000; Arakawa

2001). Recently, the efficiency and performance of conventional DSSC have been

enhanced to above 11 % by adopting newly developed nano materials (Chiba

et al. 2006). These advances are mostly related to surfaces of nano-sized electrode,

and interfaces between electrode and electrolyte. However, unfortunately it is very

difficult to understand the operating mechanisms of chemical and physical reactions

included in these surfaces and interfaces, which are responsible for key phenomena,

because useful tools for direct in-situ observation of nano structures have not been

found until now. Sometimes, this difficulty brings about the hardness of new

material design for further development. In this point, the electronic structure

calculations based on the first principles method can give powerful guide without

experiments by providing useful data including electron energy levels, density of

state, charge transfer, binding conditions between atoms, etc.

The electronic structure for bulk state can be easily calculated by most of

calculation methods with different algorism. However, there are not many pro-

grams to show the comparatively reasonable calculations for surface state and

interface structure, because of the severe distortion of electron density and bonding

state in calculation area. The first principle calculation methods based on density
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functional theory (DFT), which uses one electron approximation in electron density

field, have some merits for the calculation of distorted structure. The discrete

variational Xα (DV-Xα) method, which uses Hartre-Fock-Slater approximation

and full potential molecular orbital, can be used as good tools for the calculations

of electronic structures in interfaces and surfaces of DSSC, providing bonding state,

electronic energy levels and charge transfer (Ellis et al. 1976; Adachi et al. 1978).

Main concerns of this work on DSSC are concentrated on the energy level structure

near the Fermi level in TiO2 surface, charge transfer in interface between iodide and

carbon-based catalyst, and design of optical wavelength conversion materials

with ZnO.

A nano-porous TiO2 electrode is an oxide semiconductor and plays a role of path

to transport carrier electrons made in dye molecules, which are adsorbed on the

surface of the TiO2 electrode and generate exited electrons by photo-sensitization.

The surface state of TiO2 controls the density and value of surface energy levels.

The open voltage and the short circuit current of solar cell are deeply related to the

surface levels. The most important factor to affect on the surface level of TiO2 is the

surface doping of foreign elements, especially transient metals. The change of

energy levels by transient metals and elements of IV family was calculated and

discussed in this work.

Graphene and carbon nano tube (CNT) can be used as catalysts of DSSC,

replacing Pt, which is deposited as nano particles on counter electrode against

working electrode of TiO2 (Cha et al. 2010; Seo et al. 2010). The theoretical

estimation on catalytic effect of materials is difficult because of absence of direct

evaluation criterion. It can be only estimated by indirect data such as band gap. The

DV-Xα method is useful to evaluate this effect, because it provides information on

direct charge transfer and reliable electron density distribution. In this work the

electron charge transfer from graphene or CNT to iodide in interface of electrode/

electrolyte was calculated and discussed.

Optical wavelength conversion technology has been tried to convert rays, which

have wavelength out of acceptable range in solar cell, into visible rays. We call as

down-convert when ultraviolet rays change to visible rays and as up-convert in the

case of infrared to visible. The down-converting can occur by passing ultraviolet

rays through transparent oxide doped with special element. In our case we tried to

use ZnO thin film as base material and Y as doping element. To investigate the

possibility of ZnO:Y material as proper convertor, DV-Xα method was used for

detailed calculation of energy level and bond structure near Fermi level.

9.2 Calculations

The first-principles molecular orbital (MO) calculations by the DV-Xα method

(Ellis et al. 1976; Adachi et al. 1978) using the program code SCAT (Ellis

et al. 1976) were performed in order to obtain the electronic structure, chemical

bonding state and the degree of charge transfer on surfaces or interfaces of material
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systems in DSSC. Calculations are focused on the energy level structure of TiO2

surface doped with transition metals and IV family, charge transfer from graphene

or CNT counter electrode to iodide, and the dopant level of ZnO. Numerical atomic

orbitals (NAO) were employed as the basis functions. They were generated and

optimized by solving the radial part of the Schrödinger equation for a given

environment at each iteration of the self-consistent calculation. All the elements

of Hamiltonian and the overlap matrices were calculated numerically on the basis

of the discrete variational integration scheme. The detailed computational proce-

dure is described in the literature (Adachi et al. 1978) and the space group and the

lattice constant of materials used in the present study is given in Table 9.1.

Coordinates of CNT were generated with 1.41–1.42 Å of C-C bond length by the

personally coded program. The type of CNT was single wall CNT (6,0) through all

calculation because it provide enough curvature different from graphene.

All calculations in DV-Xα method should be executed with cluster models and

full potential of all orbital included in the cluster model. The proper building of

models is very important in this method, because calculated results changes with

models and, sometimes, shows unreasonable values regardless of the convergence

of calculations. Therefore, various models in every material were tried to obtain

acceptable data in the view of crystal chemistry and energy level structure. In the

case of TiO2 and ZnO the Madelung field was applied over enough large volume to

obtain environment similar to bulk and to eliminate the edge effect, which brings

distorted charge distribution and energy levels. Hydrogen was attached to each

carbon atom in the edge position of models in graphene and CNT to eliminate edge

effect.

9.3 Effect of Surface Doping on Chemical Bonding State

and Energy Level of TiO2

The application of the first principles method to DSSC involves two purposes;

material design for enhancement of performance, such as increase of efficiency,

open voltage, short circuit current and fill factor; understanding of mechanisms

acting between components, especially in interfaces between corresponding

Table 9.1 The fractional coordinates of independent atomic sites, the valence state and the

Wyckoff letter in the structure of TiO2

Materials Space group Atom Valence state x y z

TiO2 (rutile) P42/mnm Ti 4 0 0 0

O �2 0.3049 0.3049 0

Graphene P63/mmc C1 – 0 0 1/4

C2 – 1/3 2/3 1/4

ZnO P63mc Zn 2 1/3 2/3 0

O �2 1/3 2/3 0.3829
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materials. Materials and interfaces can be identified in Fig. 9.1, showing the

schematic plot of DSSC. DSSC composed from materials such as TiO2, dye,

electrolyte, counter electrode and transparent conducting oxide (TCO). And it has

many interfaces such as TCO/TiO2, TiO2/dye, dye/electrolyte, TiO2/electrolyte,

electrolyte/counter electrode and counter electrode/TCO.

The main properties of porous nano-TiO2 in DSSC are decided by surface states

or surface energy levels, and surface area. TiO2, which is a sort of insulator in pure

state, has the properties of semiconductor by the introduction of surface energy

levels (Lee et al. 2004). Surface levels affect on electric conductivity of oxide

semiconductor and the open voltage of DSSC. The open voltage of DSSC is

decided by the difference between conduction band edge (CBD) of TiO2 and

redox level of iodide/triiodide couple in electrolyte at counter electrode. The

density of surface levels increases with surface area. The high density of surface

levels increases electric conductivity of TiO2, but decreases the open voltage

because it modifies CBD to lower level. Therefore, the surface area of nano-TiO2

should be controlled to moderate value. Surface levels change with surface doping

of foreign atoms. It is well known that existence of foreign atom, especially

transient metals such as Fe and Ni, decreases the open voltage. Here the effect of

surface doping by transient metals and VI family elements will be shown.

The cluster models used calculations by DV-Xα method were the (Ti15O56)
52�

model for the calculations of the bulk state and the (Ti11O34)
24�-Oa model, as shown

in Fig. 9.2. The Oa is the surface oxygen, which lies on the surface Ti ion in Fig. 9.2b.

The effect of transition metal doping on the surface state was investigated using

(MTi11O34)
24�-Oa model (M¼ foreign metal ion). In this model, a foreign metal ion

replaces the Ti ion in center position of the (110) surface plane. The atomic orbitals

used in this work are 1 s-4p, 1 s-4p and 1 s-2p for Ti, M and O, respectively.

Fig. 9.1 The schematic

plot of dye-sensitized solar

cell, showing materials and

interfaces
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The calculation using small cluster models should be carried out with special

care in association with the non-neutrality of electrostatic charge and the imperfect

bonding of atoms positioned near the edge of a cluster. To overcome this problem,

the Madelung field should be applied over enough extended volume in order for

atoms in edge to have an electrostatic environment similar to that of atoms in bulk

state. Figure 9.3 shows the atomic structure of (110) (1� 1) surface, which is stable

surface found in sapphire (Ramamoorthy et al. 1994; Kasowcki and Tait 1979). In

Fig. 9.3a, Ti atoms have two sorts of site with different surrounding; a site having

six folded bonds with oxygen atoms and a site having five folded bonds with one

dangling bond in the site of surface oxygen. Oa in figure is not an oxygen atom in

TiO2 structure, but from foreign source. This oxygen or other anions can be strongly

adsorbed on the fivefolded Ti atom because of dangling bond. This adsorbed atoms

or atomic groups are related to the source of donar levels that is responsible for

properties of semiconductor in nano-TiO2.

In this calculation, the Madelung field having the size of 6� 6� 6 unit cells was

applied on bulk TiO2 models. Clusters were cut from real crystals and embedded in

a Madelung potential that had been generated by point charges located at the

external atomic sites. For surface calculations, the Madelung potential was limited

to the (110) surface plane, as shown in Fig. 9.3b. Therefore, the Madelung field was

not applied out of the surface plane, and then Oa atom, which lies on outer space of

the (110) plane, does not undergo the influence of the Madelung field. In the DV-Xα
method, this restriction of the Madelung field in the surface differentiates a surface

calculation from a bulk calculation.

Calculations using octahedron TiO6 model were executed to understand the

orbital mixing of Ti and O and explain generation of surface energy level acting

as a donar level. Figure 9.4 shows the calculated energy level diagrams of TiO6 for

Fig. 9.2 Cluster models used for the calculation of electronic structure of rutile-TiO2; (a)

(Ti15O56)
52� cluster for the calculation of bulk state and (b) (MTi10O34)

24�-Oa for the surface

calculation. The Oa atom means the adsorbed surface oxygen loosely bonded to TiO2 surface. A

foreign metal ion replacing Ti ion lies below the surface oxygen
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Fig. 9.3 The schematic arrangement of atoms in (110) (1� 1) surface of rutile TiO2 is shown in

(a). The Madelung potential field was applied within surface boundary, as shown in (b), except

surface oxygen atom, which could be considered as foreign atom

Fig. 9.4 The calculated energy level diagram of TiO6 for bulk, TiO5 for surface and TiO5-O
a for

surface with adsorbed oxygen. ⊥and k mean the perpendicular and parallel direction to the (110)

surface
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bulk, TiO5 for surface and TiO5-O
a for surface with foreign adsorbed oxygen. The

3d level is composed of t2g of trifle degeneracy and eg of double degeneracy. In

metallic oxides with octahedron structure, it appears t2g level at lower position of

conduction band and eg level above t2g level, as shown in Fig. 9.4. If one oxygen

atom is removed from surface as TiO5 model, t2g and eg were separated to t2g⊥ and

eg⊥ perpendicular to surface and t2gk and egk parallel to surface. If O
a is adsorbed on

this surface of TiO5, eg⊥ and t2g are formed as surface levels. These surface levels

are mixed levels of Ti 3d and O 2p and have bonding and anti-bonding through axis

of Oa and Ti atom. In wave functions shown in Fig. 9.5, eg⊥ has strong σ bonding

state between Ti 3d and Oa 2p and σ* anti-bonding state between Ti 3d and O 2p of

internal oxygen. In the case t2g⊥, π bonding and π* anti-bonding are found between
Ti 3d and O 2p. From these results, it can be understood that strong covalent

bonding is formed between Ti and adsorbed oxygen and this strong interaction

makes the surface donar levels below the conduction band.

In DSSC, the effect of surface doping in TiO2 nano electrode has been investi-

gated and discussed for long time since the beginning of DSSC (Ko et al. 2005;

Wijayarathna et al. 2008). The (MTi10O34)
24--Oa model for this calculation was

built by replacing Ti atom on surface to a metallic atom (M) in surface model of

(Ti11O34)
24�-Oa. The calculated energy level diagrams with doping of transient

metal are shown in Fig. 9.6. In this figure, atomic number of dopant element

increases from left to right. All dopant levels are found between the conduction

band and the valence band of TiO2. These levels decrease with atomic number of

doping element and, finally, approach to near the valence band in Fe3+, Co3+ and

Ni2+. Lowering of dopant levels lowers the surface level playing a role of donar

level and increases the density of surface state because the dopant ion interacts with

surface oxygen that is a source of surface level. This lowering of surface levels

means the drop of open voltage in DSSC, decided by the difference between surface

Fig. 9.5 Wave functions of eg⊥(a) and t2g⊥ (b). σ bonding and σ* anti-bonding appear in eg⊥
(a) and π bonding and π* anti-bonding in t2g⊥ (b)
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level and iodide redox level. Actually, it is well known in DSSC industry that a little

contamination of TiO2 by transient metal will bring bad performance of DSSC.

Recently, there were reports that using of silica-modified TiO2 could enhance

the efficiency of DSSC (Park et al. 2010; Hoshikawa et al. 2006). It is expected that

doping of IV family elements involving Si shows different effect on surface level

structure from transient metals because they have the properties of semi-metal

instead of pure metallic properties. The density of state (DOS) calculated using

(MTi14O56)
52�(M¼ Si, Ge, Sn) model for bulk doping and (MTi10O34)

24�-Oa

model for surface doping are shown in Fig. 9.7.

The doping of IV family elements doesn’t change the band gap of bulk TiO2,

although details of orbital mixing change. In pure bulk TiO2 the lower levels are

composed from orbitals mixed with Ti 3d and O 2p. By bulk doping, outer s orbital

of IV family elements such as Si 3s, Ge 4s and Sn 5s is mixed to the lower part of

conduction band, as shown in Fig. 9.7. These mixed states don’t change the band

gap between conduction band edge and valence band edge at least in our model.

However, surface doping severely changes mixing interaction near the Fermi level.

The contribution of Si 3s, Ge 4s and Sn 5s to DOS near conduction band edge

decreases to negligible extent compared to other partial DOSs. However, p orbital

component such as Si 3p, Ge 4p and Sn 4p interact with O 2p and make dopant

levels at the center of forbidden band between the conduction band edge and the

valence band edge. That is, it is expected that the surface doping of IV family

element also lowers the surface levels toward the valence band edge similar to the

case of transient metal, although the position of surface levels, DOS and mixing

action of orbitals are different each other. These results deny the possibility of

increasing the band gap of TiO2 by doping of IV family and the increase of open

Fig. 9.6 Energy level diagrams calculated with (MTi10O34)
24�-Oa (M¼ transient metal) model

shows the dopant levels between conduction band and valence band of TiO2. The dopant level

decreases with the atomic number of doping element and brings about the lowering of open

voltage in DSSC. Dotted line and solid linemean electron unoccupied level and electron occupied

level, respectively
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voltage, proposed in experimental articles (Park et al. 2010; Hoshikawa et al. 2006).

Therefore, it is more reasonable that enhanced efficiency appeared in experiments

should be attributed to the responsibility of other experimental factors such as

sintering effect or change of Schottky barrier.
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Fig. 9.7 The calculated density of state using (MTi14O56)
52� (M¼ Si, Ge, Sn) model for bulk

doping and (MTi10O34)
24�-Oa model for surface doping. (a), (c) and (e) are DOS of bulk states and

(b), (d) and (f) are DOS of surface doped states
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9.4 Theoretical Evaluation on Catalytic Effect of CNT

and Graphene with Iodide by Charge Transfer

The counter electrode of DSSC is a sort of catalyst, which transfer electron to

electrolyte by reducing triiodide/iodide couple. Nano-sized Pt is usually used as a

counter electrode. However, new catalysts replacing Pt have been developed

because Pt is expensive and need high temperature coating process for manufactur-

ing. CNT and graphene is good candidates for this purpose. The superior catalytic

properties of CNT and graphene have been recently reported in the field of DSSC

and fuel cell (Cha et al. 2010; Seo et al. 2010; Koo et al. 2006; Strelkoa et al. 2000;

Maldonado et al. 2006; Shao et al. 2008; Msezane et al. 2010). However, it is not

clearly elucidated how CNT and graphene show catalytic effects. It is said that

defects of CNT are the source of electrochemical activation in association with

Raman spectrum investigation showing high defect peak in good catalytic mate-

rials. The evaluation on catalytic effect of CNT and graphene has been theoretically

tried using the variation of band gap. In this work DV-Xαmethod, which has merits

for calculations of chemical bonding and charge distribution because of using full

potential, is used to calculate the direct charge transfer through interfaces of

CNT/iodide and graphene/iodide. To estimate catalytic ability of materials with

the charge transfer is more persuasive than with the difference of band gap because

the charge transfer gives direct criterion for catalytic activity in DSSC.

To understand catalytic reaction, first of all, it is necessary to know iodide/

triiodide redox couple in DSSC. Iodide plays a role to transfer electron from counter

electrode to dye molecule adsorbed on nano-TiO2. The reduction rate and diffusion

rate of iodide/triiodide couple at the counter electrode surface are, sometimes, a

controlling factor in entire series of reactions due to its slowest process compared to

other reactions. Therefore, in this work calculations are focused on the charge

transport phenomena between triiodides and the count electrode of CNT and

graphite. The conventional charge transport mechanism of iodide system is

known as diffusion-adsorption-desorption type. However, recently it is reported

by experimental measuring that the real charge transport rate is higher than the

values expected by conventional transport mechanism. Moreover, solid electrolyte

having very low ion diffusion rate also shows high charge transport rate. Recently,

new direct transfer mechanism model without adsorption/desorption was suggested

by Grotthuss and in this model electrons transfer by direct hopping from iodide to

iodide. Direct observation by experiment is impossible in this theme, and only

theoretical calculations can give answers. DV-Xα calculations were used for the

affirmation of Grotthuss mechanism and the evaluation on catalytic effect of CNT

and graphene by this new transport model.

Figure 9.8 shows calculated the difference charge density map and the net charges

of six iodides serially arranged from the surface of single-wall carbon nanotube

(SWCNT). The difference charge density map is drawn by calculating charge

difference between charge density of free atoms and calculated charge density.

Net charge (netc) is the total integrated value of charges involved in each ion.
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Negative value means that corresponding ion receives electrons from other ions.

Triiodide has the form of linearly arranged three iodine atoms apart from 3 Å
each other and has total charge of one electron negative. In this figure, netc of

negative charges increases with distance from counter electrode surface to the end

of iodide serial and the far most iodide from surface has highest negative net charge.

From this result it is possible to consider that charges can transfer through iodide

links from counter electrode to iodide, and then from iodide near surface to outer

iodide. The iodides, which lie far from electrode surface, can obtain extra negative

charges without any process of adsorption on the electrode surface and diffusion

through electrolyte. It is expected that this fact can be accepted as the theoretical

verification of Grotthuss type charge transport mechanism.

Although triiodides adsorbed on counter electrode as Fig. 9.8, actual redox

reaction proceeds like following:

I3
� ! 2I0 þ I� ! 2I0 þ I� þ 2e� ! 3I�

In this process it is considerable that the ion directly adsorbed onto surface of

electrode is only I0. Therefore, in this work calculations were executed with models

of CNT/I0 and graphene/I0 in various circumstances.

Figure 9.9 shows the models of graphene used for calculations. All models have

hydrogen ending in all edge atoms to eliminate the distortion of charge density in

edge. Models having different sizes such as C37H15, C73H21, C121H27 and C150H32,

were tested for calculations to decide optimal size of model and obtain energy level

structure of pure graphene. The calculated energy level diagrams are shown in

Fig. 9.10. The band gap between the highest occupied molecular orbital (HOMO)

and the lowest unoccupied molecular orbital (LUMO) decreases from 1.73 to

0.53 eV with number of carbon atoms involved in models. Although it is expected

that the decrease of the band gap with increasing model size will continue and the

exactness of calculation will also increase with model size, it was not possible to

make final conclusion because of calculation limit related to computer program.

Difference density map ; 

SWCNT

-0.172      -0.172       -0.260        -0.260      -0.167       -0.526Netc

Direction of Charge Transfer

I-3 I-3

SWCNT:I-3 :I
-
3

Fig. 9.8 Net charge and difference charge density map of atoms in series of iodide on CNT

electrode
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Fig. 9.9 The models for calculations of the graphene and graphene/I0. (a) C37H15, (b) C73H21, (c)

C121H27-I
0, (d) C150H32, (e) C120H27-O-I

0, (f) C121H27-(OH)
�-I0. Large circle in the center is

iodide, middle size is carbon and smallest sized circle is hydrogen

Fig. 9.10 The energy level diagram of graphene calculated with models of various sizes. All

models have hydrogen ending in all edge carbon atoms

248 D.-y. Lee and Y.-S. Kim



Charge transfer from graphene to I0, which appears as net charge (netc) of

iodide, can be estimated as a measure of catalytic effect. It can be accepted as

more reasonable evaluation than the lowering of band gap used in other calculation

methods. The change of netc with model size is shown in Fig. 9.11. In this

calculations, distance between carbon and iodide was 3.5 Å, giving highest net

charge transfer. It can be known that netc of iodide is saturated in models composed

from above 121 carbon atoms. From this result the model with 121 carbon atoms

was used as optimum sized model through all calculation for graphene, considering

the limit of program.

Similar calculations were executed for selecting optimum sized model of CNT.

The type of CNT used in this work was SWCNT (6,0) having small curvature

enough to distinguish from graphene having infinite curvature. Figure 9.12 shows

the selected optimum model of C120H12, which contains nearly same number of

carbon atoms. The optimum distance between carbon and I0 was decided as 3.1 Å,
which was shorter than that of graphene.

Net charge transfer appears as netc of iodide in this calculation. The netc of

iodide in the interface of graphene/I0 or CNT/I0 varies with distance between

carbon and iodide, as shown in Fig. 9.13. Curve of netc has negative maximum

with distance. The charge transfer in negative maximum from carbon to iodide in

CNT/I is bigger than that of graphene. From this result it is expected that CNT

having small curvature has more catalytic effect than graphene. However, this

expectation should not be directly accepted for the superiority of CNT to graphene,

because it comes from calculations with models, which have no defect and impu-

rities. The final conclusion about the ability of catalyst should be decided after

calculations with models having defect and impurities because real materials have

enough density of such imperfect structures. Examples of such calculation were

tried in this work using models shown in Fig. 9.9e and f and Fig. 9.12c. The netc

changes by the existence of defects and adsorbed foreign atoms or groups. Some

results were shown in Table 9.2, showing comparison between the pure model

Fig. 9.11 Net charge

transfer from graphene to

iodide with number of

carbon atoms involved in

model. Netc is saturated

above 120 carbon atoms
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without a defect or a dopant and models with OH� adsorption. In this table,

adsorption of hydroxyl group at the end of graphene or CNT changes the netc of

iodide by noticeable amount, compared to that of pure state without defects. In the

both case of CNT and graphene, the net charges transferred to iodide decrease with

the existence of OH� group. The catalytic effect of CNT is also superior to that of

graphene with reduced values similar to pure models. From this it is expected that

treatments introducing hydroxyl group to CNT and graphene will be harmful for

advancing catalytic effect of these materials. Like this example, sometimes, the

degree of charge transfer severely changes with defects such as vacancy and

disordering, impurities such as oxygen doping and metallic substitution, or

adsorbed ion groups such as carboxyl group and hydroxyl group. It is expected

that it is possible to find and design good catalytic carbon-based materials by the

DV-Xα method using proper models in various situations. However, results

obtained in this study need to be modified and corrected by further calculations

using more accurate models because of disregarding solvent molecules, which

solvate iodide and electrode surface.

Fig. 9.12 Models used for

the calculation of CNT. (a)

C48H12-I
0, (b) C120H12-I

0

and (c) C120H12-OH-I
0 (for

adsorption of hydroxyl

group) Large circle in the

center is iodide, middle size

is carbon and smallest sized

circle is hydrogen

250 D.-y. Lee and Y.-S. Kim



9.5 Design of Optical Down-Convertor Based on ZnO

ZnO is a sort of oxide semiconductor, having the wide band gap of 3.0–3.5 eV, and

widely used as transparent conducting oxide of solar cell and other optical pur-

poses. ZnO has not enough conductivity in natural state for device applications, but

can be turned to comparatively high conducting n-type semiconductor by doping of

Al, Ga or In (Lee et al. 2005). Optically ZnO can be used as an absorbent of ultra-

violet ray because of absorbing the ray of 325 nm wavelength. If absorbing

ultraviolet ray can be converted to visible ray, DSSC can use this converted ray

for photovoltaic generation. It is possible to change the absorbing or evolving

wavelength of ZnO by doping. In this work it was tried to convert 325 nm ultra-

violet ray to ray in visible area by doping of Y.

Table 9.2 Comparison of calculated netc between models with no defects and models with OH�

group

Model No defect Adsorption of OH�

Graphene C121H27-I
0 �0.315 –

C121H27-(OH)
�-I0 – �0.258

SWCNT (6,0) C120H12-I
0 �0.361 –

C120H12-OH
�-I0 – �0.311

Fig. 9.13 The change of netc of iodide in interface of grapheme/I and CNT/I. CNT has more

negative charge than graphene. This means CNT can be more catalytic than graphene without

defect or impurities
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The model used for calculations of DV-Xαmethod is (YZn50O53)
4�, as shown in

Fig. 9.14. Y appears in center of model. TheMadelung field over extended region of

3� 3� 3 unit cells was applied to embed the model.

The energy level diagram, the density of state and overlap population of pure

ZnO without Y doping were calculated, as shown in Fig. 9.15. The calculated band

gap of pure ZnO appears as 3.29 eV, which is similar to expected value and

guarantees reliability of the used model and the calculation method. Orbital related

to electric conductivity and donar level is Zn 4s with anti-bonding component.

When III family elements such as Al, Ga and In is doped, s orbital in the outer shell

of doping elements replaces Zn 4s and is mixed with O 2p orbital. This mixing

orbital decreases the band gap and increases electrical conductivity (Lee

et al. 2005). In the case of Y doping Y 5s is mixed into the site of Zn 4s and

makes mixed levels of Y 5s – O 2p, as shown in Fig. 9.16. This new formed level is

occupied with electrons and can play a role of trapping level for optical transition.

The energy difference between Y-doping level and HOMO was calculated as

2.95 eV. When rays having photon energy of above 3.29 eV enter into ZnO,

electrons in HOMO level are excited to LUMO level. This excited electron lowers

its energy to Y-doped level, and then recombines to a hole in HOMO level. By this

recombination, visible ray corresponding to 2.95 eV evolves. By this process

ultraviolet ray converts to visible ray in ZnO:Y.

This calculation result was experimentally testified. Thin film of ZnO doped with

Y was manufactured by the spin coating. Down-converting phenomena were checked

by measuring fluorescent spectrum by monochromator. In this experiment it was

observed that incident wavelength of 295 nm was converted to 422 nm wavelength,

which was very close to 415 nm wavelength of 2.95 eV (Kim et al. 2006).

Fig. 9.14 The model for

calculations of ZnO doped

with Y, [YZn50O53]
4�. Y

appears as largest ball in the

center of the model. Zn has

middle size and O is

smallest balls
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Fig. 9.16 The energy level diagram and the partial density of state of pure ZnO doped with

Y. Dotted line in Energy level diagram means unoccupied level and solid line means occupied

level. Y doping makes the electron occupied donar level at LUMO position of ZnO

Fig. 9.15 The energy level diagram, the density of state and the overlap population of pure ZnO

without doping. Dotted line in Energy level diagram means unoccupied level and solid linemeans

occupied level. ZnO has not donar level in pure state
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Conclusions

The first principles calculations using DV-Xα method were executed to

understand the surface electronic structure and estimate the charge transfer

through interfaces for the purpose of designing new materials for DSSC.

The electronic structure of TiO2, which is related to open voltage of DSSC,

was calculated with the (Ti15O56)
52� model for the calculations of the bulk

state and the (Ti11O34)
24�-Oa model under the Madelung field having the size

of 6� 6� 6 unit cells. By using small models, it can be identified that strong

covalent bonding is formed between Ti and adsorbed oxygen and this strong

interaction makes the surface donar levels below the conduction band. The

effect of surface doping in TiO2 nano electrode has been investigated using

the (MTi10O34)
24�-Oa model. The calculated energy level diagrams with

doping of transient metal showed that all dopant levels were found between

the conduction band and the valence band of TiO2 and the energy of theses

levels decreased with atomic number of doping element toward the valence

band. Fe3+, Co3+ and Ni2+ doping brought doping level to nearly valence

band. It is expected that this lowering of dopant levels decreases open voltage

in DSSC by decreasing surface levels. The doping of IV family elements, of

which effect was in debate, also brought similar results to the case of transient

metal doping, although the doping levels were found in center position of

band gap.

The catalytic effect of CNT and graphene as counter electrode of DSSC

was estimated by the degree of charge transfer between electrode and iodide.

The optimum model was selected as C121H27 by calculations with models

with different sizes. The calculated optimum distance between graphene and

iodide was 3.5 Å giving the highest net charge transfer. In the case of

SWCNT (6,0), the calculated optimum model was C120H12 and the optimum

distance of iodide from CNT was decided as 3.1 Å, which was shorter than

that of graphene due to its small curvature. The calculated charge transfer

from carbon to iodide in CNT/I is bigger than that of graphene in negative

maximum. From this result it is expected that CNT having small curvature

has more catalytic effect than graphene. Defects and adsorbed ionic groups

can greatly change the catalytic effect. The netc changes with the existence of

defects and adsorbed foreign atoms or groups. It was calculated that adsorp-

tion of hydroxyl group decreased charge transfer and brought a little harmful

effect as catalyst.

The calculation on ZnO doped with yttrium was executed to develop new

down-converting material for DSSC. The model used for calculations of

DV-Xα method was (YZn50O53)
4� with the Madelung field over extended

region of 3� 3� 3 unit cells. Doping of Y formed an electron occupied

dopant level in the position of 2.95 eV from LUMO, which is lower than

HOMO level of pure ZnO. It was expected that the existence of this level

(continued)
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would convert rays above 3.29 eV to visible ray of 2.95 eV, which is

corresponding to 415 nm wavelength. This expectation was testified by an

experiment, which showed that ultraviolet rays were converted to 422 nm

visible rays similar to expectation by the calculation.
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Chapter 10

Microscopic Approach to Water by Using

the DV-Xα Method, and Some Innovative

Applications

Sunao Sugihara, Takashi Igarashi, Chikashi Suzuki, and Kenji Hatanaka

10.1 Introduction

Although water is for living organisms, the basic sciences of water is not

completely understood. Water-molecules are considered to be bound together by

hydrogen bonds, what then happens when these hydrogen bonds are broken? We

will discuss the effects of breaking of hydrogen bonds in water and the ways that we

can utilize the resulting energy of water with broken hydrogen bonds.

First, let us examine the scientific background. The crystal structure, density, and

structure of water at various pressures have been discussed by Mishima and Stanley

(1998) and by Elington and Dehencedetti (2001), who reported that water becomes

more disordered when compressed, and that directional attractions (hydrogen

bonds) combine with short-range repulsions to determine the relative orientation

of neighboring molecules. Novoa et al. (1997) showed that H3O2
�and H3O

+ are

involved in a proton-transfer mechanism with a free-energy of 0.23� 10�23 to

0.48� 10�23 kJ in the THz region.

There have beenmany studies onwater from the structural point of view and several

studies on functional waters have been reported in biological fields. For example, the

function of intraprotein water in the membrane protein bacteriorhodspin has been
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studied (Garczarek and Gerwert 2006), and the impeding mechanisms of the H3O
+ ion

in relation to water in aquaporins in cell membranes has been examined (Yasui and

Mastushita 2010).

However, these previous structural studies do not deal with interactions with other

substances, as occur in the case ofMICA (MinimalCatalyst) water andMICA energy

(see Sect. 10.3). One interesting recent study was conducted by Lin et al. (2008) who

examined the terahertz vibration–rotation–tunneling (VRT) spectroscopy of the

deuterated water tetramer. The made a combined analysis of the vibrational bands

at 4.1 and 2.0 THz, and they discussed their results for the dynamics of the water

tetramer in relation to those of the water trimer, and they also attempted to quantify

the many-body forces in the condensed phases of water. Furthermore, this group

reported a ‘first principles’ potential energy surface for liquid water deduced from the

VRT spectroscopy of water clusters (Goldman et al. 2005).

There are many reports on applications of X-ray absorption spectroscopy (XAS)

in studies on the structure of liquid water and ice. For example, Leetmaa

et al. (2010) used an approach that involved the development of a calculation

method. Studies by soft X-ray spectroscopy in conjunction with extended X-ray

absorption fine structure (EXAFS) analysis and molecular-dynamics simulations

(Tokushima et al. 2008) showed the existence of mixed structures of water and ice

as a result of the formation of tetrahedral crystal and strongly distorted hydrogen-

bonded species; however, the discussion was limited to structures arising from

hydrogen bond networks. Furthermore, Leetmaa et al. (2010) performed a theoret-

ical approximation to XAS of liquid water and ice, and they discussed the absolute

energy scale in vibrational modes by comparison of the results of periodic calcu-

lations with those of experiments. Some interesting results were introduced by their

consideration of the full-core with an excited electron in the lowest state.

Fourier-transform IR (FTIR) spectroscopic studies relate to terahertz analysis in

the mid-IR region. Millo et al. (2005) have shown that hydrogen-broken bonds

generate at least two kinds of water species: molecules with broken O–H bonds and

molecules with broken lone-pair electrons. A spectral analysis of water in the

mid-IR region (360–4,000 cm�1, equivalent to 11–120 THz) showed that the

enthalpy difference for the hydrogen bond obtained through OH-stretching analysis

corresponds with the value calculated from bending data (Freda et al. 2005).

Several recent studies have been conducted by using instrumentation with nonlinear

optics. THz waves were generated by stimulated polariton scattering through

phonon–polariton interaction in a lithium niobate (LiNbO3) crystal as a result of

the action of the laser (Kawase et al. 1996). Parametric oscillation (0.3–2.5 THz)

has also been generated by using a LiNbO3 crystal (Kojima et al. 2003).

In 1932, a theoretical study of a quantum mechanics treatment of the water

molecules was reported (Coolidge 1932) in which mathematical development of

electron reactions involving three centers is described. The binding energy was

calculated to be 3.5 V, although the actual energy is about 10 V; this discrepancy

was not resolved. It is difficult to obtain the binding energy of water by the first-

principles method or in a mathematical manner even when the oxygen atom is
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introduced, although taking the ionic state into account reduces the discrepancy

arising from the omission of any wave function relating to ionic characteristics.

In relation to the energy of the hydrogen bond, Scott and Vanderkooi (2010) discussed

the distance potential energy surface of the water dimer. The theoretical calculations

showedO–O separation in the range 0.25–0.40 nm have a smaller effect on the system

energy and charge than do changes in the hydrogen-bond angles of the water dimer.

Adachi (1993) studied the electronic structures of the single water molecule and

pentamer in terms of charge transfer and contour maps of the wave function.

Another interesting macroscopic phenomenon relating to water was reported by

Fuchs et al. (2007, 2008), who examined the dynamics of floating water under high

dc voltages of up to 25 kV, where a bridge is formed in a similar manner to that

present in electrohydrodynamic sprays or jets, although the mechanisms have not

been clearly elucidated Woisetschläger et al. (2010).

As well as water, it is interesting to examine the dinitrogen molecule (N2) in

relation to activated water. Discussions of “active nitrogen” go back to 1911 when

Shrutt described a chemically active modification of nitrogen in afterglow gas that

he referred to as “active nitrogen” (for details, see Wright and Winkler 1968).

This is now recognized as an emission of the first positive band system, N2(B
3Πg)

! N2(A
3Σu

+), of the nitrogen spectrum, and other band systems also contribute to

this emission, together with some shorter-lived nitrogen afterglows that corre-

sponds to other forms of “active nitrogen”. Active nitrogen is generally produced

by an electric discharge through nitrogen, and many methods have been reviewed

(Wright and Winkler 1968). However, these forms of active nitrogen have a high

energy (up to 9.764 eV), which is referred to as the dissociation energy of the

ground state of nitrogen, with a corresponding uncertainty in the heat of formation

of the N(4S) atom. Our “active nitrogen” has an energy of less than 1.5 eV and will

be further discussed in the Results and the Discussion sections.

In the ground state, the electronic structure of the nitrogen atom is 1s22s22p3,
with three 2p electrons distributed among the px, py, and pz orbitals with various

spins. A forbidden absorption-band system of N2 in the vacuum-ultraviolet region

has been discussed by Tanaka et al. (1964) in relation to the basis state at 8.3 eV.

Nakamatsu et al. (1993) examined X-ray absorption near-edge structure of N2 by

using the DV-Xα molecular orbital method to show the shape of the resonance for

the N2 molecule and to explain electron scattering by the attractive potential of the

molecule. A molecule correlation diagram for nitrogen has been calculated by

means of self-consisting field molecular orbital (SCF MO) calculations using

20-term basis set of Slate-type functions by Mulliken (1972b); as result, the equivalent

distance was calculated to be 1.06 Å. Note that Mullikan studied the atomic orbitals

of dissociating N2 states at high energy levels, such as 3σu (several eV).
Here, we will discuss hydrogen bonding in minimal catalyst water, and the

effects caused by water with broken hydrogen bonds at the microscopic level, as

well as at the macroscopic level in daily life. Minimal catalyst water (MICA) as

named by Hatanaka (1990–1993), is obtained by modifying ordinary water by a
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special process that involves high-pressure treatment. MICA water can be produced

from tap water or any other type of water by high-pressure treatment (0.5–3 MPa).

During this process, hydrogen bonds between the water molecules gradually break,

so that MICA contains free electrons that are considered to be in a plasma-like state

in the water molecule (Sugihara 2009). Materials activated by MICA energy can

behave as catalysts by transferring the energy associated with the broken hydrogen

bonds.

We are interested in the physical and chemical behaviors of electrons in water

after breaking of hydrogen bonds, which we refer to as activation of water; even an

understanding of biological processes requires a knowledge of the electronic

structures of the water molecule. This is why we refer to nitrogen, which can be

energized by activated water. Our basic hypothesis is that activated water emits

electromagnetic waves in the region from the infrared through to the terahertz

region, although we have not yet been able to identify these directly. Because

electrons must play an important role after breaking of hydrogen bonds in MICA,

we must study details of the electronic behavior of the water molecule. For this

purpose, we carried out the first-principles calculation to identify the electronic

structure of the water molecule. We also attempted to deduce the behaviors of

electrons and electromagnetic waves in water and in MICA-energized substances

by these methods. We used sophisticated techniques such as nuclear magnetic

resonance (NMR) spectroscopy and equipment such as the superconducting quan-

tum interference device (SQUID) to examine the behavior of the electrons and

nuclei. We also used terahertz and Fourier-transform infrared (FTIR) spectroscopy

to examine the electromagnetic waves, and we performed isotopic analyses of 1H

and 2H in nuclei of water. Analyses of macroscopic properties of water, such as its

dielectric properties, can show how water is changed by activation with terahertz

radiation.

To calculate the energy levels in the electronic structures of two water mole-

cules, we used the discrete variational Xα potential (DV-Xα) method Adachi

(1993). MICA water can activate or provide energy to other substances such as

solids, liquids, or gases through electromagnetic waves, and it can transport this

energy to other substances through the functions of its electrons. One important

type of activation is that of nitrogen gas in the air or of nitrogen atoms in organic

substances by means of MICA energy. We calculated the energy levels of N2

molecule, and we used the results to elucidate the mechanism for the activation

of N2 by MICA energy; however this mechanism has not been fully clarified.

We propose a concept involving electromagnetic waves that is new to the

chemistry and physics of water, and we describe several devices that we have

developed as applications of the basic concept of MICA water and its energy. We

also propose that polyethylene film processed by MICA energy is useful for

keeping foods fresh, and the mechanism by which it operates involves activation

of N2 in the air. Furthermore, the ranges of uses of substances activated by MICA

energy can be expanded to a variety of fields in a number of industries.
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10.2 Calculations and Processes

10.2.1 Materials

MICA water was produced by passing tap water (or any other type of water) at

80–90 L/m through basalt or magnetic with natural magnetism at a pressure of

0.5–3.0 MPa to cause a burst detonation at the surface of the water. Furthermore,

here is an example to show how another substance can be energized by water.; a raw

materials such as pellets of acrylic- styrene resin were energized by immersion in

water processed as described above, then the pellets were injection molded to form

the pot, and any kinds of materials and/or substances can be available to treat for the

energy from the processed water, for instances, such as solid; metal, ceramics,

glass, organic substance as well as liquid.

10.2.2 Computational Methods

The DV-Xα method was used to calculate the electronic structures of two water

molecules. The basis functions were O1s-3s and H1s-2s and the number of sam-

pling points was 30,000. The symmetry was C2v, and one analysis was performed

for a change of overlap population (BOP) by expansion of the O-H bond, and

another was performed for a change in BOP by excitation of electrons after

breaking of the hydrogen bond. The function of the number of excited electrons

was also analyzed. The energy level was determined by applying structural optimi-

zation. The total energy was also calculated by total-energy spin DV-Xα (TESDA),

as developed by Nakagawa (2002, 2003). Furthermore, we also calculated the

energy-level structures of the N2 molecule and as a function of the N–N distance

for the case when one electron is excited. The value of the well potential α was 0.7

and the number of sample points was 20,000; the basic functions were 1s–4p.

10.2.3 Spectroscopic Analysis and Measurements

10.2.3.1 Terahertz Spectroscopy and FTIR

The terahertz spectrum of water was measured at 1–20 THz by using a crystal of

MgO: LiNbO3. We also measured dielectric constant of water and some other

substances by means of terahertz time-domain spectroscopy (TDS). Furthermore,

we used the lowest-energy regions of FTIR spectroscopy (spectra recorded on an

FT/IR-6100 spectrometer JASCO, Tokyo) for terahertz spectrum analysis in the

region below about 600 cm�1 (20 THz).

To study the hydrogen nucleus, we used NMR spectroscopy (JNM-ECA

600 MHz: JEOL Ltd., Tokyo) on water, oil (1H), and several organic nitrogen
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compounds (15N). We also performed an isotopic analysis of MICA water and we

compared the results with those for other samples of commercial waters. The

activated substances were studied by FTIR spectroscopy in the terahertz region,

and in the case of water and plastics by terahertz spectroscopy.

In studies of the effects, MICA activation on car exhaust gases, a sample of

copper-plated plastic (CPP) and a fluorescent lamp were activated by energy-

transfer from MICA water, and measurements were performed with a F16P5 gas

analyzer (Ferrer, Wallingford, CA). Furthermore, one person recorded data on fuel

consumption during 3 years when he drove a Toyota car designed for use with

hi-octane gasoline but actually fueled with regular gasoline. The deodorization

equipment, comprising an activated ceramic honeycomb, was introduced in a room

containing the experimental equipment.

10.2.3.2 NMR Spectroscopy and SQUID

NMR spectroscopy (JNM-ECA 600 MHz; JEOL Ltd., Tokyo) was used to record

the shape of the spectrum and the energy shift. The external magnetic field applied

was 14.1 Tesla (104 Gauss).

The resonance frequency (of the order of kHz) in 1H, 13C and 15N were observed

on each sample. For example, the 1H nucleus can absorb at 600 MHz and 15N

absorbs at 60 MHz in accordance with the following equation; 2πvN¼ γNH0 (vN:
inherent resonance frequency of nucleus, γN: gyromagnetic ratio. H0: external

magnetic field).

The SQUID (Superconducting Quantum Interference Device) can detect a small

magnetic fields of the order of 10�8 to 10�9 times the strength of the geomagnetic

field (10�4 T) at the temperature of liquid helium. Because water itself could not be

measured at these temperature, a glass was activated with the processed water

(activated water) and nonactivated glass was used as a control for the magnetization

analysis. The equipment was operated at the external magnetism up to 50 kOe (5 T),

and the magnetization (emu) is illustrated along with the field in the form of the

H–M curve, which shows the magnetic hysteresis.

10.3 Results and Discussions

10.3.1 Basic Aspects of the Electrical Properties of Water

In terms of the electrical resistivity of water, it is known that theoretical maximum

value is approximately 1.8� 105Ω �m at 25 �C, and important feature of water is its

polar nature. Generally chemical properties of water are discussed in terms of ions

such as H3O2
�and H3O

+, as shown in Fig. 10.1. We can also measure the dielectric

properties of water. Because oxygen has a higher electronegativity than hydrogen,
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the region of the water molecule where the oxygen atom is situated carries a partial

negative charge. This results in the formation of a dipole, and as a result, the

formation of a hydrogen bond.

The hydrogen bond is a relatively week bond compared with the covalent bonds

that exist within the water molecule itself. The bond strength is 0.05–0.3 eV,

depending on the temperature, pressure, magnetic field, and environment, and is

characterized by the local dielectric constant, as discussed below. This type of bond

occurs both in inorganic molecules, such as water, and in organic molecules, such

as DNA. Many of the characteristic properties of water, such as its triple point,

compressibility, electrolysis properties, solvent power, cleaning, power, and the

ability to form emulsions, arise from the presence of hydrogen bonds. Many

researchers have performed structural examinations of water [for example, Scott

and Vanderkooi (2010)]. The XAS spectroscopy of water and ice was examined by

Cavelleri et al. (2002) who produced some interesting results on electron transfer in

terms of contour plots of typical excited orbitals in the dimer-D molecular orbital.

We now propose that effects of broken hydrogen bonds in water should be

discussed precisely. The concept of “electromagnetic waves” in relation to MICA

water involves the region from the near-infrared (1014 Hz) through the terahertz

region (1012 Hz); in the latter case the wavelength is of the order of micrometers.

Electromagnetic waves in the terahertz region have wavelengths that are between

those of light and those of radio waves. This energy can resonate with various

substances; for instance, the signal from the hydrogen bond of the carboxyl radical

(COOH) has a wavelength of 3� 10�3 m, that from the rotation of the water

molecules has a wavelength of 2� 10�4 m, and that associated with the angle

between the atoms in the amino radical NH2• has a wavelength of 3� 10�6 m.

These energies of radicals and molecules can therefore resonant with MICA energy

in the region from the near-infrared to the terahertz regions.

As discussed earlier, we can cause hydrogen bonds between molecules to break

by applying special processes, and we are interested in the physical and chemical

behaviors of electrons after breakage of the hydrogen bonds (which we call

“activation” of water).

Fig. 10.1 General view

of a bonded water dimer.

Water is generally

considered to constitute

large molecule with many

hydrogen bonds
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Our hypothesis is that activated water (MICA energy), as described above, emits

electromagnetic waves in the region from the infrared through terahertz, although

we have not been able to observe this directly. The electrons freed by breaking of

hydrogen bonds must play an important role in this process, and the energy must be

transferred to other materials by radiation and/or conduction. As a basic idea,

we postulate that a coding of “0” and “1”, in a similar manner to information,

might be the key to the transfer of “information” and that the electrons possess

physical properties other than “some form of energy”. We therefore performed

NMR, SQUID, and FTIR analyses by using an isotopic approach with 1H and 2H for

electrons and nuclei interacting with electromagnetic waves.

Our main interest was to know which electrons produced the observed effects in

terms of quantum chemistry and electromagnetic properties and how they did so.

10.3.1.1 Computational Results

In considering the breaking the hydrogen bonds, we performed computational

calculations to examine the excitation of electrons in a pair of water molecule

(the water dimer). Figure 10.1 illustrates a general view of bonded water in a

computational analysis in which two O–H groups are regarded as forming a

hydrogen bond. In Fig. 10.2, the hydrogen bonds are shown by the dotted lines.

The left-hand figure shows a plot of the bond-overlap population (BOP) versus the

change in distance between the molecules Δx (Å) in the ground state. Even after

breaking hydrogen bonds, the lowest energy in BOP can be calculated, leading to be

stable state, meaning that the smaller the BOP, the more stable the molecule is.

The right-hand figure shows a plot of the BOP versus the number of excited

electrons in hydrogen bonds. The degree of covalency of the hydrogen bonds is less
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Fig. 10.2 Left: Bond overlap population (BOP) versus the change in distance along the x-axis of
the ground state. Right: BOP vs. the number of electrons in the excited state for two molecules of

water with two broken hydrogen bonds. The BOP represents (vertical axis) represents the degree
of covalency of the bond between atoms. Red dotted lines (solid in graph) indicate hydrogen

bonding, and green and blue ones indicate another O-H bonds
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than that of other O–H bonds. Furthermore, it is interesting to note that, on

increasing the number of excited electrons, the Coulombic repulsion becomes

smaller, and the molecular structure of water results in a lower energy state.

Adachi (1993) examined electronic structures of the water pentamer [(H2O)5]

and single water molecule, H2O by using DV-Xα method, and he found that the

levels of molecular orbitals and the contour map of H2O molecules predict that

charge transfer occurs from the hydrogen atom to the oxygen atom according to the

wave functions; The orbital that overlaps functions with the φ+
1s orbital of hydro-

gen is the 2pz, of O2p atomic orbital, and the bonding molecular orbital φa1 (a1;

irreducible representation of the symmetry of the orbital in group theory) is formed

by this interaction; the φa1
* anti-bonding orbital is also formed. Furthermore, the

orbital that interacts with φ�
1s is the O2px orbital, and the O2py does not interact

with nonbonding H2 molecular orbital according to Adachi’s explanation. Addition
to them, Fig. 10.3 shows the molecular orbital levels (1), the 1b2:yz plane and

Fig. 10.3 (a) Molecular orbital level, (b) contour map and (c) density of charge for H2O (Courtesy

of Prof. Adachi)
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others: xz planes in contour maps (2), and charge density (3) for H2O. The differ-

ences in charge increases the distance between O and H, and in the opposite space

of O and H as illustrated in Fig. 10.3a, b, respectively. The (a) forms a covalent

bond and (b) forms due to 1b2 electron and 3a1 electron in the energy levels as

shown in Fig. 10.3(1) in which electrons can be regarded to function with proton as

an activated water after braking hydrogen bonding. These models of a water

molecule are basically understandable, and the overlapping of hydrogen atom

with the O2px orbital may give rise to the observed bond angle of 104.5� in the

water molecule rather than one of 90�.

10.3.1.2 Dielectric Properties

Two molecules of water have been shown to form hydrogen bonds easily. As

illustrated in Fig. 10.1, the hydrogen bonds are broken in the dotted line in two

positions. From chemical point of view, H3O
+ (the hydronium ion) is acidic and is

capable of sterilization and removal of active enzymes, whereas H3O2
� (in which a

hydroxy ion radical is bonded with a molecule of H2O) possesses cleaning abilities

due to its interface activities. In addition, MICA water possesses energy as the

result of processing by pressure and minerals. The degree of covalency of the

hydrogen bonds is less than that in other O–H bonds. Furthermore, it is interesting

to note that with an increasing number of excited electrons, the Coulombic repul-

sion becomes smaller and the molecular structure of water results in a lower energy

state. According to Muro-Oka (1990), charges on oxygen in an O–H hydrogen bond

are attracted by hydrogen. From the results of these calculations, we propose the

existence of free electrons in a plasma-like state in MICA water containing broken

hydrogen bonds. The altered molecular structure of water results in a lower energy

state and the electrons still have spin (magnitude of 1�h/2, �h¼ h/2 π (h¼ Planck’s
constant). These plasma-like electrons (collective electrons) contain energy that

can be transferred as radiation, and when MICA water approaches the surface of a

solid or liquid, the atoms of the substance absorb energy from the MICA water

through radiation or, if contact occurs by conduction.

The nature of this radiation is discussed below. The frequency of MICA elec-

trons in the plasma-like state is calculated by analogy to that of a plasmon in a metal

surface. The plasma frequency in our system is given by the expression ωp
2� 4π

n e2/(m* ε1), and found to be equal to approximately 1 THz (ε1 is 4; other symbols

are used conventionally: m*¼m0 of a free electron, n¼ number of electrons).

The electromagnetic energy is the ranges from near infrared through the

terahertz region. Essentially, MICA energy is soft, as we will show later.

The perturbation of electromagnetic waves of the MICA-electron may initiate the
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transition. The energy quantum for transition from a level m to a level n can be

formulated as follows:

ℏ ωn ¼ Em � En ð10:1Þ

Therefore, a transition to a higher level accompanies the absorption of a quantum.

Thus, a substance can be energized by MICA electron through radiation (electro-

magnetic waves) or by conduction.

Recently, on the basis of FTIR spectroscopic studies in the mid-IR region, Millo

et al. (2005) showed that breakage of hydrogen bonds generates at least two kinds

of water species: molecules with broken O–H bonds and molecules with broken

lone-pair electrons. Let us consider a substance to which energy has been transferred

fromMICA electrons. The real part of the relative permittivity εr will therefore change.
The dielectric loss (tan δ) is introduced, and the loss factor (εr0) is given as follows:

εr
0 ¼ εr tan δ ð10:2Þ

Furthermore, εr0 and εr are often described in terms of a complex number:

εr
� ¼ εr � iεr

0 ð10:3Þ

where εr
* is the complex relative permittivity. The real part εr is the relative

permittivity (dielectric constant Re) and the second (imaginary) term of the com-

plex value (dielectric constant Im) corresponds to the loss factor. The dielectric

parameters of normal mineral water and MICA water have been measured by

means of time-domain spectroscopy (TDS).

The fact that there is a decrease in εr and /or εr
* means that the loss factor and/or

the relative permittivity decreases; as a result, the energy of MICA electron will be

effectively transmitted to other substances. The results are shown in Fig. 10.4: the

values of εr (Re) for normal water and MICA water at 1 THz are 4.5 and 4.2,

respectively.

Furthermore, the values of εr
* (Im) are 2.7 and 2.4 for normal water and MICA,

respectively. These facts show that because of its lower dielectric constant εr’, MICA

water is electrically more conductive than conventional mineral water and the lower

value of εr
* also shows a smaller loss factor or lower energy loss from the medium

leading to a greater phase velocity for electrons in MICA than for electrons in

normal water. ν ¼ c=
ffiffiffi
ε

p
(c: velocity of light, ε: dielectric constant). The energy of

an electron is therefore increased by about 5–6% as the result of theMICA processes.

This has been confirmed by means of Raman spectroscopy of MICA-treated plastic;

this showed that the energy was shifted to values about 5 % higher than those in

untreated substances. The intensity of the peak was also higher in MICA-treated

plastic. The difference in energy between the spectrum of the control sample and that

of the activated one was calculated to be about 0.6 meV (0.15 THz), although MICA

energy is essentially weak. We measured the frequency dispersion of the reflected

electromagnetic wave in the terahertz region as produced by MICA electrons.
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10.3.1.3 NMR Analysis of Water

In NMR analysis, the nuclear spins of 1H in H2O (15N in nitrogen compounds)

change depending on the external magnetic field to present a certain energy

difference between the up and the down spin. This can resonate with externally

applied radiowave energy, depending on the energy difference (nuclear magnetic

resonance). The NMR spectra are shown in Fig. 10.5. The half-width (HW) curves

indicate the width of spectrum of the water molecule, showing that postulate that

MICA water is more active than the control. Furthermore, we can measure a

relaxation time of T2 (spin–lattice relaxation time), and the half-width value is

obtained from the following equation:

T2 ¼ 1= π � Δνð Þ, Δν ¼ half � width, Hz ð10:4Þ

The larger the value of T2, the narrower is the width of the spectrum (Δv). The value
of T2 for the control and MICA samples were 0.016 and 0.035 s, respectively. We

have therefore shown that molecules of MICA water move more freely due the

presence of smaller clusters as a result of breaking of hydrogen bonds.

The narrower half-width is, the lager T2 is obtained, and the larger relaxation

time means longer distance between collisions resulting in a smaller molecule when

you take the same volume. For example, the values of T2 for control water and

MICA water are 0.016 and 0.035, respectively. When one regards that water will

become smaller size of molecule, it is easier to understand many a macroscopic

phenomena.
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Fig. 10.4 Complex dielectric constants of MICA water and normal mineral water; the upper two

curves show the dielectric constant (Re: real part) on the left-hand axis, and lower two curves show

the dielectric constant (Im: imaginary part) on the right-hand axis. Re (□) and Im (◊) of MICA

water, and Re (�) and Im (○) of normal mineral water. The vertical axis on the left show dielectric

constant (Re¼ real part) at 0.0–10.0, and dielectric constant (Im¼ imaginary part) at 0.0–5.0 in

numeral. The axis of abscissas shows the frequency in numeral of 0.0–1.0
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10.3.1.4 Isotopic Analysis of Hydrogen

The ratio between 2H and 1H given by the equation;

δH ¼ 2H=1H
� �

sample
= 2H=1H

� �
standard

� 1
n o

> �1000 ð10:5Þ

δ is defined by this formula as the ratio of deuterium and hydrogen in the sample

compared with that in the standard (i.e., the control). The amount of deuterium in

natural water is only 0.015 % and the extra neutron present in 2H cannot disappear

after the process of activation of water by MICA. One electron is freed after

breaking of the hydrogen bond from a water molecule, thereby increasing the

negative value of δH.

δH ¼ �
2H=1H

� �
sample=

2H=1H
� �

standard
� 1g � 1

¼ 2nþ eð Þ=n = 2nþ eð Þ= nþ eð Þ � 1g < 0f ð10:6Þ

The value of δH for activated water (MICA water) has a value of �65.21, whereas

that for Tokyo tap water is �58.71, as shown in Table 10.1. Water from mountain

sources shows higher values of δH.

10.3.1.5 THz and FTIR Spectrum of Water

Terahertz wave (THz) is usually defined to be electromagnetic wave of 30 μm to

1 mm, thus it exists between radio wave to infrared radiation and it is transparent to

plastic, paper, gum, woods, tooth, born and dry foods.

500 400 300

HW = 55,2 Hz

HW = 140,0 Hz

200 100 −100 −200 −300
Hz

−400 −5000
100 −1000

Fig. 10.5 NMR spectra of MICA water and control water showing half-widths (Δν). The

half-width (HW) curves indicate the width of spectrum of the water molecule, showing that

postulate that MICA water is more active than the control. Furthermore, we can measure a

relaxation time of T2 (spin–lattice relaxation time), and the half-width value is obtained from

the following equations: T2¼ 1/ (π �Δ ν ), Δν ¼ half�width, Hz
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THz wave are generally absorbed by water, but MICA water is slightly more

transparent than control water, because of its slightly higher energy compared with

the control, as shown in Fig. 10.6; here, the vertical axis shows the transmittance

and the horizontal axis shows the terahertz frequency.

Terahertz waves are generally absorbed by water, but MICA water is slightly

more transparent than control so that MICA (sample) seem to transmit straight.

One application of terahertz waves is in medical treatment (especially of organs

at shallower depths in the body) and they can take the place of X-rays in inspecting

the body. On the other hand, polyethylene is generally transparent to terahertz

waves as previously noted, whereas the transmitted peaks become lower in the

energized polyethylene; in other words, the energized film absorbs terahertz waves

(Fig. 10.7).

Table 10.1 Isotope analysis of water which shows a relatively high value of δ18O and δ2H (the

definitions are described in Sect. 10.3.1.4 of the text) (After private communication by Institute of

Isotope Analysis in Yokohama)

Name of water δ18O δ2H Place

MICA water �10.79 �65.21 Wakayama (Japan)

Tap water �8.58 �58.72 Tokyo (Japan)

Glacier cap �19.85 �141.69 Alaska (USA)

Crystal geyser �15.32 �109.71 Wiede (USA)

Whistler �17.00 �120.02 Canada

Hachiman daira �11.75 �72.3 Iwate (Japan)

Fukusui �9.56 �60.58 Tenshin (China)

Premium soda �9.46 �49.99 Yamazaki (Japan)

Nagara river �9.17 �51.60 Gifu (Japan)

Hiden tenryo water �8.74 �54.52 Ooita (Japan)
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In the figure for FTIR spectroscopy, the vertical axis represents the arbitrary

intensity of transmittance and the horizontal axis indicates the frequency in the

terahertz regions. The polyethylene was energized when it was in pellet form by

exposure to MICA water, and it was then formed into a film by injection molding.

Thus the film can be energized by the energy transmission which will be discussed

in an application in Sect. 10.3.3.3.

10.3.1.6 Magnetic Properties of Glass Energized by MICA Energy

Very low levels of magnetism can be detected by SQUID. Water itself cannot

analyzed and a captioned specimen should be activated by the MICA water since

the SQUID can only work under liquid He condition. A common glass was

activated by MICA process and the treated sample was compared with an untreated

control. The atoms in the glass were effected at a very low level in high external

magnetic fields of up to 50 kOe (5 T). The electrons in the glass activated by MICA

process will increase the momentum (J) resulting in larger magnetic moment (μB)
according to the equation; μB¼ γJ, where γ means gyromagnetic ration.
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The results are shown in Fig. 10.8 in which indicate a hysteresis between

increasing magnetic field and decreasing it. The borosilicate glass was subjected

to MICA treatment and the treated sample was compared with a control sample.

The untreated glass was normally diamagnetic. On the first treatment, it appeared to

be magnetized, but no hysteresis appeared on the second occasion. However, this

phenomenon was opposite to the result for MICA glass, where the glass showed no

magnetization on the first exposure to a magnetic field and a large magnetization on

the second exposure. This is an interesting result. We believe that MICA glass has a

certain energy that cancels low magnetization in the first measurement, because the

electron spinning with a certain energy in the MICA glass resonate with the external

magnetic field so that, subsequently, a larger magnetization appears in the second

measurement. Furthermore, magnetic moment due to spin increases to resulting in

paramagnetism (+~10�6 emu) when the magnetic field goes down.

10.3.2 Activation of Nitrogen

10.3.2.1 Computational Results for Dinitrogen (N2)

Previously, Mulliken (1972a) have reported calculations on the ground state of the

nitrogen molecule by SCF MO computation using a 20-term basis set of Slater-type

M-H measurement by SQUID (detect a small magnetism)
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Fig. 10.8 Hysteresis in magnetization of MICA-treated glass and control glass at 5 K and

magnetic field is up to 5 T (50,000 G). Glass possesses usually diamagnetism showing magnetic

susceptibility of ~ �10�5 emu. Electron’s spin is affected by magnetic field and residual magne-

tization appears when the field goes down, consequently magnetic moment due to spin increases to

resulting in paramagnetism (+ ~ 10�6 emu)
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functions in which the internuclear distance R from 0.01 au to the equilibrium

distance Re (¼2.0134 au) in 17 stages distances. Although the scenario is not still

well understood, we can see new aspects of MICA water as the catalyst through

calculations on N2 activation. By using the total energy spin DV-Xα program, we

calculated the total energies of dinitrogen in its activated and nonactivated states by

considering the spin of the molecule as a function of the length of the N–N bond.

These calculations showed that, for certain bond lengths, activated nitrogen can exist

in stable forms that lose energy slowly. Activated nitrogen should emit radiation

below the frequency of infrared rays, and is stabilized on lowering of the energy, as

the gap changes from 3 to 1.5 eV, which corresponds to that of infrared rays.

The results of our calculations are shown in Fig. 10.9, in which the total energy

(eV) is plotted against the N–N distance (Å). When one electron is excited, the total

energy level and the N–N distance change. The energy level of the conduction

(unoccupied) level becomes lower by an amount that depends on the change in the

N–N distance, and the potential of the free electron changes as a result. The value a

in N(a#)–N(a") describes a continuous change in spin from 0 to 3. We identified

three metastable states at various N–N distances. The energy of the nonmagnetic
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with the N-N distance (The arrows indicate the difference in energy from the ground state)
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* (one excited electron)]
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ground state N(0)–N(0) is a minimum at a bond distance of 1.16 Å, which is 7 %

more than the experimental value (1.0998 Å) (Kagakubenran 1993), and the

difference in the energy between

N(0)–N(0) and N2
* (with one excited electron) is 5.16 eV. At a larger distance,

the curve for one-electron-excited N2 crosses that of the N(2")–N(2") at 1.60 Å,
where the difference of the ground state is 3.09 eV. The state N(2")–N(2") has a
minimum energy at a bond distance of 1.75 Å as a result of lowering of the energy;

the difference between the ground state of N(a#)–N(a") and the minimum state of N

(2")–N(2") is then 2.0 eV. Finally, the curve for N(2")–N(2") shows a larger bond
distance and crosses the curve N(3")–N(3") at 2.1 Å, where the difference in the

energy is 1.48 eV. The N(3")–N(3") state can exist around 2.5 Å, emitting a

frequency corresponding to the terahertz region.

The X-ray absorption near-edge structure (XANES) spectrum of N2 has been

reported (Nakamatsu et al. 1993) and, a strong peak appears at an energy level above

that of the vacuum level around the absorption edge in the XANES. It has been

suggested by Nakamatsu et al. (1993) that the excited electron is scattered by the

potential energy and that a quasi-stable energy level exists. Therefore, as our calcu-

lation also shows, the excited electron may participate in a certain meta-stable state.

The absorption edge seems to appear at around 5 eV in the N K X-ray absorption

spectrum of N2 (Bianconi et al. 1978). According to our calculations, when one

electron is excited, the lowest energy level at a bond distance of 1.28 Å corresponds

to the difference of the energy of 5.16 eV from the ground state. Because the

difference of the energy roughly describes the absorption edge, this result coincides

with our calculation of the dependence of the energy level on the N–N distance.

Furthermore, the theories considered are postulated for a dissociation energy of

ground-state molecular nitrogen of 9.76 eV, at which Wright and Winkler (1968)

state that the corresponding high association energy for ground-state nitrogen atoms

makes it unnecessary to postulate any recombination of electronically excited

atoms, and the primary process may be the recombination of N(4S) atoms along a
5Σg

+ potential energy curve. There is an interesting description by Pauling and

Wilson (1950) who calculated that the bonding energy of N2 is 110.8 kcal/mole

(4.8 eV) from the figures for the bonding energy of N–N [38.4 kcal/mol (1.7 eV)]

and the energy for the process 2 N!N2 [226.0 kcal/mol, (9.8 eV)].

The changes in the energy levels of the highest occupied molecular orbital

(HOMO) and the lowest unoccupied molecular orbital (LUMO) with changes in

the N–N distance are plotted in Fig. 10.10. As the N–N distance increases and the

potential of the free electron changes, the energy of the conduction level (LUMO)

increases and that of the HOMO decreases, approaching that of the LUMO.

Figure 10.11 shows the N2 molecular contour map (L) and the formation of the

N2 molecule orbital (R), as calculated by Adachi (1993). In terms of energy levels,

the symmetrical orbital is designated g (gerade) and u (ungerade) for unsymmetri-

cal orbital. The orbital, σg is a bonding orbital of a σ bond and σu is an anti-bonding
orbital (these have the opposite meanings for π-bonds). When there is a small
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difference in energy level between 2s and 2p, the two orbitals hybridize resulting in

an interaction between orbitals of the same symmetry. What the 2σg orbital is a

bonding orbital, the 2σu orbital is an anti-bonding orbital between N 2s in the N2

molecule, as can be seen in the contour maps on the left-hand side of Fig. 10.11.
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Fig. 10.11 N2 molecule contour map (L) and formation of N2 molecule orbital (R) as discussed in

Sect. 10.3.2.1 of Computational results for dinitrogen (Courtesy of Prof. Adachi)
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10.3.2.2 Possibility of Activation of Nitrogen in Organic Compounds

Before describing the functions of activated nitrogen in organic compounds, we

will look at the interaction between it and hydrogen bond-broken water molecules

(Fig. 10.12). The figure shows a model for attack by –N*¼N on an O–H+ bond

(dotted line: hydrogen bond). The values of the energies of the covalent bond and

the bond lengths are taken from Emsley (1998). The N–H bond is short with a

relatively weak energy, and this must assist in transferring protons in cells, as

discussed below. Wernet et al. (2004) examined the structure of the first coordina-

tion shell in liquid water by XAS Auger spectroscopy and X-ray Raman scattering,

showing that the spectra analyses were carried out to the effect of NH3 termination

after saturating the dangling O-H by an NH3 molecule and lone pair electrons of the

N oriented toward the free O-H.

Three nitrogen-containing organic compounds were studied by 15N and 1H NMR

spectroscopy: aniline (PhNH2), benzonitrile (PhCN), and glycine (H2NCH2CO2H).

The compounds were processed by MICA energy, and we compared the results to

those for control compounds. We observed that 15N chemical shifts approach the

standard value more closely in the MICA-treated samples, as shown in Table 10.2,

although the differences are relatively small, which means that nitrogen in the

MICA sample closes to the standard leading to resonate aptly. In relation to 1H

(Table 10.3), the shift is less than that of nitrogen, but the electron affinity of the CN

group of benzonitrile becomes weaker, resulting in generation of the electron

H

 O 4.8eV, 0.96 Å when O-H 

3.9eV, 1.01Åwhen N–H
H+

H+ N
*
=N

4.2eV, 1.25Å when N=N
1.7eV, 1.45 Å when N-N

 1.4eV, 1.48 Å when O-O

O

H

Fig. 10.12 Model for the attack by –N*¼N on an O–H+ bond (dotted line: hydrogen bond)

The values of energy of the covalent bond and the bond lengths are taken from Emsley (1998).

The energy of the covalent bond is indicated by converting from kJ/mol into eV
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density of hydrogen in the benzene ring hereafter it can likely be resonated. On the

other hand, the¼C-N group in aniline has a lower electrons from benzene ring

which means less resonance. On the other hand, resonance of amino group with the

benzene ring in aniline due to a near strength of covalent bond, and 2p2 of lone pair

can move on π orbital. For better understanding these, we illustrate relation between
transferring of electrons and strength of covalent bond, by considering electron

affinity, too, as shown in Fig. 10.13. Furthermore, Fig. 10.14 shows that the NMR

peaks of MICA-treated glycine were sharper than those of the control, meaning that

the molecule (amino radical) can have larger momentum being active by MICA

energy as discussed in later; a mode of vibration known as inversion, which plays

the role of one of active nitrogen.

If we look at cell in organs, these contain properties of the aquaporin family

(AQP) which are membrane-protein (Kozono et al. 2002), that consist of a series of

amino acids, such as aspartic acid, praline and alanine. Their size is approximately a

few Å at the narrowest point (the pore) and they are several Angstroms long. An

interesting property of aquaporins is their permeability to a water and glycerol

without any ion permeability. Furthermore, water molecules can be transport

through the pores of aquaporin at a rate of 3� 109 molecules per second. AQP1

Table 10.2 Chemical shift of 15N in organic compounds on NMR spectroscopy

They are aniline (PhNH2), benzonitril (PhCN) and glycine (H2NCH2CO2H) processed by MICA

energy. 15N chemical shifts approach the standard value more closely in the MICA-treated samples,

which means that nitrogen in the MICA sample closes to the standard leading to resonate aptly

Chemical shift (δ, ppm) of 15N

Substance Control MICA processed

Difference from standard

Control MICA

Benzonitrile (PhCN) 257.882 257.846 8.882 8.846

Aniline (PhNH2) 98.146 98.366 150.854 150.634

Glycine (H2NCH2CO2H) 3.435 3.466 1.285 1.254

Table 10.3 Chemical shift of 1H in organic compounds on NMR spectroscopy

Aniline (PhNH2), benzonitril (PhCN) and glycine (H2NCH2CO2H) were processed by MICA

energy, and compared to the energy for control compounds. The electron affinity of the CN group

of benzonitrile becomes weaker, resulting in generation of the electron density of hydrogen in the

benzene ring hereafter it can likely be resonated. On the other hand, the¼C-N group in aniline has

a lower electrons from benzene ring which means less resonance. resonance of amino group with

the benzene ring in aniline due to a near strength of covalent bond, and 2p2 of lone pair can move

on πorbital

Chemical shift (δ, ppm) of 1H

Substances (amino acid) Control MICA processed

Difference from standard

Control MICA

Benzonitrile (PhCN) 7.628~7.429 7.607~7.412 5.698~5.499 5.677~5.482

Aniline (PhNH2) 4.109 4.149 2.179 2.219

Glycine (H2NCH2CO2H) – – – –
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exists as a tetramer, each unit containing its own aqueous pore, and the selective

mechanism for permeation by water through the channel pores is reported to be

proton blockage, although the mechanisms of this permeability has not yet been

fully clarified (Yasui 2004; Yasui and Mastushita 2010).

The nitrogen in the amino acid might play an important role in gating of water in

the pore, where N–H (bond length of 1.01 Å and energy 3.9 eV, as described

(number is a unit of eV in covalent bond)

benzene ring
(abbreviated)
benzonitrile

benzene ring
(abbreviated)
aniline

3.6 9.2

=C -C ºN

e|  

C -H

4.3    

3.2 H 4.0

=C - N

|  e H

C-H

4.3

Fig. 10.13 Electron charge transfer in organic compounds containing nitrogen

Electron affinity; N (3.04)>C (2.55)>H (2.20), and electron can transfer toward nitrogen.

Electron density must be large around group-C�N, and electron movement in hydrogen between

benzene ring and-C�N, whereas this movement is less in aniline

MICA processed glycine

H3 
15NCH2COO-

Control glycine

H3 
15NCH2

Fig. 10.14 NMR for glycine

The NMR peaks of MICA-treated glycine were sharper than those the control. That means the

amino radical can have longer momentum being active by MICA energy as discussed in

Sect. 10.3.2.2 (Possibility of activation of nitrogen in organic compounds) in detail
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previously) could interact with water with broken hydrogen bonds, although the

angles of –N–H or –NH2 are also important for reaction or permeation. The bond

angles vary depending on the groups attached to the nitrogen atom, and “three-

covalent nitrogen” denotes a pyramidal R3N compound of the kind NRR0R00, which
has a mode of vibration known as inversion (Cotton and Wilkinson 1977).

A nitrogen atom oscillating through the plane of the three R groups can turn inside

out, and the lone pair is involved in hydrogen bond to other molecules. For the

nitrogen atom to cross from one side of the plane to the other, the molecule passes

through a potential-energy barrier to inversion of 6 kcal/mol (0.26 eV); this has a

similar strength to the hydrogen bond, and its frequency is only 0.024 THz.

In relation to the proton-transfer mechanism, Novoa et al. (1997) reported

H3O2
� (hydroxyl ion) and H3O

+ (hydronium) were involved with free energy

values of 0.23� 10�23 to 0.48� 10�23 kJ in the terahertz region (	5 THz).

10.3.3 Other Activated Substances with Various
Applications in Industry

Water is necessary to everybody on the earth and is a basic material for daily life. In

addition to this, activated water (MICA water and its energy) has many functions

and affects a variety of substances. As described above, we have studied the

physics, chemistry, and biology of water as basic science. We will now discuss

the properties of materials activated by the MICA process, their functions, and

relating companies which make a business, during a test and in consideration for a

few years in Table 10.4.

One can recognize that MICA technology can be applicable to any substances

and industries. The origin is just tap water, and anything are not added although the

pressurized water passes through the columns containing basalts, magnetite, etc. so

that the mineral can be taken into. On the other hand, we can understand why there

are many applications if we regard the physical side of this water. We believe that

the molecules of the processed water become smaller resulting in distinctly active

functions and large surface area. The basic idea relating to this water is a cycle or

series of reduction-oxidation, and energy transmittance of activated water to

another substance or material.

There are so many genres as mentioned above; here we will present some of

them, (1) wrapping film for maintain foods fresh, (2) honeycomb ceramics for clean

air in a room or reducing odor, (3) cupper plated plastic for reducing automobile

exhaust gases and (4) oil for anti-oxidation. The water itself is better permeability

into a skin of body since the molecule is small so that the water can be easily

absorbed into any cell in a body, although here we do not discuss the effect to a

body functions through energized cloths. And we do not present the item of four

relating to emulsion fuel with water, although this it also due to a small molecule of

water.
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10.3.3.1 Activation of Cement, Aluminum, and Ferrite

The substances to which MICA-energy was imparted were aluminum metal,

Portland cement, and an Fe3O4–based magnet, and these were analyzed by terahertz

spectroscopy, as shown in Fig. 10.15. Both treated and untreated samples of

aluminum metal showed almost the same results. Terahertz waves were reflected

more by MICA-treated cement than by conventional cement. The magnet consisted

of an alloy and Fe3O4, and was therefore partially ceramic in nature, so its

reflectance was intermediate between that of cement (which is 100 % ceramic)

and that of aluminum (which is 100 % metal). Terahertz radiation cannot usually

penetrate metals or water. In general, terahertz electromagnetic waves are reflected

by the electrons in a metal that has a plasma frequency. Terahertz surface plasmon

(TSP) propagation on a metal sheet has been reported by Jeon and Grischkowsky

(2006) in discussing TSP pulse propagation dispersion.

10.3.3.2 Ceramics and Metal for Car Exhaust Gases

Catalytic converters in automobile exhaust gas systems function only after

combustion of gasoline in the engine. Pt, Pd, and Rh are all used in controlling

emissions of nitrogen oxides (NOx) in Japan (Ueda 1997), but few reports of data

obtained on real automobiles are available. Recently, there has been a trend to install

Table 10.4 Activation by MICA water and its application with results activated materials and

effects

Actual results by a various field of company containing in test, and some of them have been

industrialized

Materials Functions

Makers or groups

Manufacturing or in course of test

1. Plastic form Keeping fresh vegetables

and meats

Two makers and analysis company

Wrapping film

2. Honeycomb Removing odor Two ventures and steel company

Ceramics Reducing volatile organic

compoundSUS

Cloths

3. Aluminum Elimination of car exhaust

gases

Venture and car company (in USA

and Sweden)Cupper-plated

plastic

4. Water and oil Emulsion fuel Venture (in Korea)

5. Oil (salad oil and

engine oil)

Anti-oxidation Restaurant chain store

Tempura restaurant

6. Paint and cement Protection of stain Tent company

Improvement of wetting

property

7. Cloth and toiletry Improvement of metabolism Cosmetic company
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catalytic converters closer to the engine, which ensures that catalyst functions

immediately when the engine starts. The Toyota and Daihatsu group has developed

new materials, known as super-intelligent catalysts, comprising perovskite oxides,

such as LaFe0.57Co0.38Pd0.05O3 (Nishihata et al. 2002). Although these super-

intelligent catalysts (as they are known) represent the state of the art for petrol

engines, and the Pd is regenerated, the catalysts still use precious metals, and

perovskite oxides are complicated materials. Tanabe et al. (2002) reported that a

catalyst containing Pt supported on a thermally stable oxide (zeolite and CeO2–ZrO2)

on which hydrocarbons become adsorbed and migrate to the Pt surface, and the

zeolite relates to the deodorization described in Sect. 10.3.3.4 (Deodorization with

activated ceramics), not only reduction of exhaust gases but also deodorization.

Below, we describe the applications of MICA in photochemical removal of

pollutants from automobile exhausts (Table 10.5) reported in Sugihara and

Hatanaka (2009) and in deodorization of air. Our pollution-reduction system for

automobile exhaust gases has two distinct characteristics: the first is that it does not

require any particular catalyst, and the second is that it is positioned ahead of the

engine (on or inside the air filter), resulting in a change in the properties of the air
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Table 10.5 Results of testing a CPP device in an automobile

One model of an automobile (Nissan Cube, UA-BZ11) fitted with the device and another identical

model lacking the device were subjected to idling tests for 1 h in a vinyl tent and the resulting

emissions were analyzed. The detail are discussed in Sect. 10.3.3.2. CPP indicates cupper-plated

plastic; with activated and without activated

CO2 (%) O2 (%) CO (%) HC (ppm) NOx (ppm)

Normal 4.9 14.9 0.20 51.9 22.8

CPP 4.5 15.0 0.14 52.0 21.8

Activated CPP 3.6 16.8 0.08 19.2 13.6

Change (%) �26.5 12.8 �6.0 �63.0 �40.3
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taken in by the engine. We found that a copper-plated plastic (CPP) device

(5� 5 cm) activated by MICA-energy reduced emissions of CO2 and NOx from

an automobile, showing drastic reductions of CO2, hydrocarbon and NOx resulting

in gasoline saving indeed. In a separate experiment, we also found that an MICA-

activated fluorescent lamp deodorized organic solvents in an automobile paint plant

and in a perfume company. As we mentioned in Sect. 10.3.2.1, our active nitrogen

has an energy of less than 1.5 eV, as shown in Figs. 10.9 and 10.10, which is not

necessarily a dissociation energy as discussed above (see Sect. 10.3.2.2). We will

henceforth use the designation N2
* for active nitrogen.

Nitrogen (N2
*) in the air activated by MICA devices is introduced through the

intake into the engine where various hydrocarbons (HCs) in the gasoline are burned

by air. The bulk of typical gasoline consists of hydrocarbons between 5 and

12 carbon atoms per molecule, for example:

C8H18 ! CnHm, CO2, CO, H2O, NOx

In our system, N2
* may form higher hydrocarbon compounds,<h HC>N2

*

instead of NOx, and these compounds reacts with CO2, NOx, etc., and are then is

burned to form lower HCs denoted to be <l HC>;

(i) l HC+ h HC+O2 +N2! (h HC)N2
* + l HC+CO+CO2 +NOx +H2O

(ii) (hHC)N2
* +O2! (C or l HC) +N2 +H2O

(iii) (hHC)N2
* +CO! (C or l HC) +N2 +O2 +H2O

(iv) (hHC)N2
* +CO2 +NOx! (C or l HC) +N2 +O2 +H2O.

As we can understand from these chemical formulas, N2 and H2O are formed

resulting in better combustion. In other words, both reduction and oxidation

occurred in the engine space. This is a much simpler way of reducing emissions

of CO2 and NOx than, for example, the method proposed by Nishihata et al. (2002).

One model of an automobile (Nissan Cube, UA-BZ11) fitted with the device and

another identical model lacking the device were subjected to idling tests for 1 h in a

vinyl tent and the resulting emissions were analyzed as shown in Table 10.5

(measurement instrument; FERRER F16P 5 Gas Analyzer; GXT International,

NY, USA). Furthermore, the humidity inside the tent was 65 % compared with

50 % in the tent of the automobile without the MICA device. Those results suggest

the gasoline was burned nearly completely in the engine of the automobile fitted

with the device. One end of a vinyl hose was connected to the exhaust pipe of an

idling automobile, the opposite end was placed in water in a pail, and the water was

analyzed by the standard method JIS-K0102 45.2: the total nitrogen contents of the

water were 4.1 and 7.4 mg/L for the automobile with the CPP device and the

automobile without the device, respectively.

We have also measured the levels of volatile organic compounds (VOC) in

automobile exhaust following the installation of CPP devices activated by the

MICA process, as shown in Fig. 10.16. The CPP device clearly reduced VOC

levels after 4 h of driving, probably by the same mechanism as described above.

Furthermore, we demonstrated another car resulting in reduction of CO2;

30.0 %, CO; 62.1 %, HC; 71.0 % and NOx; 95.4 %, and oxygen increased by
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13.6 % as well as in Table 10.5. These results of reduction rate naturally depend

upon the kind of car, distance covered by travelling, etc.

As the result of the near complete combustion of gasoline that can be achieved

with a MICA device, the distance driven per liter can be increased. This was tested

by driving several types of automobiles in a city. For an 11-year old, 2-L-capacity,

four-wheel-drive automobile, the average fuel consumption was 9.7 km/L after

13,000 km. This represents a 20 % improvement compared with a similar vehicle

without the device. A 16-L diesel-engine tractor showed a 3 % improvement

and less variability (σn¼ 0.02 km/L) in fuel consumption, with a minimum of

2.43 km/L and a maximum of 2.48 km/L. For comparison, the truck without the

device showed σn¼ 0.16 km/L with a range of 2.06–2.7 km/L. We believe that

better and more-stable fuel consumption is important for the transport business.

10.3.3.3 Activated Polyethylene for Keeping Foods Fresh

A several kinds of polymer films have been examined in the terahertz region (up to

2 THz) by Nagai and Fukasawa (2004) and Nagai (2005). In this region, the

transmittance of polyethylene (PE) is more than 80 %, and is almost independent

of the frequency unlike poly(vinyl chloride) (PVC), polyamide-6 (PA-6) or poly

(methyl methacrylate) (PMMA), for which the absorption increases with increasing

frequency. Plastics are normally transparent to terahertz waves, as discussed above.

We examined the absorption behaviors of MICA-treated and nontreated polyeth-

ylene films in the terahertz region (Fig. 10.7). The nontreated polyethylene (upper

graph) was more transparent at frequencies below 5 THz than was the MICA-

treated film (lower graph). We postulate that the MICA film can absorb terahertz

energy by means of a resonance.

Fig. 10.16 Measurement

of VOC emissions in

automobile exhaust fumes

before and after installing

a Cu-plating plastic

devices activated by

the MICA process

In the first 2 h after

installation of the device,

adhered soot or

microparticles in the engine

are eliminated by the

MICA-treated air engine

room, and are eliminated.

A steady state exists

subsequently
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We found that the air inside film is changed by irradiation with terahertz waves

and that this causes the formation of an ambient antioxidant that keeps vegetable,

meat and other foods fresh. Figure 10.17 shows photographs of mushrooms kept in

control and MICA–treated samples of polyethylene film for 5 days, and analyses of

the gases inside the film. The mushrooms in the MICA-treated film could respire by

taking in oxygen as well as carbon dioxide, whereas the mushrooms stored in the

control film could only take in carbon dioxide, and they became spoiled with a bad

odor. This is because the film treated with MICA energy can protect the mushrooms

from attack by oxygen and nitrogen. Several users have also reported that MICA-

treated polyethylene film is very effective in keeping meat fresh and juicy with no

color changes. We also experienced the beef to maintain fresh resulting in no

change of color and less drip which was reported in Sugihara et al. (2011), and

the reasons regarding with freshness of beef is also due to energized air (nitrogen in

particular) in the active film.

10.3.3.4 Deodorization with Activated Ceramics

Platinum catalysts supported on ceramics such as honeycomb-type zeolite are widely

used in deodorization of exhaust gases at high temperatures, such as 600 K. We have

developed ceramics (zeolite) energized by MICA energy that do not need rare-earth

catalysts or platinum catalysts and high temperatures. Terahertz and/or far-infrared

electromagnetic waves from an activated honeycomb resonate with –COOH and CH3

groups, etc. MICA-energized ceramics operate at room temperature without a

catalyst and show 80–90 % reduction of xylene, toluene, and formaldehyde, for

instances, 416 ppm at the entrance and 65 ppm at exit. Deodorization equipment on

L: activated PP film

L:activated PP film
Maintaining mushrooms freshness

R: current film

R: current film

G
as

 c
o

n
te

n
t 

(%
)

The difference on maintaining mushroom fresh keeping behavior by activated and current one and
measurement of gas analysis inside pouch.

Activated one shows normal respiration, while current one indicates excess emitting of CO2

CO2

O2

CO2

O2

1 3 5 days 1 3 5 days

Brownish

Shriveled 

Bad odor

Fig. 10.17 Differences in maintenance of freshness stored in a MICA-activated polyethylene

(PE) film and a control PE film, and analyses of oxygen in the PE pouch. The activated film shows

normal respiration whereas control contained CO2 only and no oxygen(O2)
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this principle has been manufactured for removal of toluene, xylene and formalde-

hyde in industry and in household, as shown in Fig. 10.18.

Furthermore, we demonstrated 40 activated fluorescent lamps (100 W) to reduce

VOC at the car-painting factory where they used the paints with solvent of xylene

and toluene; 420 and 214 ppm of VOC before and after changing the lamps,

respectively (0.49 % reduction). Let us discuss the mechanisms for reduction of

VOC; toluene,

CH3

, and ortho-xylene

CH3

CH3
where the bonding

strength of CH3 radicals close to one of infrared and thus methyl radicals are apt to

be broken rather than benzene ring due to resonate with radiation (infrared to

terahertz) from the activated lamps.

10.3.3.5 Anti-oxidation of Salad Oil and Tempura Oil

Oxidized salad oil, tempura oil, and the like can be revitalized by exposure to

MICA energy provided from a MICA-treated container or by mixing of used oil

with MICA-treated oil. Salad oil consists of 45 % linoleic acid [diunsaturated;

(9Z,12Z )-Me(CH2)4CH¼CHCH¼CH(CH2)7CO2H], oleic acid [monounsaturated;

(Z)-CH3(CH2)7CH¼CH(CH2)7CO2H], and palmitic acid [fully saturated; Me

(CH2)14CO2H]. Unsaturated bonds can be changed to saturated ones by exposure

to MICA energy, leading to a straighter structure and transparency to terahertz

waves. The main constituent of tempura oil is linoleic acid.

Fig. 10.18 Equipment for Volatile Organic Compound (after Amari Co. Ltd catalogue 2010)

Only activated honeycomb and no platinum catalyst and perform under room temperature.

Usually, Pt-coated honeycomb absorb odor and dissociate by the Pt catalyst under high temper-

ature like 600 K. THz and/or far-infrared electromagnetic wave from the activated honeycomb

resonate with –COOH and CH3, etc., in the volatile organic compound
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Usually, the number of double bonds in the unsaturated fatty acid decreases on

oxidation when the oil is used, and aldehyde groups are formed resulting in

degradation. NMR spectroscopy can be used to determine the ratio of double

bonds to single bonds. The ratio in the original oil, determined by carbon-13-

NMR, was 15.4 %, whereas the value was 14.4 % in oil just before disposal (usually

after five cycles of usage). Furthermore, by 1H-NMR, the ratio was 10.0 % in the

five-times used oil and 9.2 % in the original.

The another means of evaluating degradation of oil is through its anisidine value,

where aldehyde groups produced by oxidation of the oil are reacted with

4-methoxyaniline in acetic acid and thus the chemical reaction occurs as follows:

Aldehyde 4-methoxyaniline in acetic acid

+ NH2 O CH3

RCHO is generated by oxidation of oil. By this reaction, absorbance coefficient is

changed to result in anisidine value, which presents a lower value after MICA

processing of oxidized oil. and the absorbance coefficient of the product is measured.

Mixing used oil with 1 %MICA-treated oil decreased the anisidine value by 8 % (8 h

after heating). Furthermore, the value became to 5.5 after MICA treatment for 16 h.

Therefore, activated nitrogen in air may play a role in preventing oxidation of oil

or in protecting oil from approach by oxygen, and also smaller water molecule and

reducing circumference of the water may facilitate for anti-oxidation as often

mentioned.

Conclusion

We have studied the electronic structures of water with broken-hydrogen

bonds by using the DV-Xα method. According to calculation results, the

proton and electron even after breaking hydrogen bond can exist stably in a

water molecule, and we propose that the plasma-like state in proton/electrons

pair emits electromagnetic waves in the region from the near infrared through

the terahertz region. Water with broken-hydrogen bonds (MICA water)

activates other substances by transfer of energy. These basic phenomena

were indirectly detected by NMR, FTIR, THz measurement, isotope analysis

and SQUID for magnetization. However, we have still researched water to

approach it’s kernel. In application, we postulate that devices treated with

MICA energy can even activate dinitrogen in air and in organic compounds.

By using MICA-treated devices, we have achieved remarkable reductions in

CO2 levels and elimination of NOx as a result of improved combustion of

gasoline in automobile. We also succeeded in deodorization and reduction of

VOCs; this process has been applied in various industries. Furthermore, we

(continued)
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obtained good results in terms of keeping foods fresh through the use of

MICA-activated polyethylene film, which suppresses oxidation. The under-

lying concept of the process is related to the presence in electromagnetic

energy supplied by MICA water /energy. As a future work, we will report the

results that we have approached the kernel of water.
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Fuchs EC, Woisetschläger J, Gatterer K, Maier E, Pecnik R, Holler G, Eisenkölbl H (2007) The

floating water bridge. J Phys D Appl Phys 40:6112–6114

Fuchs EC, Gatterer K, Holler G, Woisetschläger J (2008) Dynamics of the floating water bridge.

J Phys D App Phys 40:185502–185506

Garczarek F, Gerwert K (2006) Functional waters in intraprotein proton transfer monitored by

FTIR difference spectroscopy. Nature 439:109–112

Goldman BN, Leforestier C, Saykally RJ (2005) A “first principles” potential energy surface for

liquid water from VTR spectroscopy of water clusters. Phil Trans R Soc A 363:493–508

Hatanaka K (1991) EU 0421563; (1990) JP 1786552; (1993) US 5034138; (1991)

Jeon T-I, Grischkowsky D (2006) THz Zenneck surface wave (THz surface plasmon) propagation

on a metal sheet. Appl Phys Lett 88:061113–3

Kagakubenran (1993) Edited by Nihonkagakkai

Kawase K, Sato M, Taniuchi T, Ito H (1996) Coherent tunable THz -wave generation from

LiNbO3 with monolithic grating coupler. Appl Phys Lett 68:2483–2485

10 Microscopic Approach to Water by Using the DV‐Xα Method. . . 287



Kojima S, Tsumura N, TakedaWM, Nishizawa S (2003) Far-infrared phonon–polariton dispersion

probed by terahertz time-domain spectroscopy. Phys Rev B Condens Matter Mater Phys

67:035102–035105

Kozono D, Yasui M, King LS, Agre P (2002) Aquaporin water channels: atomic structure and

molecular dynamics meet clinical medicine. J Clin Invest 109:1395–1399

Leetmaa M, Ljungberg MP, Lyubartsev A, Nilsson A, Pettersson LGM (2010) Theoretical

approximation to X-ray absorption spectroscopy of liquid water and ice. J Electron Spectrosc

Relat Phenom 177:135–157

Lin W, Han JX, Takahashi LK, Harker HA, Keutsch FN, Saykally RJ (2008) Terahertz vibration-

rotation-tunneling spectroscopy of the water tetramer-d8: combined analysis of vibrational

bands at 4.1 and 2.0 THz. J Chem Phys 128:094302–094311

Millo A, Raichlin Y, Katzir A (2005) Mid-infrared fiber-optic attenuated total reflection spectros-

copy of the solid–liquid phase transition of water. Appl Spectrosc 59:460–466

Mishima OR, Stanley HE (1998) The relationship between liquid, supercooled and glassy water.

Nature 392:164–168

Mulliken RS (1972a) Rydberg and valence-shell character as functions internuclear distance in

some excited states of CH, NH, H2, and N2. Chem Phys Lett 14:141–144

Mulliken RS (1972b) The nitrogen molecule correlation diagram. Chem Phys Lett 14:137–140

Muro-Oka’s (1990) Graduate dissertation. Hyogo University of Teacher Education

Nagai N (2005) Analysis of the industrial materials by THz spectroscopy. Rev Laser Eng

33:848–854 (In Japanese)

Nagai N, Fukasawa R (2004) Abnormal dispersion of polymer films in the THz frequency region.

Chem Phys Lett 388:479–482

Nakagawa K (2002) Total energy calculation of molecules using DV-Xα molecular orbitals. Bull

Soc Discrete Variational Xα 15:121–125

Nakagawa K (2003) Total energy calculation of molecules using spin-DV-Xα molecular orbitals.

Bull Soc Discrete Variational Xα 16:93–97

Nakamatsu H, Mukoyama T, Adachi H (1993) DVXα molecular orbital method for X-ray

absorption near edge structure: application to N2 and CrO4
2�. Jpn J Phys 32:23–25

Nishihata Y, Mizuki J, Akao T, Tanaka H, Uenishi H, Kimura M, Okamoto T, Hamada N (2002)

Self-regeneration of a Pd-perovskite catalyst for automotive emissions control. Nature

418:164–166

Novoa JJ, Mota F, Perez del Valle C, Plana M (1997) Structure of the first solvation shell of the

hydroxide anion: a model study using OH–(H2O)n (n¼ 4, 5, 6, 7, 11, 17) clusters. J Phys Chem

A 101:7842–7848

Pauling L, Wilson EB (1950) Introduction to quantum mechanics with application to chemistry

(translated into Japanese, Hakusuisha, Tokyo, 1950)

Scott JN, Vanderkooi JM (2010) A new hydrogen bond angle/distance potential energy surface of

the quantum water dimer. Water 2:14–28

Sugihara S (2009) Analysis of water using DV-Xα method and innovative applications. Bull Soc

Discrete Variational Xα 22:284–291

Sugihara S, Hatanaka K (2009) Photochemical removal of pollutants from air or automobile

exhaust by minimal catalyst water. Water 1:92–98

Sugihara S, Suzuki C, Hatanak K (2011) The mechanisms of activation of substances by minimal

catalyst water and application in keeping foods fresh. Water 3:87–94

Tanabe T, Hatanaka T, Tuji M, Shinjo R (2002) NOx selective catalytic reduction over Pt

supported catalyst promoted by zeolite and CeO2–ZrO2. R & D Rev Toyota CRDL

37(3):25–30

Tanaka Y, Ogawa M, Jursa AS (1964) Forbidden absorption-band system of N2 in the vacuum-

ultraviolet region. J Chem Phys 40:3690–3700

Tokushima T, Harada Y, Takahashi O, Senda Y, Ohashi H, Pettersson LGM, Nilsson A, Shin S

(2008) High resolution X-ray emission spectroscopy of liquid water: the observation of two

structural motifs. Chem Phys Lett 460:387–400

288 S. Sugihara et al.



Ueda K (ed) (1997) Handbook of energy and resources. Japan Society of Energy and Resources,

Tokyo, pp 1229–1231 (in Japanese)

Wernet P, Nordlund D, Bergmann U, Caverlleri M, Odelius M, Ogasawara H, Näslund LÅ, Hirsch
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Woisetschläger J, Gatterer K, Fuchs EC (2010) Experiments in a floating water bridge. Exp Fluids

48:121–131

Wright AN, Winkler CA (1968) Active nitrogen. Academic Press, New York, p 30 and pp 140–152

Yasui M (2004) Molecular mechanisms and drug development in aquaporin water channel

diseases: structure and function of aquaporins. J Pharmacol Sci 96:260–263

Yasui M, Mastushita K (2010) Recent topics in aquaporins: molecular mechanism of proton

repulsion. Kidney 33:12–15 (In Japanese)

10 Microscopic Approach to Water by Using the DV‐Xα Method. . . 289



Chapter 11

Electronic Structure and Chemical Bonding

of Li1.1Nb0.9O2�y as a Negative Electrode

Material for Lithium Secondary Batteries

Yang-Soo Kim, Chan-Seo You, Ri-Zhu Yin, Changkeun Back,

Dong-yoon Lee, Masataka Mizuno, and Soon-Ki Jeong

11.1 Introduction

During the past 20 years, much effort has been undertaken to obtain lithium

secondary batteries with higher energy densities, and great progress has been

made (Sony lithium ion battery performance summary 1994; Murphy and Cason-

Smith 1990; Anani et al. 1987; Choi et al. 2004; Idota et al. 1997). However, there is

still an increasing demand for further lightweight and small-size rechargeable

batteries for portable electronic devices. In addition, recent environmental concerns

about global warming and the need to reduce CO2 emissions have provided us with

a strong driving force for developing large scale lithium secondary batteries with

high energy density for use in electric vehicles. Energy density is the ratio of a
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battery’s energy delivery capability to its weight or volume, measured in watt-hours

per kilogram or watt-hours per liter. It is widely considered the most important

metric of battery technology. It determines the size and weight of the battery

system. Higher energy density translates into smaller, lighter battery systems or

applications with longer run-times or ranges. One of the important requirements of

negative electrode materials is that they should have a lithium secondary battery

with a large energy density; also, the redox potential at the negative electrode

should be as low as possible (Denis et al. 1997). Li-ion rechargeable batteries are

presently made with Li transition metal oxide as the positive electrode material and

carbonaceous material as the negative electrode material (Sony lithium ion battery

performance summary 1994). Li-ion rechargeable batteries can offer a higher

energy density, higher average voltage, and higher power density than existing

rechargeable batteries. However recent portable devices are becoming smaller,

slimmer, lighter, and more multi-functional and customers are demanding longer

operating times. The energy density of currently available batteries is insufficient to

meet these need. To overcome this situation, a number of researchers have recently

focused on two activities: (i) improving the existing positive materials like Co-, Ni-,

or Mn-based oxides, or searching for new ones, or (ii) searching for alternatives to

carbonaceous negative electrode materials, which alternatives should have large

capacity and strong reducing power. The second approach constitutes the issue of

this paper. We report a novel V-based material that can be used as a negative

potential material (Yin et al. 2008). A unique feature of the vanadate materials

upon lithiation is their amorphization which is lower than 1 V; this low level leads

to a different shape of the voltage profile between the first and second lithiation

processes. For practical cell applications, in order to achieve a different voltage

profile between the first and second cycle, it is necessary to accurately control the

cell balance for safety and reliability.

In the present work, we report another new oxide, Li1.1Nb0.9O2�y, as a novel

active material for the negative electrode of lithium secondary batteries. To begin

with, it was predicted by first principles calculations that the redox reactions of

lithium ion on Li1.1Nb0.9O2�y material would occur at low potentials. Then, this

was confirmed experimentally by electrochemical measurements. The initial and

fully charged Li1.1V0.9O2�y compounds show R-3m and P-3m1 hexagonal structures,

respectively, in the XRD analysis. However this is not the case for Li1.1Nb0.9O2�y.

Despite extensive studies, material scientists are still unsatisfied because very basic

questions remain unanswered: Why are there phase-transitions during the charge and

discharge of Li1.1V0.9O2�y? Why is this not the case for Li1.1Nb0.9O2�y? What

are material parameters most necessary to obtain good capacity and performance?

In the present study, we aim to understand the differences among these isomorphic

compounds from the viewpoint of the changes in chemical bonding associated with

Li-intercalation.

Two kinds of first-principles calculations were used. Molecular orbital

(MO) calculations by the DV-Xα method using the program code SCAT were

performed in order to obtain the electronic structure and chemical bonding infor-

mation of the lithium niobium oxide. The ab initio total-energy and molecular
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dynamics program Vienna ab-initio simulation package (VASP) was used to

calculate the open-circuit voltage (OCV) and the general gradient approximation

(GGA) exchange. The first-principles calculations were carried out to clarify the

remarkably low reaction potential.

11.2 Experimental

The sample formulated as Li1.1Nb0.9O2�y, was prepared by heating a mixture of

powders of Li1.1Nb0.3O1.3 and NbO at a molar ratio of 6:3.6 in an alumina tube at

1,000 �C in H2 environment for 60 h. Li1.1Nb0.3O1.3 was obtained by heating a

mixture of Li2CO3 and Nb2O5 at a molar ratio of 3.3:0.9 in an alumina tube at

800 �C in air for 48 h. These reactions are represented by the following Eqs. (11.1)

and (11.2).

3:3 Li2CO3ð Þ þ 0:9 Nb2O5ð Þ ¼ 6 Li1:1Nb0:3O1:3ð Þ þ 3:3 CO2ð Þ ð11:1Þ
6 Li1:1Nb0:3O1:3ð Þ þ 3:6 NbOð Þ ¼ 6 Li1:1Nb0:9O2�y

� � ð11:2Þ

The structure of Li1.1Nb0.9O2�y was characterized by X-ray diffraction (XRD)

using a Panalytical MPD (Cu Ka radiation). The data was collected in the range of

5–100� under step scanning mode at 40 kV/30 mA, 0.021 deg/step, and 10 s/step

exposure time. Rietveld refinement of the collected XRD data was performed using

the Reflex (Accelrys Inc. Ver. 5.0) Rietveld (DBWS) code.

Composite electrodes were used for the charge/discharge tests. The test electrode

was prepared by coating a mixture of the Li1.1Nb0.9O2�y powder (80 wt%) and a

carbon black (10 wt%) and a poly (vinylidene difluoride) binder (10 wt%) on copper

foil. The charge and discharge tests were carried using conventional three-electrode

cells at a constant current of 18.1 mA g�1. The electrolyte solutions consisted of

1 mol dm�3 (M) LiClO4 dissolved in 1:1 (by volume) mixtures of ethylene carbonate

(EC) and diethyl carbonate (DEC) (EC+DEC) (Kishida Chemical Co., Lithium

Battery Grade). The counter and reference electrodes were lithium foil. CV was

performed between 3.0 and 30.0 V at a sweep rate of 0.5 mV s�1. All electrochemical

measurements were carried out in an argon-filled glovebox (Miwa, MDB-1B

+MM3-P60S) with a dew point <�60 �C. All potentials are referred to as volts

vs. Li/Li+.

11.3 Computational Procedure

The electronic structures and chemical bonding of lithium niobium oxide were

calculated by the DV-Xαmethod (Averill and Ellis 1973; Ellis et al. 1976) using the

program code (Adachi et al. 1978). The population analysis was made according to
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Mulliken (Mulliken 1955). All calculations in the DV-Xα method had to be

executed with cluster models and the full potentials of all orbitals were included

in the cluster model. The proper building of models is very important in this

method, because calculated results change with models and, sometimes, show

unreasonable values regardless of the convergence of calculations. Therefore,

various models for every material were tried in order to obtain acceptable data in

the view of crystal chemistry and energy level structure. In the case of

Li1.1Nb0.9O2�y, the Madelung field was applied over a sufficiently large volume

to obtain an environment similar to that of the bulk state and to eliminate the edge

effect, which brings distorted charge distribution and energy levels.

The ab initio total energy and molecular dynamics program VASP (Kresse and

Hafner 1993; Kresse and Furthmuller 1996a, b), based on the density functional

theory pseudo-potential plane wave method and the GGA exchange and correlation

functional, was used to obtain the OCV. First-principles calculation on lithium

transition metal oxides of positive electrodes for lithium-ion batteries have

been performed by many researchers (Ceder et al. 1997; Mishra and Ceder 1999;

Reed and Ceder 2002; Koyama et al. 2003).

In general the open-circuit voltage EOCV(x) depends on the differences in the Li

chemical potential between the anode Li metal and the cathode. In this paper, we

have investigated the possibility of using metal oxide powders for anodic electrode

as active materials and have determined their electrochemical performances

through the calculation. In this paper, first-principles calculation for the voltages

was carried out as follows:

OCV ¼ �ΔG
zF

¼ � ELi
cathod � ELi

anode

� �

zF
ð11:3Þ

Here F is the Faraday constant and z is the ion transported charge in the

electrolyte. In the lithium ion battery (LIB) system, Li+ is the ionic conductor,

which means that z¼ 1 for the LIB system.

11.4 Results and Discussions

In a previous work, we reported that average potentials for the reversible lithium

insertion within Li1.1V0.9O2, determined theoretically and experimentally were

0.93 and 0.3 V, respectively (Yin et al. 2008; Linden 1995). These low potentials

mean that there is a new possibility of active material as a negative electrode is

present in Li1.1M0.9O2 (M¼ transition metal) compounds. In this view, further

research has been conducted to consider various Li1.1M0.9O2 compounds.

Table 11.1 gives the average potential for lithium insertion in Li1.1M0.9O2

obtained by first principle calculations; in these calculations, Li2.1M0.9O2

was regarded as the charged state. The detailed calculation process has been

described elsewhere (Yin et al. 2008; Kim et al. 1998; Koyama et al. 1999a, b).
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The calculation results reveal that the average potential for lithium insertion was

significantly affected by the M element in Li1.1M0.9O2. Lithium ions were inserted

within Li1.1M0.9O2 at a relatively low potential (<1.5 V) when Mwas Al, Ti, Cr, Zr,

Nb, or Mo. On the other hand, the potential was relatively high (>2.0 V) when M

was Mn, Fe, Co, Ni, Cu, or Zn. Since low potential is favorable in the view of

energy density, the former compounds are considered better candidates as active

materials for the negative electrode than are the latter compounds. On the basis of

the theoretical calculation data, we have tried to synthesize Li1.1M0.9O2 (M¼Al,

Ti, Cr, Zr, Nb, and Mo) compounds by conventional solid state reaction method in

order to investigate their electrochemical properties. Consequently, the

Li1.1Nb0.9O2�y compound was obtained successfully through the synthetic proce-

dure shown in the above experimental section. However, attempts to synthesize this

compound by using the other M elements such as Al, Ti, Cr, Zr, and Mo, were

unsuccessful. The details of the failures are not clear at present.

To the best of our knowledge, Li1.1Nb0.9O2�y was synthesized for the first time.

Prior to the electrochemical measurements, Rietveld refinement was employed to

determine the structural properties of the synthesized Li1.1Nb0.9O2�y compound.

This is one of the most popular techniques used to characterize crystal structures. A

perfect crystal structure model is very helpful for theoretical calculations, reaction

mechanism analysis, and physical analysis of certain properties such as conductiv-

ity, magnetic susceptibility, chemical potential, etc. Powder XRD (or neutron

diffraction) Rietveld refinement is one of the most popular methods used to

characterize crystal structure.

The Rietveld refinement of the Li1.1Nb0.9O2�y model gave a satisfactory fit to the

overall profile. The refinement processes were carried out with several variations such

as baseline correction, cell parameters, zero correction, scale factor, temperature factor,

atomic coordinates, etc. The best-fit of the XRD patterns are shown in Fig. 11.1.

Li1.1Nb0.9O2�y is assigned to the hexagonal system with the P63/mmc (No. 194)

space group. The cell parameters are a¼ 2.904 Å and c¼ 10.456 Å. The calculated
cell volume is V¼ 103.62A3. About 10 % of the Nb3+ (2a) sites are substituted for by

Table 11.1 Average

potential for lithium insertion

into various Li1.1M0.9O2

compounds obtained by first

principles calculations

(VASP)

M in Li2.1M0.9O2/Li1.1M0.9O2 Average potential/V

Al 0.65

Ti 0.89

Cr 1.43

Mn 2.10

Fe 2.48

Co 2.23

Ni 3.45

Cu 2.87

Zn 5.24

Zr 1.27

Nb 1.30

Mo 1.08
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lithium ions. TheNb3+ is coordinated by six oxygen atoms and located in the octahedral

site. Some Li+ is also located in the Nb3+ (2b) site. The fractional coordinates of the

Li1.1Nb0.9O2�y at room temperature are listed in Table 11.2.

In this structure, one Nb plane is sandwiched by two O planes; the stacking of the

layers forms the crystal. Thus, the crystal exhibits a layered structure due to the

stacking of the planes (O-Nb-O)/Li/(O-Nb-O).

The calculation of the electronic states of lithium niobium oxide was carried out

using cluster models taken from the bulk crystal. The model clusters, which are

composed of (a) 51 atoms (Li13V12O26)
3� cluster model for Li1.1V0.9O2 (Fig. 11.2a)

(b) 87 atoms (Li13Nb12O62)
73� for Li1.1Nb0.9O2�y (Fig. 11.2b) and (c) 85 atoms

(Li17Nb20O48)
14� compared to Li1.1V0.9O2�y in R-3m (Fig. 11.2c), are employed

for these purposes.

In order to discuss the valence electronic state and chemical bonding of lithium

vanadium oxide, we made calculations using cluster models. The energy diagram

density of Li1.1V0.9O2�y is obtained in this study as shown in Fig. 11.3. The filled

band located from �8 to �3 eV is mainly composed of O 2p orbitals. The partially

filled band located around �2 to 4 eV is mainly composed of V 3d orbitals. The

unoccupied band located above 5 eV are made up of Li 2sp and V 4sp orbitals.

Significant amounts of V 3d and 4sp states in the O 2p band were found. Strong

covalent interaction between V and O was found to be present.

The energy diagram and the bond overlap population (BOP) diagrams or crystal

overlap population (COP) for V–O(2.012 Å) and Li–O(2.096 Å) bonds were plotted,
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Fig. 11.1 The Rietveld refinement of Li1.1Nb0.9O2�y (Kim et al. 2012)

Table 11.2 Atomic

coordinates of Li1.1Nb0.9O2�y

which is obtained from

Rietveld refinement (Kim

et al. 2012)

Site x y z Occupancy

Li 2a 0 0 0 1

Li 2d 0.66667 0.33333 0.25 0.1

Nb 2d 0.66667 0.33333 0.25 0.9

O 4f 0.33333 0.66667 0.1263 0.95
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with results shown in Fig. 11.4. The interactions between V and O, and the Li–O

bonds have been investigated individually. The value given in each diagram is the

bond overlap population, which is given by the integration of the diagram with respect

to the occupied bands. As has been qualitatively mentioned, strong covalent bonding

can be noted between V and O. On the other hand, the Li–O bond overlap population

is small, but not zero (0.063), as shown in Fig. 11.4. This provides evidence for the

strong covalency betweenM (M¼ transitionmetal) andX (X¼ S and O), as discussed

in our previous reports (Kim et al. 1998; Koyama et al. 1999a, b).

Table 11.3 shows BOP between M-O and Li-O bonds and the ionicity of the Li

atom of Li1.1Nb0.9O2�y and Li1.1V0.9O2, which belong to P63/mmc and R-3m

respectively. The BOP of V-O shows a larger value than that of the BOP of

Nb-O, even though these two showed similar bond lengths between metal oxygen.

Fig. 11.2 (a) (Li13V12O26)
3�cluster model for Li1.1V0.9O2 (R-3m), (b) (Li13Nb12O62)

73� cluster

model for Li1.1Nb0.9O2(P63/mmc), and (c) (Li17Nb20O48)
14� cluster model for Li1.1Nb0.9O2

(P63/mmc)

Fig. 11.3 Energy diagram of Li1.1V0.9O2 with (Li13V12O26)
3� cluster model by DV-Xα method
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The BOP value of V-O in the Li1.1V0.9O2 (R-3m) is smaller than that of the V

substituted Nb-based system (P63/mmc). The ionicity of Li in the P63/mmc system

is smaller than that of the Li in the R-3m system.

The BOP between the 3d transition metal-O and the Li-O, and the ionicity of the

Li atoms, are listed in Table 11.4. For all of these, the BOP values of M-O and Li-O

are larger than that of Li1.1V0.9O2 (R-3m). For all of these samples, the iconicity of

Li1.1M0.9O2 (P63/mmc) is smaller than that of Li1.1V0.9O2 (R-3m). This provides

Fig. 11.4 Overlap population of Li1.1V0.9O2 with (Li13V12O26)
3� cluster model (Yin et al. 2008)

by DV-Xα method

Table 11.3 Comparisons between Li1.1Nb0.9O2�y and Li1.1V0.9O2 using DV-Xα method.

(V-basea means, Vanadium simply replace to Niobium and remain P63/mmc crystal structure)

BOP between Li-O

BOP between

M-O Ionicity of Li atom

Li1.1Nb0.9O2-y

(Fig. 11.2b)

Nb-

Base

0.0869 (2.1175 Å) 0.166 (2.1175 Å) 0.5265

V-

basea
0.0967 0.2051 0.534

Li1.1Nb0.9O2�y

(Fig. 11.2c)

Nb-

Base

0.0908 (2.1342 Å) 0.183 (2.1175 Å) 0.599

V-

basea
0.098 0.233 0.561

Li1.1V0.9O2

(Fig. 11.2a)

R-3m 0.063 (2.096 Å) 0.153 0.73 (2.096 Å R-3m)
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evidence for the idea that the BOP of M-O and the ionicity of Li are strongly

affected by the crystal structure.

Additionally, Fig. 11.5 shows the cycle performance of Li1.1V0.9O2�y (R-3m)

and Li1.1Nb0.9O2�y (P63/mmc), respectively. Li1.1Nb0.9O2�y (P63/mmc) has strong

covalent bonding compared to that of Li1.1V0.9O2�y (R-3m) in our cluster calcula-

tion. The stronger covalent bond maintains a stable structure during the charge and

Table 11.4 Comparisons of BOP and Ionicity of Li atom between Li1.1M0.9O2 (P63/mmc) and

Li1.1V0.9O2 (R-3m) using DV-Xα method

BOP between Li-O BOP between M-O Ionicity of Li atom

Li1.1Ti0.9O2 0.106 0.156 0.51

Li1.1V0.9O2 0.097 0.2051 0.53

Li1.1Cr0.9O2 0.095 0.189 0.51

Li1.1Mn0.9O2 0.106 0.182 0.52

Li1.1Fe0.9O2 0.103 0.184 0.53

Li1.1Co0.9O2 0.102 0.182 0.52

Li1.1Ni0.9O2 0.101 0.177 0.53

Li1.1Cu0.9O2 0.111 0.1713 0.49

Li1.1V0.9O2(R-3m) 0.063 0.153 0.73
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Fig. 11.5 Charge and

discharge capacity retention

with cycle number for (a)

Li1.1V0.9O2 and (b)

Li1.1Nb0.9O2�y (Kim

et al. 2012) electrode
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discharge; this stability can lead to good cycle life performance. The chemical

bonding provides evidence of the necessary material parameters required to retain

the crystal structure and stability of the cycle performance.

Finally, we do not at present have experimental evidence for the structural

transformation of Li1.1Nb0.9O2�y during charge and discharge. Therefore more

detailed analysis is necessary to clarify the nature of the irreversible reaction.

Conclusion

The DV-Xα method, which is a sort of first principles method using density

functional theory and full potential molecular orbitals, was used to understand

the electronic structure and to obtain a basis for new material design in

lithium secondary batteries. Mulliken’s population analysis has been thor-

oughly conducted to examine the net charge as well as the magnitude of the

covalent bondings. Li1.1Nb0.9O2�y (P63/mmc) has shown covalent bonding

stronger than that of Li1.1V0.9O2 (R-3m) in our cluster calculation.

Li1.1Nb0.9O2�y (P63/mmc), and the BOP value for Li–O and V–O are differ-

ent in their structure. The chemical bonding provides evidence of the neces-

sary material parameters required to maintain the crystal structure and good

cycle performance. These results are contrary to the widely accepted picture

of Li-intercalated compounds, and should be a very important consideration

for the determination of battery properties such as OCV. The information

about the chemical bonding and iconicity of these compounds should be

helpful investigating the possibility of new electrode active materials.

Acknowledgments This work was supported by KBSI grant (D34808) to Y.-S. Kim.

References

Adachi H, Tsukada M, Satoko C (1978) Discrete variational Xα cluster calculations. I. application

to metal clusters. J Phys Soc Jpn 45:875

Anani A, Crouch-Baker S, Huggins RA (1987) Measurement of lithium diffusion in several binary

lithium alloys at ambient temperature. In: Dey AN (ed) Proceedings of the ECS symposium on

lithium batteries, Pennington, p 365

Averill FW, Ellis DE (1973) An efficient numerical multicenter basis set for molecular orbital

calculation: application to FeCl4. J Chem Phys 59:6412

Ceder G, Aydinol MK, Kohan AF (1997) Application of first-principles calculations to the design

of rechargeable Li-batteries. Comput Mater Sci 8:161

Choi W, Lee JY, Jung BH, Lim HS (2004) Microstructure and electrochemical properties of a

nanometer-scale tin anode for lithium secondary batteries. J Power Sources 136:154

Denis S, Baudrin E, Touboul M, Tarascon J-M (1997) Synthesis and electrochemical properties vs.

Li of amorphous vanadates of general formula RVO4 (R = In, Cr, Fe, Al, Y). J Electrochem Soc

144:4099

Ellis DE, Adachi H, Averill FW (1976b) Molecular cluster theory for chemisorptions of first row

atoms on nickel (100) surfaces. Surf Sci 58:496

300 Y.-S. Kim et al.



Idota Y, Kubota T, Matsufuji A, Maekawa Y, Miyasaka T (1997) Tin- based amorphous oxide: a

high-capacity lithium-ion-storage material. Science 276:1395

Kim Y-S, Koyama Y, Tanaka I, Adachi H (1998) Chemical bondings around intercalated Li atoms

in LiTiX2(X =S, Se, and Te). Jpn J Appl Phys 37:6440

Kim Y-S, Na K, Lee M-H, Back C, Baik Y, Jeong E-D, Hwang S-H, Lee S-R, Yin R-Z, Jeong S-K

(2012) Synthesis and electrochemical characterization of Li1.1Nb0.9O2-x as a novel active

material for the negative electrode of lithium secondary batteries. Mater Lett 83:14

Koyama Y, Kim Y-S, Tanaka I, Adachi H (1999a) Changes in chemical bondings by Li

deintercalation in LiMO2(M=Cr, V, Co, and Ni). Jpn J Appl Phys 38:2024

Koyama Y, Tanaka I, Kim Y-S, Nishitani SR, Adachi H (1999b) First principles study on factors

determining battery voltages of LiMO2 (M D Ti–Ni). Jpn J Appl Phys 38:4804

Koyama Y, Tanaka I, Adachi H, Makimura Y, Ohzuku T (2003) Crystal and electronic structures

of superstructural Li1�x[Co1/3Ni1/3Mn1/3]O2 (0� x� 1). J Power Sources 119–121:664

Kresse G, Furthmuller J (1996a) Efficiency of ab-initio total energy calculations for metal and

semiconductors using a plane-wave basis set. Comput Mater Sci 6:15

Kresse G, Furthmuller J (1996b) Efficiency interactive schemes for ab initio total- energy

calculations using a plane-wave basis set. Phys Rev B 54:11669

Kresse G, Hafner J (1993) Ab initiomolecular dynamics for open-shell transition metals. Phys Rev

B 48:13115

Linden D (ed) (1995) Handbook of batteries. McGraw-Hill, New York

Mishra SK, Ceder G (1999) Structural stability of lithium manganese oxides. Phys Rev B 59:6120

Mulliken RS (1955) Electronic population analysis on LCAO-MO molecular wave functions. I. J

Chem Phys 23:1833

Murphy TC, Cason-Smith DM (1990) Characterization of AA size lithium rechargeable cells. In:

Proceedings of the 34th international power source symposium, p 176

Reed J, Ceder G (2002) Charge, potential, and phase stability of layered Li(Ni0.5Mn0.5)O2.

Electrochem Solid-State Lett 5:A145

Sony lithium ion battery performance summary (1994) JEC Batt Newslett 2: 31

Yin RZ, Kim Y-S, Choi W, Kim SS, Kim H (2008) Structural analysis and first-principles

calculation of lithium vanadium oxide for advanced Li-ion batteries. Adv Quantum Chem

54:23

11 Electronic Structure and Chemical Bonding. . . 301



Chapter 12

Chemical Bonding, Point Defects

and Positron Lifetimes in FeSi2 from

First-Principles Calculations

Masataka Mizuno and Hideki Araki

The chemical bonding and formation energy of Fe and Si vacancies in α, β and

γ-FeSi2 have been investigated using first-principles calculations. The positron

lifetimes of those FeSi2 are also calculated. The bonding and antibonding bands

in β-FeSi2 are completely separated, which leads to a gap at the Fermi level in

β-FeSi2. In γ-FeSi2, the separation is not perfect and the Fermi level lines in the

bonding band. Whereas the formation energy of a Fe vacancy in β-FeSi2 is higher
than that of the other phases, it steeply decreases going from the Fe-rich to the

Si-rich condition and shows the lowest value, about 0.4 eV, at the Si-rich limit. In α
and γ-FeSi2, the Fe vacancy has a shorter positron lifetime than the Si vacancy.

However, in β-FeSi2, positron lifetimes of the Fe and Si vacancies are close to each

other. This result suggests that it may be difficult to identify vacancy sites in β-FeSi2
by positron lifetime measurement.

12.1 Introduction

The FeSi2 has three polymorphs, α, β and γ phases. In particular β-FeSi2 has been
attracting much interest as thermoelectronic conversion materials or optoelectronic

devices. Many growth methods, such as chemical vapor transport, ion-beam syn-

thesis, molecular beam epitaxy and sputtering, have been attempted for the forma-

tion of β-FeSi2 films. Although β-FeSi2 seems to be a line-compound in the

equilibrium phase diagram, the Si/Fe ratio is an important factor to control various
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properties of β-FeSi2. It has been reported that the Si/Fe ratios of β-FeSi2, namely

point defects, affect its structural, electronic and optical properties (Tani and Kido

2000; Seki et al. 2003; Liu et al. 2008).

Positron annihilation spectroscopy is a sensitive tool for vacancy-type defects in

solids. In a perfect crystal, the positron wave function is delocalized in the inter-

stitial region because of the repulsion from the ion cores. If vacancy-type defects

exist in solids, the positron wave function is localized at the defects where the

electron density is lower than in the other regions. The localization of the positron at

the defects results in a longer lifetime of the positron compared to the bulk lifetime

because the positron lifetime is inversely proportional to the electron density where

the positron annihilated. In addition, positron lifetimes can be calculated by solving

the positron wave function. A combination of positron lifetime measurements and

its theoretical calculations allows us to identify more precisely the defects. We plan

to do positron annihilation measurements on β-FeSi2 in order to identify lattice

defects. In this work, chemical bonding, positron lifetimes and vacancy formation

energies are evaluated using first-principles calculations.

12.2 The Structure of FeSi2

Space group, lattice parameters and atomic positions of FeSi2 are listed in

Table 12.1. α-FeSi2 is a high-temperature phase and β-FeSi2 is stable at room

temperature. There is no available data for lattice parameters of γ-FeSi2 because

γ-FeSi2 is formed only on Si substrate as thin film (Onda et al. 1992). The crystal

structures of α, β and γ-FeSi2 are shown in Fig. 12.1. In α and γ-FeSi2, the Si atoms

form a simple cubic sub-lattice and a half of body-centered sites are occupied by the

Fe atoms. The Si atoms occupy the body-centered sites layer by layer in the

α-FeSi2. In γ-FeSi2, the Fe atoms and the unoccupied sites are arranged next to

each other. While the arrangement of atoms in β-FeSi2 looks very complicated, the

Table 12.1 Space group, lattice parameters and atomic positions of FeSi2 and FeSi

Space group Lattice parameter (Å) Atomic position

α-FeSi2 P4/mmm (No. 123) a¼ 2.696 Fe x, y, z¼ 0

c¼ 5.154 Si 0.5, 0.5, 0.27

β-FeSi2 Cmca (No. 64) a¼ 9.863 Fe1 0.2146, 0, 0

Fe2 0.5, 0.3086, 0.1851

b¼ 7.791 Si1 0.1286, 0.2746, 0.0512

c¼ 7.833 Si2 0.3727, 0.0450, 0.2261

γ-FeSi2 Fm3m (No. 225) – Fe x, y, z¼ 0

Si x, y, z¼ 0.25

FeSi P213 (No. 198) a¼ 4.495 Fe x, y, z¼ 0.3865

Si x, y, z¼ 0.09262
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crystal structure of β-FeSi2 can be considered as distorted γ-FeSi2. Average bond

lengths and the number of neighboring atoms are listed in Table 12.2. The Fe atom

in all of FeSi2 has eight neighboring Si atoms and average bond lengths of Fe-Si

bonds are very similar to each other. The bond length of Si-Si bonds between the Si

layers in α-FeSi2 is 2.371 Å which is close to that in metallic Si, 2.35 Å. The
unoccupied body-centered sites in β-FeSi2 are compressed by the distortion of Si

sub-lattice, which leads to the shorter average Si-Si bond length compared to

γ-FeSi2. The Fe-Fe bonds are also formed by the distortion in β-FeSi2.

12.3 Computational Method

12.3.1 Chemical Bonding and Positron Lifetime

In order to evaluate the chemical bonding and obtain the electron density and

potential for the positron lifetime calculations, the discrete-variational (DV) Xα
cluster method using a program code SCAT (Adachi et al. 1978; Ellis and Painter

1970) is employed. We use the model clusters composed of about 150 atoms. The

bonding and antibonding characters are evaluated using overlap population dia-

grams which are obtained by convoluting overlap populations, calculated based on

the Mulliken population analysis (Mulliken 1955), at each molecular orbital with

Gaussian function of 1.0 eV FWHM.

Si

Fe

Si

Fe

Si

Fe

a b c

Fig. 12.1 Crystal structures of (a) α, (b) β and (c) γ-FeSi2

Table 12.2 Average bond length and number of neighboring atoms in FeSi2

Average bond length (Å)/Number of neighboring atoms

Fe-Si at Fe Si-Si Fe-Fe

α-FeSi2 2.360/8 2.371/1 2.696/4

2.713/5

β-FeSi2 2.371/8 2.525/5 2.968/2

γ-FeSi2 2.351/8 2.715/6 �/0
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The three dimensional potential V+(r) sensed by the positron is constructed as a

sum of the electron static potential Vc(r) due to the nuclei and the electrons, and a

correlation potential Vcorr(n�(r)) describing the electron-positron correlation:

Vþ rð Þ ¼ Vc rð Þ þ Vcorr n� rð Þð Þ; ð12:1Þ

where n�(r) is the electron density. For the density dependence of Vcorr(n�(r)), we
have used the interpolation formula of Boroński and Nieminen (Boroński and

Nieminen 1986). The Schrödinger equation for the positron is solved by the

finite-difference method (Puska and Nieminen 1983). The positron lifetime τ is

calculated as the reciprocal value of the positron annihilation rate λ by

λ ¼ πr20c

Z
nþ rð Þn� rð Þγ rð Þdr; ð12:2Þ

where r0 is the classical electron radius, c is the speed of the light, n+(r) is the

positron density and γ(r) is the enhancement factor describing the short-range

pileup of the electron at the positron. For the enhancement factor, we have used

the interpolation formula (Boroński and Nieminen 1986). Fractions of positron

annihilation for each orbital are obtained using the Mulliken population analysis.

12.3.2 Vacancy Formation Energy

In order to obtain energies needed for calculations of vacancy formation energies,

we employed the plane-wave pseudopotential method as implemented in the

Vienna ab initio simulation package (VASP) (Kresse and Furthmuller 1996a, b)

with generalized gradient approximation proposed by Perdew and Wang (1992).

Potential based upon the all-electron projector augmented wave (PAW) method

were used (Kresse and Joubert 1999; Blöchl 1994). First, we calculated the equi-

librium lattice parameters of α, β and γ-FeSi2 using the kinetic energy cutoff of

350 eV and 21� 21� 11, 6� 8� 8 and 11� 11� 11 k-meshes in the Monkhorst-

Pack scheme, respectively. We obtained the equilibrium lattice parameters of

a¼ 2.7065 Å and c¼ 5.1334 Å for α-FeSi2, and a¼ 9.8942 Å, b¼ 7.7700 Å and

c¼ 7.8212 Å for β-FeSi2 which well reproduce the experimental values shown in

Table 12.1. The equilibrium lattice parameter of a¼ 5.3913Å for γ-FeSi2 is in good
agreement with the previous theoretical work, a¼ 5.389 Å (Christensen 1990).

β-FeSi2 virtually exists only on the stoichiometric composition in the equilib-

rium phase diagram. In this case, processes of vacancy formations inevitably

accompany formations of other phases. Tani and kido calculated formation energies

of point defects in β-FeSi2 using first-principles pseudopotential calculations (Tani

and Kido 2003). They employed the energy of Fe and Si crystals as the chemical

potentials of atoms subtracted as a vacancy. However, a wide range of the Si/Fe

ratio is employed for the growth of β-FeSi2 to control its properties, indicating that

deviations from the stoichiometric composition are compensated by introducing
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vacancies or antisite atoms in β-FeSi2. The process of vacancy formation without

formation of other phases, therefore, needs to be considered.

In the process of vacancy formation without formation of other phases, two or

more defects are introduced to maintain the stoichiometric composition. In order to

determine the process of vacancy formation, we have calculated formation energies

of non-stoichiometric α, β and γ-FeSi2 using supercells including a vacancy or an

antisite atom. In the present work, we employed supercells composed of 32 Fe and

64 Si lattice sites for α, β and γ-FeSi2. The supercells for β-FeSi2 are the 2� 2� 2

primitive cells whose cell vectors are (0, 0.5b, 0.5c), (0.5a, 0, 0.5c) and (0.5a, 0.5b,
0). The supercells for α and γ-FeSi2 are the 4� 4� 2 and 2� 2� 2 unit cells,

respectively. Relaxations of the atomic positions and lattice parameters were

allowed. In addition to the supercells composed of 96 lattice sites, the 3� 3� 2

and 1� 1� 1 unit cells were used for the supercells of α and β-FeSi2, respectively.
For the supercells of γ-FeSi2, the 2� 2� 2 primitive cells composed of 8 Fe and

16 Si sites were also employed. The formation energies were calculated by

subtracting the total energies of the constituent elemental solids from the total

energy of the compounds. The calculated formation energies of α, β and γ-FeSi2 are
plotted as a function of Si composition in Fig. 12.2. Whereas there are two sites for

Fe and Si in β-FeSi2 as shown in Table 12.1, the difference in formation energies

between two sites is less than 0.003 eV/atom for both Fe and Si site. The hierarchy

of formation energies of α, β and γ-FeSi2 agree with their stabilities: β-FeSi2 is

low-temperature phase and γ-FeSi2 does not appear in Fe-Si equilibrium phase

diagram. In the Fe-rich side of α and β-FeSi2, the Fe antisite atom shows lower

formation energies than the Si vacancy, which indicates that Fe antisite atoms are

introduced in the Fe-rich side by the deviation from the stoichiometric composition.

On the other hand, in the Si-rich side of α-FeSi2, the Fe vacancy is more stable than

the Si antisite atom, whereas the Si antisite atom shows slightly lower formation

energies than the Fe vacancy in the Si-rich side of β-FeSi2. In the case of γ-FeSi2,
the Fe and Si vacancies are introduced around the stoichiometric composition.
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In the case of the Fe-rich side of β-FeSi2 in which Fe antisite atoms are

introduced by the deviation from the stoichiometric composition, the formation of

Fe and Si vacancies proceeds via reactions:

Fe vacancy : 0 ! 3VFe þ 2FeSi þ FeSi2; ð12:3Þ
Si vacancy : Fesi ! 3VSi þ FeSi2: ð12:4Þ

Here VFe and Vsi denote Fe and Si vacancy, respectively. FeSi is an antisite atom: a

Fe atom located at a Si site. The last term, FeSi2, is the additional lattice site

occupied by atoms subtracted as vacancies. The compositional deviation caused by

the vacancy formation is compensated by the creation or annihilation of Fe antisite

atoms. The processes of the formation of Fe and Si vacancies in the Si-rich side can

be expressed in the same manner.

Fe vacancy : 2SiFe ! 3VFe þ FeSi2; ð12:5Þ
Si vacancy : 0 ! 3VSi þ SiFe þ FeSi2: ð12:6Þ

The process of the vacancy formation in the Fe rich side of α-FeSi2 is the same as

that of β-FeSi2. In the Si rich side of α-FeSi2, Fe vacancies are introduced by the

deviation from the stoichiometric composition. The formation energy of the Fe

vacancy is, therefore, zero. The formation of a Si vacancy proceeds via reactions:

Si vacancy : 0 ! VFe þ 2VSi þ FeSi2: ð12:7Þ
In γ-FeSi2, the formation energy of a Fe vacancy in the Si-rich side and a Si vacancy

in the Fe rich-side is zero because these vacancies exist for the compensation of

compositional deviations. The formation of a Fe vacancy in the Fe-rich side and a Si

vacancy in the Si-rich side proceed via the same reaction as (12.7). At the stoichio-

metric composition, possible processes of vacancy formations are the reactions

expressed by (12.3), (12.6) and (12.7), in which there are no initial defects needed

for vacancy formations.

The β-FeSi2 is usually deposited on Si substrates as a thin film. In this case, the

vacancy formation in β-FeSi2 proceeds with Si from substrates via reactions:

Fe vacancy : 2Si ! VFe þ FeSi2; ð12:8Þ
Si vacancy : 0 ! VSi þ Si: ð12:9Þ

The vacancy formation energies can be obtained by calculating the energy

difference of these reactions. In the case of the Fe vacancy expressed by (12.3),

the formation energy, eE Fe
vac, can be calculated as

eE Fe
vac ¼ E NFe � 1,NSi,V

Fe
� �� E NFe;NSi; 0ð Þ� �

þ 2

3
E NFe þ 1,NSi � 1, FeSið Þ � E NFe;NSi; 0ð Þ½ �

þ 1

NFe þ NSi

E NFe;NSi; 0ð Þ:
ð12:10Þ
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Here E(NFe�1,NSi,V
Fe) in the first term denotes the energy of a supercell with

(NFe�1) +NSi atoms including a Fe vacancy. E(NFe + 1,NSi�1, FeSi) in the second

term is the energy of a supercell with (NFe + 1) + (NSi�1) atoms including a Fe

antisite atom. The energy of FeSi2 in the last term is also calculated using a supercell

composed of NFe +NSi atoms in order to reduce the error arising from the supercell

size. For calculating these energies, we employed supercells composed of 96 atoms:

NFe ¼32 and NSi ¼64.

Vacancy formation energy can be described as a sum of two terms: the

difference in energy between the defective and perfect supercells, and the

chemical potential of atoms subtracted as defects. The first term of (12.10) is

the difference in energy between the supercell including a Fe vacancy and

the perfect supercell. The sum of the second and third terms of (12.10),

therefore, corresponds to the chemical potential of the Fe atom subtracted as

a vacancy.

In the Si-lean condition, it was reported that FeSi phase is probably formed first

(Liu et al. 2008). The formation energies of Fe and Si vacancies in FeSi are also

calculated in the same manner as FeSi2. FeSi crystallizes in the cubic type structure,

which belongs to the space group P213, with lattice parameters of a¼ 4.495 Å. We

have calculated formation energies of non-stoichiometric FeSi using supercells

composed of 64 lattice sites. The calculated formation energies of FeSi are plotted

as a function of Si composition in Fig. 12.3. The defects introduced by the deviation

from the stoichiometric composition in FeSi are the same as those in α-FeSi2: Fe
antisite atoms in the Fe-rich side and Fe vacancies in the Si-rich side. The formation

of Fe and Si vacancies proceeds via reactions:

Fe-rich side:

Fe vacancy : 0 ! 2VFe þ FeSi þ FeSi; ð12:11Þ
Si vacancy : FeSi ! 2VSi þ FeSi: ð12:12Þ
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Si-rich side:

Si vacancy : 0 ! VFe þ VSi þ FeSi: ð12:13Þ

At the stoichiometric composition, the following reaction is also possible in

addition to the reactions of (12.11) and (12.13).

Si vacancy : 0 ! 2VSi þ SiFe þ FeSi: ð12:14Þ

12.4 Results and Discussion

12.4.1 Chemical Bonding in FeSi2

The total and partial density of states (DOS) and overlap population diagrams of

perfect crystals of α, β and γ-FeSi2 are shown in Figs. 12.4, 12.5 and 12.6,

respectively. The DOS curves are shifted so as to set the highest occupied

molecular orbital at 0 eV. The general shapes of the density of states are similar

all the cases. The large peaks near the Fermi level are mainly composed of the

Fe 3d states interacting with the Si 3s and 3p states. The Si 3s and 3p states

widely spread from -14 eV to the conduction band because of the formation of
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the Si-Si bonds. α and γ-FeSi2 are metallic phases and the Fermi level lines in the

middle of the Fe 3d bands. On the other hand, the Fermi level in β-FeSi2 lies at
the deep minimum in the Fe 3d bands. This feature well reproduces the semi-

conducting behavior of β-FeSi2.
The bonding and antibonding bands of the Fe-Si bond in β-FeSi2 are

completely separated by the interaction between the Fe 3d and the Si 3s and 3p

states. This interaction leads to a gap at the Fermi level in β-FeSi2. In γ-FeSi2, the
separation is not perfect and the Fermi level lines in the bonding band. The

distortion in the crystal structure of β-FeSi2 can be, therefore, considered as a

Jahn-Teller distortion which lowers the energy and forms a band gap. There are

two types of Si-Si bonds in α-FeSi2 as shown in Table 12.2. The overlap

population diagram of the Si-Si bond in α-FeSi2 is plotted for shorter Si-Si

bonds connecting the Si layers. The Si-Si bonds in α-FeSi2 are shorter than

those in β and γ-FeSi2 because there are Si-Si layers in which the Fe atoms are

not occupied. The bonding states of the Si-Si bond in α-FeSi2 are, therefore, larger
than those in β and γ-FeSi2. The Fe-Fe bonds in α-FeSi2 are also shorter than those
in β and γ-FeSi2 because the adjacent body-centered sites are occupied by the

Fe atoms in α-FeSi2. However the Fermi level lies in the middle of the antibond-

ing bands of the Fe-Fe bond. The Fe-Fe bond is much weaker than the Fe-Si and

Si-Si bond because of the antibonding contribution.

The bond overlap populations (BOP) of the Fe-Fe, Fe-Si and Si-Si bonds are

shown in Fig. 12.7. In α-FeSi2, the Si-Si bonds between the Si layers are very strong
as described above. Compared to γ-FeSi2, the BOPs of the Si-Si and Fe-Fe bonds in
β-FeSi2 are larger. This is due to the difference in bond length. Local structures

around the Fe site are shown in Fig. 12.8. In γ-FeSi2, the bond lengths of the Fe-Fe

are too long to form the stable bonding. The Si-Si bonds are also longer than

those in β-FeSi2. The bond lengths of the Si-Si bonds in β-FeSi2 are adjusted to

the suitable length by breaking two Si-Si bonds around the Fe site. The Fe-Fe

distances are also shortened to form the Fe-Fe bonds in β-FeSi2.
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12.4.2 Compositional Dependence of Lattice
Parameters of β-FeSi2

The Si/Fe ratio is an important factor for both sintered β-FeSi2 and β-FeSi2 thin

films. Figures 12.9 and 12.10 show the calculated lattice parameters of β-FeSi2
including vacancies and antisite atoms as a function of Si composition, respec-

tively. In the case of vacancies, the Fe vacancies both on Fe1 and Fe2 sites increase

the lattice parameter of a-axis. This is due to anisotropic atomic relaxations around

the Fe vacancy as described below. Whereas the Si antisite atoms also increase the

lattice parameters, the Si1 and Si2 sites show different trends: the Si1 antisite atoms

increase the lattice parameters of the a and c-axes; the Si2 antisite atoms increase

those of b and c-axes. The influence of the Fe antisite atoms on the lattice

parameters is smaller than the other defects. In the case of sintered FeSi2, it was

reported that the lattice parameter of the a-axis increases with increasing Si/Fe

ratio, but those of the b and c-axes remain almost constant (Kobayashi et al. 1990).
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This trend cannot be explained by the change in the lattice parameters arising from

single defect studied here.

The arrangements of the neighboring atoms around the vacancy and antisite

atom are shown in Figs. 12.11 and 12.12, respectively. With respect to the vacancy,

the lattice parameter of the a-axis shows an increase with increasing Fe vacancy,

which indicates that anisotropic relaxations are induced around the Fe vacancy. As

shown in Fig. 12.11, around the Fe vacancy, the Si atoms near the neighboring Fe

atoms significantly displace inward towards the Fe vacancy and the neighboring Fe

atoms move outward from the Fe vacancy, which leads to the increase of the lattice

parameter of the a-axis. Compared to the Fe vacancy, the neighboring atoms around

the Si vacancy show mild relaxations. The lattice parameters are almost constant or

decreased by the Si vacancy. In the case of the antisite atom, the Si antisite atom

significantly increases the two lattice parameters while the change in lattice
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parameters induced by the Fe antisite atom is gentle. The average bond length of the

Si-Si bonds is longer than that of the Fe-Si bond as shown in Table 12.2. The Si

antisite atom, therefore, induces outward relaxations of the neighboring Si atoms to

form the Si-Si bonds, which leads to the increase of the lattice parameters.

12.4.3 Vacancy Formation Energy

The calculated formation energies of Fe and Si vacancies for all of the possible

reactions are listed in Tables 12.3 and 12.4, respectively. The lowest energies of Fe

and Si vacancies at each condition in FeSi2 are shown in Figs. 12.13 and 12.14,

respectively. In all of the conditions, β-FeSi2 has the highest vacancy formation

energy both of the Fe and Si sites. In γ-FeSi2, the vacancy formation energies are

zero or negative. These trends arise from the difference in the formation energies of

FeSi2 shown in Fig. 12.2. The energetic penalty of vacancy formation, namely the

energy of breaking the bonds between the neighboring atoms expressed by the first

term of Eq. (12.10), is the highest in β-FeSi2 having the lowest formation energies at

any compositions. On the other hand, the vacancies are introduced at around the

stoichiometric composition of γ-FeSi2. In particular, the non-stoichiometric γ-FeSi2
including the Si vacancies possesses lower formation energies than the stoichio-

metric γ-FeSi2. These features lead to the negative formation energies of the Fe and

Si vacancy in γ-FeSi2.
The formation energy of the Fe vacancy steeply decreases going from the

Fe-rich to the Si-rich condition. The formation energy of the Si vacancy has an

opposite trend and exhibits gradual changes compared to the Fe vacancy. This is

because the sum of the chemical potential of one Fe and two Si atoms is equal to the
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energy of FeSi2: ΔμFe¼ –2ΔμSi. In the Si-rich condition of β-FeSi2, the formation

energy of the Fe vacancy is about 0.4 eV, indicating that the Fe vacancies are

introduced in this condition. The change in lattice parameters associated with the

Si/Fe ratio observed in sintered β-FeSi2, described in the previous section, can be

ascribed to the formation of the Fe vacancies and Si antisite atoms: the Fe vacancies

increase the lattice parameter of a-axis and the decrease in the lattice parameters of

the b and c-axis is reduced by the Si antisite atoms.

Table 12.3 Formation

energies of a Fe vacancy in

FeSi2 and FeSi

Reaction Formation energy (eV)

α-FeSi2 0! 3VFe + 2FeSi + FeSi2 1.19

0!VFe + 2VSi + FeSi2 0.95

VFe!VFe 0

2Si!VFe + FeSi2 �0.08

β-FeSi2 0! 3VFe + 2FeSi + FeSi2 4.64, 4.53

0!VFe + 2VSi + FeSi2 2.60, 2.63

2SiFe! 3VFe + FeSi2 0.47, 0.35

2Si!VFe + FeSi2 2.40, 2.29

γ-FeSi2 0! 3VFe + 2FeSi + FeSi2 �2.48

0!VFe + 2VSi + FeSi2 �0.83

VFe!VFe 0

2Si!VFe + FeSi2 �0.30

FeSi 0! 2VFe + FeSi + FeSi 1.70

0!VFe +VSi + FeSi 1.58

VFe!VFe 0

Si!VFe + FeSi 0.22

Table 12.4 Formation

energies of a Si vacancy in

FeSi2 and FeSi

Reaction Formation energy (eV)

α-FeSi2 FeSi! 3VSi + FeSi2 0.82

0!VFe + 2VSi + FeSi2 0.95

0! 3VSi + SiFe + FeSi2 1.42

0!VSi + Si 1.46

β-FeSi2 FeSi! 3VSi + FeSi2 1.64, 1.69

0!VFe + 2VSi + FeSi2 2.60, 2.63

0! 3VSi + SiFe + FeSi2 3.73, 3.77

0!VSi + Si 2.76, 2.80

γ-FeSi2 VSi!VSi 0

0!VFe + 2VSi + FeSi2 �0.83

0! 3VSi + SiFe + FeSi2 �1.24

0!VSi + Si �1.09

FeSi FeSi! 2VSi + FeSi 1.46

0!VFe +VSi + FeSi 1.58

0! 2VSi + SiFe + FeSi 3.36

0!VSi + Si 2.94
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The formation energies of Fe and Si vacancies in FeSi are shown in Fig. 12.15.

Compared to β-FeSi2, the formation energies of Fe vacancies in FeSi are lower at

each condition. This trend mainly originates from the difference in the chemical

bonding of the Fe-Si bond. The energetic penalty of a Fe vacancy formation in FeSi

is about 2 eV lower than that in β-FeSi2. Whereas the Fe atom in FeSi2 has eight

neighboring Si atoms at the average distance of 2.37 Å, the Fe atom in FeSi has

seven Si atoms at the average distance of 2.41 Å. In addition, in the Si-rich

condition, the Fe vacancies are introduced in FeSi by the deviation from the

stoichiometric composition. These results suggest that more vacancies are intro-

duced in the case FeSi is formed first in the Si-lean condition for the growth of

β-FeSi2.

12.4.4 Positron Lifetimes of Bulk State

The distributions of positron density in the bulk state of FeSi2 are shown in

Fig. 12.16. The positron lifetimes and annihilation fractions are listed in Table 12.5.

In general, positrons in a perfect crystal are delocalized in the interstitial region

because of the repulsion from the ion cores. In the structure of FeSi2, the Si atoms

form a simple cubic sub-lattice and a half of the body centered sites are still
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unoccupied. Positrons, therefore, tend to localize at unoccupied body centered sites.

In α-FeSi2, positrons are distributed between the Si layers in which the Fe atoms are

not occupied. The annihilation fraction of Fe atoms is, therefore, lower than that of

the other phases. In β-FeSi2, the interstitial sites are distorted and the free volume

becomes smaller. As a result, the annihilation fraction of the Fe atoms increases and

positron lifetime becomes shorter than the other phases.

The annihilation rates in the bulk state of FeSi2 are shown in Fig. 12.17. The

reciprocal of the sum of annihilation rates is equivalent to positron lifetime as

shown in Eq. (12.2). Annihilation rates are proportional to annihilation fractions in

the case distributions of positrons are similar such as the bulk state of FeSi2.

Changes induced by a vacancy show different trends for annihilation rates and

fractions, because the annihilation rates reflect not only the fractions of orbitals but

also the electron densities.

12.4.5 Positron Lifetimes of Fe and Si Vacancies

The distribution of positron density at the Fe and Si vacancies in FeSi2 are shown in

Fig. 12.18. The positron annihilation rates of the Fe and Si vacancies are also shown

in Figs. 12.19 and 12.20, respectively. The Fe vacancy in each phase has a similar

positron lifetime of about 170 ps. This is because the Fe atom in each phase has

eight neighboring Si atoms and the free volume of the Fe vacancy is comparable.

In the case of bcc-Fe, the positron lifetime of a Fe vacancy is about 70 ps longer

Fig. 12.16 Positron density distributions of the bulk states in (a) α, (b) β and (c) γ-FeSi2

Table 12.5 Positron lifetime and annihilation fraction of Fe in FeSi2

Positron lifetime (ps)/Annihilation fraction of Fe (%)

Bulk Fe vacancy Si vacancy

α-FeSi2 147/14.6 165/10.3 194/22.6

β-FeSi2 137/30.7 172/19.1 175/39.1

γ-FeSi2 148/24.2 171/14.3 188/41.3
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than that of the bulk state. The increase in the positron lifetime induced by a Fe

vacancy in FeSi2 is less than half of that in bcc-Fe. This is because positrons in the

bulk state of FeSi2 are mainly distributed at the unoccupied body-centered sites.

Compared to the bulk state, the positron annihilation rates of the Si 3s and 3p

orbitals at the Fe vacancy remain almost unchanged, indicating that the unoccupied
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body-centered sites as well as the Fe vacancy contribute to the positron annihila-

tion. This trend can be seen at the distribution of positron density shown in

Fig. 12.18. In general, positrons tend to be strongly localized at a vacancy. Positrons

at the Fe vacancy in FeSi2 spread to the adjacent unoccupied sites.

On the other hand, the Si vacancy in α and γ-FeSi2 has a longer positron lifetime

than the Fe vacancy. The increase in the positron lifetime originates from the

decrease in the annihilation rates of the Si 3s and 3p orbitals. The annihilation

rates of the Fe 3d and Fe 4sp orbitals show only small changes, even though the

annihilation fractions of the Fe atoms significantly increase. These results indicate

that positrons are localized at the Si vacancy. The Si vacancy in β-FeSi2 has a

shorter positron lifetime than the other Si vacancies because the free volume around

the Si atom is decreased by the Jahn-Teller distortion.

Whereas the Fe vacancy in α and γ-FeSi2 has a shorter positron lifetime than the

Si vacancy, positron lifetimes of the Fe and Si vacancies in β-FeSi2 are close to each
other. This result suggests that it may be difficult to identify vacancy sites in β-FeSi2
by positron lifetime measurement. However, the annihilation fraction of the
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Fe atoms of the Si vacancy is about twice as large as that of the Fe vacancy, which

suggests that the vacancies in β-FeSi2 can be identified using Coincidence Doppler

broadening (CDB) technique (Asoka-Kumar et al. 1996).

12.5 Summary

Chemical bonding and positron lifetimes in α, β and γ-FeSi2 are evaluated using the

discrete-variational (DV) Xα cluster method. The DOS of β-FeSi2 shows a deep

minimum around the Fermi level, which corresponds to the semiconducting behavior.

The deep minimum arises from the complete separation between the bonding and

antibonding bands of the Fe-Si bonds. The calculated positron lifetimes of the Fe and

Si vacancies are similar to each other in β-FeSi2. It may be, therefore, difficult to

identify vacancy sites in β-FeSi2 by positron lifetime measurement. Vacancy forma-

tion energies are obtained using the plane-wave pseudopotential method. In β-FeSi2,
the formation energy of the Fe vacancy steeply decreases going from the Fe-rich to

the Si-rich condition and shows the lowest value, about 0.4 eV, at the Si-rich limit.

The Fe vacancy in β-FeSi2 increases the lattice parameter of a-axis due to the

anisotropic lattice relaxations around the Fe vacancy. These results suggest that the

increase of the lattice parameter of a-axis with the Si/Fe ratio can be ascribe to the

formation of Fe vacancies in β-FeSi2. In the Si-lean condition for the growth of

β-FeSi2, more vacancies are introduced in the case FeSi is formed first because the

formation energy of the Fe vacancy in FeSi is lower than that in β-FeSi2.
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Chapter 13

Structural Analysis of Al2TiO5 at Room

Temperature and at 600 �C by DV-Xα
Approach (II)

Myung Chul Chang

13.1 Introduction

The Al2TiO5 ceramics have advantages such as high melting point, non-wetting

behavior with aluminum alloys, non-reactivity with aluminum alloys, extremely

good thermal shock resistance, and very low thermal expansion coefficient

(Miyauchi et al. 2007; Kim et al. 2003). However, instead of low thermal expansion

coefficient it has a low Young’s modulus, indicating the low mechanical strength.

It is known (Morosin and Lynch 1972) that there is a complete disorder in the

metal sites for Al2TiO5. The differences in the structure at room temperature and

600 �C appear to support that the coordination polyhedra about the metal ions tend

towards more regular configurations with the temperature increase, and the impor-

tance of cleavage planes, resulting from edge-shared octahedra in the hysteresis of

the thermal expansion of the ceramic. As particular interest materials; when heated,

it contracts along at least one crystallographic direction, meaning the thermal

expansion anisotropy and the distortion of atomic coordination polyhedra. Bond

length and angles vary markedly about the cations. DV-Xα analysis is investigated

for the cluster models at room temperature and 600 �C.
The excellent thermal shock-resistance of Al2TiO5 ceramics results from the

combination of low thermal expansion and Young’s modulus, but Al2TiO5

ceramics has a low mechanical strength because of micro-cracks induced by the

high anisotropy of thermal expansion coefficients along the crystallographic axes.

The preparation of stabilized Al2TiO5 phase (Morosin and Lynch 1972; Tsetsekou

2005; Ghiorso et al. 1999) is intended during the sintering of Al2O3 and TiO2 above

1,300 �C, but unstabilized Al2TiO5 phase decomposes into Al2O3 and TiO2

between 800 and 1,300 �C. The decomposition results from the collapse of adjacent

octahedra of Al and Ti, because of too large occupancy of the lattice site occupied

M.C. Chang (*)

Kunsan National University, 573-701 Miryong-Dong, Kunsan, Republic of Korea

e-mail: mcchang@kunsan.ac.kr

© Springer International Publishing Switzerland 2015

T. Ishii et al. (eds.), The DV-Xα Molecular-Orbital Calculation Method,
DOI 10.1007/978-3-319-11185-8_13

325

mailto:mcchang@kunsan.ac.kr


by Al atom. Al atom migrates from its position and the structural dissolution occurs

into rutile and corundum because of the thermal energy induced by the octahedral

collapse. The thermal stability of Al2TiO5 can be improved by the incorporation of

MgO, Fe2O3, or TiO2, which are isomorphous with the mineral pseudobrookite,

causing a decrease in the decomposition temperature of isostructural compounds.

As another stabilization the grain growth can be limited by the addition of SiO2

and/or ZrO2, restraining the tendency of Al2TiO5 toward decomposition (Miyauchi

et al. 2007; Kim et al. 2003).

13.2 Calculations

The incorporation of Mg and Si into Al2TiO5 cluster structure was modeled in order

to investigate the molecular orbital energy change for the Tialite structure at room

temperature and 600 �C. The clusters were prepared by using pseudobrookite data

(Morosin and Lynch 1972; Tsetsekou 2005; Ghiorso et al. 1999) as follows; Four
molecules per cell in an orthorhombic unit; metal atoms on fourfold sites at �(x, ¼,

0) and�(x +½,¼,½), on eightfold sites at�(x, y, 0),�(x,½� y, 0),�(x+½, y,½),

and �(x +½,½� y, ½), and the oxygen atoms on similar symmetry sites (one

fourfold and two different eightfold sites). Al-centered clusters [Al5Ti3O6] and

Ti-centered clusters [Ti4Al3O6] were prepared, and Mg and/or Si were incorporated

into a metal center, named like as Al-centered-Mg [MgAl4Ti3O6] or Ti-centered-Si

[SiTi3Al3O6] cluster (Fig. 13.1).

The total charges for ALTO [Al6Ti3O7], ALTO-u [Al6Ti3O7, 600
�C], and

ALTO-BCT [Al6Ti3O7] clusters are +16, +16, +15, respectively. For the disordered

structure metal sites of Al and Ti were replaced and the clusters were coded as

ALTO-r1, ALTO-r2, ALTO-BCT-r1, and ALTO-u-r1, etc. (Fig. 13.2).

13.3 Results and Discussion

The electronic structures of Al2TiO5 at room temperature and at 600 �C were

investigated by using discrete variational Xα molecular orbital methods (Chang

2009). In aluminum titanate having pseudobrookite isomorphous structure

(Morosin and Lynch 1972; Tsetsekou 2005; Ghiorso et al. 1999), there are of

compositions M2
3+Ti4+O5 (in which M3+ may be Al) or M2+Ti2

4+O5 (in which

M2+ may be Mg). These materials crystallize in space group Bbmm, with lattice

constants similar to those for Al2TiO5. At room temperature, the reported lattice

constants of Al2TiO5 are a0¼ 9.429, b0¼ 9.636, and c0¼ 3.591 Å
´
. At 600 �C the

lattice constants are a0¼ 9.481, b0¼ 9.738, and c0¼ 3.583 Å
´
. By using the posi-

tional and isotropic thermal parameters for Al2TiO5 DV-Xα molecular orbital

energy was calculated. With the addition of Mg and/or Si into Al site in Al2TiO5

cluster [Al18Ti12O50], variations of the calculated chemical bonds were coordinated
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with the lattice structure in order to understand the single crystal thermal expansion

and inter-atomic separations in Al2TiO5 at room temperature and 600 �C. The
regular configurations of the coordination polyhedral about the metal ions with

the temperature increase were calculated with the degree of the disorder in the

metal sites. The real data of crystalline anisotropy as the degree of distortion of

atomic coordination polyhedra were compared with the marked variation of the

bond lengths and angles about the cations and the resulting total energy (Figs. 13.3

and 13.4).

The strength of the ceramic sharply increases at temperatures above 550 �C and

the chemical recombination above 550 �C is accomplished by tetrahedral-to-octa-

hedral interaction of surface metal ions on the opposite sides of a given micro-

fracture (Morosin and Lynch 1972). The ease of which such interactions accom-

plish recombination accounts for the rather remarkable ability for Al2TiO5 ceramics

to sustain repeated temperature cycling without degradation of the fracture-

recombination mechanism. In the room temperature structure the metal ions are

completely disordered in Al2TiO5. On the other hands in 600 �C crystal the metal

ions are ordered in Al2TiO5. The differences between room temperature and 600 �C
structures explain the anisotropic thermal expansion behavior of the single crystal

(Morosin and Lynch 1972). There is a tendency towards more symmetric config-

urations about the metal ions with increasing temperature for Al2TiO5.

The results of Mg2+ or Si4+ incorporation into the Al or Si sites in AlO6 or TiO6

octahedral coordination may be reported as follows (Morosin and Lynch 1972);

Fig. 13.1 The molecular

structure of Al2TiO5 crystal;

cleavage occurs across the

weaker shared edges (edges

type of C and D), shared

edge is shorter than

unshared edge, a cleavage

plane – perpendicular to the

a-axis (C and D edges),

while that perpendicular to

the b axis takes a rather

crooked path (A, B, and D

edges) (Morosin and Lynch

1972)
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Structural differences at the two temperature result in the different coordination

polyhedra about the metal ions. The cleavage planes, resulting from edge-shared

octahedra in the thermal hysteresis of the ceramic cause binding energy change.

The micro-cracking in polycrystalline Tialite ceramics is as follows; Single phase

Aluminum Titanate is a low strength material. Thermal expansion anisotropy of

three crystal directions is the reason of the grain boundary micro-cracking. These

micro-cracks often result in negative thermal coefficients accompanied by pro-

nounced hysteresis. Such anisotropy creates complicate internal stresses during

cooling after sintering. The magnitude of internal stress is a direct function of

anisotropic thermal expansion, which is sufficient to exceed the intrinsic fracture

strength of the material, resulting in the severe micro-cracking at room temperature,

the low mechanical strength, and low Young’s modulus. The development of

micro-cracks accounts for low thermal expansion coefficients, which are a bulk

average value based on the behavior of individual grains.

The amounts of total energy for each model were compared individually from

the DV-Xα calculation. As one of results the Al site incorporation was energetically

preferable, but the Ti site incorporation was not. The positional transformation of

Al3+ and Si4+ octahedral sites was preferable. It is known that the thermal stability

Fig. 13.2 The schematic diagrams of Al-Ti-O clusters with the positional change of Al and Ti

sites, and the incorporation of Mg2+ or Si4+ into Al2TiO5; (a) Al6Ti3O7 at 600
�C (b) positional

transition of Al3+ and Ti4+ in Al6Ti3O7 cluster (c) lattice incorporation of Si4+ into Al3+ site in

Al6Ti3O7 cluster (d) lattice incorporation of Mg2+ into Ti4+ site in Al6Ti3O7 cluster
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Fig. 13.3 The energy contour (a) and band energy population (b) in the clusters of ALTO and

ALTO-U

13 Structural Analysis of Al2TiO5 at Room Temperature. . . 329



of ALTO by the formation of solid solution with MgO is isomorphous with the

mineral pseudobrookite and the mechanical stability by limiting its grain growth

with the additives of SiO2, or mulite (A3S2, 3Al2O3.2SiO2), not forming solid

solution, but restrains the decomposition of Al2TiO5. The decomposition of

Al2TiO5 is caused by the collapse of adjacent Al and Ti octahedra because the

lattice site occupied by Al is too large. The microcracks show the crack opening,

closing and reopening hysteresis with the temperature, indicating the mechanical

healing.

The structural differences at the two temperatures result in the coordination

polyhedra about the metal ions. The cleavage planes, resulting from edge-shared

octahedra in the thermal hysteresis of the ceramic causes the change of binding

energy. Tialite ceramic body contracts along c-axis with heating as follows; The

thermal expansion coefficients for ALTO and ALTO-A3S2 are 9.70� 10�6/K, and

0.68�5.48� 10�6/K, respectively. Al2O3-SiO2-TiO2 (Tialite-mullite) ceramics;

Composites with more than 10 vol.% mullite (A3S2) as a second phase, enhance

the Young’s modulus, thermal expansion coefficient and room temperature strength

(Fig. 13.5).

Adjacent Al and Ti octahedra collapses because of the lattice site occupied by Al

is too large, as shown in the polycrystalline ceramics of ALTO with 10 % mullite.

In these simulation we used the MgO stabilized Tialite, and Tialite (Al2TiO5)-Mica

Fig. 13.4 The total energy in clusters: ALTO, ALTO-B, ALTO-BC, ALTO-BCT, ALTO-BCTT,

AQLTO-BT, ALTO-C, ALTO-CT, and ALTO-U
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(Mg3Si4O10(OH)2), which may be the cluster model showing the microcracks

(Gauckler and Kim 2008). In the structure of microcracks there will be open, closing

and reopening hysteresis, which may be the cause of the mechanical healing.

The critical feature of crystalline anisotropy, leading to thermal expansion

anisotropy, is the degree of distortion of the atomic coordination polyhedra. By

distortion the bond lengths and angles vary markedly about the cations. Aluminum

titanate (Tialite), Al2TiO5, as a ceramic body, exhibits a very low bulk thermal

expansion coefficient, primarily because of a complex system of internal stresses

and fractures. The stresses and fractures are developed upon cooling from the high

sintering temperature, and are the result of the anisotropic structural properties of

the individual grains which form the ceramic body. Successful application of the

material has depended on the ability to control the micro-cracking phenomena.

Conclusion

Compared to other cluster Models, (Al5Mg)(Ti2Si)O7 cluster shows the stable

incorporation of Mg into Al site and Si into Ti site in Al2TiO5 crystal. In the

Mg, Si incorporated cluster in ALTO-u system the DV-Xα calculation was

not converged and the calculation for the disordered placement of metal sites

in ALTO-u was also not converged. Conclusively the disordered structure of

metal sites in Al2TiO5 is favorable in room temperature structure, but not

favorable in 600 �C structure. The similar results were obtained for the

incorporation of Mg and/or Si into Al and Ti sites as shown in ALTO-BCT

cluster, respectively. The disordered metal structure for ALTO-BCT cluster

showed the similar DV-Xα calculation results compared with ALTO clusters.

(continued)

Fig. 13.5 The stress development concept in Tialite ceramics (Gauckler and Kim 2008)
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In the incorporation of Mg, Si into ALTO-u the DV-Xα calculation was

not converged. On the contrary ALTO-u shows regular distribution. There is

the stable incorporation of Mg/Si into Al site in Al2TiO5 crystal. The site

replacement using Mg2+ and Si4+ in AlO6 octahedra induces the increase of

total molecular energy, approaching the energy of ALTO-u and indicating the

stability of the incorporated cluster structure.
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Chapter 14

Wavelength of Luminescence and Energy

Level Structure of Binuclear Copper(I)

Complex

Tomohiko Ishii, Masahiro Kenmotsu, Kiyoshi Tsuge, Genta Sakane,

Yoichi Sasaki, Masahiro Yamashita, and Brian K. Breedlove

14.1 Introduction

Metal complexes are very attractive compounds because their physical properties,

such as electronic and magnetic properties and optical phenomena, can be explained

straightforwardly in relation to the ligand field splitting of the d or f orbitals of the

central metal atom (Cotton et al. 1994, 1999; Figgis and Hitchman 1999). Many

coordination chemists are currently studying how to control the ligand field splitting

by chemically modifying the ligands and the coordination environment of the central

metal ion. Unfortunately, no rules for systematically changing the ligand field

splitting have been reported up to now. Systematic control of the wavelength at

which a complex absorbs light has been extensively studied. For example, Tsuchida

et al. have developed a spectrochemical series (Tsuchida 1938a, b; Shimura and

Tsuchida 1956; Schönherr 2004a, b; Jørgensen 1958),
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CO > CN� > PPh3 > NO2
� > SO3

2� > phen > bpy > en > NH3 > py

> CH3CN > ONO� > NCS� > OH2 > C2O4
2� > ONO2

� > OSO3
2�

> OCHO� > OH� > OCO2
2� > OCOR� > S2O3

2� > F� > N3
� > Cl�

> SCN� > S2� > Br� > I�;

showing the relationship between the first absorption band of the octahedral

[Co(NH3)5L] and ligand L. In addition, they have developed a spectrochemical

series in relation to the metal ion (M) in [M(NH3)6]
n+ and [M(H2O)6]

n+:

Pt4þ > Ir3þ > Pd4þ > Ru3þ > Rh3þ > Mo3þ > Mn4þ > Co3þ > Fe3þ

> V2þ > Fe2þ > Co2þ > Ni2þ > Mn2þ:

These spectrochemical series are independent from each other. Recently,

we have reported a novel 2D universal spectrochemical series that can be used

for any combination of central metal atom and ligand molecules (Ishii et al. 2009).

Therefore, the physical properties arising from the ligand field splitting width of not

only known complexes but also unknown ones can be predicted by means of

molecular orbital calculations.

In the case of the ligand dependence on the emission spectrum, Araki and Tsuge

et al. have reported (Araki et al. 2005) that the luminescence wavelength from

red to blue light can be controlled systematically by changing the ligand (L) in

halogen-bridged copper(I) binuclear complexes, [Cu2(μ-X)2(PPh3)2L] (X¼Br or I)

(L¼N-heteroaromatic ligands) (Figs. 14.1 and 14.2).

The interatomic distances in the bromine-bridged copper(I) binuclear complexes

change slightly in relation to the L used. The Cu-Br, Cu-P, Cu-N, and nearest

Cu. . .Cu distances are summarized in Fig. 14.3.

Fig. 14.1 Molecular

structure of bromine-

bridged copper(I) binuclear

complex

[Cu2(μ-Br)2(PPh3)2L]
(L¼ pyz) exhibiting

luminescence
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On the basis of Fig. 14.3, there appears to be no relation between the bond

distances and the experimental luminescence wavelength. In other words, the

experimental luminescence wavelength cannot be discussed on the basis of the

molecular structure. Therefore, the electronic structures are the only way to explain

the experimental luminescence wavelength of these metal complexes. Tsuge

Fig. 14.2 Observed luminescence wavelength (nm) bromine-bridged copper(I) binuclear

complex [Cu2(μ-Br)2(PPh3)2L] in relation to L (dmap, 3-bzpy, bpy, 1,5-nap, 1,6-nap, quina,

4-bzpy, and pyz)

Fig. 14.3 Cu-Br, Cu-P,

Cu-N, and nearest Cu. . .Cu
distances in the bromine-

bridged copper(I) binuclear

complex

[Cu2(μ-Br)2(PPh3)2L]
(L¼ dmap, 3-bzpy, bpy,

1,5-nap, 1,6-nap, quina,

4-bzpy, and pyz) versus

experimental luminescence

wavelengths

14 Wavelength of Luminescence and Energy Level Structure of Binuclear. . . 335



et al. have reported that the observed luminescence wavelength can be explained by

the difference in the reduction potential. Of course, changing of the reduction

potential is one of the most important ways to change the electronic structure.

However, it is only possible for metal complexes whose reduction potentials are

already known. Therefore, we investigated the relationship between the observed

luminescence wavelength and the electronic structure of the halogen-bridged

binuclear copper complexes in order to predict the luminescence wavelength of

not only known but also unknown complexes.

In general, luminescence occurs when an excited electron decays in energy to

the lower state by releasing a photon. Thus, the absorption of light and lumines-

cence have almost the same energy, although they are opposite processes from each

other. Therefore, if we accurately know the energies of the ground and excited

states of the metal complexes, we can predict the experimental wavelength of the

absorption and/or the luminescence correctly.

In order to discuss the luminescence mechanism, an accurate electronic structure

of the excited states is needed. However, it can be difficult to calculate such an

electronic structure. Although luminescence involves an electron decaying in

energy from excited to ground states, the ground state structure cannot be used to

describe the excited states of metal complexes. Many coordination chemists have

been trying to determine the crystal structure of metal complexes in the excited

state (Ozawa et al. 2003, 2008). Although, only a few percent of the surface

structure of a single crystal becomes excited when the single crystal is irradiated

with an ultraviolet lamp or CW laser during data acquisition, structural data of the

complex in an excited state can be separated from the ground state crystal structural

data. In this study, we calculated the electronic structures of the excited and ground

states in order to compare the energy levels before and after irradiating with an

ultraviolet lamp and to determine their relationship to the observed luminescence

wavelength. In addition, we compared the electronic structures and the crystal

structures of the ground and excited states in order to discuss the luminescence

mechanism. On basis of our calculations, we found that the experimental lumines-

cence wavelength was not due to differences in the crystal structures but due to the

difference in the electronic structures of the metal complexes. In other words,

the energy of the luminescence is proportional to the ligand field splitting width

of the 3d metal orbitals when a ligand coordinates to a metal ion, which is similar to

the case of absorption (Ishii et al. 2009).

14.2 Calculations

In order to determine the electronic structure of the halogen-bridged binuclear

copper complexes, we carried out electronic structure calculations by using a

discrete variational (DV)-Xα molecular orbital method, which has been described

elsewhere (Adachi et al. 2005; Ishii et al. 2009; Rosén and Ellis 1975; Adachi

et al. 1978a, b; Satoko et al. 1978; Adachi and Taniguchi 1978). The crystal
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structures of the metal complexes of halogen-bridged binuclear copper complexes

were taken from the Cambridge Structure Database (Allen 2002), and the CIF data

is included in the Electronic Supporting Information (ESI) (Araki et al. 2005). The

chemical formulae used for the molecular orbital calculations of the metal com-

plexes were L-Cu(PPh3)(μ-Br)2Cu(PPh3)-L (L¼ dmap, 3-bzpy, bpy, 1,5-nap,

1,6-nap, quina, 4-bzpy, and pyz) (L-M-L) (model 1) and L-Cu(PPh3)(μ-Br)2Cu
(PPh3)-L-Cu(PPh3)(μ-Br)2Cu(PPh3)-L (L-M-L-M-L) (model 2) (L¼ bpy, 1,5-nap,

1,6-nap, quina, and pyz), as shown in Fig. 14.4.

In order to compare the cluster model dependence and the size effect, we

employed two more models: Cu(μ-Br)2Cu(PPh3)-L-Cu(PPh3)(μ-Br)2Cu (model 3)

and Br2Cu(PPh3)-L-Cu(PPh3)Br2 (model 4), as shown in Fig. 14.5.

Preliminary crystal structural data of the excited state obtained by using X-ray

diffraction while irradiating with CW laser were collected at low temperatures

(104, 153, and 253 K) by Ozawa and Toriumi et al. (Ozawa et al. 2003, 2008). They

have tried to observe direct geometrical distortion of the complex by photo exited

state crystallographic technique. Single crystal X-ray diffraction experiment was

performed by using the low temperature vacuum X-ray camera at SPring-8 BL02B1

beam-line. Full intensity data of both under light irradiated by CW laser, and

non-irradiated conditions were collected by multiple-exposure IP method. In the

excited state, the nearest Cu. . .Cu distance was almost the same, whereas the

nearest Br. . .Br distance was about 10 % shortened after irradiating with CW

Fig. 14.4 Cluster models

of halogen-bridged

binuclear copper

complexes, L-Cu(PPh3)

(μ-Br)2Cu(PPh3)-L (model

1) (top) and L-Cu(PPh3)

(μ-Br)2Cu(PPh3)-L-Cu
(PPh3)(μ-Br)2Cu(PPh3)-L
(model 2) (bottom)
(L¼ pyz)
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laser, by photo-difference Fourier technique. Therefore, we developed a molecular

structure model of the excited state (model 5, Fig. 14.19 in the ESI) and calculated

the electronic structure in order to compare the electronic structures between the

ground and excited states.

Non-relativistic DV-Xα calculations were performed by using a Slater exchange

parameter (α) of 0.7 for all atoms and up to a million DV sampling points, which

gave a precision of better than 0.001 eV for the valence electron energy eigen-

values. We employed the basic functions of the copper ions up to 4p orbital and

those of the halogen and atoms of the ligand molecules up to the 2p, 3p, 4p or 5p

orbitals, depending of the kind of atom, in order to optimize the electronic structure.

The calculations were carried out self-consistently until the difference in orbital

populations between the initial and final states of the iteration was less than 0.0001

electrons. Detailed results of the calculations are summarized in the ESI.

14.3 Results and Discussions

14.3.1 Energy Level Structure

In the case of organic compounds, absorption involves a π-π* transition and/or the

energy difference between the HOMO and the LUMO energy levels. On the other

hand, in the case of metal complexes, there is a relationship between the observed

wavelength of the absorption and the energy difference among the d orbitals

Fig. 14.5 Cluster models

of Cu(μ-Br)2Cu-L-Cu
(μ-Br)2Cu (model 3) (top)
and CuBr2-L-CuBr2 (model

4) (bottom) (L¼ pyz)
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separated due to ligand field splitting. However, the molar extinction coefficient

(ε) of the d-d orbital transition is in the range from 100 to 102 (M�1 cm�1

(1 M¼ 1 mol dm�3)) and is much smaller than those of the intervalence transition

(102–103), charge transfer transition (103–104), and the ligand-based transition

(103–105). Since ε corresponds to the intensity of the absorption band, in this

study, it is of no concern because we were interested in the luminescence

wavelength (photon energy). So, among analogous metal complexes, the wave-

length should change in relation to a combination of a d-d transition, metal to

ligand charge transfer (MLCT), halide to ligand charge transfer (XLCT), ligand

to ligand charge transfer (LLCT), ligand to metal charge transfer (LMCT),

and so on.

Energy level diagrams of the cluster model 1(L-M-L) with several ligands are

plotted in Fig. 14.6.

Further details concerning the energy level diagrams are summarized in the

ESI (Fig. 14.20). On the basis of the energy level diagrams, there is no relation-

ship between the observed luminescence wavelength and the energy difference

between the HOMO and the LUMO levels. In addition, there is no relationship

involving the energy dispersion among the occupied and the unoccupied energy

levels. The molecular orbitals of the metal complexes are a complex mixture of σ,
π, and π* orbitals from the copper 3d, bromine 4p, and phosphorus 3p orbitals.

Therefore, it is very difficult to discuss the luminescence mechanism directly in

relation to specific molecular orbitals. In the next section, we discuss the atomic

orbitals rather than the molecular orbitals, which are linear combinations of

atomic orbitals (LCAOs).

Fig. 14.6 Ligand (L) dependence of the energy level diagrams of L-Cu(PPh3)(μ-Br)2Cu(PPh3)-L
(L¼ dmap, 3-bzpy, bpy, 1,5-nap, 1,6-nap, quina, 4-bzpy, and pyz) (L-M-L) (model 1). Solid and

dashed lines denote the occupied and unoccupied molecular orbitals, respectively. The colors used

in this figure correspond to the observed luminescence wavelengths
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14.3.2 Partial Density of States (p-DOS)

Each LCAO can be separated into the atomic orbitals by means of the Mulliken’s
population analysis (Mulliken 1955a, b, c, d). From this analysis, a partial density of

states (p-DOS), which is a percentage of each atomic orbital of the density of states,

can be obtained. The p-DOSs of the cluster model 1 (L-M-L) with several bidentate

ligand molecules are shown in Figs. 14.7 and 14.8.

Fig. 14.7 Partial density of states (p-DOS) near the Fermi energy level of L-Cu(PPh3)(μ-Br)2Cu
(PPh3)-L (L-M-L) (model 1) (L¼ pyz, 4-bzpy, quina, and 1,6-nap). Solid vertical line denotes the
energy level of the HOMO

Fig. 14.8 Partial density of states (p-DOS) near the Fermi energy level of L-Cu(PPh3)(μ-Br)2Cu
(PPh3)-L (L-M-L) (model 1) (L¼ 1,5-nap, bpy, 3-bzpy, and dmap). Solid vertical line denotes the
energy level of the HOMO
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Near the Fermi energy in the occupied orbital region, the molecular orbitals were

mainly a mixture of copper 3d and bromine 4p orbitals. On the other hand, in the

unoccupied region, they are mainly a combination of ligand σ, π, and π* orbitals. On
the basis of the p-DOSs, the luminescence occurs via a transition from an excited

state comprised mainly of the ligand orbitals to a ground state comprised of copper

3d and bromine 4p orbitals, after an MLCT-type transition caused by irradiation

with an ultraviolet lamp.

Now, we should discuss the validity of the cluster size in the molecular orbital

calculations. The original metal complex has a one-dimensional chain structure, in

which a bidentate ligand molecule bridges Cu2(μ-Br)2 units. Therefore, the cluster

size of model 1 could be too small for discussing the electronic structures. So, we

used an additional model with a larger cluster size having the chemical formula L-Cu

(PPh3)(μ-Br)2Cu(PPh3)-L-Cu(PPh3)(μ-Br)2Cu(PPh3)-L (L-M-L-M-L) (model 2).

The p-DOSs of both models 1 and 2 are summarized in Fig. 14.9.

In this figure, the p-DOSs of models 1 and 2 are similar, indicating that the size of

the model 1 is large enough to discuss the electronic structure of the metal complex.

Another reason why the two p-DOSs are almost the same is due the simple

nature of the metal complex. In other words, the physical properties of metal

complexes can be explained straightforwardly by means of the ligand field splitting

of the d or f orbitals of the central metal atom, as mentioned in the Introduction. The

one dimensional chain structure can be used for discussing electrical conductivity

and single-chain magnets (SCMs) (Miyasaka et al. 2009), whereas the electronic

structure of the binuclear unit can only be used for discussing optical properties,

such as absorption and emission. Therefore, we can discuss the electronic structures

of the metal complexes if we can create model of the metal complex with a central

metal ion and a minimum number of ligands of an appropriate size. Luminescence

from analogous binuclear copper complexes with one-dimensional chain as well as

Fig. 14.9 Partial density of states (p-DOS) near the Fermi energy level of L-Cu(PPh3)(μ-Br)2Cu
(PPh3)-L (L-M-L) (model 1) (top) and L-Cu(PPh3)(μ-Br)2Cu(PPh3)-L-Cu(PPh3)(μ-Br)2Cu(PPh3)-
L (L-M-L-M-L) (model 2) (bottom) (L¼ pyz)
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non-chain discrete structures has been observed. Therefore, model 2, which has a

larger size, is not required. Details of the calculations with bpy, quina, 1,6-nap,

1,5-nap, and pyz are summarized in Figs. 14.21, 14.22, 14.23, and 14.24 in the ESI.

From Fig. 14.9, the character of the ligand field splitting of the copper 3d orbitals

could be obtained. The ligand field splitting is caused by the bridging bromine,

terminal triphenylphosphine and L. The mechanism for luminescence involves an

MLCT transition between the copper 3d and the ligand molecular orbitals. There-

fore, the observed luminescence wavelength is closely related to the energy split-

ting widths of the copper 3d and the ligand molecular orbitals. In the case of the

copper 3d orbitals, the 4p orbitals of the bridging bromine atoms bind tightly to the

copper 3d orbitals on the basis of p-DOS. We can compare the energy splitting

widths more clearly by means of the sum of the copper 3d and bromine 4p orbitals,

as shown in Fig. 14.9. Similar calculations involving other ligand molecules are

summarized in Figs. 14.21, 14.22, 14.23, and 14.24 in the ESI.

Ozawa et al. have performed crystal structural analyses on these binuclear

copper complexes in the excited state while irradiating the crystal with CW laser

(Ozawa et al. 2003, 2008). In their experiment, the interatomic distance between the

two copper atoms is almost the same, whereas that between the two bromine atoms

is shortened in the excited state. The structural change is reported to be about 10 %.

In the excited state, the electron in the copper 3d orbital slightly moved outside

from the Cu2Br2 unit plane due to MLCT. Thus, the intermolecular distance

between the two bromine atoms is shortened due to the expansion of the two copper

atomic orbitals. Luminescence can be explained by the electron in the ligand

molecular orbital dropping into the copper 3d and bromine 4p orbitals.

We calculated the electronic structures using extremely deformed cluster models

in order to compare the effect from the structure changing between the ground and

the excited states. The p-DOSs of the deformed cluster models with pyz as a ligand

are shown in Fig. 14.10.

Fig. 14.10 Partial density of states (p-DOS) near the Fermi energy level after 0, 2, 5, and 10 %

structural deformation of L-Cu(PPh3)(μ-Br)2Cu(PPh3)-L (L-M-L) (model 1) (L¼ pyz)
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We did not find much difference in the electronic structures with 0, 2, 5, and

10 % deformation. Similar results were obtained when L¼ 1,5-nap, bpy, and

3-bzpy, as shown in Fig. 14.25, 14.26, and 14.27 in the ESI.

Taking into account that Ozawa et al. observed about 10 % structural difference

between the ground and excited states, the molecular orbital calculations using

cluster models based on the ground state CIF data can be used to discuss the

electronic structure of the excited state in order to determine the luminescence

mechanism.

Luminescence has been observed not only from the bromine-bridged binuclear

copper complex but also from the iodine-bridged ones (Araki et al. 2005). In the

case of the iodine-bridged analogues, the metal complexes with bpy, pym, and pyz

show luminescence, whereas the one with piperidine (pip) does not. The lumines-

cence mechanism is due to an electron dropping after MLCT excitation. Therefore,

luminescence should not occur if there is no p-DOS of the ligand orbital near the

Fermi energy level in the unoccupied region. Among the analogous binuclear

copper complexes, only in the case of the iodine-bridged complex with pip,

luminescence is not observed. However, when L has a conjugated π system,

luminescence is observed from both the iodine- and bromine-bridged complexes.

Therefore, since luminescence appears to be closely related to the conjugated π
character of L, we calculated the electronic structure of the complex with pip in

order to compare the luminescence mechanisms, and p-DOSs of the iodine-bridged

complexes with pym, pyz, and pip are shown in Fig. 14.11.

On the basis of the p-DOSs, the copper 3d and the iodine 5p orbitals are

dispersed around the Fermi energy level in the occupied region. In addition, similar

electronic dispersions of the ligand orbitals were obtained near the Fermi energy

Fig. 14.11 Partial density of states (p-DOS) near the Fermi energy level of L-Cu(PPh3)(μ-I)2Cu
(PPh3)-L (top; L¼ pym, middle; L¼ pyz, bottom; L¼ pip). Red and blue rectangle regions denote
occupied (mainly by Cu 3d orbital) and unoccupied (mainly by ligand molecular orbital) p-DOSs

in relation to an MLCT-type electron transfer, respectively
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level in the unoccupied region in the cases of pym and pyz. Therefore, both the

iodine- and the bromine-bridged complexes should exhibit luminesce via the same

mechanism involving MLCT.

On the other hand, in the case of pip, there is no electron dispersion of p-DOS

just above the Fermi energy level in the unoccupied region. In general, an organic

compound needs to be able to undergo a π-π* electronic transition in order for

luminescence to occur. However, the iodine-bridged metal complex is not a simple

organic material, meaning that the lack of a simple π-π* transition does not explain

the lack of luminescence. In the case of pip, each carbon or nitrogen atom is sp3

hybridized. So, there are no π- or π*-conjugated orbitals in this ligand. The overlap

of a metal dz2 orbital with an sp3 hybridized orbital and orbital is much better than

that with an sp2 one. Therefore, the energy splitting of an sp3 hybridized orbital

between the bonding and the anti-bonding orbitals should be much more larger than

those of the pym and pyz, which have sp2 hybridized orbitals. As a result, in the case

of pip, the energy difference between the copper 3d orbital and the ligand sp3

molecular orbital is too large for luminescence in the visible region. In Sect. 3.3, we

discuss the relationship between the experimental luminescence wavelength of the

bromine-bridged binuclear metal complex and L.

14.3.3 Relationship Between the Experimental
Luminescence Wavelength and the Energy
Splitting Width

The luminescence mechanism of binuclear copper complexes involves an electron

in an excited state due to MLCT returning to the ground state. Strictly speaking, the

exact energy splitting width of the copper 3d and the halogen 4p (bromine) or 5p

(iodine) orbitals in the ground state and the energy splitting width of the ligand

molecular orbital in the excited state must be calculated with high accuracy in order

to discuss the luminescence wavelength quantitatively.

Now, we consider the reason for the energy splitting. Needless to say, the copper

3d orbitals split in energy when a ligand coordinates to a copper ion. In a metal

complex, the metal d orbitals and the ligand σ, π, and π* orbitals mix to form the

bonding and antibonding orbitals. Therefore, the energy level splitting of the ligand

molecular orbitals is not independent from the energy level splitting of the metal d

orbitals. So, in this section, we compare the electronic structure and the observed

luminescence wavelength by means of the energy level splitting of the copper

3d and the halogen 4p or 5p orbitals.

Although we can obtain accurate crystal structural data in the ground state, it is

impossible to obtain accurate crystal structural data in the excited state. So, it is

impossible to calculate the luminescence wavelength accurately by means of any

molecular orbital calculations. However, in order to discuss the same structure, similar

chemical structures or analogous metal complexes, it is more effective to compare
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qualitative energy level diagrams. In this study, we compared the experimental

luminescence wavelength on the basis of the electronic structures because the

binuclear copper complexes have similar structures with similar bidentate ligands.

Now, we discuss the energy splitting width of the copper 3d orbitals.

P-DOSs of the copper 3d orbitals of the binuclear complexes are plotted in

Fig. 14.12.

The shape of the copper 3d orbitals shown in Fig. 14.12 is due to the distorted

tetrahedral crystal field splitting between eg and t2g groups of the Cu
+ ion by the two

bromine ions, triphenylphosphine, and L. The shape of each p-DOS is almost the

same, making it possible to compare the energy level splittings to each other.

The relationship between the luminescence wavelength and the energy splitting

width of the p-DOS is plotted in Fig. 14.13.

In the region indicated with a red ellipse in Fig. 14.13, a clear linear correlation

between the experimental wavelengths and the calculated splitting energies was

Fig. 14.12 Partial density of states (p-DOS) of the 3d orbitals of the Cu+ ions near the Fermi

energy level of L-Cu(PPh3)(μ-Br)2Cu(PPh3)-L (L-M-L) (model 1) (L¼ dmap, 3-bzpy, bpy,

1,5-nap, 1,6-nap, quina, 4-bzpy, and pyz). The colors used in this figure correspond to the

experimentally observed luminescence wavelength

Fig. 14.13 Plot of the

energy splitting width of Cu

3d orbital versus the

experimental luminescence

wavelength. The colors

used in this figure

correspond to the

experimentally observed

wavelength

14 Wavelength of Luminescence and Energy Level Structure of Binuclear. . . 345



observed. In this figure, the value for dmap and 4-bzpy do not correlate with the

other data. One of the reasons for the disagreement comes from the difference in the

structure of the metal complex. The structure of binuclear copper complex with

dmap, 3-bzpy, or 4-bzpy is not a one-dimensional chain but a discrete structure, as

shown in Fig. 14.14.

Dmap, 3bzpy, or 4bzpy are not bidentate ligands but monodentate ones in the

discrete structure. In other words, the different coordination environment could

give rise to the distance from the linear correlation.

Finally, we employed an another type of cluster model, CuBr2(PPh3)-L-

CuBr2(PPh3) (M-L-M) (Fig. 14.5) in order to compare the cluster model dependence

with model 1 (L-M-L). The p-DOSs of the M-L-M cluster models 3 (Cu(μ-Br)2Cu-L-
Cu(μ-Br)2Cu) and 4 (Cu(μ-Br)2Cu-L-Cu(μ-Br)2Cu) with pyz is shown in Fig. 14.15.

On the basis of the p-DOSs of the two models, there are scarcely any differences

in the electronic structures. Therefore, the electronic structure of the metal complex

is dependent on the coordination environment and the coordination ability of

L. Similar results were obtained in the cases of quina (Fig. 14.28), 1,6-nap

(Fig. 14.29), 1,5-nap (Fig. 14.30), and bpy (Fig. 14.31) in the ESI.

Fig. 14.14 One-

dimensional chain structure

(L¼ bpy, 1,5-nap, 1,6-nap,

quina, and pyz) (top) and a

discrete structure

(L¼ dmap, 3-bzpy, and

4-bzpy) (bottom) of a
binuclear copper complex

Cu2(μ-Br)2(PPh3)2L
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14.3.4 Relationship Between the Experimental Wavelength
and the Energy Level Difference Between the Metal
3d and Ligand Molecular Orbitals

We have discussed that there is a relationship between the experimental lumines-

cence wavelength of the ligand field splitting width of the copper 3d orbitals caused

by the surrounding ligands. As mentioned in Sect. 3.3, the splitting width and

luminescence wavelength are linearly correlated except when L¼ dmap and

4-bzpy. It should be noted that a d-d electronic transition is not involved because

the Cu+ ion has a d10 system. Since luminescence from the binuclear copper

complexes occurs when an electron returns to the ground state after being excited

via MLCT, a discussion involving only the energy splitting of the copper 3d orbitals

is insufficient. In addition, because luminescence is observed from both the

one-dimensional chain and discrete complexes, other methods of analysis are

needed in order to understand the luminescence mechanism even if it is sufficient

for the complexes with dmap and 4-bzpy. Therefore, we now introduce a new way

for discussing the energy level splitting between the copper 3d and ligand molecular

orbitals, as shown in Fig. 14.16.

In Fig. 14.16, near the Fermi energy level in the occupied region, there is an

electron dispersion created by the copper 3d and the bridging bromine 4p orbitals. On

the other hand, in the unoccupied region, the electron dispersion mainly involves the

Fig. 14.15 Partial density of states (p-DOS) near the Fermi energy level of L-Cu(PPh3)(μ-Br)2Cu
(PPh3)-L (L-M-L) (model 1) (top), Cu(μ-Br)2Cu-L-Cu(μ-Br)2Cu (model 3) (middle) and ç (model

4) (bottom) (L¼ pyz)
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ligand molecular π-conjugated orbitals. Therefore, after irradiating with an ultraviolet
lamp, an electron in the copper 3d and the bromine 4p orbitals is excited into the

unoccupied ligand molecular orbitals via MLCT. After a certain lifetime, the excited

electron returns to the original ground state emitting a photon. So, we determined the

excitation energy, which is the difference between the numerical averages of

the occupied copper 3d and unoccupied ligand molecular orbitals. P-DOSs of the

binuclear copper complexes with pyz, 4-bzpy, quina, and 1,6-nap are plotted in

Fig. 14.7, and with 1,5-nap, bpy, 3-bzpy, and dmap in Fig. 14.8.

The excitation energy is the energy difference between the copper 3d and ligand

molecular orbitals in the p-DOS diagrams, and its relationship to the observed

luminescence wavelength is plotted in Fig. 14.17.

From this plot, the tendency of the relationship between the calculated excitation

energy and the experimental luminescence wavelength can be described with a linear

function. The coordination strength can change not only the energy splitting width of

Fig. 14.16 Strategy for discussing the experimental luminescence wavelength of the binuclear

copper metal complex using the energy difference between the metal’s 3d orbitals in the occupied
region and the ligand molecular orbitals in the unoccupied region of the partial density of states

(p-DOS) near the Fermi energy level of L-Cu(PPh3)(μ-Br)2Cu(PPh3)-L (model 1) (L¼ pyz). Solid

vertical line denotes the HOMO energy level

Fig. 14.17 Plot of the energy level difference between the Cu 3d and ligand orbitals versus the

experimental luminescence wavelength of L-Cu(PPh3)(μ-Br)2Cu(PPh3)-L (L-M-L) (model 1).

Dashed line indicates a rough linear correlation
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the copper 3d orbitals but also that of the ligand molecular orbitals. Therefore, in the

case of a luminescence mechanism involving MLCT, the observed wavelength can

be explained by the relationship between the excitation energy determined by using

molecular orbital calculations and the experimental wavelength. The relationship in

Fig. 14.17 is reproduced with the unit of eV, as shown in Fig. 14.18.

Each point is located in the area (y> x) above the diagonal of the plot, meaning

that the energy of the luminescence should be lower than that of the excitation.

Conclusion

From the result of our calculation, it is revealed that there is the possibility to

predict the luminescence wavelength of not only the well-known but also the

unknown binuclear copper complexes by means of the strong relationship

between the observed and the calculated photon energies. Such a strong

relationship had been already confirmed very suitable for any metal com-

plexes. In this mechanism, the luminescence of a light can be represented by

an electronic charge transfer between a metal and a ligand (MLCT), after the

electron were excited after irradiating by a UV light. The luminescence

wavelength was linearly correlated to the energy difference between the

metal’s 3d orbitals below the HOMO level and the ligand’s π-conjugated
molecular orbitals above the LUMO level.
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Fig. 14.18 Plot of the

energy level difference

between Cu 3d and the

ligand orbital versus the

experimental photon energy

of emission of L-Cu(PPh3)

(μ-Br)2Cu(PPh3)-L (L-M-

L) (model 1). Dashed line
indicates the rough linear

correlation between them
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Electronic Supporting Information (ESI)

Fig. 14.20 Ligand (L) dependence of the energy level structures of L-Cu(PPh3)(μ-Br)2Cu(PPh3)-
L (L ¼ dmap, 3-bzpy, bpy, 1,5-nap, 1,6-nap, quina, 4-bzpy, and pyz) (model 1). Solid and dashed
lines denote the occupied and the unoccupied molecular orbitals, respectively. The colors used in

this figure correspond to the observed luminescence wavelengths

Fig. 14.19 Expected molecular structural deformation of Cu2(μ-Br)2(PPh3)2L2 after irradiating

with an ultraviolet light (model 5)

350 T. Ishii et al.



Fig. 14.21 Partial density of states (p-DOS) near the Fermi energy level of L-Cu(PPh3)(μ-Br)2Cu
(PPh3)-L (L-M-L) (model 1) (top) and L-Cu(PPh3)(μ-Br)2Cu(PPh3)-L-Cu(PPh3)(μ-Br)2Cu(PPh3)-
L (L-M-L-M-L) (model 2) (bottom) (L ¼ bpy)

Fig. 14.22 Partial density of states (p-DOS) near the Fermi energy level of L-Cu(PPh3)(μ-Br)2Cu
(PPh3)-L (L-M-L) (model 1) (top) and L-Cu(PPh3)(μ-Br)2Cu(PPh3)-L-Cu(PPh3)(μ-Br)2Cu(PPh3)-
L (L-M-L-M-L) (model 2) (bottom) (L ¼ quina)
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Fig. 14.23 Partial density of states (p-DOS) near the Fermi energy level of L-Cu(PPh3)(μ-Br)2Cu
(PPh3)-L (L-M-L) (model 1) (top) and L-Cu(PPh3)(μ-Br)2Cu(PPh3)-L-Cu(PPh3)(μ-Br)2Cu(PPh3)-
L (L-M-L-M-L) (model 2) (bottom) (L ¼ 1,6-nap)

Fig. 14.24 Partial density of states (p-DOS) near the Fermi energy level of L-Cu(PPh3)(μ-Br)2Cu
(PPh3)-L (L-M-L) (model 1) (top) and L-Cu(PPh3)(μ-Br)2Cu(PPh3)-L-Cu(PPh3)(μ-Br)2Cu(PPh3)-
L (L-M-L-M-L) (model 2) (bottom) (L ¼ 1,5-nap)
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Fig. 14.25 Partial density of states (p-DOS) near the Fermi energy level after 0, 2, 5, and 10 %

structural deformation of L-Cu(PPh3)(μ-Br)2Cu(PPh3)-L (L-M-L) (model 1) (L ¼ 1,5-nap)

Fig. 14.26 Partial density of states (p-DOS) near the Fermi energy level after 0, 2, 5, and 10 %

structural deformation of L-Cu(PPh3)(μ-Br)2Cu(PPh3)-L (L-M-L) (model 1) (L ¼ bpy)
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Fig. 14.27 Partial density of states (p-DOS) near the Fermi energy level after 0, 2, 5, and 10 %

structural deformation of L-Cu(PPh3)(μ-Br)2Cu(PPh3)-L (L-M-L) (model 1) (L ¼ 3-bzpy)

Fig. 14.28 Partial density of states (p-DOS) near the Fermi energy level of L-Cu(PPh3)(μ-Br)2Cu
(PPh3)-L (L-M-L) (model 1) (top), Cu(μ-Br)2Cu-L-Cu(μ-Br)2Cu (model 3) (middle), and CuBr2-

L-CuBr2 (model 4) (bottom) (L ¼ quina)
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Fig. 14.29 Partial density of states (p-DOS) near the Fermi energy level of L-Cu(PPh3)(μ-Br)2Cu
(PPh3)-L (L-M-L) (model 1) (top), Cu(μ-Br)2Cu-L-Cu(μ-Br)2Cu (model 3) (middle), and CuBr2-

L-CuBr2 (model 4) (bottom) (L ¼ 1,6-nap)

Fig. 14.30 Partial density of states (p-DOS) near the Fermi energy level of L-Cu(PPh3)(μ-Br)2Cu
(PPh3)-L (L-M-L) (model 1) (top), Cu(μ-Br)2Cu-L-Cu(μ-Br)2Cu (model 3) (middle), and CuBr2-

L-CuBr2 (model 4) (bottom) (L ¼ 1,5-nap)
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