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Supervisor’s Foreword

The understanding of the microscopic structure of matter and the related funda-
mental interactions has made significant progress in the last hundred years, cul-
minating presently in the very successful Standard Model of particle physics.
However this is likely not to be the last word, further insights are expected to be
able to evolve this towards a more complete theory. Progress in further developing
the theory describing the microcosm can directly impact our understanding of the
evolution of the universe, especially at its very early stages. This thesis addresses a
two-pronged approach towards further extending our knowledge and the under-
standing of the smallest scales. One possibility is to directly search for signatures of
new physics processes, not included in the above mentioned Standard Model. An
observation of new (fundamental or composite) particle states can provide valuable
insight into the structure of a more complete theory. Alternatively, precision
measurements of processes known within the Standard Model yield valuable
information which in a complementary manner extends our knowledge. Here
indirect evidence on new physics processes can be reached (typically extending to
higher mass scales than accessible in a direct search) as well as the detailed
understanding of processes contributing as background to searches can be
improved. Using data recorded by the ATLAS experiment at the Large Hadron
Collider (LHC) at CERN both avenues are pursued in this thesis. Theories
extending the Standard Model often include new heavy gauge bosons, such as
heavy “partners” of the well known charged W bosons (responsible e.g. for the
nuclear beta decay). With the first data collected in 2015 at the highest
centre-of-mass energy of 13 TeV in proton-proton collisions provided so far by the
LHC, a search for resonant structures in final states containing a high transverse
momentum lepton and large missing transverse energy has been performed. Albeit
no indication for new physics could be found, the exclusion limits on the mass of
such a heavy partner of the W boson were significantly extended. Secondly, data
collected by ATLAS at a lower centre-of-mass energy of 8 TeV has been used to
perform a precision measurement of differential cross-sections for the production of
high mass lepton-antilepton pairs in proton-proton collisions. This process is sen-
sitive to partonic structure of the proton, which often yields one of the dominant
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systematic uncertainties arising in direct searches (as well as in measurements of
fundamental parameters) in proton-proton collisions. For the first time,
double-differential cross-sections were studied and thanks to the very good accu-
racy reached, especially contraints on photon-photon induced processes were
obtained (here the “photonic” content of a proton is probed). This aspect is in this
thesis complemented with a phenomenological interpretation of the measurements
performed. These two major and complementary results presented in this thesis are
a very high quality achievement highlighting the physics potential of the ATLAS
experiment at the LHC. They are presented in a concise and very comprehensible
style, showing the mature scientific manner. The scientific context of the results as
well as the experimental methods to obtain these are clearly described—the thesis
will serve as an excellent point of reference for future Ph.D. students working on
collider based particle physics.

Mainz, Germany Prof. Dr. Stefan Tapprogge
September 2018



Abstract

The Large Hadron Collider (LHC) at CERN, at which protons collide at
unprecedented center of mass energies and very high instantaneous luminosity,
gives unique possibilities for precise tests of the Standard Model and to search for
new physics phenomena. A precise prediction of the processes at the LHC is
essential and a key role plays hereby the knowledge of the parton density functions
(PDFs) of the proton.

In this thesis two analyses are presented. In the first analysis a new heavy charged
gauge boson, a so-called W’ boson, is searched for. Those new gauge bosons are
predicted by some theories extending the Standard Model gauge group to solve some
of its conceptual problems. Decays of the W’ boson in final states with a lepton
(¢* = e*, u*) and the corresponding (anti-)neutrino are considered. Data are used
which were collected by the ATLAS experiment in the year 2015 at a center of mass
energy of /s = 13 TeV. The collected data corresponds to an integrated luminosity
of 3.2 fb~'. The Standard Model prediction for the expected background is estimated
with Monte Carlo simulations and methods based on data. The resulting spectrum
of the transverse mass is tested, using statistical methods, for differences between
data and the Standard Model predictions. No significant deviation from the Standard
Model predictions is found and masses of a Sequential Standard Model W’ boson
below 4.07 TeV are excluded with a confidence level of 95%.

In the second analysis a measurement of the double-differential cross section
of the process pp — Z/v* + X — £1{~ +X, including also a v induced con-
tribution, at a center of mass energy of /s = 8 TeV is presented. The measurement
is performed in an invariant mass region of 116 to 1500 GeV as a function of
invariant mass and absolute rapidity of the ¢* ¢ -pair as well as a function of
invariant mass and pseudorapidity separation of the £ ¢~ -pair. The analyzed data
were recorded by the ATLAS experiment in the year 2012 and correspond to an
integrated luminosity of 20.3 fb™'. It is expected that the measured cross sections
are sensitive to the PDFs at very high values of the Bjorken-x scaling variable and
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viii Abstract

to the photon structure of the proton. In this thesis the measurement of the cross
sections for the decay into an et e -pair is discussed in detail. The measured cross
sections are combined with a measurement for the decay into a ™ y~-pair to reduce
the systematic and statistical uncertainties. The combined cross sections are com-
pared to theory predictions and studies of the sensitivity of the measurement are
carried out. It is shown that, with help of this measurement, the uncertainty of the
photon PDF can be strongly reduced.
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Chapter 1 )
Preamble ek

The concept of elementary particles forming all matter is very old and goes back
to the atomic hypothesis first formulated by Democritus around 400 BC. It took
around 2300 years until technological progress allowed for the discovery of the first
elementary particle. It was J.J. Thompson who discovered in 1897 the electron by
showing that cathode rays were actually made of negatively charged particles [1]. The
following discovery of the atomic nucleus in 1911 and later the proton by Rutherford
[2] and in 1932 of the neutron by Chadwick [3] seemed to complete the picture and
to allow the explanation of matter formed in atoms by fundamental particles.

In the 1960s in several experiments numerous new particles were discovered. The
desire to group these particles in a systematic way lead to the introduction of the
quark model [4, 5], which described many of these new particles as bound states of
quarks. The largest success of that model in this time was the prediction of a new
bound state, the 27, which was discovered in 1964 [6]. At the end of the 1960s
results from electron-nucleon scattering showed that also the proton has an internal
structure [7, 8]. This observation was a further strong argument for the quark model.

In the following years, technical progress allowed the construction of particle
accelerators with higher and higher energies and lead to the discovery of more and
more new particles. In 1979, the gluon, the mediator of the strong force, was dis-
covered at the electron-positron collider PETRA (Positron—Elektron Tandem Ring
Anlage) at DESY (Deutsches Elektronen-Synchrotron) [9—12]. Four years later, the
mediators of the weak force, the Z and W* bosons were discovered at CERNs (Con-
seil Européen pour la Recherche Nucleaire) Super-Proton-Antiproton Synchrotron
(SppS) collider [13-16].

These successes in the search for the understanding of the structure of matter were
a consequence of an interplay between experimental observations and predictions
made by theoreticians, which lead to the development of the Standard Model of ele-
mentary particle physics. It can describe the structure of matter with fundamental
building blocks and explains the elementary processes for three of the four funda-
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mental forces. The Standard Model is a very powerful theory and its predictions are
verified up to highest precision. Even though the Standard Model is very successful,
there are observations, e.g., dark matter or the matter-antimatter asymmetry, which
it cannot explain. Thus, extensions of the Standard Model are needed. Many of these
predict the appearance of new particles with masses in the TeV range. Those par-
ticles can be searched for by performing indirect or direct searches. The history of
particle physics has proven that measurements at particle colliders operating at the
high-energy frontier is a very promising way of searching for these particles.

The Large Hadron Collider (LHC), a proton-proton accelerator at CERN in
Geneva, is a powerful machine which allows to search for new physics phenom-
ena and to test the predictions of the Standard Model at the highest yet reached
energy scales. For these tests and measurements, precise predictions of the processes
at the LHC are needed. To obtain a high level of accuracy for the predictions, a very
good understanding of the structure of the proton is essential. In this context the
knowledge of the parton distribution functions (PDFs) of the proton plays a key role.

In this thesis two analyses are presented. First a search for a high-mass resonance
decaying into a final state with a charged lepton ({* = ¢*, %) and the corresponding
(anti-)neutrino is performed. Those hypothetic particles are called g bosons and are
assumed to behave similar to the known Standard Model W boson. The search
is performed with the first data taken by the ATLAS experiment at proton-proton
collisions at a center of mass energy of 13 TeV in the year 2015 and thus probing a
new not yet reached energy scale.

Inasecond analysis a measurement of the Drell-Yan process pp — Z/v* + X —
Y0~ 4+ X (£ = e, ), also including a v~y induced contribution, is performed with
data taken by the ATLAS experiment at a center of mass energy of the proton-proton
collisions of /s = 8 TeV. A double-differential cross section is measured at high
invariant masses of the lepton pair (my, > 116 GeV). The measurement is performed
as a function of absolute rapidity of the lepton pair or absolute pseudorapidity sepa-
ration of the leptons and invariant mass. Such a measurement can help to improve the
parton distribution functions of the proton at high momentum fractions x. In partic-
ular sensitivity to the PDFs of the antiquarks and photons in the proton is expected.
The former are not well constrained at high values of x while the latter is in general
largely unconstrained.

This thesis is structured as follows. Part T addresses in Chaps. 2 and 3 the theoretical
foundations and predictions needed for this work. In part II the LHC and the ATLAS
experiment are described in Chaps. 4 and 5. The reconstruction and identification of
particles with the ATLAS experiment is subsequently described in Chap. 6.

In part III the search for new physics in the final state of an electron or muon and
missing transverse momentum is presented. Chapter 7 briefly motivates the search
followed by a discussion of the analysis strategy in Chap. 8. The analysis, including
the event and object selection, the background determination, the estimation of sys-
tematic uncertainties, and the comparison of the expected background to the data, is
presented in Chap. 9. The data are subsequently analyzed using statistical methods
in Chap. 10. Part III ends with Chap. 11, where a summary of the obtained results
and an outlook on expected results in the future is given.
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Part IV presents the measurement of the high-mass Drell-Yan cross section. Its
structure is similar to part III. First the measurement is briefly motivated in Chap. 12
and the analysis strategy is discussed in Chap. 13. The actual analysis of the electron-
positron channel, including the event and object selection, the background determi-
nation, and ending with a comparison of data and expected signal and background,
is presented in Chap. 14. The methodology for the cross section measurement, sys-
tematic uncertainties, and the obtained results for the high-mass Drell-Yan cross
section in the electron-positron channel are discussed in Chap. 15. Afterwards, in
Chap. 16, the measurement of the muon channel is briefly discussed. It has not been
carried out in the context of this thesis but is used as an input for the calculation of
a combined cross section in Chap. 17. The calculated combined cross section is in
the same chapter also compared to theoretical predictions and interpreted in terms of
sensitivity to PDFs. The part ends with Chap. 18, where a summary of the obtained
results and an outlook on possible measurements in the future is given.

A general summary of all results is finally given in Chap. 19.
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Part I
Introduction to Theory



Chapter 2 ®)
Theory Foundations e

In the first part of this chapter, a brief introduction into the Standard Model of
particle physics and its interactions is given. This is followed by a discussion of
the formalism which is needed to describe proton—proton (pp) collisions. Also the
extraction of the needed ingredients to predict the outcome of these collisions is
described, followed by a discussion of the Drell-Yan and photon induced process.
Finally, the limitations and problems of the Standard Model are discussed and some
theories which aim to solve these limitations are presented. The chapter ends with
a discussion of models predicting new physics in the final state of a charged lepton
and neutrino. The discussion follows to large parts the discussion in [1].

Throughout this thesis, the convention 7 = ¢ = 1 is used, therefore masses and
momenta are quoted in units of energy, electron volts (eV).

2.1 The Standard Model of Particle Physics

2.1.1 Overview of the Fundamental Particles and
Interactions

The Standard Model (SM) of particle physics [2] is one of the most successful
models in physics. It describes the dynamics and interactions of all currently known
elementary particles and three of the four fundamental interactions very precisely.
So far, the Standard Model survived every experimental test.

In our current understanding, matter consists of point-like particles with half inte-
ger spin, called fermions. Gauge bosons with integer spin mediate the fundamental
forces between these fermions.
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The three fundamental forces described by the Standard Model are the electro-
magnetic, the weak, and the strong interaction. The incorporation of the gravitational
force is yet an unresolved challenge. However, its strength is, at the energy scales
probed so far, negligible at the subatomic scale and its incorporation therefore not
necessary to precisely describe the fundamental interactions. The massless photon ()
is the mediator of the electromagnetic interaction. It couples to particles which carry
electric charge but does not carry an electric charge itself. As the photon is massless,
the electromagnetic force has an infinite range. The weak interaction is mediated
by three different gauge bosons, the electric positively and negatively charged W=-
bosons, and the neutral Z-boson. The weak bosons couple to particles with a third
component of the weak isospin 73. The Z boson couples in addition also to particles
that carry an electric charge. The W+ bosons are the mediators of the charged current
and for example responsible for the 3-decay of atomic nuclei, while the Z boson is
the mediator of the neutral current. The weak interaction is very short-ranged, as the
three gauge bosons are very heavy (my = 80.4 GeV, mz ~ 91.2 GeV). The strong
interaction is mediated by eight different massless and electrically neutral gluons (g).
They couple to particles carrying the so-called color charge which occurs in three
different types: red (r), green (g) and blue (b). Gluons carry color charge themselves
and as a result couple to each other. This leads, despite the fact that they are massless,
to a short range of the strong interaction. Table 2.1 lists again all gauge bosons of
the Standard Model.

All fermions interact with the weak force.! They can be divided into three gener-
ations of leptons and quarks.

The leptons do not undergo strong interactions, since they do not carry color
charge. The electron (e), muon (), and tau (7) carry the electric charge Q/e = —1
(e is the elementary charge). They interact therefore both, electromagnetically and
weakly, whereas neutrinos (/) do not carry an electric charge and thus interact only
weakly. Neutrinos are initially treated as massless particles in the Standard Model
although the discovery of neutrino oscillations has proven that they have a non-
vanishing mass [3]. The mass of the neutrinos has not yet been directly measured.
An upper limit of <2 eV (95% confidence level) on the anti-electron neutrino mass
has been set by measuring the endpoint of the electron energy spectrum for the tritium

Table 2.1 Overview of the forces described by the Standard Model and their gauge bosons

Interaction Boson Mass [GeV] Corresponding charge
Electromagnetic Photon (v) 0 Electric charge
weak w ~ 80.4 Weak isospin
zZ ~ 90.2 Weak isospin/electric
charge
Strong Gluon (g) 0 Color charge (r, g, b)

I There is a difference whether a fermion has left-handed or right-handed chirality. This is discussed
in more detail in Sect.2.1.5.
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(B-decay [4]. Indirect limits from astrophysical observations indicate that the sum of
all three neutrino masses must be less than 0.3 eV [5].

Quarks carry a charge of Q/e = +2/3 or Q/e = —1/3 and interact via all three
forces, since they also carry a color charge. They can be separated into six different
flavors.

The mass of all fermions rises in the same order as their generation and varies
from (excluding the neutrinos) ~0.5 MeV to ~170 GeV. Their masses therefore span
many orders of magnitude. For the quarks, two different definitions of the masses
exist. The current quark mass which is the mass of the quark itself and the constituent
mass which is the mass of the quark plus the gluon field surrounding it. For the heavy
quarks (c, b, t) these are almost the same, whereas there are large differences for
the light quarks (u, d, s). The current masses of the light quarks cannot be directly
measured and thus have large uncertainties of up to 30%.

Every fermion exists as a particle as well as an antiparticle. Both have the same
mass and differ in the sign of the additive quantum numbers. For example, the electron
carries an electric charge of Q /e = —1 whereas its antiparticle, the positron, carries
a charge Q/e = +1. The fermions of the 2nd and 3rd generation can decay via the
weak force into fermions of the lower generations. Quarks have never been observed
as free particles but occur only in bound states. Those composite particles are referred
to as hadrons and can be classified into two groups: Mesons consist of a quark and an
anti-quark and baryons consist of three quarks or three anti-quarks. All hadrons are
colorless, i.e., they are color singlet states, which are realized by combining either a
color and an anticolor for the mesons or all three colors or anticolors for the baryons.
Recently also combined states with four and five (anti-)quarks, so-called tetra- and
pentaquarks, have been observed [6—8]. Table 2.2 shows a listing of all leptons and
quarks with their charges.

2.1.2 Mathematical Structure of the Standard Model

The mathematical structure of the Standard Model is given by a gauge quantum field
theory [10]. All fundamental particles are described as excitations of quantum fields
which are defined at all points in space time. Fermions are described by fermion fields
1 (x), also known as (Dirac-) spinors, and gauge bosons are described by vector fields
A, (x). The dynamics of the fundamental fields are determined by the Lagrangian
density £ (short Lagrangian). The Dirac equation for a free fermionic field describing
a fermion with a mass m is given by

(i9"9, — m)p(x) = 0, (2.1)
and the Lagrangian for this field is given by

L = P(x)(iv"9, — m)(x), (2.2)
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Table2.2 Fermions of the Standard Model, divided into leptons and quarks. Given are the name, the
symbol, some quantum numbers and their masses [9]. The masses of the particles are rounded and
given without any uncertainties. For the light quarks (u, ) the current mass is given. Antiparticles are
not listed explicitly. The third component of the weak isospin is given for the left-handed fermions.
All right-handed fermions have 73 = 0

Leptons

Generation | Name Symbol Color T3 Q/e |Mass

1. Electron e~ No —-1/2 -1 0.511MeV
Electron Ve No +1/2 0 <2eV
neutrino

2. Muon wo No —-1/2 -1 105.6MeV
Muon vy No +1/2 0 < 0.19MeV
neutrino

3. Tau T No —-1/2 -1 1776.8 MeV
Tau neutrino | v No +1/2 0 < 18.2MeV

Quarks

Generation | Name Symbol Color T3 Qe Mass

1. Up u Yes +1/2 2/3 2.3MeV
Down d Yes —1/2 —1/3 |4.8MeV

2. Charm c Yes +1/2 2/3 1.3GeV
Strange s Yes —1/2 —1/3 |95MeV

3. Top t Yes +1/2 2/3 173.2GeV
Bottom b Yes —1/2 —1/3 |4.2GeV

where 4 are the gamma matrices and ¢ = 1770,
The Lagrangian £ is gauge invariant under global transformations of the group
U (1). Thus L is invariant under the following transformation:

h(x) = P (x) = e“P(x), 2.3

where « is a global phase with the same value at every point in space time. The
symmetry is called local, if « has different values for different points x in space
time. Performing the local phase transformation

Px) = ¢'(x) = " Dp(x), 24
changes the Lagrangian by
0L = = ()7 ()P (x). 25)

It is thus not gauge invariant under local transformations of the group U(1). The
gauge invariance can be restored by replacing
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Oy = Dy =0, +ieA,(x), (2.6)

where D, is called the covariant derivative and e is, according to Noether’s theorem
[11], aconserved charge of the particle described by the field ¢(x). It can be identified
with the usual electric charge. A, (x) is an introduced gauge field which transforms
under the phase transformation as

1
A (x) — A;‘(x) =A,(x)— ;8,,04(x). 2.7

The requirement of the local gauge invariance for a free fermionic field leads to
the introduction of the bosonic gauge field A, (x) which can be identified as photon
field, the mediator of the electromagnetic force. Inserting Eq.2.6 in 2.2 leads to the
following Lagrangian:

L =) ("9, — m)(x) — e (x)y" A, (X)) (x). (2.8)

The second term hereby corresponds to an interaction of the fermionic field with the
photon field. As photons are observed as free particles, a kinetic term for the photon
field has to be added. The full Lagrangian of Quantum Electrodynamics (QED), the
theory describing the electromagnetic interactions reads then as:

i} - 1
Loep = px)(iv" 0, — m)(x) — e (x)y" Ay (x)1h(x) — ZFWF’“’, (2.9)

where F),, is the electromagnetic field tensor:
F,u,u = a/l,AD(x) - 8VA/L('X)‘ (210)

The complete Standard Model Lagrangian can be made invariant under a local sym-
metry transformation of the group SU(2);, x U (1)y x SU (3)¢ by introducing addi-
tional bosonic gauge fields which can then be identified as mediators of the funda-
mental forces. The number of bosonic gauge fields needed to be introduced is equal
to the number of generators of the symmetry group.

2.1.3 Feynman Formalism

Feynman diagrams [12] are pictorial representations of the mathematical expressions
of the amplitudes of fundamental processes. The Feynman formalism will be dis-
cussed on the example of Bhabha scattering, the scattering of an electron-positron
pair ete™ — eTe™ which is a simple process of QED. Figure 2.1 shows the funda-
mental Feynman vertex of QED. Solid lines represent charged leptons, whereas the
curved line represents a photon.
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Fig. 2.1 Feynman diagram representing the fundamental interaction of Quantum Electrodynamics.
The solid lines represent charged leptons, whereas the curved line represents a photon

€+7p1 €+,p3

y D2 T, D4

Fig. 2.2 Leading order Feynman diagrams for the Bhabha scattering process

Feynman diagrams? for the Bhabha scattering process, as shown in Fig.2.2, can
be constructed from these fundamental vertices. From the Lagrangian Lygp, the
Feynman rules can be determined to calculate the matrix element amplitude M
contributing from such a diagram.

All possible Feynman diagrams contributing to a process have to be considered
for the calculation of the exact amplitude. Each vertex in a diagram is contributing
with e. The diagrams shown in Fig.2.2 represent the leading order (LO) amplitudes
and are contributing with e?. The first diagram is a so-called s-channel diagram,
where the electron and positron annihilate into a photon which decays again into an
electron-positron pair. The second diagram is a so-called t-channel diagram, where
the electron and positron scatter via the exchange of a photon. Both diagrams lead
to contributions which differ in their kinematic behavior. At an electron-positron
collider, the former diagram would lead to e*e™-pairs which have a larger angle to
the beam axis while the latter would lead to e*e™ -pairs closer to the beam axis.

Figure 2.3 shows two higher order contributions at next-to-leading order (NLO)
and next-to-next-to-leading order (NNLO). The first diagram is a virtual higher order
correction at NNLO (also called vacuum polarization) since it has the same final state
as the leading order diagram. The second diagram is a real higher order correction
at NLO since an additional photon is emitted which also occurs in the final state.

2In this thesis the time axis is always along the abscissa.
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PR

Fig. 2.3 Higher order Feynman diagrams

A matrix element amplitude M is defined for a single point in phase space. To
obtain a cross section o of a process, the amplitude has to be integrated over the
available phase space. Fermi’s golden rule [13] can be used which connects the
amplitudes M and the available phase space to calculate the cross section. For the
Bhabha process it can be expressed as:

S / 2 4¢4
o= IMI72m)"6"(p1 + p2 — p3 — pa)
4/(p1 - p2)? — (mymy)? PR
4 d4p
x [ [2md(p; —m?)@(p?)(zw)a. 2.11)

j=3

Here, p; and p, denote the four momenta of the incoming particles whereas p3 and p4
denote the four momenta of the outgoing particles. The factor 6*(p; + ps — p3 — p4)
ensures four-momentum conservation and the particles are forced to be on their mass
shell by the factor d( p? - m?). The ®-function ensures that the outgoing particles
have positive energies. S is a factor correcting for double counting in case there are
identical particles in the final state. When calculating |M|?, also additional terms
occur which account for the interference of both diagrams.

If the contribution o™ from all diagrams of the same order # is calculated, the
complete cross section of a process can be written down as an expansion in powers
of ap:

A
o= Z oMl | (2.12)
n=1

A is the highest order to which the coefficients ¢ are known and a,,, = 2 /4T the
electromagnetic fine structure constant. For an exact calculation all possible Feynman
diagrams would have to be taken into account. Calculations at lower orders are only
a good approximation for the total cross section if «,, is small and therefore the
amplitudes from higher orders are suppressed accordingly. This is in case of QED a
valid assumption, where o, & 1/137. However, in the case of the strong interaction,
the coupling constant «; can become very large and a calculation using Eq.2.12 is
no longer appropriate.

When calculating a cross section there are virtual loop diagrams of higher order
in o, (for example the left diagram in Fig.2.3) which lead to divergences in the
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calculation of o™, These divergences occur during the integration over all possible
momenta of the loop particles. To handle these divergences, a cutoff A is introduced
which needs to be taken to infinity again at the end of the calculation. The divergent
terms appear in form of additions to the coupling constant:

Qem, physical = Clem + 5aem~ (213)

The additions d v, are infinite in the limit A — oo. The actual bare coupling constant
Q. must therefore contain compensating infinities to obtain the physical value which
is measured in experiment. The coupling constant is so-called 'renormalized’. An
illustrative explanation is that the infinite charge is screened by charges coming from
vacuum polarization in such a way that the measured charge is finite.

Renormalization leads, due to finite correction terms independent of A, to a depen-
dency of the coupling constant? on the scale of momentum transfer Q% and an unphys-
ical renormalization scale i%. The cross section o now also depends on jix due to the
dependency of a,,,. Since ug is an unphysical quantity, the physical result o must
be independent of the choice of g, which leads to the equation:

d
pr——0(pg) = 0. (2.14)
dpig

This equation holds exactly if o (1 g) is calculated up to all orders. If thisis applied ona
finite order approximation, the numerical result will depend on the choice unphysical
scale p1z. The dependency on the choice of ;g gets lower when higher orders are
calculated and can be interpreted as a theoretical uncertainty on the knowledge of o.

2.1.4 The Strong Interaction

Quantum Chromodynamics (QCD) [14] is the theory describing the strong inter-
actions. It is a gauge field theory that describes the strong interactions of colored
quarks and gluons. The corresponding symmetry group is the SU (3)¢, which has
N% — 1 = 8 generators* which can be represented by the Gell-Mann matrices );,
i=1,2,3,...,8. The requirement of L p to be local gauge invariant under trans-
formations of the group SU (3)¢ leads to following Lagrangian of the QCD

. 1
Locp =) Yy Dar = mgbu)yp = 3G, G (2.15)
q

3There are additional loop diagrams which lead to the running of the masses of the leptons.
4Nc = 3 is the number of color charges.
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where repeated indices are summed over. v, , are the quark-fields of flavor ¢ and
mass mgy, with a color-index a or b that runs over all three colors. The covariant
derivative is given by

C
Aap AS. (2.16)

(Du)ab = a,u,(sab + lgs )

The gauge fields Ag correspond to the gluons fields, with C running over all eight
kinds of gluons. The quantity g; is the QCD coupling constant which can be rede-
fined to an effective “fine-structure constant” for QCD by a; = g2 /4. It is usual in
literature to call also «; the strong coupling constant. Finally, the gluon field strength
tensor is given by

G4, = 0, AC — 9, AL — g fapc ABAS NNl = ifapcAS,  (217)

where fapc are the structure constants of the SU (3)¢ group. The last term in the
gluon field tensor occurs due to the non-Abelian structure of the SU (3)¢ group. It
corresponds to the self coupling between the gluons.

At LO the dependency of o, on Q2 can be written as

oy (pu?)

_ 33—2Ny
1+ a, (2o In & ’

as(Q%) = e

fo

(2.18)

where 1 is a reference scale where v, is known. The factor 3 is the leading order
coefficient of the perturbative expansion of the S-function [14] which predicts the
running of a;, and Ny the number of quark flavors contributing at this scale Q2. The
QCD coupling constant decreases for high values of Q? (small distances) which leads
to quasi free quarks. This behavior is called “asymptotic freedom”. At small values
of Q? (large distances) the coupling constant increases. If « is in the order of unity
observables cannot any longer be calculated as an expansion in powers of «;. The
value for «; at the scale of the mass of the Z boson is a (mzz) =0.1181 £ 0.0013
[9]. QCD at a scale where « is small enough to calculate observables perturbatively
according to Eq.2.12 is called perturbative QCD. The scale where «; gets greater
than unity and perturbative expansions start to diverge is called A gcp & 220 MeV.?
Figure 2.4 shows a summary of measurements of a; as a function of the energy
scale Q.

The properties of QCD can be further understood by introducing an effective
potential between two quarks in a meson. It is empirically found that the potential
has a Coulomb behavior o 1/r at short distances and a linear rising potential o r
at larger distances. Hence, if two quarks are tried to be separated it is from a certain
distance on energetically favorable to produce a new quark-antiquark-(¢gg)-pair out of
the vacuum. These can then build hadrons, new colorless bound states. The process of
building these colorless states is called hadronization. This feature of QCD is called
“confinement”, meaning that there are no free quarks and gluons. If a high energetic

SFor using all flavors up to the b-quark.
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Fig. 2.4 Summary of measurements of ¢ as a function of the energy scale Q. Figure taken from
Ref.[9]

quark or gluon is produced, it can loose energy by radiating additional gluons, up to
an energy scale where confinement occurs and hadrons are formed. This leads to a
collimated shower of hadrons which is also called jet.

2.1.5 The Electroweak Interaction and Spontaneous
Symmetry Breaking

Historically the electromagnetic and weak interactions were treated as two separate
theories. An unification of these two theories, the electroweak theory, was developed
by Glashow, Salam and Weinberg [15-17].

Based on the observation that the charged current only couples to left-handed
particles, the quantum number of the weak isospin T can be introduced. The weak
forces are now constructed in such a way that the corresponding gauge bosons couple
to the third component of the weak isospin 73. By exploiting the isospin formalism
[18], left-handed fermions can be grouped into doublets with 7 = 1/2 and thus T3 =
+1/2. All right-handed fermions form a singlet with 7 = 0, 73 = 0 and as a result
they do not undergo charged current interactions. To describe the electromagnetic
interaction, which couples to both left-handed and right-handed particles, the weak
hypercharge Yy, is introduced. Analogous to the Gell-Mann—Nishijima formula [19],
the electric charge Q and the third component of the weak isospin T3 can be related
to the weak hypercharge Yy, by:
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0=T+ % (2.19)
The corresponding symmetry group related to the weak isospin is the group SU (2),,
which has three generators T; = 0;/2, given by the Pauli matrices ;. L in this
context stands for left-handed. The three bosonic vector fields corresponding to
these generators are W/}, Wﬁ and Wi and only couple to left-handed particles. The
symmetry group associated to the weak hypercharge is the group U (1)y which has
one generator and thus one gauge field B,,. These two groups build up the symmetry
group of the electroweak theory SU (2); x U(1)y. The requirement of local gauge
invariance under this symmetry group leads to the following Lagrangian:

Z L Z R Lo w1 v
ACEW = fofl’Y”D;ﬂ/Jf + 'lzzjfo'l’yupltwf(y - ZW,,,,,WI'# - ZB/U/B# 5 (220)
J j,o

where j is the generation index, )" are the doublets of the left-handed fermion fields
and 9 are the right-handed fermion fields with the component for the flavor o. D,
is the covariant derivative:

@ Y
Dy =0, —ig5W-+ ig’TWBM. (2.21)

There are two coupling constants, g for SU (2), and ¢’ for U (1)y. The corresponding
field strength tensors are

i i i i 7k
WNV = BNWV — (“),,Wu + ge,'jle{ Wy,

(2.22)
B/l,l/ = a/zBu - 8VB/L'

The symmetry group SU (2) is a non-Abelian group which leads to a self coupling
of the W fields. This is shown by the third term of the corresponding field strength
tensor, which couples these components. The physical mass eigenstates Wi can be
obtained via a linear combination of W, and W

1
wE=_—_
M ﬁ

and the Z boson Z,, and photon field A, via a rotation of the fields W: and B, about
the weak mixing angle 6y

A\ _ ( cosfy sinfy BS
(Z'u> - (_ sin 0W COS QW W/:j : (224)

In 1983, the W* and Z boson have been discovered at the SppS collider at CERN
[20-23]. Mass terms would violate the electroweak gauge symmetry, hence the W+
and Z boson also have to be massless, as they are a linear combination of the massless

W, Fiw)) (2.23)
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fields W, W3, W)} and BY. This is in contrast to the experimental observation. The
electroweak gauge symmetry therefore has to be broken.

By using the mechanism of spontaneous symmetry breaking, the W and Z bosons
can acquire mass while the photon remains massless. This is done by introducing a

single complex scalar doublet field

+
®(x) = @0((;))) (2.25)

called Higgs field [24], with its Lagrangian
Ly = (DH®)*(D”’<I>) — V(D), (2.26)

where the potential V (¢) is given by
2t A o2
V(@) =—pd'd+ Z(CD D)-. (2.27)

The potential is invariant under the local gauge transformations of SU (2);, x U(1)y.

It is constructed in such a way that V(®) has for y*> > 0 and A > 0 a degen-
2

erate ground state ®'d = —4% = v? with a non-vanishing vacuum expectation

value v. The ground state (®) = - (8) can now be chosen in such a way that

V2
the SU (2);, x U(1)y-symmetry is broken to U (1) gy. If ® is expanded around the

vacuum expectation value [25], it is found to have the following form:

D) ~ NG (v N Hm) . (2.28)

The field H (x) describes a physical neutral scalar, called Higgs boson with the mass
mpy = /2. InJuly 2012 a new boson consistent with the Higgs boson was observed
by ATLAS [26] and CMS [27] at the LHC. Its mass has until now been measured to
be 125.09 £ 0.24 GeV|[28].

The three additional degrees of freedom of ® are absorbed, leading to mass terms
for three out of four physical gauge bosons:

1 1
my = Svg mz = vy g*+ g2 (2.29)

2

The photon remains massless. As Ly is invariant under the local gauge transfor-
mations of the electroweak symmetry group, adding £y does therefore not break
the gauge symmetry of the electroweak Lagrangian. At the same time the W and Z
boson have obtained a mass. The ratio of the masses of the massive bosons can at
leading order (LO) be expressed as

nmy

cosly ~ —, (2.30)
mz
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and the relation of the coupling constants can be expressed as
gsinfy = g'cosOy = e. (2.31)

These relation can be tested within the Standard Model. Also the masses of the
fermions, which were also required to be massless, can be explained by a Yukawa
coupling to the scalar Higgs field. In the unitarity gauge the Lagrangian has the
simple form:

Lyukawa = — meiszf - Z %&f’lﬁf}]. (2.32)
f f

Hence, the fermions couple to the Higgs field with a coupling constant equal to their
mass. This relation and other properties of the Higgs mechanism have still to be
measured precisely. So far all measurements are in agreement with the predictions
made by the electroweak theory and the Higgs mechanism.

2.2 The Phenomenology of Proton-Proton Collisions

Protons are baryons and therefore composite objects whose complicated dynamics
cannot be calculated in the framework of QCD. This compositeness complicates
the description of a proton—proton collision with respect to a collision at a lepton
collider, where point-like particles collide. The quantum number of the baryons are
given, according to the quark-model, by the three valence quarks. For the proton these
are two u-quarks and one d-quark. The valence quarks are bound by the exchange
of gluons. During this exchange, several processes can occur. For instance a gluon
can split into a gg-pair. These dynamically changing quarks are called sea quarks,
since they form a “sea” of gg-pairs. Also the valence quarks or a gluon itself can
radiate a gluon. All objects in the proton, gluons, valence- and sea-quarks are named
partons. These processes often happen below the scale of A g¢p and can hence not
be described with perturbative QCD. A phenomenological model has therefore been
developed to describe hadron-hadron collisions.

During inelastic hadron-hadron collisions, the objects do not interact as a whole,
but only the partons inside of the hadrons. As a consequence, not the whole center of
mass energy of the colliding protons is available in a proton—proton collision. Figure
2.5 shows a schematic view of such a scattering process. Two protons A and B collide
and the partons a and b, which carry a momentum fraction x, and x;, of the proton,
scatter in the hard scattering process with a cross section . The probability to find
a parton with a given x inside the proton is parametrized by the parton distribution
functions (PDF) fa/A (xa)/fb/g (xp).

Quarks and gluons produced in a collision are colored objects and cannot exist
as free particles. They will radiate further gluons or split into gg-pairs leading to a
cascade of partons, called parton shower. These parton showers stop once a scale
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Fig. 2.5 Schematic view of
a hard scattering process
with a cross section . The
incoming protons are labeled
with A and B, the scattered
partons with the momentum
fraction x, 5 of the proton
are labeled as a and b. The
probability to find these
partons at a given
momentum fraction x is
parametrized by the parton
distribution functions
Saja(xa)! fo/B(xp). Figure
taken from Ref. [29]

is reached at which hadrons form. This process is called hadronization. Also the
protons have taken out a parton and are thus left in a colored state leading to the
color production of additional partons. These partons are together with initial- and
final-state radiation and multiple interactions of partons inside the protons referred
to as underlying event. A proton—proton collision is therefore a complicated process
which does not only require the understanding of the hard scattering process but also
all further processes which are occurring. These processes are described in more
detail in Sect. 3.2. In the following only the calculation of the hard scattering process
will be discussed.

2.2.1 The Structure of Protons

As discussed previously, the hadron-hadron cross section for an inelastic hard scat-
tering process cannot be calculated directly with perturbative QCD, since physics
processes of all scales in Q? are involved. It was first pointed out by S.D. Drell
and T.-M. Yan [30] that the parton model which was developed by Feynman [31] to
describe lepton-hadron scattering, can be extended to also describe hadron-hadron
scattering. The main idea is to separate the perturbatively calculable short distance
interactions and the non perturbative long distance interactions. The part calculable
with perturbative QCD is given by the subprocess cross section ¢, which can be cal-
culated using the Feynman rules discussed in Sect. 2.1.3. The non-perturbative part
has to be described by functions which cannot be calculated but have to be extracted
from measurements. These functions parametrize the probability to find a parton of
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Fig. 2.6 Diagram of a gluon that splits into a quark-antiquark pair, which annihilates back to a
gluon. The blue circle indicates the resolution due to the Q2 of the process. In the left case the
quark-antiquark pair cannot be resolved whereas in the right case it can be resolved

a certain flavor at a certain momentum fraction x of the hadron. The factorization
theorem can then be used to calculate the proton—proton cross section o4p for a
specific hard process G5 x:

OAB = Z/dxudxb Saya(xa) foy8(Xp) Gap—x (Xa, Xp)- (2.33)
a,b

The PDFs f,/4(x.)/ fv/8(x5) have, besides the dependency on x, a dependency on
the Q7 value at which a certain process takes places. An illustrative explanation can
be seen in Fig. 2.6. A higher momentum transfer results in a higher spatial resolution.
If the Q? of the process, which corresponds to a certain resolution, is below a certain
Q?,., additional substructures cannot be resolved. If the momentum transfer is above
this scale, additional processes can be resolved. This fact leads to a dependency of
the PDFs on the momentum transfer Q2, since in the latter case the probability to
find additional partons is higher.

The probability for a parton i to emit a parton f or to undergo a splitting that
yields a parton f is described by the corresponding Altarelli—Parisi [32] splitting
functions P;f(z), where 1 — z is the fraction of momentum carried by the emitted
parton. These splitting functions can be expressed as perturbative expansions:

Pz, ap) = PO + j—;Pi(l)(z) o (2.34)

They are at the moment calculated up to NLO and NNLO [33]. The splitting functions
have four different forms: P,,— a quark radiates a gluon, P,,— a quark radiates a
quark and becomes a gluon, Py, — a gluon radiates a quark and becomes a quark,
P,,— a gluon radiates a gluon. The dependency of the parton distributions g; and g
on Q7 can be determined using the splitting functions with the DGLAP equations®:

$Dokshitzer—Gribov—Lipatov—Altarelli—Parisi equations.
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(2.35)
The PDFs depend now on Q2 and the factorization theorem has now to be written
as:

39(X,Q2)_% ld_z Z
dlogQ? 2n ), =z -

oaB =) / dxadxp fusa(Xas ) Forp vy 1) X [60 + ()G + - apsx-
a,b

(2.36)
Here pF is the factorization scale, which can be thought of as the scale that sepa-
rates the long- and short-distance physics. The partonic cross section & is now also
expressed as a perturbative expansion in ;. Formally the cross section calculated
in all orders of perturbation theory is independent from the choice of the parameters
g and p . However, in the absence of a complete set of higher order corrects, it is
necessary to make a specific choice. Different choices will lead to different numerical
results which is a reflection of the theoretical uncertainty. The partonic cross section
and the splitting functions have to have the same order in «y, to be consistent.

2.2.2 Determination of Parton Distribution Functions

The full x dependency of the PDFs can currently not be predicted. Thus this depen-
dency has to be extracted somewhere else, usually from global QCD fits to sev-
eral measurements. Most important for the determination are the results from deep
inelastic scattering (DIS) where a proton is probed by a lepton. The most precise
measurement of protons was done by the H1 [34] and ZEUS [35] experiments at
the HERA accelerator. These measurements are predominantly at low x and cannot
distinguish between quarks and antiquarks. There are also DIS measurements done
at fixed-target experiments, e.g. [36], which are at higher x. Jet data from collider
experiments, e.g. [37, 38], cover a broad range on x and Q? and are especially
important for the high x gluon distribution.

To extract the x-dependence from these measurements, first a scale Q has to be
chosen at which a generic functional form of the parametrization for the quark and
gluon distributions is used

F(x, 03) = Ax®(1 —x)*P(x; D, ...). (2.37)

The parameters B and C are physically motivated. Parameter B is associated to the
behavior at small-x while C is associated to the large-x valence counting rules. How-
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ever, they are not sufficient enough to describe either quark or gluon distributions.
Thus the term P(x; D, ...) is a suitable smooth function which adds more flexibil-
ity, depending on the number of parameters. The parametrization scale Q is often
chosen to be in the range 1-2 GeV. This is above the region where «; is large and
not in the region where the extracted PDF is used. The functional form with a set of
start parameters is evolved in Q2 and convoluted with the partonic cross section to
predict a cross section which can be compared to the actual measurements. For the
measured and calculated cross sections a x? is calculated. The starting parameters
are now deduced by minimizing the 2. Once these parameters are determined, the
PDFs can, starting from the parametrization scale, be evolved to any Q? using the
DGLAP equations.

The extracted PDFs have uncertainties corresponding to the experimental uncer-
tainties of the measurements used for the global fit. These uncertainties can be prop-
agated to uncertainties on the deduced parametrization parameters. However, the
propagation of these uncertainties to the PDFs cannot be done straight forward,
since some of the parametrization parameters are highly correlated. To calculate sets
of uncertainties which are uncorrelated and can be directly propagated, often the
Hessian method is used [39]. In this method the n x n covariance matrix (n is the
number of parameters) is build for the up and down variation of the parameters by
either 68 or 90% confidence level. This matrix can then be rotated into an orthogonal
eigenvector basis. The result are 2n eigenvector sets (one set for the up and one set for
the down variation) which allow the uncorrelated propagation of the fit uncertainties.
These eigenvector sets for up (X;") and down (X;") variation can then be combined
to an asymmetric uncertainty AX; and AX, on the PDF or an observable using
the PDF with following formula:

2n
AXT = 2:[max(Xi+—X(),X,-_—XO,O)]2

max
i=1

(2.38)

2n
AX, = | Y _[max(Xo — X, Xo — X;, 0)12,
i=1

where X" and X; are the respective up and down variations of source i and X,
denotes the central value. AX;" = adds in quadrature the PDF uncertainty contribu-
tions that lead to an increase of the observable X, and AX, . the PDF uncertainty
contributions that lead to a decrease.

Additional uncertainties arise from the chosen parametrization at Q and the value
of a; used in the evolution. There are different approaches for the treatment of these
uncertainties.

The extraction of these PDFs is usually done by different groups of theorists and
experimentalists specialized to this topic. The extracted PDFs are then made public
in a certain order of o which is given by the order of the splitting functions used
for the DGLAP evolution. Figure 2.7 shows the NNLO PDF with its corresponding
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MSTW 2008 NNLO PDFs (68% C.L.)
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Fig. 2.7 MSTW2008NNLO PDF set as a function of Bjorken-x for quarks and gluons (divided by
a factor 10) shown at a scale of Q2 = 10 GeV? on the left and Q2 = 10* GeV? on the right. The
uncertainty of the PDFs is indicated by an uncertainty band. Figure taken from Ref. [40]

uncertainties extracted by the MSTW group [40]. The distributions of quarks and
gluons at Q% = 10 GeV? and Q? = 10* GeV? are shown. The distributions show
an increase with decreasing x due to the increasing contributions from the sea. At
higher x around ~ 1/3 the u and d distributions have a peak which corresponds to
valence part of the proton. At higher Q? these peaks are getting less significant and
the sea part is contributing more to higher values of x.

2.2.3 The Drell-Yan Process

The Drell-Yan process [30] is the production of a lepton pair £ £~ ata hadron collider
by quark-antiquark annihilation. In the basic Drell-Yan process, the gg-pair annihi-
lates to a virtual photon gg — v* — £7¢~. From now on this process is discussed
for the case of a decay into an electron-positron pair. The cross section for this process
at leading order can easily be obtained from the fundamental QED ete™ — utpu~
cross section, with the addition of appropriate color and charge factors [29]:

6(qgqg — v — ete”) = (2.39)
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where Q, is the charge of the quarks, § the squared center of mass energy of the
incoming partons and 1/Nc = 1/3 is a color factor, taking into account that only
three color combinations are possible since the intermediate state has to be colorless.
The partonic center of mass energy is equal to the virtuality of the photon and the
invariant mass of the electron-positron pair:

Vi=myp =mee =V (per + pe-)?, (2.40)

where p.+ and p.- are the momentum four vectors of the positron and electron,
respectively. Hence, looking at the invariant mass of the lepton pair the cross section
has a strongly falling behavior & o 1/m§+e,. If mq+.- = myz, the process can also
take place via the exchange of a Z boson g — Z — ete™, leading to a Breit—
Wigner resonance in the spectrum of the invariant mass near m ;. These two possible
processes, the exchange via a virtual photon and the exchange via a Z boson interfere.

The four vectors of the incoming partons can be written as (assuming 1 4,100 = 0)

L NG
pz = T(Xas 0, O, xu), p;; = \/7—

(Xb, Ov Os _.X'b), (241)
where s is the squared center of mass energy of the hadrons which is related to
the partonic quantity by § = x,xps. Using the four vectors, the rapidity y +.- =
3 log(%) of the e*e™-pair can be expressed as

1 Xg4
Yete- = =log| — ], (2.42)
2 Xb

and hence
Me+e—

NG

Thus different invariant masses m,+.- and different rapidities y.+.- probe different
values of the parton x.

Figure 2.8 shows the relationship between the variables x and Q? and the kine-
matic variables corresponding to a final state of mass M and produced with rapidity
y. Also shown are the regions of phase space each experiment can reach.

The DIS experiments have access to lower values of Q%, HERA probes lower
values of x and fixed target experiments higher values of x. The kinematic plane for
the LHC is shown for a center of mass energy of /s = 7 TeV. A broad range in both
variables, x and Q?, is covered by the LHC. The measurement of the Drell-Yan pro-
cess starting at invariant masses above the Z-resonance (m,.+.- > 116 GeV) probes
values of x > 1072 when going up to higher rapidities even reaching approximately
values of x &~ 1073 to x ~ 1. Since for Drell-Yan production an antiquark is needed,
a cross section measurement is especially sensitive to the i- and d-distributions at
higher x.

Xp = e Yete, (2.43)
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7 TeV LHC parton kinematics
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Fig. 2.8 Graphical representation of the relationship between parton (x, Q?) variables and the
kinematic variables corresponding to a final state of mass M produced with rapidity y at the LHC
collider with /s = 7 TeV. Figure taken from Ref. [41]

For the Drell-Yan process usually the factorization scale and renormalization
scale are set to the mass of the process pg = pp = me+.-. This convention is also
used in this analysis for all theoretical calculations.

2.2.4 The Photon Induced Process

So far only the production of lepton pairs £ ¢~ via the Drell-Yan process has been
discussed. The quarks in the proton carry electric charges themselves and hence
cannot only radiate gluons but also photons. This means that besides the partonic
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v

Fig. 2.9 Leading order Feynman diagrams for the photon induced production of dilepton pairs

structure of the proton, there is also a photonic structure. These photons can, via
the so-called photon induced process, also produce lepton pairs. The leading order
Feynman diagrams for this process are shown in Fig.2.9. The left diagram corre-
sponds to a t-channel diagram and the right diagram to a u-channel diagram. The
photon induced process has at leading order no s-channel diagram and therefore dif-
ferent kinematic properties than the Drell-Yan process. Lepton pairs are produced
via scattering of the two photons and hence the photon induced process has a higher
contribution at small angles with respect to the direction of the incoming photons.

The photon part of the proton can be accounted for by introducing a photon PDF
and calculating the evolution in Q% with modified DGLAP equations. Many of the
standard PDFs used at the LHC do not include this photon part. Only three PDFs are
currently published which also take into account this part: the MRST2004qed PDF
set [42], the NNPDF2.3ged PDF set [43], and the CT14qed PDF set [44].

The ~y~-initiated contribution becomes a significant part of the dilepton production
at high invariant masses. The knowledge of this process is therefore an important
input for analyses searching for a heavy resonance decaying into lepton pairs.

The proton itself is also charged and can radiate photons which can produce lepton
pairs via elastic scattering of the protons. However, the photon induced process in
this thesis refers to the inelastic scattering of the protons which is dominant at high
invariant masses of the dilepton pair.

2.2.5 Recent Results

The Drell-Yan process was measured at several hadron-hadron colliders, but the
region above the Z-resonance was only measured by the experiments at the Tevatron
collider’ and the LHC. The CDF experiment at the Tevatron has measured the double-
differential cross section binned in invariant mass and rapidity for the region 66 GeV
< Mere- < 116GeV and m,+.- > 116GeV at /s = 1.8 TeV [45]. The measurement

TTevatron is a proton-antiproton collider at Fermilab and was operated at /s = 1.8 TeV and /s =
1.96 TeV.
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is in good agreement with NLO predictions, but was performed with an integrated
luminosity of only 108 pb~! and thus has quite low statistics. There are additional
measurements of the differential cross section binned in rapidity in the region of the
Z-resonance at /s = 1.96 TeV using 0.4 fb~! by the DO experiment [46] and using
2.1 fb~! by the CDF experiment [47]. The Tevatron experiments were able to reach
up to invariant masses of approximately 500 GeV.

Precise measurements of the region above the Z-resonance can be, due to the new
kinematic region, for the first time performed at the LHC. The CMS experiment has
measured the invariant mass spectrum of the Drell-Yan process at /s = 7TeV up to
600 GeV using 36 pb~! of data [48]. Additionally there are two measurements of the
differential cross section at »/s = 7TeV and /s = 8 TeV in two mass windows from
120 to 200 GeV and 200 to 1500 GeV, binned in rapidity and using 4.5 fb~! and 19.7
fb~! of data [49, 50]. A measurement of the differential cross section at Js=T7TeV
binned in invariant mass up to 1.5 TeV using 4.9 fb~! of data has been performed
by the ATLAS experiment [51]. The latter three analyses for the first time pointed
out the importance of the y~-initiated processes at high invariant masses. The CMS
measurement treated this contribution as a background to obtain the pure Drell-Yan
contribution, while the ATLAS measurement treated this contribution as part of the
signal. This allowed to use the measurement as an input for the determination of the
photon PDF by the NNPDF collaboration [43].

2.3 Physics Beyond the Standard Model

2.3.1 Limitations of the Standard Model

The Standard Model of particle physics is one of the best tested theories in physics.
Based on the concepts of the Standard Model many predictions were made, for
example the existence of the top-quark or the Higgs bosons, and later on confirmed
by experimental observations. Also the parameters of the Standard Model are par-
tially tested very precisely. The anomalous magnetic moment of the electron shows
for example agreement between theory and the experimentally measured value to
more than 10 significant figures [52, 53]. Although not yet proven to be wrong, the
Standard Model has several conceptual problems or is not able to describe observed
phenomena. Some of these phenomena/problems are in the following discussed.

Neutrino mass The observation of neutrino-oscillations has proven that neutrinos
have to have a mass. The Standard Model does not include a right-handed spinor for
neutrinos. As long as neutrinos do not have mass, there is also no reason to include it.
If neutrinos are Dirac particles,® then a mass term requires the inclusion of the right-
handed spinor into the Standard Model. However, it seems unsatisfactory to have a
state included in the Standard Model which does not undergo any of the interactions.

8Meaning that they have spin 1/2 and both, a neutrino and an anti-neutrino exists.
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In addition, there is the question why the mass of the different neutrinos does not lie
in the range of the masses of the other leptons, but is several orders of magnitude
smaller.

Dark matter and dark energy The measurement of the rotation velocity of the lumi-
nous matter in galaxies as a function of the distance from the galactic center showed
that the velocity is roughly constant from a certain distance on [54]. This observation
is in contrast to the expectation that the velocity should decrease with the distance
due to the lower gravitational attraction. A simple explanation for this behavior is
the existence of a non-luminous dark matter halo in the galaxy. The existence of
this dark matter is by now supported by many other astrophysical observations like
measurements of the cosmic microwave background [55] or the observation of grav-
itational lensing [56]. Due to its observed properties, a dark matter candidate cannot
couple via the strong or electromagnetic interaction. The only candidate within the
Standard Model would therefore be the neutrino, since it only acts through the weak
interaction. However, measurements have shown that neutrinos can only account for
a small part of the dark matter and hence a suitable dark matter candidate is still miss-
ing. Even less understood is the existence of dark energy. Observations show that the
expansion of the universe is accelerating. For the acceleration some kind of energy
is needed, called dark energy. Measurements of the cosmic microwave background
[57] show, that our universe contains to about 27% dark matter, 68 % dark energy, and
only 5% ordinary matter. The Standard Model of particle physics explains therefore
only about 5% of the energy content of the universe and can clearly not be the final
answer.

Grand unification The unification of the electric and magnetic force to the electro-
magnetic force and the further unification with the weak force to the electroweak
force have motivated the idea that all observed forces are different manifestations of
the same force. A further unification is also motivated by the experience that unified
theories have a lot of predictive power. A grand unification theory is a theory that
proposes a single gauge symmetry as source for all Standard Model interactions. In
1974 Glashow and Georgi proposed a model based on the group SU (5) [58] which is
the simplest group containing the Standard Model. However, these type of theories
often predict the decay of the proton which has not yet been observed. A complete
theory should not only unify the three forces of the Standard Model but also include
gravity.

Matter-antimatter asymmetry In the big bang, particles and antiparticles should
have been created in almost the same amount. Considering only the amount of CP
violation predicted by the Standard Model, they should have annihilated almost
completely again. However, a much larger amount of matter is observed in our
universe which requires additional CP violation which cannot be accounted for by
the Standard Model.

The hierarchy problem The previous arguments have shown that there are good
reasons to believe that the Standard Model is only an effective theory. Effective
theories are usually valid up to some energy scale A at that new physics occurs which
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needs to be described by a more complete theory. In the Standard Model, the Higgs
mass receives corrections with O(A?). If the Standard Model is valid up to a very high
energy scale, then the corrections are much larger than the actual mass of the Higgs.
This means that the bare mass parameter of the Higgs in the Standard Model must
be fine tuned in a way that almost completely cancels the quantum corrections. This
precise tuning seems to be unnatural and the corresponding philosophical problem
is called hierarchy or naturalness problem.

2.3.2 Theories Beyond the Standard Model

Theories which extend the Standard Model do solve some of the problems described
above and they are usually referred to as theories beyond the Standard Model (BSM).
Some of the most prevalent theories are in the following briefly introduced.

Supersymmetry In Supersymmetry (SUSY) [59] a symmetry is introduced which
relates the two basic classes of particles: bosons and fermions. Each particle is asso-
ciated with a superpartner, all fermions with a superpartner of integer spin and each
boson with a superpartner of half integer spin. Some particles can have more than one
superpartner, the Higgs boson has for example several superpartners which can also
be charged. If supersymmetry would be an exact symmetry, these pairs superpartners
should have the same mass and internal quantum numbers (besides spin). However,
this is not what is observed by experiments, for example no particle with spin 0
and the mass of the electron has been observed. Supersymmetry must therefore be
a broken symmetry and their superpartners differ in mass. The symmetry breaking
leads to the introduction of a lot of new parameters in the theory which is an often
criticized feature of the theory.

Supersymmetry is able to solve a lot of the problems mentioned above. In super-
symmetry each particle has a quantum number related to it, called R-parity. All
Standard Model particles have R-parity of +1 while all supersymmetric particles
have R-parity of —1. In R-parity conserving theories, the lightest supersymmetric
particle (LSP) cannot further decay into Standard Model particles and is therefore
a natural candidate for dark matter. In the Standard Model, the weak, strong, and
electromagnetic coupling constant fail to unify at high energies. Supersymmetry can
lead to the unification of the coupling constants at the scale of about 10' GeV and
therefore to a unification of all three forces. At the same time, the supersymmetric
particles contribute to the loop corrections of the Higgs mass with a negative sign.
They cancel therefore the corrections and lead naturally to the Higgs mass which
is observed in experiment. The latter is also one of the largest weak spots of the
theory. In order to avoid further fine tuning of the bare Higgs mass, supersymmetry
needs to be realized at the scale of electroweak symmetry breaking (O(100GeV)).
The higher the scale of supersymmetry is, the more fine tuning needs to be applied.
Since no supersymmetric particles have been found so far by the LHC experiments,
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the scale must be above the scale of O(1TeV). This leads to the fact that even with
supersymmetry, fine tuning is most likely needed to some extend.

Extra dimensions Another class of extensions to the Standard Model are theories
extending the usual (3 + 1)-dimensional space time. In these theories,a (3 + 6 + 1)-
dimensional space time is assumed with ¢ additional spacial dimensions. The usual
(3 + 1)-dimensional space time is in these theories referred to as brane on which the
Standard Model lives. Another formulation of the hierarchy problem is the question
why the scale of gravity is so much higher (O(10'" GeV)) than the scale of elec-
troweak symmetry breaking. These classes of theories solve the hierarchy problem
by explaining that gravity is so weak compared to all the other forces since only
the graviton® can propagate to these extra spacial dimensions. Two prominent theo-
ries are a model proposed by Arkani-Hamed, Dimopoulos, and Dvali (ADD model)
[60] and the Arkani-Hamedmodel [61]. Since no extra dimensions are observed,
these need to be compactified. This compactification is achieved in these models by
different mechanisms.

Left-right symmetry In the electroweak theory parity violation is constructed by
forming SU (2) doublets from the left-handed fermion fields whereas the right-
handed fields are SU (2) singlets. In left-right symmetric models [62, 63], also the
right-handed fields form doublets of a SU(2) symmetry, leading to the following
symmetry:

SUQR)g x SUR2) x U(1). (2.44)

In the Standard Model the group SU(2); x Uy (1) contains the W* and Z bosons
which are obtaining mass via spontaneous symmetry breaking. Similarly, the group
SU (2) g leads to three additional bosons, namely W,’f and Z’. Since parity violation
of the weak interaction is an experimental fact this symmetry must be broken:

SUR)r x SUR2)L xU((l) = SUR)L x U(1)y. (2.45)

Via spontaneous symmetry breaking also the bosons of the SU (2) g group can obtain
a mass. The requirement of parity violation at the energy scales probed so far leads
to the requirement that these bosons must be heavy. In this case, the interaction via
the W,’ejE bosons is suppressed at low energies, and parity violation is restored.

An interesting feature of this model is the so-called seesaw-mechanism [64]. The
left-right symmetric model, breaking the left-right symmetry gives a large mass to the
right-handed neutrino. The right-handed neutrino mass is at the same time related
to the left-handed neutrino mass, making it very light. This mechanism therefore
explains the very small left-handed neutrino masses observed in experiment.

String theory In string theory [65] point-like particles are replaced by one-
dimensional objects called strings. String theory is not, like the other mentioned
models, based on a quantum field theory. Instead it is a new mathematical frame-
work which is related to quantum field theory. String theory naturally includes gravity

9The graviton is the hypothetical mediator of the gravitational force.
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and often also supersymmetry. String theory can therefore solve a variety of prob-
lems but it is on the other hand difficult to make predictions. A lot of assumptions
need to be made to be able to make predictions which can be tested by experiments.

2.3.3 New Physics with a Charged Lepton and a Neutrino
in the Final State

In the following some models are introduced which lead to a signature in the final
state containing a charged lepton ({* = e*, u*) and missing transverse momentum
caused by a particle leaving the detector unseen (see Sect.6.5).

2.3.3.1 Dark Matter Models

In many models dark matter is assumed to interact via the weak force. They contain
particles called weakly interacting massive particle (WIMP). If these WIMPs are
existing, they can be produced in pairs at the LHC via a yet unknown interaction.
These WIMP pairs would leave the detector unseen. To detect an event it is necessary
to have some signature measured by the detector to trigger the event. Hence, searches
are performed in which a gluon is radiated via initial state radiation which triggers the
event. The signature for these kind of events would then contain a jet from the radiated
gluon plus missing transverse momentum from the WIMP pair. It is also possible that
a W boson is radiated via initial state radiation decaying subsequently into a lepton
and neutrino. This would lead to a final state containing a charged lepton and missing
transverse momentum. Usually, the Standard Model interaction with the dark matter
is expressed with an effective field theory as a four-point contact interaction [66—69].
Limits have been set for various operator types [70] for the effective field theory by
searches performed at a center of mass energy of 8 TeV by both, the ATLAS [71]
and CMS [72] experiment. The limits obtained especially constrain the dark matter
- Standard Model interaction cross section at low dark matter masses, where direct
detection experiments are dominated by background. The searches in the final state
containing a lepton lead in general to weaker limits compared to searches containing a
jet. The reason is the low cross section for radiating a W boson compared to radiating
a gluon. An exception are models in which constructive interference enhances the
cross section for W radiation.

With rising center of mass energy at the LHC, the interaction between Standard
Model and dark matter might be probed and the effective field theory approach is
questionable. For the searches performed at »/s = 13 TeV, this approach has therefore
been replaced by simplified models [73] in which the interaction is mediated via a
neutral Z’ boson with its mass as a free parameter. It has also recently been pointed
out that the models in which constructive interference enhanced the cross section
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are not valid as they are violating the electroweak gauge symmetry [74]. They are
therefore not any longer studied at the LHC.

2.3.3.2 Supersymmetry Models

Supersymmetry predicts the existence of charginos (%), which are electrically
charged fermions. They are linear combinations of a wino (superpartner of the W
boson) and the electrically charged higgsino (superpartners of the Higgs boson).
At the LHC charginos can be produced with neutralinos (¥°, linear combination of
the electrically neutral superpartners of the electroweak bosons and Higgs boson).
By marking choices for some of the parameters in Supersymmetry, different sim-
plified models can be derived. In some models [75] charginos can further decay to
a charged lepton and neutrino while the neutralinos decay completely invisible to
a Sneutrino (superpartner of the neutrino) and neutrino. This leads to a topology
containing a charged lepton and missing transverse momentum. These models have
so far not been probed by analysis searching in the final state of a lepton and missing
transverse momentum.

2.3.3.3 W* Model

In references [76, 77] a model is discussed which extends the SU(2), group by
a SU(3). group in order to solve the hierarchy problem. These models predict the
existence of Z* and W* bosons which have a magnetic type coupling to fermions. The
W* boson decays like the Standard Model W boson via W* — fu,. It is predicted
to be in the TeV range (in order to solve the hierarchy problem). A search for these
bosons has been performed by the ATLAS at the center of mass energy of 8 TeV and
masses of the W* boson above 3.21 TeV are excluded with 95% confidence level
[71].

2.3.3.4 Left-Right-Symmetric Model

As discussed previously, in the left-right symmetric model, the Wl’ei bosons obtain a
mass via spontaneous symmetry breaking of the group SU(2)gx x SU(2), x U(1).
The mass of the W,’ejE bosons has to be high compared to the scale at which parity
violation has been probed yet. The purely left-handed and purely right-handed cou-
plings lead to identical cross sections as long as the handedness of the couplings
to the quarks and leptons are equal. Hence, the W,’f can be thought of as a heavier
version of the Standard Model W bosons, if it decays to a charged lepton and a light
neutrino. If it decays to a heavy right-handed neutrino, the neutrino will further decay
to visible particles leading to a different final state.
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2.3.3.5 Sequential Standard Model

In the Sequential Standard Model (SSM) [78], a W’ boson is introduced which has
the same quantum numbers and couplings to fermions as the Standard Model W
boson and no couplings to the W and Z bosons. The W’ boson is hence a copy
of the Standard Model boson, only with a higher mass and width. The latter is
approximately 3% of the pole mass. There is no particular theoretical motivation for
the SSM and hence it cannot be expected that this model is in any kind realized by
nature. It is rather a reference model for gauge bosons arising from new, broken gauge
symmetries. It is hence often used as a benchmark for presenting exclusion limits
and comparing between experiments. Limits on the mass of a W’ boson have been
set by the ATLAS and CMS collaboration using the data recorded at /s = 8 TeV.
The ATLAS experiment excluded with 95% confidence level masses below 3.24 TeV
[71] and the CMS experiment below 3.28 TeV [72].

Since the SSM W’ boson can have same the final state as the W boson, inter-
ference effects need to be considered between these two processes [79]. The CMS
collaboration has studied the impact of the interference on the exclusion limits [72]
and found a large impact on the exclusion limit of up to 700 GeV when accounting
for these effects. However, typically these effects are not included as the interference
depends strongly on the coupling which depends on the considered model. To be
as model independent as possible, interference effects are excluded throughout this
thesis.
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Chapter 3 ®)
Theoretical Predictions and Simulation Geda

In the following chapter first the theoretical tools used in this thesis are discussed and
afterwards the principle of simulating a physics event for a proton—proton collision
is introduced.

3.1 Theoretical Predictions

In the following tools for the calculation of W/Z predictions are briefly discussed.
FEWZ FEWZ [1-3] can calculate the double-differential production of dilepton pairs
via the neutral current (production of a Z) and the charged current (production of a
W) Drell-Yan process. It is able to make predictions at NNLO in QCD and to include
all spin correlations and finite-width effects. In case of the neutral current Drell-Yan
process it can also calculate electroweak corrections up to NLO. Acceptance cuts can
be defined to calculate the cross sections in a certain region of phase space. FEWZ
is the main tool for the theory predictions used in the analysis presented in part I'V.
VRAP VRAP [4] can, like FEWZ, calculate the fully double-differential cross
section for the neutral current and charged current Drell-Yan process as a func-
tion of invariant mass and rapidity. It is able to make predictions at NNLO in QCD
but does not include further electroweak corrections. VRAP is used in part III to
calculate higher order QCD corrections for the W and Z processes.

SANC The SANC program implements calculations for the complete NLO QCD
and electroweak corrections for the charged current and neutral current Drell-Yan
process. Hence, it provides in contrast to the FEWZ program also electroweak cor-
rections for the W process. It is used in part III to calculate electroweak higher order
corrections for both processes.
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Fig. 3.1 Differential cross section prediction, binned in invariant mass. The prediction was calcu-
lated with FEWZ using the MMHT2014NNLO PDF [9]. Data taken from Ref. [10]

Further programs which are able to calculate the differential charged current and
neutral current Drell-Yan cross sections are DYNNLO [5] (at NNLO), HORACE [6]
(at NLO), and WZGRAD [7, 8] (at NLO). Figure 3.1 shows the differential neutral
current Drell-Yan cross section as a function of invariant mass as calculated with
FEWZ using the MMHT2014 PDF set [9] in the range 116 GeV < my, < 1500 GeV.
The cross section is steeply falling over about five orders of magnitude towards higher
invariant masses.

3.2 Physics Simulation

Physical processes are simulated to compare the observed data to predictions from
theory. The simulation is done on an event-by-event basis and can be separated into
two steps. First, the physics simulation of all involved particles is performed and
thereafter the detector response to the particles is simulated. The simulated data sets
can then be reconstructed like actual recorded data. In this chapter the first step is
discussed (the latter steps are discussed separately in Sect.5.9).

The generation of the physics process can be further divided into five main steps:

. Hard process

. Parton shower

. Underlying event

. Hadronization

. Unstable particle decays

[ O I S R
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Fig. 3.2 Diagram showing
the structure of a
proton—proton collision,
where the different colors
indicate the different stages
involved in the event
generation. Figure taken
from Ref. [11]

Figure 3.2 illustrates the different steps of the simulation, where the color corresponds
to these steps listed above.

Atthe beginning the matrix element of the hard process is calculated. This involves
the calculation of the probability distribution of the hard scatter process from per-
turbation theory. The calculated probability distribution is then convoluted with the
PDFs of the incoming partons. Here choices have to be made for the factorization and
renormalization scales and for the PDF. With the resulting probability distribution,
four vectors of the outcoming particles can be generated using a random generator.
Due to the random generation process, programs doing this, are called Monte Carlo
generators. The set of events generated by such a Monte Carlo generator are often
referred to as Monte Carlo (MC) samples. The calculations of the hard process are
performed at a certain order in perturbation theory. Currently Monte Carlo genera-
tors exist which perform the calculation of the matrix elements and the subsequent
convolution with the PDFs at LO or NLO. Additional phase space restrictions can
be imposed on the generation of the four vectors of the particles. This can become
useful to ensure sufficient statistics in specific regions of phase space which are most
relevant for the analysis the MC sample is used for. If not already done by the Monte
Carlo generator itself, additional real photon emission (final state radiation) of the
outcoming particles can be simulated by external programs. In ATLAS often PHOTOS
is used [12].

The initial incoming and outgoing partons involved in the hard process are colored
particles and thus can radiate further gluons or gluons can split into a gg-pair. In case
of an incoming parton this process is called initial state radiation (ISR) and in case
of an outgoing parton final state radiation (FSR). These newly produced partons can
then split or radiate themselves further gluons which leads to an extended shower.
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These parton showers can be simulated step-by-step, with the help of the DGLAP
equations, as an evolution in momentum transfer starting from the momentum scale
of the hard process downwards to a scale where perturbation theory breaks down
and the partons become confined in hadrons. At each step the probability to evolve
from a higher to a lower scale without radiating a gluon or splitting is given by the
Sudakov form factor.

The parton showers are valid in the collinear and soft limit' which describes the
bulk part of the shower. Matrix elements at NLO may also include the radiation of
hard partons. A matching of the parton showers to the matrix elements is therefore
needed to avoid double counting. Several methods exist which combine the matrix
elements with the parton showers.

Besides the hard process, additional interactions of other partons in the protons
can occur (so-called multiple parton interactions). Also the remnants of the proton
are left in a colored state and can lead to a shower of partons. This leads to an so-called
underlying event, containing typically low energy hadrons, which contaminate the
hard process. The underlying event is simulated by different Monte Carlo generators
using different phenomenological models. All models have free parameters which
need to be tuned on data.

At the scale where perturbation theory breaks down, hadronization models simu-
late the transition of colored particles into hadrons, which are in the end measured in
the detector. The two main models in use are the string model [13, 14] and the cluster
model [15]. The former transforms the partonic systems directly into hadrons while
the latter constructs an intermediate stage of cluster objects. These phenomenological
models include parameters which have to be tuned on data.

In the end, many of the produced hadrons are not stable and thus also decays have
to be simulated.

3.2.1 Event Generators

There are several different Monte Carlo generators available which can handle all
or a part of the event generation steps. The generators used in this thesis are in the
following briefly introduced.

PYTHIA is a general-purpose event generator. It has been developed over the last 30
years and was used extensively for eTe™, ep, pp, and pp physics at LEP, HERA, the
Tevatron, and the LHC. It is one of the most used generators for physics studies at the
LHC. PYTHIA 6 [16] is based on Fortran 77, while its successor PYTHIA 8 [17] is a
completely rewritten C++ version. Both generators are heavily used inside ATLAS.
While PYTHIA 8 provides a more modern version it is a bit less tested and evolved
than PYTHIA 6.

IThe largest part of the radiation happens under small angles (collinear) and for low energies of the
radiated partons (soft). Here divergences occur which are handled by the parton shower models.
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Unlike other event generators, PYTHIA does not have automated code generation
for processes. Instead over 200 hard-coded Standard Model and beyond Standard
Model processes are implemented. PYTHIA can perform the whole event generation
process from the calculation of the hard process at LO up to the parton shower,
hadronization, underlying event modeling, and particle decays. PYTHIA is designed
to allow for external input and can be interfaced to other event generators. This
is often used to calculate the hard process at higher orders with other programs
and subsequently let PYTHIA do the modeling of the parton shower, hadronization,
underlying event, and particle decays.

POWHEG [18] is unlike PYTHIA not a general-purpose event generator, i.e. it is not
able to simulate the whole chain from calculating the hard process up to the particle
decays. However, it is able to calculate the hard scatter process with NLO accuracy. It
can be interfaced to all modern event generators via the Les Houches Event interface
[19]. In ATLAS the POWHEG generator is often interfaced with PYTHIA to perform
the modeling of the parton showers, hadronization, modeling of the underlying event,
and particle decays.

SHERPA is a general-purpose event generator, capable of simulating the physics of
lepton-lepton, lepton-hadron, and hadron-hadron collisions as well as photon induced
processes. In recent Sherpa versions [20] it was made possible to calculate the matrix
elements at NLO. In Sherpa not a physics process is specified but the final state
which should be generated. Sherpa then automatically calculates all needed matrix
elements and performs the event generation. It is also possible to generate final states
with additional jets.

MC@NLO [21, 22] is an event generator which, as the name indicates, can calculate
the hard process at NLO. It uses its own algorithm for the parton showering and also
includes spin correlations for most processes. For the modeling of the underlying
event, MC@NLO is typically interfaced to HERWIG++.

HERWIG/HERWIG++ [23, 24] is another general-purpose event generator. The
HERWIG++ program (written in C++) evolved from the HERWIG program (written in
Fortran 77). The generator automatically generates the hard process up to LO and
simulates decays with full spin correlations. It also provides sophisticated hadronic
decay models, particularly for bottom hadrons and 7 leptons.
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Chapter 4 ®
The Large Hadron Collider e

The Large Hadron Collider (LHC) [1] is a particle accelerator located at the European
Laboratory for Particle Physics CERN near Geneva in Switzerland. It was designed
to reach very high center of mass energies and luminosities for the discovery of new
physics beyond the Standard Model and for the precise measurement of the Standard
Model parameters in yet inaccessible regions of phase space.

The LHC can be operated with two types of beams, proton beams and heavy ion
beams.! The main physics program is based on proton-proton collisions, where ener-
gies up to 7 TeV per proton beam and luminosities up to 10°** cm~2s~! are foreseen.
It is currently the particle collider with the highest reach in center of mass energy.

A short overview about the CERN accelerator complex will be given in Sect. 4.1.
The key accelerator parameters during the 2012 and 2015 operation are afterwards
discussed in Sect. 4.2 and the experiments at the LHC are introduced in Sect.4.3.

4.1 Accelerator Complex

For being filled into the LHC, the protons have to be first accelerated by a chain
of pre-accelerators. Figure4.1 shows the CERN accelerator complex with the LHC
and all its pre-accelerators. The maximum energy per beam, the circumference of
the accelerator and the year of its initial-startup are shown. Accelerators which do
not serve as an input to the LHC are not shown. Protons are produced by ionizing
hydrogen and afterwards transferred to the accelerator chain. The accelerator chain
starts with the Linac2, a linear accelerator in which the protons are accelerated
in bunches on a length of 33m to an energy of 50 MeV. Subsequently, the proton
bunches are running through a chain of circular accelerators: the Booster, the Proton

I Typically lead ions are used.
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Fig. 4.1 The CERN accelerator complex. For a description of the proton acceleration chain see
text. Figure taken from Ref. [2]

Synchrotron (PS) and the Super Proton Synchrotron (SPS), after which they are filled
(both in a clockwise and counterclockwise direction) with an energy of 450 GeV per
proton into the LHC. Here, the protons are further accelerated to energies up to
6.5TeV.2

The LHC is installed in a 27 km long tunnel, which is up to 175 m beneath the sur-
face, that was originally build for the LEP collider.? Each proton bunch is accelerated
by eight superconducting radiofrequency cavities. The proton bunches are kept on
the circular trajectory by 1232 superconducting dipole magnets. The LHC dipoles
use niobium-titanium (NbTi) cables and are operated at a temperature of 1.9 K. The
magnetic field of the dipole magnets reaches up to 8.3 T. It is pointing in opposite
directions in the two beam pipes, since the protons in the two beam pipes are orbiting
in opposite directions. A total of 392 quadrupole magnets are used to focus the proton
beam. The two proton beams are circulating in two beam pipes and are brought to
collision at four interaction points.

ZEnergies up to 7 TeV are foreseen but have not been reached until August 2016.
3Large Electron Positron collider.
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4.2 LHC Performance

The key parameter for a collider is, besides its beam energy, the luminosity it is
able to deliver. The instantaneous luminosity directly relates the event rate of a
physics process to its cross section: R = £ - . The instantaneous luminosity can be
calculated from accelerator parameters using the following formula:

N2n, 1.
L= Lﬂp’ 4.1)
47e, B*

where N, is the number of protons per bunch, and n, the number of bunches per
proton beam. The relativistic y-factor and the revolution frequency f, enter the
numerator. The revolution frequency for the LHC is about 11.2 kHz. Additionally
important for the instantaneous luminosity are the normalized transverse emittance
€, and the value of the beta function at the interaction point 3*. The latter two
parameters describe the brightness of the beam. The factor F' accounts for a geo-
metrical correction due to the crossing angle under which the beams are brought to
collision. It was similar for the 2012 and 2015 operation and in the range of about
0.7-0.8. Table 4.1 lists the parameters which were obtained during the 2012 and 2015
operation of the LHC. Given are also the design parameters. The LHC was in 2012
operated with a spacing of the proton bunches of 50ns. This is twice the spacing for
which the LHC was designed for. The LHC can in principle hold up to 2808 proton
bunches. Due to the larger bunch spacing only up to 1374 bunches were filled during
the 2012 operation. After the 2012 operation, a two year long shutdown took place,
in which the magnets of the LHC were upgraded for collisions at higher center of
mass energies. During 2015, the LHC was for the first time regularly operated with
the nominal bunch spacing of 25ns and it was therefore possible to fill up to 2244
bunches into the machine. The peak luminosities at a start of a fill* reached up to
7.7 x 103 cm~2s~! during 2012 and about 5.0 x 10** cm~2s~! during 2015. This is
about 80% of the design goal of the LHC. The higher peak luminosity was reached in
2012, despite the lower number of bunches. The reason is the easier operation mode
which resulted in a brighter beam when compared to 2015. In 2012 an emittance of
€, = 2.5 wm and 3* = 60cm was achieved while these parameters were ¢, = 3.5
pm and #* = 80cm in 2015. The LHC will further improve its performance during
the data taking and in June 2016 the design luminosity was reached for the first time.
In the year 2012, an integrated luminosity of L;,, = f Ldt =22.8 fb~! has been
delivered by the LHC in a data taking period from April to December. In 2015, a
lot of time went into development and commissioning of the LHC for the first 25ns
collisions and the first operation at /s = 13 TeV. The delivered integrated luminosity
in the period from May to November was therefore with 4.2 fb~! smaller than what

“The instantaneous luminosity is decreasing with time as the beam width is getting larger with time
and the number of protons is decreasing due to the inelastic collisions.
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Table 4.1 LHC parameters during the 2012 and 2015 operation [3, 4]. Also given are the design
values

Year EBeam Np np €en [pm] B* [em] Bunch Peak
[TeV] spacing [ns] | luminosity
[cm_zs_l]
2012 4 1.7 x 1011 | 1374 2.5 60 50 7.7 x 1033
2015 6.5 1.15 x 10" | 2244 3.5 80 25/50 5.0 x 1033
Design 7 1.15 x 1011 | 2808 375 55 25 1.0 x 103

was achieved in 2012. During a bunch crossing usually multiple inelastic proton-
proton collisions occur. The additional inelastic collisions are also called “pile-up”.
In 2012 (2015) a mean of about 21 (14) collisions occurred. The number is in 2012
substantially larger due to the higher instantaneous luminosity.

4.3 Experiments at the LHC

Four main experiments are localized in caverns around the LHC ring. Two of the
experiments, the ATLAS? experiment [5] and the CMS,° experiment [6] are build as
general purpose experiments to cover a wide range of the physics program available
at the LHC. The LHCb experiment [7] focuses on physics involving bottom quarks.
The proton beams at the LHCDb interaction point are less focused as the experiment
was designed for lower luminosities of 2 x 102 cm~2s~!. The ALICE’ experiment
[8] was primarily designed to study heavy-ion collisions.

In addition, there are three smaller experiments allocated at the LHC. The
TOTEMS experiment [9] is close to the CMS experiment and aims to measure protons
from elastic collisions which escape the CMS experiment. It is also used to monitor
the LHC luminosity. The LHCf® experiment [10] is installed 140 m away from the
ATLAS experiment. Its main purpose is to study neutral pions to test Monte Carlo
models for proton showering, as they are used for the simulation of cosmic rays in
the earth atmosphere. The last detector is the MOEDAL!'? experiment [11], which is
an extension of the LHCb experiment, and used to search for example for magnetic
monopoles.

3 A Toroidal LHC ApparatuS.

6Compact Muon Solenoid.

7A Large Ion Colliding Experiment.

8Total Elastic and Diffractive Cross Section Measurement.
9LHC forward.

1"Monopole and Exotics Detector at the LHC.
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Chapter 5 ®)
The ATLAS Experiment i

The ATLAS experiment [1] is one of the four main experiments at the LHC. It is
a general purpose detector, built at one of the four interaction points. ATLAS was
constructed to measure precisely electrons, positrons, photons, muons, and jets in
large kinematic regions, to allow tests of the Standard Model and searches for new
particles. It consists of several layers of different detector systems, which surround
the beam axis. An overview of the ATLAS experiment is shown in Fig.5.1.

The coordinate system used in ATLAS and some commonly used kinematic vari-
ables are described in Sect. 5.1. A brief overview about the ATLAS experiment and its
detector systems is given in Sect. 5.2. Here also the coordinate system used in ATLAS
is introduced. The tracking systems, the calorimeters and the muon spectrometers are
afterwards discussed in more detail in the Sects.5.3 to 5.5. The multi-level trigger
system and data acquisition system is addressed in Sect.5.6. The data acquisition
and processing, and the luminosity estimation are described in Sects.5.7 and 5.8.

5.1 Coordinate System of ATLAS

The coordinate system used by ATLAS is a right handed Cartesian coordinate system
with its origin at the interaction point, where the protons collide. The positive x-axis
points towards the center of the LHC ring and the y-axis upwards to the surface.
Thus the z-axis points counter-clockwise along the beam axis. The azimuthal angle
¢ is defined around the beam axis in the x-y plane. The range of ¢ is going from
—m to m with ¢ = 0 pointing towards the direction of the x-axis. Hence, the range
0 to 7 describes the upper half plane of the detector whereas — to 0 describes the
lower half plane. Instead of a polar angle 6, which is measured from the positive
z-axis, it is convenient to use the pseudorapidity 7. It can be calculated from 6 using
1n = — In (tan(#/2)). All detector dimensions are given in terms of 7).
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Fig. 5.1 Cut-away view of the ATLAS experiment. The dimensions of the detector are 25m in
height and 44 m in length. The overall weight of the detector is approximately 7000 tonnes. Figure
taken from Ref.[1]

5.1.1 Common Kinematic Variables

The rapidity of a massive particle is defined as

1 E+p,
=1 i 5.1
Y 2n(E_pz> ( )

where E is the energy of the particle and p, its longitudinal momentum. The rapidity
is a measure for the boost of a particle along the beam axis. Differences A8 are, in
contrast to differences of the rapidity Ay, not Lorentz invariant under boosts along the
beam axis. The pseudorapidity is for massless particles equal to the rapidity, which
is in good approximation valid for many particles at the LHC energies. Hence, also
pseudorapidity differences An are in good approximation invariant under boots along
the beam axis.

The transverse momentum pr, transverse energy Er, and the missing transverse
energy EM are commonly used and measured in the x-y plane. Transverse momen-
tum and energy are defined by

pr=./pi+pi (5.2)

and
Er =,/p}+m? (5.3)
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For mass-less particles pr and Et are the same. The incoming partons within a proton
have to first approximation only a momentum parallel to the beam axis. Momentum
conservation requires therefore the vectorial sum of all momenta in the transverse
plane to be zero. This can be exploited to indirectly measure particles, like neutrinos,
which leave the detector unseen. Hence, the missing transverse momentum is given
by the negative vector sum of all reconstructed transverse momenta

pr == pri (54)

i

The missing transverse energy is then defined as EN$ = | piniss|,
In different aspects, the distance AR in the n,¢-plane is used and defined as

AR = /AP + A¢2. (5.5)

5.2 Overview of ATLAS

The inner detector is the tracking system of ATLAS (a more detailed description can
be found in Sect.5.3) and the closest detector to the beam axis. It has a coverage
up to |n| = 2.5 and consists of three subsystems, first the pixel detector, followed
by the Semi Conductor Tracker (SCT) and Transition Radiation Tracker (TRT). A
solenoidal magnetic field of 2 T makes it possible to measure the transverse momen-
tum of charged particles. The inner detector is additionally designed to measure
vertices and identify electrons.

Following are the electromagnetic and hadronic calorimeters which are used
to measure the energy of particles. As electromagnetic calorimeter a liquid argon
sampling-calorimeter is used up to || < 3.2. A scintillator tile calorimeter is used as
hadronic calorimeter covering the range |n| < 1.7. The hadronic endcap calorime-
ters cover 1.5 < |n| < 3.2 and use, like the electromagnetic counterparts, liquid
argon technology. Finally, there is the liquid argon forward calorimeter, covering
the range 3.1 < |n| < 4.9, which is used for measuring both, electromagnetic and
hadronic objects. A more detailed description of the calorimeter system can be found
in Sect.5.4.

The calorimeter is surrounded by the muon spectrometer which consists of a toroid
system, separated into a long barrel and two inserted endcap magnets, and tracking
chambers. The toroid system has an air-core and generates a strong magnetic field
with strong bending power in a large volume within a light and open structure. There
are three layers of tracking chambers. These components of the muon spectrometer
have a coverage up to || = 2.7 and define the overall dimension of the ATLAS
experiment. The muon system also includes trigger chambers, covering a range up to
|n| = 2.4. A more detailed description of the muon system can be found in Sect. 5.5.

A multi-level trigger system (a more detailed description is given in Sect.5.6) is
used to reduce the rate of pp collisions (=40 MHz) to a rate which can be processed
and stored (O(100) Hz). To reduce this rate, the trigger system has to select events
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which are of special interest. The first trigger stage, the Level-1 (L1) trigger, is a
hardware based system and uses a subset of the total detector information to make
the decision whether to continue processing an event or not. This reduces the rate
already down to approximately 100kHz. The subsequent software based trigger
stages reduce the rate further to the needed O(100) Hz.

The main difference between the ATLAS experiment and the CMS experiment is
the magnet system. While CMS has a single solenoidal magnet with a field strength
of 3.8 T, ATLAS has a solenoidal magnet with a strength of 2T plus a toroidal magnet
system. The CMS design choice leads to a higher momentum resolution for tracks due
to the higher magnetic field in the tracking system but also imposes strict requirements
on the design of other detector parts due to an iron return yoke for the magnetic field.
The lower field strength of the ATLAS solenoid is compensated by the additional
toroidal magnet outside of the calorimeters. Another difference between ATLAS and
CMS is the design of the electromagnetic calorimeter. ATLAS uses a liquid-argon
sampling calorimeter while CMS uses a homogeneous calorimeter constructed from
crystals of lead tungstate. Both design principles lead to comparable momentum and
energy resolutions.

During a two year shutdown between end of 2012 and beginning of 2015, the
ATLAS trigger and data acquisition system was upgraded and an additional layer
was inserted into the pixel detector.

5.3 Tracking System

The inner detector [2] (ID) is the ATLAS tracking system and is shown in Fig.5.2.
It consists of three subsystems which are mounted around the beam axis. The super-
conducting solenoid [3], which produces the magnetic field of 2 T, needed for the
momentum measurement of charged particles, has a length of 5.3 m and a diameter
of 2.5m. With the solenoidal magnetic field and the inner detector components a
momentum resolution of ¢,,./pr ~ 0.05% pr[ GeV] @ 1% can be achieved. The
subsystems of the inner detector are in the following described in more detail. Its
prescription follows largely Chap. 4 of Ref.[1].

5.3.1 Pixel Detector

The pixel detector [4] is one of the two precision tracking detectors, with a cover-
age of |n| < 2.5. It is the innermost layer of the inner detector and has in the 2012
configuration a distance to the beam axis of R = 50.5mm. In the central region,
three layers of silicon pixel modules are cylindrical mounted around the beam axis,
while in the endcap regions three discs each are mounted perpendicular to the beam
axis. Its purpose is the measurement of particle tracks with a very high resolution,
to reconstruct the interaction point (primary vertex) and secondary vertices from



5.3 Tracking System 57
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Fig. 5.2 Cut-away view of the ATLAS inner detector. Figure taken from Ref.[1]

the decay of long-lived particles. The innermost layer of the pixel detector is called
b-layer because of its importance to reconstruct the secondary vertices of decaying
B-hadrons. The pixel modules have dimensions of 50 x400 wm?. The position reso-
lution is 10 wm in the R-¢ plane and 115 wm in z(R) for the central (endcap) region.
Due to this fine granularity, around 80.4 million readout channels are needed.

During the two year long LHC shutdown after the 2012 data taking, a fourth pixel
layer, the so-called insertable b-layer (IBL) [5] was inserted between the beam pipe
and the pixel detector. This fourth layer reduces the distance to the beam pipe down
to R = 25.7mm and mainly improves the capability of reconstructing secondary
vertices.

5.3.2 Semi-conductor Tracker

The semi conductor tracker is mounted in a distance of 299 to 514 mm from the
beam axis, and is the second layer of the inner detector. It is a silicon microstrip
detector covering the region |n| < 2.5. In the central region eight strip layers are
used which are joined to four layers of small-angle (40 mrad) stereo strips to allow
the measurement of both coordinates. In the endcap region nine discs on each side
are installed, using two radial layers of strips each. The SCT is designed such that
each particle within its coverage traverses through all four double layers. The spatial
resolution of the SCT is 17 wm in the R-¢ plane and 580 wm in the z(R) for the
central (endcap) region. The SCT has approximately 6.3 million readout channels.
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5.3.3 Transition Radiation Tracker

The TRT is the third and last component of the tracking system which provides a
large number of hits (typically 36 per track). It consists of straw tubes with a diameter
of 4mm and provides coverage up to |n| = 2.0. The straw tubes are in the central
region 144 cm long and parallel to the beam axis. In the endcap region the 37 cm long
straws are arranged radially in wheels. The TRT provides R-¢ information for the
determination of the transverse momentum with an accuracy of 130 um. The straw
tubes are filled with a Xe-based gas mixture and interleaved with polypropylene fibres
(barrel) or foils (endcaps), which serve as the transition radiation material. Transition
radiation is emitted by this material, if charged particles traverse this medium. The
intensity of the transition radiation is proportional to the Lorentz factor v = E/m.
Electrons have m = 0 and thus at high energies the transition radiation is above a
characteristic threshold. The radiation intensity for heavy objects like hadrons is
much lower and thus the transition radiation can be used to identify electrons. The
total number of readout channels in the TRT is approximately 351000.

The TRT is an important component for the momentum measurement since the
high number of hits and the larger track length compensate for the lower precision
per point compared to the silicon detectors.

5.4 The Calorimeter System

The energy of particles (except muons and neutrinos) is measured in ATLAS with
sampling calorimeters, in which layers of passive and active material alternate. When
incident particles like electrons, positrons, hadrons or photons traverse the calorime-
ter, they interact with the material in the calorimeter. In the dense passive layers, these
incident particles lead to particle showers. The deposited energy of these showers,
also called clusters, can be measured in the active layers and allows conclusion about
the energy of the incident particle.

There is a difference between electromagnetic and hadronic showers and thus
there are separate calorimeters, one for electrons, positrons, and photons and one
for hadrons. In electromagnetic calorimeters, electrons and positrons are radiating
photons via Bremsstrahlung which then further produce electrons and positrons via
pair production, leading to a cascade of particles which is stopped by ionization,
while photons are first producing electrons and positrons via pair production.

Ionization electrons are produced by passage of charged particles. They drift to
electrodes and produce electrical currents proportional to the deposited energy. The
initial energy E of the incident electron, positron or photon decreases exponentially
with E(x) = Ege~"/%o until it is completely stopped. The parameter X, is called
the radiation length which is material dependent. The hadronic showering process is
dominated by a succession of inelastic hadronic interactions via the strong force. A
characteristic quantity for the length of a hadronic shower is the absorption length
. Hadronic showers are typically longer and broader than electromagnetic ones and
thus the hadronic calorimeter is placed after the electromagnetic one.
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The detector signal is a triangular pulse with a very fast rise (=1 ns) and a long tail
(several hundreds ns) during the time the ionization electrons are drifting towards
the electrodes. Since the relevant information is the pulse height and position (time)
of the peak, ideally only one sample at the exact moment that the signal reaches
its maximum should be necessary. However, in practice, the time variation would
give larger imprecisions in the energy measurements. To solve this issue, a pulse
shaping is performed. The amplitude and the peak time can then be extracted from
multiple sampling points. Figure 5.3 shows the signal shape before and after shaping.
Due to the long drift time, multiple pulses from subsequent beam crossings may be
overlaid. This phenomenon is called “out-of-time” pileup. Simultaneous proton-
proton collisions at the same bunch crossing lead furthermore to so-called “in-time”
pile-up. The so-called undershoot, the tail of the signal that falls below the zero line,
helps to minimize the out-of-time pile-up impact of the energy measurement. Further
information can be found in Ref. [6].

Figure 5.4 shows a cut-away view of the calorimeter system of ATLAS. The
electromagnetic and hadronic calorimeters are in the following described in more
detail. Its prescription follows largely on this chapter of Ref.[1].

5.4.1 Electromagnetic Calorimeter

For the electromagnetic calorimeter of ATLAS [6], lead is used in the region || < 3.2
as an absorber medium and liquid argon as an active medium. The electrodes to
measure the energy deposited in the liquid argon and the lead absorbers are build in
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Fig. 5.4 Cut-away view of the ATLAS calorimeter system. Figure taken from Ref.[1]

an accordion geometry, in order to provide complete and uniform coverage in ¢. The
thickness of the absorber plates varies with 7 in such a way that the energy resolution
is optimal [8]. The electromagnetic calorimeter consists of four different regions.
First, there is the central part up to |n| = 1.475, called barrel calorimeter, which
has a thickness of at least 22 Xy. The barrel calorimeter consists of 16 modules, each
covering an angle of A¢ = 22.5°. Intheregion 1.375 < |n| < 3.2 there is the endcap
calorimeter which is again separated into the “outer wheel” 1.375 < |n| < 2.5 and
the “inner wheel” 2.5 < |n| < 3.2. The forward calorimeter, which is also used for
the measurement of hadrons, is in the region 3.1 < || < 4.9.

The part of the calorimeter which is intended for precision measurements (7| <
2.5) is separated into three layers. Figure 5.5 shows the three layers and the accordion
geometry of a single module of the electromagnetic barrel calorimeter. Upstream of
the first layer, there is in the range |n| < 1.8 the so-called presampler which is a
11 mm thick layer of liquid argon. It has the purpose to estimate the energy lost in
front of the calorimeter. The first layer has a granularity of 0.0031 x 0.0982in7n x ¢.
The cells are also called “strips®, due to the fine segmentation in 7). They allow to
distinguish close by particles that enter the calorimeter, e.g., two photons from a
decay. The second layer has a more coarse granularity of 0.025 x 0.0245 in  x ¢.
It has a thickness of 16X and is thus intended to measure the bulk part of the energy.
The third layer has again a much coarser granularity and the purpose to correct for the
overlap of the energy deposition in the following hadronic calorimeter. Including the
presampler cells, a barrel module features 3424 and a module in the endcap roughly
4000 readout cells.
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Fig. 5.5 Sketch of a barrel module where the different layers and the accordion geometry is visible.
Also shown is the granularity in 77 and ¢ of the cells for each of the tree layers. Figure taken from
Ref.[1]

The relative energy resolution in the electromagnetic calorimeter can the parameter-
ized in the following way [9]:
OF a b

EZE@E@C, (5~6)

where a, b and c are n-dependent parameters; a is the sampling term, b is the noise
term, and c is the constant term. The sampling term contributes mostly at low energy
and has at low || a design value of about 10%/+/E[GeV]. At large |n] it is expected
to worsen as the amount of material in front of the calorimeter increases. The noise
term is about 350 x cosh 7y MeV for a typical cluster in the barrel calorimeter and
for a mean number of interactions per bunch crossing (u) = 20. At high |n] it is
dominated by the pile-up noise. At higher energies the sampling term and the noise
term become less important and the relative energy resolution tends asymptotically
to the constant term, ¢, which has a design value of 0.7%. The constant term is
originating from the calibration of the calorimeter.
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5.4.2 Hadronic Calorimeter

The hadronic tile calorimeter [10] is, like the electromagnetic one, a sampling
calorimeter. But instead of lead, iron is used as an absorber and scintillating tiles
as active material. The tile calorimeter is divided into three parts, first the tile barrel
up to |n| = 1.0, followed by the extended barrel between 0.8 < |n| < 1.7. The barrel
and extended barrels are divided azimuthally into 64 modules. The tile calorimeter
is segmented into three layers with approximately 1.5, 4.1 and 1.8 interaction length
A in the barrel region, and 1.5, 2.6 and 3.3 X in the extended barrel. The total inter-
action length is about 10\ at n = 0. Two sides of the scintillating tiles are read out
by wavelength shifting fibers into two separate photomultiplier tubes.

In the endcaps a liquid argon calorimeter is used as hadronic calorimeter. It is
placed behind the electromagnetic endcap calorimeter and uses the same cryostats
for the cooling of the liquid argon. It has a coverage of 1.5 < |n| < 3.2. The relative
energy resolution of the hadronic tile and endcap calorimeter is

Lo =  53% (5.7)

The hadronic calorimeter ends with the forward calorimeter [11] which is integrated
in the endcap cryostats and has a coverage of 3.1 < |n| < 4.9. The forward calorime-
ter is approximately 10 interaction lengths deep, and consists of three modules in
each endcap. The first is made of copper and optimized for electromagnetic measure-
ments. The other two are made of tungsten and predominantly measure the energy
of hadronic interactions. The relative energy resolution of the forward calorimeter is

op  100%
o 2 310%. 5.8
E E[GeV] 7 >8)

5.5 Muon System

Muons are the only particles which can traverse the calorimeters unstopped.' While
traversing the calorimeters they only deposit a small amount of energy (typically
about 3 GeV). For the measurement and identification of the muons a system of
trigger and high-precision tracking chambers [12] is used which is placed outside of
the calorimeters. The measurement of the muon momentum is based on the magnetic
deflection of the muon tracks in the large superconducting air-core toroid magnets
[13]. In the range |n| < 1.4, magnetic bending is provided by the large barrel toroid
[14]. It provides a bending power of 1.5 to 5.5 Tm. In the region 1.6 < |n| < 2.7, the
tracks are bent by two smaller endcap magnets [15] which are inserted into both ends
of the barrel toroid. Here the bending power is approximately 1.0 to 7.5 Tm. Each

IBesides neutrinos which leave the detector unseen.
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Fig. 5.6 Cut-away view of the ATLAS muon system. Figure taken from Ref.[1]

of the three magnets consists of eight coils. In the transition region 1.4 < |n| < 1.6,
magnetic deflection is provided by a combination of barrel and endcap fields. In
this region the bending power is reduced. The magnetic field is mostly orthogonal
to the muon trajectories. Figure 5.4 shows a cut-away view of the muon system of
ATLAS. The different subsystems for triggering and precision measurement are in
the following described in more detail. Its prescription follows largely Chap.6 of
Ref.[1] (Fig.5.6).

5.5.1 Precision-Tracking Chambers

The purpose of the precision-tracking chambers is to precisely determine the muon
track in the bending plane (). The precise measurement of the 7 position which
allows for the precise determination of the muon momentum is performed in the
barrel region by the Monitored Drift Tube (MDT) chambers. They are located in
three layers between and on the eight coils of the superconducting barrel toroid
magnet. The second and the third layer have a coverage of || < 2.7 while the first
layer has a coverage of |n| < 2.0. In the center of the detector (|n| ~ 0), a gap has
been left to allow for services to the solenoid magnet, the calorimeters and the inner
detector. The MDT chambers consist of three to eight layers of drift tubes which
achieve an average resolution of 80 um per tube and about 35 pm per chamber.



64 5 The ATLAS Experiment

For the innermost layer, Cathode-Strip Chambers (CSC) are used in the region
2.0 < |n| < 2.7. The CSC chambers are multiwire proportional chambers with cath-
ode planes segmented into strips in orthogonal directions. They have a higher rate
capability and a time resolution of 7 ns. The time resolution allows to measure both
coordinates. The ¢ coordinate is measured from the time the induced charges need
to drift to the cathode. The resolution of a CSC chamber is 40 um in the bending
plane and about 5 mm in the transverse plane.

With the precision-tracking chambers, a muon momentum resolutionof o, ./ pr =
10% at pr = 1 TeV can be achieved. The momentum resolution also benefits from
the open structure of the air-core toroid magnet which reduces multiple-scattering
effects.

5.5.2 Trigger Chambers

Special chambers are used to trigger on muons. These fast muon chambers are able
to provide signals about 15-25 ns after the passage of a particle and thus allow to tag
the beam-crossing. They measure both coordinates of the track, one in the bending
plane () and one in the non-bending plane (¢). The trigger chambers therefore also
provide additional ¢ information for the measurement of the muon tracks. In the
barrel region (|n| < 1.05), Resistive Plate Chambers (RPC) are used. They have a
resolution of about 10 mm in both the bending and the non-bending plane. In the
endcap region (1.05 < |n| < 2.4) Thin Gap Chambers (TGC) are installed. These
provide muon track information with a precision of 2—7 mm in the 1 coordinate and
3-7mm in the ¢ coordinate.

5.6 The Trigger System

The ATLAS trigger system [16] is divided into multiple levels. It has the important
task to reduce the event rate from 40 MHz to about O(100) Hz at which events (that
will have an average size of the order of 1 MB) can be written to mass storage.
The first trigger stage, the Level-1 (L1) trigger, is implemented using custom-made
electronics. The decision of the L1 trigger is seeded to the High Level Trigger (HLT),
which is based on software algorithms running on a processor farm, and in which a
decision is formed whether an event is written to the mass storage.

5.6.1 Level-1 Trigger

The task of the ATLAS L1 trigger is to perform a fast rate reduction, by selecting
only events with interesting signatures. The L1 trigger has a time window of about
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2.5 s to make a decision whether an event is further processed or not. While the
L1 trigger performs this decision, all detector information is stored in temporary
pipeline memories. Information from both, the fast muon trigger chambers and the
calorimeters are used in the first trigger stage. The L1 trigger can be divided into
three parts: the L1 calorimeter trigger (L1Calo), the L1 muon trigger (L1Muon) and
the decision part in the central trigger processor (CTP).

The calorimeter trigger relies heavily on firmware-programmable FPGAs. On-
detector electronics provide separately the sum of analog signals of hadronic and elec-
tromagnetic calorimeter cells in a window of approximately An x A¢ = 0.1 x 0.1.
Such an energy sum is called trigger tower. Its dimension is shown for an electro-
magnetic trigger tower in Fig.5.5. The analog calorimeter signals are first digitized
by the preprocessor (PPr) in fast 10-bit ADCs. The digitized signals are afterwards
converted into transverse energy values Et using look-up tables. The preprocessor
also identifies the bunch-crossing of the energy deposition. The energy depositions
are then transmitted to both the jet/energy processor (JEP) and cluster processor
(CP). The CP subsystem identifies electron, photon, and 7-lepton candidates, by
searching for local energy maxima above a certain programmable threshold. These
regions of interest (Rol) have a size of 2 x 2 trigger towers and are defined by a
sliding-window technique (see for example Sect.6.2.1). Also isolation criteria can
be required for the candidates. The JEP subsystem uses the same technique and
defines jet candidates with sizes of An x A¢ = 0.4 x 0.4, An x Ap = 0.6 x 0.6,
and An x A¢ = 0.8 x 0.8. The jet/energy processor also evaluates the total scalar
transverse energy and the missing transverse energy of each event, based on all cells
over the acceptance of || < 4.9.

The muon trigger consists of three different parts. The RPC and TGC trigger first
identify muon candidates which fall into six pr windows from 5 GeV to 35 GeV by
using a simple tracking algorithm. The basic principle of this algorithm is to require a
coincidence in position of the hits in the different trigger stations. The coincidence is
required to be in a window around the extrapolated track to straight to the interaction
point. The width of the window is related to the pr threshold to be applied. A large
width corresponds to a low pr muon with a large curvature of the track while a large
width corresponds to a high pr muon with a straight track. The information of the
RPC and TGC are finally combined in the muon to CTP interface (MuCTPI) and
sent to the CTP.

The central trigger processor is finally performing the Level-1 event decision based
on multiplicities of high- pr objects sent from the calorimeter trigger, the MuCTPI,
and using the information on the global energy sums.

The first trigger reduces the event rate from about 40MHz to about 75kHz.
Regions of interest defined by the L1 are sent to the High Level Trigger.

During the shutdown after the 2012 data taking, an additional system was installed.
The L1 topological processor (L 1Topo) was placed between the L.1Calo and L1Muon
systems and the CTP. It is able to combine information from the L1Calo and L1Muon
system and to compute complex quantities like invariant masses and angular vari-
ables. Based on these quantities additional information for the trigger decision is sent
to the CTP.
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5.6.2 High Level Trigger

The ATLAS HLT [17] consists of the Level-2 (L2) trigger and the event filter (EF).
Both are pure software based triggers which are running on processor farms. The
L2 trigger uses the full granularity and precision of all detector systems, but only
in the regions of interest that were defined by the L1 calorimeter and muon trigger.
For the L2 trigger also tracks are reconstructed using track reconstruction algorithms
(see Sect. 6.1). The L2 trigger has about 10 ms for its decision and reduces the event
rate to about 3kHz. A further reduction to the required rate of O(100) Hz is done
by the EF which is seeded by the decisions of the L2. The event filter reconstructs
the complete event using all available information and already applies several cali-
brations, corrections and identification criteria to the physics objects (see Chap. 6).
The events are sorted into different streams which correspond to the physics objects
triggering the event. For events that pass also the last trigger level, the information
of all sub-detectors is recorded.

The presented approach has the disadvantage that both, the L2 and the EF were
running on different computing farms. If the L2 requests partial information for an
event and a positive decision is taken, this information has to be re-requested as a
part of the full event information. The Level-2 and EF have therefore been merged
during the shutdown of the LHC into a single HLT. This system is still processing
the event in multiple stages by first requesting only partial information and then,
if a positive decision is taken, evaluating the whole event information. The biggest
advantage of the new system is that this process is now happening at a single machine
and information is not duplicated.

5.7 Data Acquisition and Processing

5.7.1 Data Acquisition

During the process of making a trigger decision all information of the detector has to
be stored. Therefore all signals of the detector components are digitized and buffered
in such a way that they are available in case of a positive trigger decision. Each
detector component has an on-detector buffer pipeline, which allows to buffer the
data during the L1 trigger decision. Once an event is accepted by the L1 trigger, the
data from the pipelines are transferred off the detector via 1574 readout links. There
the signals are digitized and transferred to the data acquisition (DAQ) system. The
first stage of the DAQ system, the readout system, stores the data temporarily in local
buffers. The stored data in the RoI’s is then subsequently solicited by the L2/HLT
trigger system (2012 configuration/2015 configuration). Those events selected by the
L2/HLT trigger are then transferred to the event-building system, where the whole
event is reconstructed and subsequently sent to the event filter for the final decision.
In the 2015 configuration of the trigger system this was also done by the HLT. The
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information of accepted event is then stored in the so-called RAW data format on
magnetic tapes in the CERN computer center.

The ATLAS data taking is steered by the RunControl system (RC) [18]. The
system communicates with all the different detector components presented above.
Once all parts of the ATLAS detector are ready and the LHC declares stable beams,
a data taking run can be started. To each run a unique run number is assigned.
A data taking run usually corresponds to a single fill of the LHC and therefore
typically represents a period of hours up to a day. These runs are further divided into
luminosity blocks which correspond to a data taking time of approximately a minute.
In these luminosity blocks the instantaneous luminosity is approximately constant.
The luminosity blocks can later be flagged according to whether a problem with one
of the subsystems occurred. The luminosity blocks in which all detector parts of the
ATLAS experiment that are important for physics analyses are running are listed in
the so-called Good Runs List. The runs in which the LHC delivered stable conditions
are grouped in periods. The periods are labeled alphabetically and typically have a
length of days to weeks.

5.7.2 Data Processing

The further processing and reprocessing of the data happens in the LHC Computing
Grid [19, 20]. The Grid is a network of many computer clusters organized in sev-
eral levels, so-called Tiers. The Tier-0 is the CERN computer center which applies
reconstructions algorithms (see Chap.6) and calibrations to the data. The whole
information on detector level is transformed into information on object level into a
data format called Event Summary Data (ESD). These ESD are distributed to the
Tier-1 centers, which are located around the world and provide storage space for the
data as well as additional processing power, e.g., for recalibration of the data. Addi-
tionally a copy of the raw data is distributed among the Tier-1 centers. From the ESD,
the Analysis Object Data (AOD) are derived, which only contain information about
specific physics objects which are needed for the analysis, like electrons, muons, jets
or photons. From the AOD level on, the analysis model differ for the two analyses
presented in this thesis.

In the analysis using data from the year 2012, a further extraction of the AODs
to the Derived Physics Data (DPD) is done. The DPDs are transferred to the Tier-
2 centers, which provide processing power for physics analysis and Monte Carlo
production. For the analysis needed data can be copied to local Tier-3 centers. Such
a Tier-3 is the local mainzgrid which is part of the computing cluster mogon [21].
Data in the D3PD format, a special type of DPD, is used for the analysis. D3PDs store
the information into ROOT Ntuples. ROOT Ntuples are a commonly used data format
in high energy physics. The program ROOT [22] is a statistical analysis framework
which is also used in this analysis. It provides the possibility of analyzing data and
has various possibilities to visualize data in histograms. All shown histograms in this
thesis were produced using ROOT.
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The above procedure includes the production of various data formats. If a problem
at AOD level is found, all subsequent production steps need to be repeated. This
procedure was found to be not optimal and during the shutdown of the LHC a new
analysis model was installed. It was found that most physicists prefer to use ROOT
for the final analysis step. The AODs were therefore modified in a way to be readable
by ROOT. The new format was called xAOD. To further reduce the physical size of
the data, each analysis defines an analysis specific preselection that is applied to
the XAODs. Besides the preselection of events, also the information for an event
is reduced to the information vital for the analysis. The resulting preselected data
format is called derived xAOD (DAOD).?

5.8 Luminosity Measurement

For a pp collider the luminosity can be determined by

Rine
L= i (5.9)

b
Oinel

where R;,.; is the rate of inelastic collisions and a;,,; is the pp inelastic cross section.
For a storage ring operating at a revolution frequency f, and with n, bunch pairs
colliding per revolution, the luminosity can be rewritten as

o= Pl (5.10)

Oinel

where (4 is the number of average inelastic interactions per bunch crossing. ATLAS
monitors the delivered luminosity by measuring ;. with several detectors and several
different algorithms. These algorithms are for instance based on counting inelastic
events or the number of hits in the detector. When using different detectors and
algorithms, the measured (1,45 has to be corrected with the efficiency and acceptance
of the detector and algorithm, to obtain pt = fiyeqs /€. In the same way is 0 = Gyea5/ €.
The calibration of the luminosity scale for a particular detector and algorithm is
equivalent to determining the cross section 0,45 -
Equation (4.1) can be rewritten in the following form

N1 N.
_ TSNl (5.11)

2mE, Xy
where N and N, is the number of protons in beam one or two and X, and ¥, char-
acterizes the horizontal and vertical convolved beam width. Combining Eqs. (5.10)
and (5.11) leads to:

2The format DAOD_EXOT9 was used for the W’ search.
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2r¥ %,

Omeas = Mmeas (5.12)
niny

The luminosity detectors are calibrated to the inelastic cross section using beam-
separation scans, also known as van der Meer (vdM) scans [23]. In a vdM scan, the
beams are separated in steps of known distances. Measuring fi..s during a vdM
scan as a function of the beam separation in x or y leads to a Gaussian distribution
width a width equal to X, or X,. The parameters can therefore be extracted by a
fit. The product NN, is determined by beam current measurements and provided
by the LHC group. A more detailed description of the algorithms and sub-detectors
used for luminosity determination can be found in [24].

The systematic uncertainty for the determination, which is obtained by comparing
the results from the different sub-detectors and methods is for the 2012 data set 1.9%
[25] and for the 2015 data set 5% [26]. The largest uncertainties are coming from
the vdM calibration and from an uncertainty arising from the extrapolating of the
conditions during the vdM scan to the nominal high-luminosity conditions.

5.9 Detector Simulation

In Sect. 3.2, the simulation of a physics event was discussed. This simulation was
independent from the detector. The simulation of the detector and the response of the
detector to the physics event has to be simulated separately to be able to compare the
simulation with data. The program GEANT4 [27] is used for the detector simulation.

The generators produce events in a standard HepMC format [28]. These files
contain the truth information of an event, i.e., a history of the simulated interaction
from incoming to outgoing particles. The generator only simulates prompt decays
(e.g. W, Z bosons or 7-leptons) and stores all particles as outgoing particles that are
expected to propagate through the detector. In a first step these files are read in and
GEANT4 simulates the path of the generated particles through the detector. Therefore
a detailed model of the detector, including all details about geometry and materials
used as well as details about the magnetic fields, is implemented. The interaction of
the particles with the matter of the detector is entirely simulated. Additional produced
particles, like photons from Bremsstrahlung and particles in an electromagnetic or
hadronic shower, are also propagated through the detector. The result is a precise
record of the amount of energy deposited in which part of the detector at which time.
This information is written to so-called hit files.

In a second step, these hit files are read in and the response of the detector compo-
nents to the deposited energy and the electronics of the readout system is simulated.
Therefore also effects like calibrations or dead readout channels are simulated, to
simulate conditions as they are present for data taking. To save computing time, the
simulation of the detector is only performed for the single hard-scattering process
which was simulated by the event generator. To account for pile-up, various types of
simulated events are read in, and hits from each are overlaid. The simulated pile-up
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profile can be set during the digitization step and thus also changed without perform-
ing the whole simulation step again. The information is stored in the same way as
for data taking, additionally truth information about the particles produced during
the simulation is added.

On the digitized detector information, the L1 decision is emulated and the HLT and
the reconstruction is run. No events are discarded but the trigger decision is emulated.
The reconstruction is identical for the simulation and the data, with exception that
truth information is only available in simulation.

Whereas the physics simulation is in comparison quite fast, the simulation of the
detector takes a significantly longer time. For instance, the simulation of an event
pp — W + X — ey, + X takes about 19min [29]. The by far longest time is
hereby needed for the simulation of the hits. Of all detector parts, the simulation of
the electromagnetic and hadronic showers takes the largest fraction of this time.

5.9.1 Correction of the Pile-Up Profile

A good quantity for the in-time pile-up is the number of primary vertices® npy, as it is
a direct measurement for the number of inelastic collisions and as the inner detector
is fast enough to not be affected by out-of-time pile-up. A quantity which is also
sensitive to the in-time pile-up is the number of interactions () averaged over one
bunch train* and a luminosity block. These quantities are strongly dependent on the
settings of the LHC, like the number of protons in a bunch and the spacing between
different proton bunches. Since the physics simulation takes partially place before or
during the time of data taking, the parameters for the pile-up distribution of the final
data are not known. Thus approximate distributions are simulated that are meant to
be matched to the actual data. To adjust the simulation, every event is reweighted
using a reweighting tool’ provided by ATLAS [30]. After the data taking, for most of
the MC samples the digitization step has been repeated and a pile-up profile which is
very similar to the profile in data has been simulated. For a better description, still a
reweighting is performed. Figure 5.7 shows the mean interactions per bunch crossing
for the 2012 data and as simulated in MC. The left side shows the distribution as
simulated for pre-data-taking production and the left side the distribution for the
post-data-taking production. The pre-data-taking distribution for the simulation of
the 2015 data look similar.

All MC samples used in this thesis have been reweighted to the distribution in
data. It has been found difficult to describe both, the (i) and the npy distributions
in data equally well with MC, thus the reweighting was adjusted to better fit the npy
distribution.

3Number of vertices with more than two tracks.
4 A bunch train consists of 72 proton bunches.

SPileupReweighting-00-03-18 has been used for the analysis described in part III and
PileupReweighting-00-02-12 for the analysis described in part IV.
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Fig. 5.7 Distribution for the mean interactions per bunch crossing. The distribution for the data
taken in 2012 is shown in black and the distribution used in Monte Carlo is shown in red. The left
side shows the Monte Carlo distribution for the pre-data-taking production and the right side for
the post-data-taking production. Figure taken from Ref. [31]

5.9.2 Correction of the Vertex Distribution

The z-position of the vertices follows a Gaussian distribution with the mean at the
interaction point and a width of about 50 mm. Differences have been found between
the simulated distribution and the distribution in data. In some analyses a reweighting
is therefore performed to match the simulated distribution to the distribution in data.
Both analyses presented in this thesis are not expected to be sensitive to this effect,
therefore no reweighting has been performed.

References

1. Aad G et al (2008) The ATLAS experiment at the CERN large Hadron Collider. JINST
3:508003. https://doi.org/10.1088/1748-0221/3/08/S08003

2. Haywood S et al (1997) ATLAS inner detector: Technical design report, 2. Technical design
report ATLAS. Geneva: CERN

3. ATLAS central solenoid: Technical design report. Technical design report ATLAS. Electronic
version not available. Geneva: CERN (1997)

4. Wermes N, Hallewel G (1998) ATLAS pixel detector: Technical design report. Technical design
report ATLAS. Geneva: CERN

5. Capeans M et al (2010) ATLAS insertable B-layer Technical design report. Technical
report CERN-LHCC-2010-013. ATLAS-TDR-19. Geneva: CERN. https://cds.cern.ch/record/
1291633

6. ATLAS liquid-argon calorimeter: Technical design report. Technical design report ATLAS.
Geneva: CERN (1996)

7. Nikiforou N (2013) Performance of the ATLAS Liquid Argon Calorimeter after three years
of LHC operation and plans for a future upgrade. In: Proceedings, 3rd international confer-
ence on advancements in nuclear instrumentation measurement methods and their applica-
tions (ANIMMA 2013). https://doi.org/10.1109/ANIMMA.2013.6728060, arXiv: 1306.6756
[physics.ins-det]. https://inspirehep.net/record/1240499/files/arXiv:1306.6756.pdf

8. ATLAS calorimeter performance: Technical design report. Technical design report ATLAS.
Geneva: CERN (1996)


https://doi.org/10.1088/1748-0221/3/08/S08003
https://cds.cern.ch/record/1291633
https://cds.cern.ch/record/1291633
https://doi.org/10.1109/ANIMMA.2013.6728060
http://arxiv.org/abs/1306.6756
https://inspirehep.net/record/1240499/files/arXiv:1306.6756.pdf

72

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.
22.

23.

24.

25.

26.

27.

28.

29.

30.

31

5 The ATLAS Experiment

. ATLAS Collaboration. Electron and photon energy calibration with the ATLAS detector using

LHC Run 1 data. In: Eur Phys J C74.10:3071 (2014). https://doi.org/10.1140/epjc/s10052-
014-3071-4, arXiv: 1407.5063 [hep-ex]

ATLAS tile calorimeter: Technical design report. Technical design report ATLAS. Geneva:
CERN (1996)

Artamonov A et al (2008) The ATLAS forward calorimeters. JINST 3:02010. https://doi.org/
10.1088/1748-0221/3/02/P02010

ATLAS muon spectrometer: Technical design report. Technical design report ATLAS. distri-
bution. Geneva: CERN (1997)

ATLAS magnet system: Technical design report, 1. Technical design report ATLAS. Geneva:
CERN (1997)

Badiou JP et al (1997) ATLAS barrel toroid: Technical design report. Technical design report
ATLAS. Electronic version not available. Geneva: CERN

ATLAS end-cap toroids: Technical design report. Technical design report ATLAS. Electronic
version not available. Geneva: CERN (1997)

Casadei D (2012) Performance of the ATLAS trigger system. J Phys Conf Ser 396:012011.
https://doi.org/10.1088/1742-6596/396/1/012011

Jenni P et al (2003) ATLAS high-level trigger, data-acquisition and controls: Technical design
report. Technical design report ATLAS. Geneva: CERN

Lehmann Miotto G (2010) Configuration and control of the ATLAS trigger and data acquisition.
Nucl Instrum Methods A623:549-551. https://doi.org/10.1016/j.nima.2010.03.066

Eck C et al (2005) LHC computing Grid: Technical design report. Version 1.06 (20 June 2005).
Technical design report LCG. Geneva: CERN. https://cds.cern.ch/record/840543

Jones R (2003) ATLAS computing and the GRID. Nucl Instrum Methods A502:372-375.
https://doi.org/10.1016/S0168-9002(03)00446-7

High Performance Computing Group, University of Mainz. https://hpc.uni-mainz.de

Brun R, Rademakers F (1997) ROOT: an object oriented data analysis framework. Nucl Instrum
Methods A389:81-86. https://doi.org/10.1016/S0168-9002(97)00048-X

Balagura V (2011) Notes on van der Meer Scan for Absolute Luminosity Measurement.
Nucl Instrum Methods A654:634—638. https://doi.org/10.1016/j.nima.2011.06.007, arXiv:
1103.1129 [physics.ins-det]

Aad G et al (2013) Improved luminosity determination in pp collisions at /s = 7 TeV using
the ATLAS detector at the LHC. Eur Phys J C73.8:2518. https://doi.org/10.1140/epjc/s10052-
013-2518-3, arXiv: 1302.4393 [hep-ex]

Luminosity Group T (2012) Preliminary Luminosity Determination in pp Collisions at /s = 8
TeV using the ATLAS detector in 2012. Technical report ATL-COM-LUM-2012-013. Geneva:
CERN

ATLAS Physics Modeling Group. https://twiki.cern.ch/twiki/bin/view/Atlas/
LuminosityForPhysics (Internal documentation)

Agostinelli S (2003) GEANT4: a simulation toolkit. Nucl Instrum Methods A506:250-303.
https://doi.org/10.1016/S0168-9002(03)01368-8

Dobbs M, Hansen JB (2001) The HepMC C++ Monte Carlo event record for high energy
physics. Comput Phys Commun 134:41-46. https://doi.org/10.1016/S0010-4655(00)00189-2
Aad Getal (2010) The ATLAS Simulation Infrastructure. In: Eur Phys J C70:823-874. https://
doi.org/10.1140/epjc/s10052-010-1429-9, arXiv: 1005.4568 [physics.ins-det]

Physics Analysis Tools. Pileup Reweighting. https://twiki.cern.ch/twiki/bin/viewauth/
~AtlasProtected/ExtendedPileupReweighting

ATLAS Data Preparation Group. https://twiki.cern.ch/twiki/bin/view/AtlasPublic/
DataPrepGenPublicResults


https://doi.org/10.1140/epjc/s10052-014-3071-4
https://doi.org/10.1140/epjc/s10052-014-3071-4
http://arxiv.org/abs/1407.5063
https://doi.org/10.1088/1748-0221/3/02/P02010
https://doi.org/10.1088/1748-0221/3/02/P02010
https://doi.org/10.1088/1742-6596/396/1/012011
https://doi.org/10.1016/j.nima.2010.03.066
https://cds.cern.ch/record/840543
https://doi.org/10.1016/S0168-9002(03)00446-7
https://hpc.uni-mainz.de
https://doi.org/10.1016/S0168-9002(97)00048-X
https://doi.org/10.1016/j.nima.2011.06.007
http://arxiv.org/abs/1103.1129
https://doi.org/10.1140/epjc/s10052-013-2518-3
https://doi.org/10.1140/epjc/s10052-013-2518-3
http://arxiv.org/abs/1302.4393
https://twiki.cern.ch/twiki/bin/view/Atlas/LuminosityForPhysics
https://twiki.cern.ch/twiki/bin/view/Atlas/LuminosityForPhysics
https://doi.org/10.1016/S0168-9002(03)01368-8
https://doi.org/10.1016/S0010-4655(00)00189-2
https://doi.org/10.1140/epjc/s10052-010-1429-9
https://doi.org/10.1140/epjc/s10052-010-1429-9
http://arxiv.org/abs/1005.4568
https://twiki.cern.ch/twiki/bin/viewauth/~AtlasProtected/ExtendedPileupReweighting
https://twiki.cern.ch/twiki/bin/viewauth/~AtlasProtected/ExtendedPileupReweighting
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/DataPrepGenPublicResults
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/DataPrepGenPublicResults

Chapter 6 )

Particle Reconstruction and Geda
Identification in ATLAS

In the following chapter, the reconstruction and identification of tracks (Sect.6.1),
electrons, muons, jets (Sects.6.2 to 6.4) and of the missing transverse momentum
(Sect. 6.5) is discussed.

6.1 Track Reconstruction

Aim of the track reconstruction is to reconstruct the path of a charged particle through
the inner detector. In case of a muon, also the path through the muon spectrometer
is relevant. However, this part is discussed in Sect.6.3 and in the following only
the reconstruction of tracks in the inner detector is discussed. In this section the
concept of the track reconstruction is summarized. Tracks are reconstructed in the
inner detector using a sequence of algorithms. More details on the algorithms can be
found in Ref. [1].

In a first step, hits in the pixel detector and the SCT are transformed into three
dimensional space points. For the SCT a hit from either side of the module is required
to obtain both coordinates. The hits in the TRT are transformed into drift circles using
the timing information. A track seed is formed from a combination of space points
in the three pixel layers and the first SCT layer. These track candidates are then
extended up to the fourth layer of the SCT by using a Kalman-filter [2] which takes
into account material corrections. The track candidates within the acceptance of the
TRT are then fitted and extended by the TRT hits. This first step of reconstruction
aims mainly towards the reconstruction of tracks from prompt particles.'

IPrompt particles are defined as particles with a mean lifetime of greater than 3 x 10~ !!'s directly
produced in a pp interaction or from the subsequent decays or interactions of particles with a
lifetime shorter than 3 x 10!,
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Subsequently an algorithm starts from hits in the TRT that have not been associated
to any track yet. It extends the track inwards by adding hits from the SCT and pixel
detector. This second step mainly reconstructs tracks from converted photons and
long-lived particles, which do not necessarily have a hit in the inner most layers of
the detector.

After all tracks are fitted, vertex finder algorithms are used to assign the tracks to
their vertices. A reconstructed vertex is required to have at least two tracks associated
to it. The primary vertex is defined as the vertex with the highest > p% of all tracks.
The position of the proton beam is measured by monitoring the primary vertex
position over a certain time and taking the beam position from the mean of the
Gaussian distribution. The vertices are afterwards re-reconstructed with the position
of the proton beam as an additional measurement. Resolutions achieved for vertices
are about 23 pm in transverse direction and 40 wm along the beam axis [3]. After the
vertex reconstruction,additional algorithms search for secondary vertices and photon
conversions.

A more detailed description of the track reconstruction and of the performance
during the 2012 data taking is given in Ref. [4].

Important quality criteria for tracks are the transverse and longitudinal impact
parameters dy and zo. The transverse impact parameter dy is the distance in the
transverse plane of the track from the position of the proton beam or the primary
vertex. In this thesis requirements are placed on the d, significance, which is defined
as dy divided by its uncertainty. Non-prompt particles are expected to have a larger
dy and a requirement on this parameter is hence a possibility to distinguish prompt
particles from non-prompt particles. The longitudinal impact parameter z is the
distance of the track from the vertex along the beam axis. It is usually defined with
respect to the primary vertex.

6.2 Electrons

Since electrons and positrons only differ in the curvature of their tracks, but have the
same signature, positrons are in this thesis from now on also denoted as electrons.
The electron reconstruction, identification, trigger, calibration, and corrections which
have to be applied to the simulation are in the following discussed. The section
concentrates on electrons in the region |n| < 2.47 which are meant for precision
measurements. Electrons reconstructed in the forward calorimeters are not discussed.

6.2.1 Reconstruction

Reconstruction of an electron candidate starts always from an energy deposition
(cluster) in the electromagnetic calorimeter. To search for such a cluster, a sliding-
window algorithm [5] is used. The electromagnetic calorimeter is first divided into an
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n-¢-matrix with N,, = 200 and Ny = 256. Thereby matrix elements with a concrete
size of the calorimeter cells in the second layer (An x A¢ = 0.025 x 0.0245) are
formed. In a first step a window of the size 3 x 5, in units of 0.025 x 0.0245 in
7 X ¢ space, runs over the matrix and searches for an energy deposition with a
transverse energy above 2.5 GeV. In a second step, tracks are searched which match
the identified clusters. The distance between the track impact point and the cluster
center is required to satisfy |An| < 0.05. To account for radiation losses due to
Bremsstrahlung an asymmetric A¢ cut is chosen. Track impact point and cluster
center have to have a A¢ < 0.1 on the side where the extrapolated track bends, and
A¢ < 0.05 on the other side. The cluster is discarded as an electron candidate if no
track is matched to it. If there is more than one track matching to the cluster, the ones
with hits in the pixel detector and SCT are preferred and the one with the smallest
AR to the cluster is chosen. After matching the track, the electron cluster is rebuilt
using a 3 x 7 (5§ x 5) window in the barrel (endcap). The larger window in ¢ in the
barrel region is chosen to account for radiation losses due to Bremsstrahlung. The
cluster energy is then determined by summing the estimated energy deposited in the
material before the electromagnetic calorimeter, the measured energy deposited in the
cluster, the estimated energy deposited outside the cluster, and the estimated energy
deposited beyond the electromagnetic calorimeter. A more detailed description of
the electron reconstruction is given in Refs. [6, 7].

6.2.2 Identification

A large part of the reconstructed electron candidates are not real electrons. The falsely
reconstructed electrons, which are dominantly jets, have to be rejected. It is at the
same time necessary to make sure that a sufficient amount of real electrons is kept.
ATLAS provides two different electron identification methods, the first is based on
cuts of track and shower shape variables [8], and the second is based on a likelihood
approach [9]. Three different levels of identification loose, medium and tight are
defined for both approaches. These three identification levels are optimized in such a
way that a signal efficiency of 90% for loose, 80% for medium, and 70% for tight is
achieved, whereas the background rejection is getting higher from loose to tight. The
levels are designed in a way that the medium identification level fully contains the
loose level as well as the tight level contains medium. The three identification levels
for both approaches are in the following briefly introduced and explained. Figure 6.1
shows a schematic view of the electron reconstruction and identification principle.

6.2.2.1 Cut-Based Identification

The loose identification level imposes restrictions on the ratio between the transverse
energy in the electromagnetic and hadronic calorimeter to reject jets which would
cause a high energy deposition in the hadronic calorimeter. If the energy deposited
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Fig. 6.1 Schematic view of the electron reconstruction and identification. Figure taken from
Ref. [9]

in the first layer of the electromagnetic calorimeter is more than 0.5% of the total
deposited energy, further cuts on the first layer deposition are imposed. The total
shower width in the first layer wgy, is defined as

Zi Ei (l - imax)2
YLE

where 1 is the index of the strip in the first layer and i« the index of the strip with
the highest energy. Typically wg, is defined summing over 20 strips in 7. Jets have
broader showers than electrons and thus can be rejected by restricting the shower
width towards lower values. A jet can contain 7 mesons which decay dominantly
into two photons, leading to two nearby energy depositions in the electromagnetic
calorimeter. To reject photons from such a decay 7° — 7+, a second maximum in
the energy deposition of the first layer can be searched. The quantity E. 4 is the
difference between highest and second highest energy deposition in one of the strips,
divided by its sum. If the difference between these energies is below a certain value,
then the candidate is assumed to originate from a 7° decay and is rejected. In the
second layer of the electromagnetic calorimeter, restrictions on the ratio R, between
the energies deposited in a window of 3 x 7 to the window 7 x 7 are imposed. By
restricting the ratio to higher values, it is ensured that not a broad symmetric shower is
selected, like typical for hadronic showers, but a shower broad in ¢ like it is expected
due to radiated Bremsstrahlung.? A similar quantity, sensitive to the same issue, is
the lateral shower width in the second layer w,, . It is defined by

6.1)

Wstot =

2The shower is expected to be broader in ¢ due to the radiated photons from Bremsstrahlung, which
are measured nearby in ¢ to the electron cluster.
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where i is the index of the cell in the second layer. The sum is calculated within a
window of 3 x 5 cells. To ensure the matching between the chosen track and the
cluster, it can be required that the distance An,; of the impact point of the track and
the 7 of the cluster in the first layer is below a certain value. The track is also required
to have a sufficient amount of hits in the pixel (n p;y.;) and SCT (ng;) detector.

The medium identification level imposes the same cuts as the loose identification
level but uses partially tighter restrictions. Additionally to ensure that the shower
barycenter is in the second layer, the ratio between the energy in the third layer to
the complete cluster energy ( f3) is restricted. This cut is only imposed to clusters
with a pr lower than 80 GeV, since for growing pr the barycenter moves towards the
hadronic calorimeter. Electrons should cause transition radiation in the TRT above a
certain threshold. For electrons within the acceptance of the TRT it is required that a
sufficient amount of the TRT hits are such high-threshold hits (Fp ). To reject tracks
which are coming from secondary vertices or photon conversions, it is required that
the associated track has a hit in the first layer of the pixel detector (7 g4y, ). Finally,
to ensure that the track originates from a primary vertex, a cut is imposed on the
transverse impact parameter d.

The right identification level imposes the same cuts as the medium identification
level with again partially tighter restrictions. To ensure that the track and the cluster
belong to the same physics object, a cut is made on the ratio E/p of the measured
energy and the measured momentum. To tighten the matching between track and
cluster, an additional A¢ cut is imposed and to further constrain the track quality a
minimum number of hits in the TRT (n7gr) is required. Electron candidates which
are flagged by a specific algorithm as objects which are coming from a photon
conversion are also rejected.

6.2.2.2 Likelihood-Based Identification

The likelihood-based identification is a multivariate analysis technique that simul-
taneously evaluates several properties of the electron candidates when making a
selection decision. A probability density function is created using n variables with
discriminating power (signal vs. background), where X is the set of variables for
a given electron. The same set of variables is used as in the cut-based approach
described above. An exception are the variables E/p, wgor, |A¢|, and the number
of hits of the track. Each electron is assigned with a discriminant value d:

Lg

T Ls+Ls Ls(x) = l_[ Pg i (xi), (6.3)

i=1

dr
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where Ps ; (x;) is the value of the signal probability density function of the i" variable
evaluated at x;. Lp is defined in the same way as Lg, where Pg ;(x;) refers to the
background probability function. The likelihoods are optimized on a Monte Carlo
sample with Z — ee (signal) events and simulated events containing two jets (back-
ground). Differences of the width or position in the distributions of the variables
X are observed between data and simulation. Hence, during the optimization, these
distributions are corrected to match the distributions in data.

Cuts, which obtain the target electron efficiencies, are placed on the likelihood
discriminant and the number of track hits. This ensures that the three different iden-
tification levels are a subset of each other. During the 2015 data taking, an efficiency
loss at high pr was observed for the tight identification level. This problem was not
observed for the medium identification level. As a solution, the cut on the likelihood
discriminant was reduced above pr = 125 GeV to the cut value of the medium level.
To provide additional discrimination in this region, additional cuts, similar to those
used in the cut-based approach, are placed on E/p and wgy. The likelihood-based
approach allows for better background rejection for a given signal efficiency than
the cut-based identification that would use selection criteria sequentially on each
variable. It needs on the other hand a better understanding of the differences between
data and simulation.

6.2.2.3 Isolation

Isolation requirements can be imposed, since single electrons should produce a
shower located in a rather small region, whereas jets produce broader showers. The
sum of the energy in a region around the cluster center larger than a certain radius
AR, can be used to discriminate between isolated electron candidates, e.g., from
W or Z decays and non-isolated electron candidates from jets. Similar isolation
requirements can be imposed on the tracks surrounding an electron candidate. Such
isolation requirements are not imposed by the three identification levels and can be
applied additionally to electron candidates.

6.2.3 Electron Trigger

Triggers are used to select events containing electrons. All electron triggers are
seeded by a Level-1 trigger requiring one or multiple electromagnetic calorimeter
trigger objects above a certain energy threshold. To further enhance the purity of the
data and to reduce the rate of the triggers, identification requirements are placed at
the HLT level. These identification criteria are similar to the offline requirements but
always slightly looser to avoid efficiency losses. Triggers exist for both, the cut-based
approach and the likelihood-based approach. In case of the cut-based identification,
also triggers meant for triggering photons can be used, as the identification level
imposed on these does not include track information and places the same require-
ments on the electromagnetic clusters as the electron triggers.
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6.2.4 Electron Energy Correction

The energy of an electron candidate is built from the energy of a cluster of cells in
the electromagnetic calorimeter. It is calibrated to the original electron energy using
multivariate techniques which are based on simulation. The calibration procedure is
described in detail in Ref.[7].

To further calibrate the reconstructed energy of the electrons in data, n-dependent
corrections are applied to recalibrate the energy. The corrections are small and below
one percent with an accuracy on the order of 0.1%. They were obtained by selecting
a sample of Z- and J/1- candidates. The corrections are then derived by comparing
these resonances in data and Monte Carlo simulation. For the recalibration, correc-
tions® were used, obtained by the electron performance group of ATLAS [7].

In the Monte Carlo simulation a too optimistic energy resolution of the electro-
magnetic calorimeter is assumed. For this reason, the simulated energy gets smeared
by a correction following a Gaussian distribution. The width of the Gaussian distri-
bution is determined by selecting a sample of Z — ee and J/ V¥ — ee candidates
and comparing the reconstructed width of the invariant mass distribution in data and
simulation. The corrections to the energy resolution are determined by the ATLAS
electron performance group [7]. The same software tools as for the electron energy
calibration are used. The corrections are on the order of one per mille, with slightly
higher corrections around the transition region between the detector barrel and the
detector endcaps. The accuracy of these corrections is on the order of 0.01%.

6.2.5 Efficiency Corrections

The probability to select a real electron in the analysis is the product of the efficiencies
of four main steps, namely the application of the trigger algorithms, the reconstruction
of the electron object and the specific electron identification and isolation criteria.
For these four steps the efficiency in data and in simulation show small differences.
To correct for these differences, efficiency corrections are derived which are defined
as Wsr = €441a/€mc, Where € is the efficiency of a certain identification step.

The efficiency in data €4,,, is measured in a sample of Z candidates which is
obtained using a so called “tag and probe method®. In this method an electron can-
didate with a very strict identification is selected and called tag. Then a second
electron candidate, called probe, is selected which builds with the tag a pair with
an invariant mass in a window around the Z-peak. With this probe the efficiency is
studied. This method provides a clean sample of probe electrons, since the region
of the Z-peak is dominated by real electrons. The efficiency in simulation is simply
measured, by using the same tag and probe method on a Monte Carlo simulating
pp —> Z/v*+ X — ete” + X. All efficiency correction weights are derived by

3 ElectronPhotonFourMomentumCorrection-00-01-46 has been used for the analysis described in
part III and ElectronPhotonFourMomentumCorrection-00-00-34 for the analysis described in part
Iv.
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the ATLAS electron performance group [8, 9]. A tool* is provided which contains
the efficiency corrections. The derived efficiency corrections weights are binned in
electron pr and 7). They typically deviate from one on the order of one percent and
are applied as weight on a single object basis.

6.3 Muons

The muon reconstruction, identification, trigger, and corrections which have to be
applied to the simulation are in the following discussed. This section concentrates
on muons used in the analysis of the 2015 data set. The reconstruction of muons in
the 2012 data set is very similar but slightly different in some places. It is described
in more detail in Ref. [10].

6.3.1 Reconstruction

The muon reconstruction starts with the track reconstruction in the muon spectrom-
eter. A Hough transform [11] is used to search for hits aligned on a trajectory in the
MDT and trigger chambers. In the CSC a slightly different algorithm is used. Muon
track candidates are then built by fitting the hits found in the muon system. The fit
starts from the middle layers of the spectrometer and then extends to the inner and
outer layers.

Different muon reconstruction algorithms then combine the information from the
muon spectrometer with the information in the inner detector and calorimeters. At
the beginning, track reconstruction in the inner detector and the muon spectrometer
is performed independently. The main algorithm performs a global refit of the tracks
in the inner detector and muon spectrometer. During the fit, muon spectrometer
hits may be added or removed to allow for a better track quality. Most muons are
reconstructed by starting from the muon spectrometer track and extending it into the
inner detector. In a complementary approach the fitting procedure starts in the inner
detector. Muons reconstructed by this algorithm are referred to as combined muons.

Additional reconstruction algorithms exist which combine single tracks in the
inner detector with the energy deposition in the calorimeter® (calorimeter-tagged
muons), a muon track in the inner detector is extrapolated to a single hit in the
muon spectrometer (segment-tagged muons), or tracks in the muon spectrometer to
not match any track in the inner detector (extrapolated muons). The muon quality
of these reconstruction algorithms is in general lower. They are described in more
detail in Ref.[12].

4ElectronEfficiencyCorrection-00-01-42 has been used for the analysis described in part IIT and
ElectronEfficiencyCorrection-00-00-50 for the analysis described in part IV.

>Muons deposit an energy of about 3 GeV when traversing the calorimeter. The deposited energy
is independent of the muon momentum.
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6.3.2 Identification

A part of the reconstructed muon candidates originate from pion and kaon decays.
These muons are considered as background and are suppressed by applying quality
requirements on the muon candidate. The requirements are designed to have at the
same time a high efficiency for prompt muons and to guarantee a robust momentum
measurement.

Muon candidate which originate from in-flight decays of charged hadrons often
show the presence of a distinctive “kink’ in the reconstructed track. As a consequence
they have a lower fit quality and the momentum measured in the inner detector and
the muon spectrometer may not be compatible. Hence, the normalized x> of the
track fit is one of the variables which can be used for the discrimination of prompt
muons and background muons. The ¢/ p significance, defined as the absolute value
of the difference between the ratio of the charge and momentum of the muon track
measured in the inner detector and in the muon spectrometer divided by the sum in
quadrature of the corresponding uncertainties, is another quantity which can be used.
A similar quantity is p/, the absolute value of the difference between the transverse
momentum measurements in the inner detector and muon spectrometer divided by
the pr of the combined track. To ensure a good track quality, specific requirements
on the number of hits in the inner detector and muon spectrometer are used. A muon
candidate is required to have at least one hit in the pixel detector, five hits in the
SCT, and that 10% of the TRT hits originally assigned to the track are included in
the combined fit. The latter requirement is only applied to muon candidates inside
the acceptance of the TRT.

Four muon identification selections (loose, medium, tight, high- pr) are defined by
the ATLAS muon performance group. The medium identification is the default muon
definition used in ATLAS. The high-pr identification level aims to maximize the
momentum resolution for muons with py > 100 GeV. It was specifically designed
for the analysis presented in part III and for the search of a heavy dimuon resonance
(Z’). These two identification levels are in the following described in more detail,
the loose and tight identification levels are described in more detail in Ref. [12].
The medium identification level includes only combined muons and extrapolated
muons. The former are required to have at least three hits in at least two MDT layers,
except for the muons within || < 0.1, where one layer is required. The latter are only
used in the region 2.5 < |n| < 2.7 which is not relevant for this thesis. In addition a
requirement of ¢/ p significance smaller than 7 is imposed.

The high-pr identification level only includes combined muons. All requirements
imposed by the medium selection are also applied here. On top of these criteria each
muon is required to have at least hits in three precisions layers of the muon spec-
trometer. For a precise momentum measurement, the inner tracking detector and
the muon spectrometer chambers have to be precisely aligned. All muon candidates
whose tracks in the muon spectrometer fall into poorly aligned chambers of the muon
spectrometer according to their tracks’ 17 — ¢ coordinates are also rejected. The align-
ment is usually ensured by taking data without the toroidal magnet and exploiting
the straight track pointing from the inner tracking detector to the muon spectrometer.
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For some newly installed chambers the alignment was not yet fully understood and
the regions are therefore vetoed. The vetoed regions are the barrel/endcap overlap
region 1.01 < |n| < 1.1 and the regions 1.05 < |n| < 1.3 for 0.21 < |¢| < 0.57,
1.00 < |¢] < 1.33,1.78 < |¢| < 2.14 and 2.57 < |¢| < 2.93.

6.3.2.1 Isolation

Isolation requirements can be imposed, since non-prompt muons are often accompa-
nied by other charged particles contained in a jet. The sum of the track pr in a region
around the muon track larger than a certain radius AR, can be used to discriminate
between prompt muons, e.g., from W or Z decays and non-prompt muons in jets,
e.g., from hadron decays.

6.3.3 Muon Trigger

Triggers are used to select events containing muons. All muon triggers are seeded by
a Level-1 trigger requiring one or multiple muon candidates, reconstructed from the
trigger chamber hits as described in 5.6. In the HLT, the information from the MDT
chambers is added and a track from the muon spectrometer hits is formed using a
simple parameterized function. The track in the muon spectrometer is then combined
with the closest track in the inner detector. If the muon candidate still passes a certain
pr requirement, a track reconstruction similar to the offline reconstruction is per-
formed. The selection of the muon candidates is in the end based on the multiplicity,
transverse momentum, and track isolation requirements.

6.3.4 Muon Momentum Scale and Resolution Corrections

Similarly to the electrons, corrections are derived to correct for differences of the
muon momentum scale and resolution observed between data and simulation. In
contrast to the electron calibration, no corrections are applied to data. The corrections
are derived by comparing the position and width of the Z- and J /1)-resonance in data
and Monte Carlo simulation. As the corrections are only applied to simulation, the
position of the Z- and J/i-resonance in data does not necessarily match the PDG
value which was used in the simulation. The corrections are binned in muon 7 and
are typically in the per mille range for the momentum scale (with an accuracy on the
order of 0.1%) and in the low percent range for the resolution.

6.3.5 Efficiency Corrections

Similar to the efficiency corrections for electrons, also efficiency corrections for the
muon reconstruction, isolation, and trigger efficiency are derived. They are calculated
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using a tag and probe method selecting a sample of Z- and J/v-candidates. The
corrections are binned in 7 and ¢, no strong pr dependency was observed. A detailed
description of the efficiencies derived for the muons in the simulation of the 2015
data set can be found in Ref. [12]. The corrections are on the order of a few percent.

6.4 Jets

The jet reconstruction, identification, trigger, and corrections which have to be
applied are discussed in the following. The section follows largely the discussion
in Ref. [13].

6.4.1 Reconstruction

Jets are collimated bundles of hadrons emerging from the fragmentation of high
energetic partons. Hence, they are depositing their energy in the calorimeters. The
main part of the energy is usually measured in the hadronic part of the calorimeter.
Clusters of energy deposits in the calorimeter are built from topological connected
calorimeter cells that contain a significant signal above noise [5, 14]. These clusters
are called “topo-clusters”. The ATLAS hadronic calorimeter is a non-compensating
calorimeter, i.e. the energy measured for hadronic showers does not correspond to the
true energy. The measured clusters are therefore reconstructed at the electromagnetic
scale. Techniques exist (local cluster weighting) which correct for this, but are not
used in this thesis and thus not further discussed. The energy clusters are subsequently
used as an input for jet finding algorithms.

The main jet finding algorithm in ATLAS is the anti-k; algorithm [15]. It fulfills
the requirements for a jet algorithm to be collinear and infrared safe, i.e., its result
does not change significant if small angle or low energy gluon emission appeared.
The basic idea of this algorithm is to introduce distances d;; between objects i and
J and d;p between object i and the beam (B). If the smallest distance is d;;, the
two objects are recombined, if the smallest distance is d;p, i is considered as a jet
and removed from the list of considered objects. The calculation of the distances is
repeated until no objects are left. The definition of the distances is:

2
A,

= dip = k2 (6.4)

dij = min(k, * k1) o

ti ?

where Al.zj =(yi — yj)2 + (¢ — d>j)2 and k¢ ;, y;, and ¢; are the transverse momen-
tum, rapidity, and azimuth angle of particle i, respectively. R is the radius parameter
determining the size of the jets. In this thesis only jets with aradius parameter R = 0.4
are used.
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6.4.2 Jet Energy Calibration

The jets defined by the anti-k; algorithm use hadronic clusters calibrated to the
electromagnetic energy scale. Hence, they have to be calibrated to obtain the four
momentum of the jet. The jet energy scale is therefore calibrated in several steps. First,
a correction is applied to account for the energy offset caused by pile-up interactions.
Inanextstep an origin correction is applied to the jet direction, to make the jet pointing
back to the primary vertex instead of the nominal interaction point. Then, a Monte
Carlo based correction is applied to the jet energy. Finally, a residual correction,
derived from in situ, is applied to jets reconstructed in data. The methodology of
deriving these corrections is described in Ref. [13]. The corrections are provided by
the ATLAS jet performance group [16] and implemented in a software tool.®

6.4.3 Identification

Jets can originate from events in which one of the protons collides with the residual
gas within the beam pipe or with material outside of the ATLAS detector, for example
the collimators. These jets are considered as background, since they are not originat-
ing from a pp collision. Another source of background are cosmic-ray muons and
calorimeter noise. Quality criteria are defined by the ATLAS jet performance group
to reject these background jets. The criteria are based on the quality of the energy
reconstruction, the jet energy deposits in the direction of the shower development,
and reconstructed tracks matched to the jet. The identification criteria are discussed
in more detail in Ref. [17]. Jets from background events usually make up a very small
fraction.

To differentiate jets from pile-up vertices and jets from the hard-scatter vertex,
a multivariate technique is used. The jet-vertex-tagger [18] uses a combination of
track-based variables to quantity the likelihood that a jet originates from a hard-
scatter process. The values of the tagger range from 0 (most likely pile-up jet) to 1
(most likely hard-scatter jet).

6.4.4 Jet Trigger

At the Level 1 trigger, jets are built from trigger towers using a sliding-window
algorithm. In case of a positive trigger decision, the jets are refined in the HLT using
reconstruction algorithms similar to those described above.

6JetCalibTools-00-04-61 has been used for the analysis presented in part ITI.
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6.4.5 Correction of the Simulation

A potential difference can emerge from the jet energy resolution in data and sim-
ulation. However, in both, the simulation describing the 2012 data and simulation
describing the 2015 data, these differences were found to be negligible [16]. No fur-
ther corrections are therefore applied but systematic uncertainties might come along
with the jet energy resolution in the simulation.

6.5 Missing Transverse Momentum

Neutrinos leave the detector unseen and can only be reconstructed indirectly by
reconstructing the missing transverse momentum E'T“i“, the momentum imbalance
of the event. The measurement of EIM* is mainly relevant for the thesis presented in
part III. The procedure described in the following section is therefore following the
procedure used for the 2015 data set. The information of this section is based on the
Refs.[19, 20].

The E }“i” reconstruction process uses reconstructed, calibrated objects to estimate
the transverse momentum imbalance in an event. An object based reconstruction
provides a better E%‘iss resolution than a simple sum of calorimeter cells or tracks,
as object specific calibrations can be applied. The components of EX* of an event
is defined in the following way

BRI = N EDST BT B B BN (69
The terms for the charged leptons, photons, and jets correspond to the calibrated
momenta’ for the respective objects. Analysis specific selections are applied to these
objects. The calorimeter energy depositions are associated in a specific order to avoid
overlap between objects. An energy deposition already used will not be considered for
any other object. The order is as follows: electrons, photons, hadronically decaying
7’s, jets and finally muons. Tracks which are not considered to any of the objects are
combined in the track soft term E:::lysf <oft A different possibility would be to sum
all calorimeter cells which have not been associated to any of the objects. However,
the track based soft term was found to be more robust against pile-up and is as
a consequence used as default in the analysis presented in part III. The analysis
presented in part IV uses in some places an ET* variable for cuts and further checks
of the analysis performance. The EX performance is here not crucial, hence a
calorimeter based soft term is used and no further calibration was applied to the
objects. From the components the magnitude E* and azimuthal angle ¢™* can be
calculated as

7In case of the hadronically decaying 7-leptons only the hadronic jet is calibrated and no correction
is applied for the momentum carried away by the neutrino.
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E_r}liss — \/(E)I(niss)Z + (E;/niSS)z’ ¢miss — arctan(E;niSS/E)‘f‘iss). (66)

The 7, photon and track soft term selection is in the following briefly discussed. The
selection of the other objects is discussed in more detail in Sect.9.2.

6.5.1 Photon Selection

The photon identification exploits the evolution of the electromagnetic showers.
Different cut-based and likelihood-based identification levels exist similar to those
described for electrons. Only photons passing a tight identification level are used
for the E'Tniss calculation. Furthermore, the photons have to have pr > 25 GeV and
Inl < 2.37. Photons falling within the transition region of the barrel and endcap
electromagnetic calorimeters 1.37 < |n| < 1.52 are also discarded. A more detailed
description of the photon identification can be found in Ref. [21].

6.5.2 T Selection

Hadronically decaying 7’s may be differentiated from jets based on their low track
multiplicity and narrow shower shape. These and other discriminating characteris-
tics are combined in a Boosted Decision Tree. The 7 candidates entering the EM*S
selection are passing a medium identification level. Furthermore, they have to have
pr > 20 GeV and |n| < 2.5. Tau candidates falling within the transition region of
the barrel and endcap electromagnetic calorimeters 1.37 < |n| < 1.52 are also dis-
carded. A more detailed description of the 7 identification can be found in Ref. [22].

6.5.3 Track Soft Term Selection

For the calculation of the track soft term, only tracks are considered which have
pr > 0.5 GeV and which lie within the acceptance of the inner detector (|n| < 2.5).
Furthermore, all tracks are required to have at least 7 hits in the pixel detector and
SCT. Only tracks originating from the primary vertex (largest ) p%) are considered
and required to have a transverse impact parameter d; of less than 1.5 mm. It is also
required that the dj significance is less than 3.

Tracks which satisfy these selection criteria and are not associated to any of the
reconstructed objects passing the selection criteria are used. The tracks are excluded
if they are within AR = 0.05 of an electron or photon cluster, or within AR =
0.2 of a hadronically-decaying 7. Tracks associated to a muon are replaced by the
combined track fit of the muon spectrometer and inner detector. Since the tracks are
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matched to the primary vertex, the track soft term is relatively insensitive to pile-up. It
does however, not include contributions from soft neutral particles and from regions
outside of the inner detector acceptance (|n| > 2.5).
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Chapter 7 ®)
Motivation e

The conceptual problems of the Standard Model and open questions like the nature
of dark matter motivate the search for new physics. New physics models which try
to solve these problems or find an explanation for the open questions are often an
extension of the Standard Model. These new physics models almost always predict
new particles that can be searched for. The hierarchy problem motivates the appear-
ance of new physics at the TeV scale. While there are very well-elaborated theories,
like Supersymmetry, which often make rather explicit predictions about the particles
that are expected, there are at the same time a lot of theories which are still in the
conceptual phase. Many theories beyond the Standard Model extend the Standard
Model gauge groups. These new gauge groups lead to new gauge bosons that can
behave similar as the W and Z bosons in the Standard Model. Some theories which
predict a new heavy charged boson have been introduced in Sect. 2.3.3. It should also
be considered that it is possible that the true extension of the Standard Model has not
yet been thought of.

The new heavy charged bosons might decay into a charged lepton (£* = e*, u%)
and the corresponding (anti-)neutrino. This is a very clear final state which can
be probed in a more general way. Hence, the presented analysis aims to search for
deviations of the data from the expected Standard Model background without making
too many model specific assumptions. As a consequence, a generic heavy charged
gauge boson, the Sequential Standard Model W', is used as a reference model. In
this model, the W’ boson has the same couplings as the Standard Model W but no
couplings to W and Z bosons.

Figure 7.1 shows the ratio of the exclusion limit on the cross section of a W’ boson
and the predicted SSM cross section as a function of the W’ pole mass resulting
from previous analyses performed by the CDF [1] collaboration at the Tevatron

© Springer Nature Switzerland AG 2018 91
M. Zinser, Search for New Heavy Charged Bosons and Measurement of High-Mass

Drell-Yan Production in Proton-Proton Collisions, Springer Theses,
https://doi.org/10.1007/978-3-030-00650-1_7


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00650-1_7&domain=pdf

92 7 Motivation

T \ \ ‘
W' — Iv

\\HHH‘ 1 111H4

T \HHH‘ T TTTT
T~

% » C I
»n 10 3
© F 3
\‘_’ ) ~ *
E 0 E 3
o - —— ATLAS {s =8 TeV, 20.3 fb™" ]
-3

10 ATLAS Vs=7TeV, 47" 3
.F ATLAS s=7TeV, 1fb" ]
10 F —— CDF V5= 1.96 TeV, 5.3 0" =
C P P P T " I LT
1 2 3 4 5 6

m,,. [TeV]

Fig. 7.1 Normalized cross section limits (oyimit /ossm) for W/ bosons as a function of mass for this
measurement and from previous CDF [1] and ATLAS [3-5] searches. The cross section calculations
assume the W’ has the same couplings as the SM W boson. The region above each curve is excluded
at 95% CL

accelerator! and the ATLAS collaboration with data taken at a center of mass energy
of 7 and 8 TeV [3-5]. So far SSM W’ masses below 3.24TeV have been excluded
by the ATLAS collaboration and below 3.28 TeV by the CMS collaboration [6] with
95% confidence level (CL).

The increase in center of mass energy from 1.96 TeV at Tevatron to 7 TeV at the
LHC significantly increased the mass reach of these analyses even when using less
integrated luminosity. The presented analysis will be performed with the first data
delivered by the LHC at /s = 13 TeV. It is therefore probing a new energy regime
and a significant boost of sensitivity at the highest masses is expected. It is at the
same time also possible that new physics appears at lower masses with much lower
cross sections than predicted by the SSM. The analysis presented in this thesis will
therefore also try to improve the sensitivity in this range.

The ATLAS W’ group analyzing the 2015 data was lead by myself where I per-
formed the complete analysis of the electron channel and the statistical interpretation
of both channels. The analysis of the muon channel has afterwards been added for this
thesis. The results first have been made public in a conference note [7] (December
2015) and a publication [8] (June 2016) which has been submitted to Phys. Lett. B.

The analysis is structured as follows. In Chap. 8 the analysis strategy is introduced.
Chapter 9 is the main part of this work and describes in Sect.9.1 the Monte Carlo
samples followed by the description of the electron and muon channel event selection
in Sect.9.2. Section 9.3 discusses the estimation of the multijet background which

! Also an analysis from the DO collaboration exists [2] but it provides not the needed information
to be included in Fig.7.1.
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is arising from jets being misidentified as electron or muon and the extrapolation of
several backgrounds towards high transverse mass is described in Sect. 9.4. The esti-
mation of the systematic uncertainties is discussed in Sect. 9.5 and the chapter closes
with a comparison of the selected data with the expected background in Sect. 9.6.
Chapter 10 starts with a discussion of the statistical framework in Sect. 10.1 and the
obtained transverse mass spectra in Sect. 10.2. In Sect. 10.3 a quantification of poten-
tial observed excesses is performed by a likelihood ratio test and an exclusion limit
on the cross section of the SSM W’ is determined using a Bayesian approach and
compared to previous results in Sect. 10.4. The discussion of the analysis ends with
a conclusion and an outlook in Chap. 11.
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Chapter 8 ®)
Analysis Strategy ez

The invariant mass distribution is the most direct way to search for a new particle, as
a new particle will lead to a resonance at its pole mass. However, the invariant mass
my, of the £v-pair cannot be reconstructed, as the information about the momentum
of the neutrino can only be reconstructed indirectly and only in the transverse plane,
by reconstructing the missing transverse momentum E%’iss. A way to indirectly access
this information is to reconstruct the transverse mass mr of the event

mr = \J2pr EF(1 — cos Adu,).

where Agy, is the azimuthal angle between the lepton and EX'* in the transverse
plane and pr the transverse momentum of the lepton. The transverse mass was the
kinematic observable that played a key role in the discovery of the W boson at the
SppS collider [1, 2] and later in its precise measurement at the Tevatron collider [3-5].
Figure 8.1 shows the my,, and m distribution for four simulated SSM W’ bosons with
different pole masses. The histograms for the different pole masses are normalized to
the same area to allow for shape comparisons. The Breit—Wigner resonance, which
is visible in the m,, spectrum, is leading to a clear signature at the pole mass of the
W’. This signature is significantly diluted in the m spectrum. A peak with a sharp
edge at mt = my can be observed instead of a resonant distribution around the pole
mass of the W’. This sharp edge can be used to indirectly measure the pole mass. A
transverse mass close to the edge is only reconstructed if the W’ is produced at rest. In
this case the lepton and neutrino decay back-to-back and therefore cos A¢,, ~ —1.
Furthermore, lepton and neutrino need to have n =~ 0, so that the pt and E‘T‘rliss are
maximized and mt & my-. Every other configuration will lead to a lower transverse
mass. A significant part of the signal is therefore contributing to a tail at lower values
of mt. The signal shape in the m distribution can be described by a Jacobian peak
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Fig. 8.1 Generated invariant mass my,, (left) and generated transverse mass mr (right) distribution
a W’ with four different pole masses. The histograms for the different pole masses are normalized
to its area to allow for shape comparison
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Another important effect can be observed when comparing the signal shapes for
different pole masses. While 90% of the contribution of a W’ with a mass of 2 TeV
is still contained in a window of m,, & 500 GeV around its pole mass, this number
reduces to 26% for a W’ with a mass of 5 TeV. The rest of the signal is contributing
to a low mass tail which is getting more pronounced for higher pole masses of the
W’. The low mass tail is even larger in the m distribution. Here only 50% (9%)
of the events of a W’ with a mass of 2TeV (5TeV) are contributing to the same
window. The reason for this enhancement for higher pole masses is the low parton-
parton-luminosity for very high invariant masses. A quark-antiquark pair with very
high Bjorken-x is needed to produce a W’ at very high invariant mass my,. The
probability to find a quark-antiquark pair at very high Bjorken-x is very low while it
is enhanced at lower values of Bjorken-x.

The general strategy of this analysis is to select events with high E%‘i“ and a single
electron or muon with high pr. Figure 8.2 shows an event display of an event with
a very high transverse mass of 1.95TeV. The event contains an electron with very
high transverse momentum of pr = 1.01 TeV. The green towers depict the energy
deposits in the EM calorimeter. For this event the reconstructed EM is 0.94 TeV
and therefore well balanced with the pt of the electron. The decay products of a
heavy particle produced at rest typically have very similar pr. The direction of the
EXsS g indicated by the red dashed line. Electron and EM'* are back-to-back in the
transverse plane, leading to the very high transverse mass of the event.

The m distribution of the data will be compared to the expected backgrounds from
SM processes. The leading SM background for this analysis is off-shell' W — ¢v

1Off-shell means in this sense the production far away from the mass of the W.
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Fig. 8.2 Event display for an event recorded in 2015 with high mT in the electron channel. The
event contains an electron with pt = 1.01TeV, n = —0.9, ¢ = —2.4. The event has a missing
transverse momentum EF"* = 0.94TeV, and a transverse mass of mt = 1.95 TeV. The red dashed

line represents the E‘Tniss direction. The green towers depict the energy deposits in the EM calorimeter
of the electron. Tracks with pr > 0.5GeV reconstructed in the inner detector are shown in blue.
Figure taken from Ref. [6]

production which leads to an identical final state as a W’ boson. Figure 8.3 shows
W’ — ev signals for four different pole masses on top of the leading W — ev
background. The Jacobian peak of the W boson is visible at around mt = 80GeV.
The background is steeply falling over several orders of magnitude towards higher
mt. A W’ boson would become apparent as an resonant excess in the data above
the SM background at very high transverse mass. The interference between the W
and W’ boson are very model dependent and are therefore not simulated, as they
would contradict the idea of performing a model independent generic search. When
searching for such an excess, the shape of the signal can be exploited. In the presence
of an excess, statistical methods are used to estimate its significance, whereas in
absence of an excess a limit on the mass of a W’ boson can be calculated.

The subleading background is coming from final states containing a top- and
antitop-quark. The top- and antitop-quarks will decay dominantly viat — Wb, there-
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fore leading to a W boson plus an additional b- or b-quark. An additional background
arises from Z/~v* production which can lead to two electrons or muons with high
transverse momentum while E can be mis-reconstructed when one of the leptons
is outside of the detector acceptance or mismeasured. The decay Z/vy* — 77 can
lead to real E‘T‘rliss and electrons or muons if at least one of the 7-leptons decays
leptonically 7 — fv, vy, where £ = e, u. As W and Z/v* are contributing to the
background, also all diboson processes WW, WZ and ZZ constitute relevant back-
grounds. Backgrounds leading to multiple leptons can be reduced by requiring the
presence of exactly one lepton in the event. In addition, a background arises from
objects being misidentified as electrons or muons. This background is very different
in size and origin for the two analysis channels. In the electron channel this back-
ground mainly originates from jets being misidentified as electrons and E‘Tniss coming
from an imbalance in the event as the jet energy was not fully taken into account
or mismeasured. In the muon channel the background originates from real muons
which are coming from secondary decays of b-mesons. Most of these secondary
muons can be rejected by requiring the muon to originate very closely from the
production vertex. MC simulation reliably predicts all backgrounds containing real
leptons and will be used to estimate these. The background containing misidentified
leptons needs to be extracted from data as MC simulation in general fails to describe
the probability that a lepton is misidentified.

Initially a blinded analysis was performed by rejecting all events in data with
mT > 500GeV. The approval to include the events in the blinded region was given
by the ATLAS collaboration after presenting the analysis strategy and good under-
standing of the data in the region mt < 500 GeV. In this thesis the analysis is therefore
presented without any blinding requirements.
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Chapter 9 )
Analysis e

The following chapter describes the analysis of the electron and muon channel. First
all MC samples used for the analysis are discussed in Sect.9.1. The data used and the
event and lepton selection criteria are discussed in Sect.9.2. The determination and
validation of the multijet background is discussed in Sect. 9.3 and the extrapolation
of the MC and multijet background towards high transverse mass is presented in
Sect.9.4. The systematic uncertainties on the background estimation are discussed
in Sect. 9.5. Finally, the selected data are compared to the Standard Model background
expectation in Sect. 9.6.

9.1 Monte Carlo Simulations

The following section contains a description of the Monte Carlo samples used in
this analysis. The first part describes the signal simulations and a second part the
simulations for background processes. All MC samples used in this analysis have
been centrally provided by the ATLAS collaboration [1].

9.1.1 Simulated Signal Processes

The search will be performed over a large range in my. Therefore simulated signal
samples for a large range of pole masses are needed to test the signal hypothesis.
Producing signal samples for every pole mass tested becomes very computational
intensive. Instead a single “flat” W’ sample has been produced at leading order (LO)
using PYTHIA 8.183 [2] and the NNPDF2.3 LO PDF set [3]. For this signal sample
the Breit—Wigner term has been removed from the event generation. This leads to the
production of a flat falling spectrum, similar to the off-shell tail of the W process. In
addition, the square of the matrix element has been divided by a function of m,, to
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avoid a fast drop in cross section as a function of m,, . The final-state photon radiation
(QED FSR) and the modeling of the parton showering and hadronization is handled
by PYTHIA. The W' has the same couplings as the SM W boson. Interference effects
between the W and W’ are not included and the decay into a WZ pair is not allowed.
The interference effects and the couplings to the Standard Model bosons are very
model dependent and would contradict the idea of performing a model independent
generic search. The decay W' — tb is allowed if kinematically possible. The signal
samples are produced separately for the process W' — ev and W' — pv requiring
the invariant mass my, to be larger than 25 GeV.

The resulting samples which are approximately flat in log(m,,) can be reweighted
to any pole mass my- using the methodology described in Appendix A. Figure9.1
shows on the left side the invariant mass m,, and on the right side the transverse
mass mr of the flat signal sample before and after reweighting to pole masses of
my = 2,3,4 and 5 TeV. In addition, signal samples with a fixed mass have been
produced using the same MC setup to validate the reweighting procedure. Very good
agreement between the reweighted samples and the samples with fixed mass can be
observed over the whole my, and my range. Detailed information about the samples
can be found in the appendix in Table B.1.

The calculation of the matrix element of the hard scattering process is done in
PYTHIA at LO in QCD. Theory correction factors are provided by the ATLAS collab-
oration [4] which correct for differences between the LO calculation and calculations
including higher orders in QCD. These correction factors are obtained by a polyno-
mial fit to the ratio of the W cross section as a function of m,, at LO and NNLO
calculated using VRAP [5]. For the LO cross section the same PDF set as for the MC
generation with PYTHIA is used (NNPDF2.3L0O), while for the NNLO calculation the
CT14NNLO PDF set [6] is used. The renormalization (ug) and factorization scales
(ur) are set equal to the value of my, at which the cross section is calculated. It is
assumed that the higher order corrections derived for the W process are also valid

S0k W’ Fixed Mass 4 S0k W' Fixed Mass
o 10°F v W Flat Sample 1 o 10°F + W Flat Sample
2 10F . W Reweighted Flat Sample 2 2 10F + W Reweighted Flat Sample
k=R | “— c 1
W gt IR T "
102 F 1 102
10°f E 1070 peameaonea?* ™ e
1074 peanseer®™ T veacsesestionessTonouaeaves - 1074 B svweennapaseabss0o0es®™
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107 —m,, =2TeV = 107 —m,, =2TeV
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Fig.9.1 Truthinvariant mass and truth transverse mass spectrum of the W’signal samples generated
with a fixed mass and the flat samples reweighted to the same mass. The black triangles show the
flat sample before reweighting. In red, green, blue and black four different pole masses are shown
for the validation samples (solid line) and the reweighted flat sample (dots)



9.1 Monte Carlo Simulations 103

for the W’ process as they are very similar. The corrections are given as a function of
my,, separately for positive and negative charged W’ bosons. The resulting correction
factors are 1.34/1.37, 1.42/1.35 and 1.23/1.10 for positive/negative charged W' at
0.5,2 and 4 TeV, respectively. The effect from missing QCD diagrams is very similar
for positively and negatively charged W’ bosons. The differences between W+ and
W™ are resulting from using different PDFs for the LO and NNLO calculation.

9.1.2 Simulated Background Processes

9.1.2.1 W Production

The main background in this analysis is arising from the SM W production
pp — W+ X — fv + X. The background is originating from off-shell produced
W bosons and steeply falling towards higher mr. The background is simulated using
POWHEG- BOX v2 [7] with the CT10 PDF set [8] for the matrix element of the hard
scattering process. PYTHIA 8.186 [2] is used for the modeling of the parton shower,
hadronization and particle decays and QED FSR is simulated using Photos [9]. The
cross section for off-shell W production is strongly falling as a function of the invari-
antmass. Very large statistics would be needed to sufficiently populate the distribution
at high invariant masses and therefore high my. Thus, the background is produced
in 19 slices in invariant mass my, to save computing time. The slices are starting
from 120 GeV < my, < 180 GeV and reach up to my, > 5000 GeV. Samples for all
three lepton flavors are generated at NLO, separated into W* and W ~. The number
of generated events for each sample reaches from at low mass 500,000 down to
50,000 at high mass, corresponding to an integrated luminosity of 15.6 fb~! for W+
(22.5fb~! for W) t03.25 - 108 fb~! for W+ (8.11 - 10% fb~! for W™). Additionally,
inclusive W+ and W~ samples have been generated over the whole mass range using
the same MC setup. For the inclusive sample 30 million events are generated for W+
(40 million for W™). The cross section times branching ratio oBr for each lepton
generation is 11.3nb for W — ¢ and 8.3nb for W~ — £~ u. Events generated
with an invariant mass of my, > 120 GeV are rejected to avoid overlap between the
inclusive samples and the mass-binned samples. Detailed information about the MC
samples can be found in the appendix in Tables B.2, B.3 and B.4.

Figure 9.2 shows on the left side the resulting invariant mass and on the right side
the resulting transverse mass spectrum mr for the W+ — e*v, background. The
colored lines show the individual mass bins and the black line shows the resulting
sum of all samples scaled up by a factor of two for easier visibility. The samples
provide sufficient statistics up to very high mr of several TeV.

Theory correction factors to reweight the underlying cross section generated by
POWHEG from NLO to NNLO in QCD are derived using VRAP. The corrections
are derived in the same way as for the signal samples (see Sect.9.1.1). The result-
ing QCD correction factors are 1.03/1.04, 1.02/1.01 and 1.09/0.87 for W+ /W™ at
0.5, 2 and 4 TeV, respectively. In addition, correction factors are derived to correct
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Fig. 9.2 Generated invariant mass m,+,, and transverse mass spectrum mt of the inclusive and
invariant mass-binned W — e*v, MC samples. The colored lines show the different mass slices
and the black line the sum of all samples, scaled up by a factor of two for easier visibility

for electroweak (EW) effects beyond QED FSR. The correction is calculated sepa-
rately for both charges using MCSANC [10, 11] and includes other higher order EW
effects, namely initial state radiation (ISR), ISR/FSR interference, and Sudakov loga-
rithm single-loop corrections [12]. The resulting EW correction factors are 0.95/0.95,
0.86/0.86 and 0.81/0.80 for W' /W™ production at 0.5, 2 and 4 TeV, respectively.
The corrections have been provided by the ATLAS collaboration [4].

9.1.2.2 Z/~* Production

Neutral current Drell-Yan production (pp — Z/v* + X — ££ 4+ X) is an additional
source of high-pt leptons. If one of the leptons is outside of the detector acceptance,
large values of EF* can occur due to the mis-balance in the event. Real EF'**,
caused by neutrinos, can occur from the decay Z/~v* — 77 where the 7-leptons
decay further. The Monte Carlo samples are generated at NLO for all three lepton
flavors using the same setup as for the W process. An inclusive sample with 20 million
events, corresponding to an integrated luminosity of L, = 10.5 fb~!, is extended
to high my, with samples binned in my,. The bin ranges are the same as for the W
background. The cross section times branching ratio of the inclusive sample for one
lepton generation is cBr = 1.9 nb and therefore about a factor ten smaller than oBr
for the W background.

Theory correction factors, to correct for EW and NNLO QCD effects, are derived
in the same way as for the W background [4]. The resulting QCD correction factors
are 1.04, 1.02 and 0.94 for masses at 0.5, 2 and 4 TeV, respectively. The resulting EW
correction factors are 0.99, 0.92 and 0.88 for masses at 0.5, 2 and 4 TeV, respectively.
Detailed information about the samples can be found in the appendix in Tables B.5,
B.6 and B.7.
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9.1.2.3 Top-Quark Production

Produced top- and antitop-quarks dominantly decay into b- or b-quarks under emis-
sion of a W boson. These W bosons can then further decay into leptons. Three
different processes of top- and antitop-quark production are considered: top-antitop
pair production, single (anti-)top production, and single (anti-)top production in
association with a W. These backgrounds are from now on referred to as top-quark
background. All processes including top/antitop-quarks are simulated at NLO in
QCD using POWHEG v2 with the CT10 PDF set for the matrix element of the hard
scattering process. PYTHIA 6.428 [13] is used for the modeling of the parton shower,
hadronization and particle decays and QED FSR is simulated using Photos. The pro-
duced samples are all filtered at the generation stage for events in which at least one
of the W bosons decays into a charged lepton.

The dominant process is the production of top-antitop pairs pp — tf + X —
WTbW~b+ X. The MC sample is normalized to a cross section of o; =
832730 (scale) + 35(PDF + ) pb as calculated with the Top++2.0 [14] assuming a
top-quark mass m; = 172.5 GeV. The cross section is calculated at NNLO in QCD,
including soft-gluon resummation to next-to-next-to-leading-log order (see Ref. [14]
and references therein). The first uncertainty comes from the independent variation
of the factorization and renormalization scales, pr and pg, while the second one
is associated to variations in the PDF and «g, following the PDFALHC [15] pre-
scription.! Varying the top-quark mass by &1 GeV leads to an additional systematic
uncertainty of +23 pb, which is also added in quadrature.

Single top production in association with a W can lead up to two leptons and E‘TIliSS
from the W decay. The MC sample is normalized to a NLO cross section, including
soft-gluon resummation to next-to-next-to-leading-log, of o,y = 71.7 &= 3.8 pb [16].

Single top production can lead up to one lepton and E* from the W decay. The
MC samples are normalized to a NLO cross section, including soft-gluon resumma-
tion to next-to-next-to-leading-log, of o, = 136 £ 4pband o; = 8§1.0 =2.4pb [17].
All higher order cross sections have been provided by the ATLAS collaboration
[18, 19]. Detailed information about the samples can be found in the appendix in
Table B.8.

9.1.2.4 Diboson Production

The smallest background component is arising from the production of WW-, WZ-
or ZZ-boson pairs. These background processes are simulated at NLO in QCD using
SHERPA 2.1.1 [20] with the CT10 PDF set. SHERPA also models the parton shower,
hadronization, particle decays and QED FSR. While for other MC generators the
physics process is specified, for Sherpa only the final state is specified and all pro-

IThe PDFALHC prescription for calculating the PDF uncertainties is to take the envelope of the
uncertainties from the MSTW2008 68% CL NNLO, CT10 NNLO and NNPDF2.3 5f FFEN PDF
sets.
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cesses contributing to this final state are simulated. MC samples for the following
final states have been generated: £££€, L4y, Llvy, Lvvy, Lvqq, £Lqq. The Lvqq
final state has with 49.8 pb the largest cross section. Detailed information about the
samples can be found in the appendix in Table B.8.

9.2 Data and Selection Criteria

The following section contains a description of the data set which is used in the
analysis and all selection criteria applied at the event level and to the electrons and
muons found in the event. Finally, the signal efficiency for the presented selection
and the resolution of the relevant kinematic quantities is discussed.

9.2.1 Data

The data used in this analysis was delivered by the LHC at /s = 13 TeV and recorded
by the ATLAS experiment. The data taking period was from June to November 2015
and the recorded data set corresponds to a total integrated luminosity of 3.9 fb~!.
From June to July data was taken from collisions with a 50ns spacing between the
proton bunches in the LHC. From August onwards the spacing was reduced to 25 ns,
which is the LHC design value. Only data taken with a bunch spacing of 25 ns are used
for this analysis, as analyzing data for both conditions would also need MC samples
for both conditions and as the integrated luminosity for the 50ns data set is small.
The left plot in Fig. 9.3 shows the sum of the integrated luminosity delivered by the
LHC, recorded by ATLAS and ready for physics analyses for the data taking period
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Fig. 9.3 The left side shows the sum of integrated luminosity for data taking in 2015 by day. In
green the sum of the integrated luminosity delivered by the LHC is shown. The sum of the integrated
luminosity record by ATLAS is shown in yellow. The plot of the right side shows the number of
interactions per bunch crossing separately for the 50 and 25 ns bunch spacing conditions. Figures
are taken from Ref. [21]
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in the year 2015. The data taken with 25ns bunch spacing corresponds to a total
integrated luminosity of 3.8 fb~! and a mean number of simultaneous collisions of
(u) = 13.5. The right plot in Fig. 14.3 shows the number of simultaneous collisions
per proton bunch crossing separately for the 25 and 50 ns bunch spacing conditions.

9.2.2 Event Cleaning

The data has been preselected, in order to reduce the amount of data to analyze and the
required amount of disk space. Only events which contain at least one reconstructed
electron or muon with pr > 50 GeV are used. The electron has to fulfill also at least
one of the three likelihood identification levels for electrons (see Sect. 6.2.2).

The 2015 data set is divided into the periods A to J (see Sect.5.7.1 for more details
on the structure of the data). Periods D-J correspond to the data with 25ns bunch
spacing and were used for this analysis. All events used for this analysis have to be
in a luminosity block which is part of the Good Runs List.? In addition, events are
discarded in which a noise burst was observed in the electromagnetic or hadronic
calorimeter. Such a noise burst could fake energy depositions and would make an
accurate energy measurement impossible. The information of the SCT might be cor-
rupted if an ionizing particle with high energy traverses electronic modules. Events
with such corrupted tracking information are also rejected. It might be sometimes
necessary to restart the trigger system during data taking. During such a restart events
might not have the complete detector information and are therefore also rejected.
Finally, events which have no reconstructed vertex with at least two tracks associ-
ated to it are also rejected. Events with incomplete detector information, corrupted
tracking information, noise bursts in the calorimeter or no reconstructed vertex make
up less than a per mille of the total events. Table9.1 shows the number of events
remaining after each cleaning cut.

The integrated luminosity after requiring the events to pass all quality require-
ments is 3.2 fb~!. Hence, this is the number quoted as the integrated luminosity for
the data set. The sum of the integrated luminosity ready for physics analysis is shown
in blue in Fig. 9.3. The largest reduction of data is coming from the requirement of a
run to be in the Good Runs List. Overall it corresponds to a reduction of 0.7 fb~1. A
large part of the reduction is coming from two runs in which the inner most layer of
the pixel detector was turned off and runs in which the toroidal magnetic field was
turned off to record data for alignment studies of the muon spectrometer.

2The Good Runs List used in this analysis is: datal5_13TeV.periodAll Year_DetStatus-v73-prol9-
08_DQDefects-00-01-02_PHYS_StandardGRL_AIll_Good_25ns.xml.
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Table 9.1 Number of events which remain after each selection cut. Preselected data was used,
where one electron or muon candidate with pt > 50 GeV was required. The electron candidates
have to fulfill in addition any of the three likelihood identification criteria

Selection cut Number of events
Event passes Good Runs List 35,213,358
Veto on noise burst in the electromagnetic calorimeter 35,204,177
Veto on noise burst in the hadronic calorimeter 35,204,177
Veto on incomplete tracking information 35,203,517
Veto on events during trigger restart 35,203,517
Event has at least one vertex with more than two tracks 35,203,276

9.2.3 Electron Selection

Events in the electron selection are required to pass at least one of three triggers which
require a single electron.® The first trigger requires the electron to fulfill the medium
likelihood identification criteria and to have pr > 24 GeV. It is seeded by a Level-1
trigger which requires the energy in the hadronic calorimeter behind the electromag-
netic cluster to be below a certain threshold at the first trigger stage.* This criteria is
turned off for energies above 50 GeV. The second trigger requires the electron to ful-
fill the medium likelihood identification criteria and to have pr > 60 GeV. The third
trigger requires the electron to fulfill the loose likelihood identification criteria and
to have pr > 120 GeV. The efficiency of the three triggers with respect to the final
signal selection is about 95% at pr = 50 GeV and rises up to 99% for pr > 500 GeV
(see Fig.C.1 in the appendix for details). Additional information about the electron
identification can be found in Sect. 6.2.2. The Et requirement of the first trigger stage
is 20 GeV for all three triggers.

All electrons are considered which are reconstructed by a reconstruction algorithm
which first looks for an energy deposition in the electromagnetic calorimeter and then
searches for a track matching to this energy deposition. A more detailed description
of the electron reconstruction is given in Sect.6.2.1. The electron candidates have
to be detected in the central detector region of || < 2.47, in order to have tracking
information available. The tracking detectors have a coverage up to |n| = 2.5, the
region of |n| < 2.47 is chosen to ensure that the electromagnetic shower caused by
the electron is contained in the region |n| < 2.5. In addition, electron candidates
which are in the transition region 1.37 < || < 1.52 between the barrel and endcap
electromagnetic calorimeter are rejected, as these candidates have a worse energy
resolution. The 7 information for this cut is chosen to be the 7 information from
the electromagnetic shower in the second layer of the electromagnetic calorimeter,

3e24 lhmedium_L1EM20VH or ¢60_lhmedium or e120_lhloose.

4The isolation requires the energy in the hadronic calorimeter in 2 x 2 cells behind the energy
deposition in the electromagnetic calorimeter to be less than 20 GeV — 22 GeV (depending on the
region in 7).
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as energy resolution is the motivation for these restrictions. Electron candidates are
rejected that are measured in a detector region which was known to not work prop-
erly at that time. This excludes electron candidates in regions where for instance
some electronic component was broken or problems with the high-voltage supply
occurred. Less than 0.1% of the reconstructed electron candidates are affected by
this quality requirement. The pr threshold for the electron candidates is chosen to be
5 GeV above the threshold at which no isolation is applied at the first trigger stage,
i.e., pr > 55 GeV. The cutis chosen to ensure that no threshold effects affect the trig-
ger efficiency. The pt of the electron candidate is determined by taking the energy
measurement from the calorimeter and usually taking the 7 position from the track
measurement. The track of the electron candidate has to have a d, significance below
5. The dj significance is the distance of the track from the position of the proton
beam in the transverse plane divided by its uncertainty. A restriction ensures that
the electron candidates are originating from the collision vertex and are not coming
from secondary particle decays. More information about the track reconstruction is
provided in Sect. 6.1. The efficiency for electrons with py > 55 GeV from a W decay
to fulfill the dy significance cut is above 99.8%. All electron candidates have to pass
the tight likelihood identification criteria in order to reduce background from other
processes faking the electron signature. The efficiency of the identification criteria
is about 93, 96 and 92% for electrons with a pr of 55GeV, 300GeV and 2 TeV,
respectively. Jets usually have a wider energy deposition in the calorimeter and share
their momentum with several tracks. The energy deposition in the calorimeter and
the track of the electron candidate are both required to be isolated, in order to fur-
ther reduce background originating from jets. The sum of the calorimeter transverse
energy deposits in the isolation cone of a size AR = 0.2 (excluding the electron
energy deposition itself) divided by the electron pr is used as a discrimination crite-
rion. For the track-based isolation, the scalar sum of the pr of all tracks (excluding the
electron track itself) inside a cone with a size of AR = 10 GeV /pr and a maximum
value of AR = 0.2 around the electron track, divided by the electron pr has to be
below a given cut value. Both, the cut values for calorimeter and track-based isolation
criteria are tuned for an overall efficiency of 98% independent of the pr of the elec-
tron [22]. Table 9.2 shows the number of events with at least one electron remaining
after each selection cut. The largest event reduction is coming from the requirement
of the trigger, the minimum pr cut and the requirement of the identification criteria.

9.2.4 Muon Selection

Events in the muon selection are required to pass a trigger which requires a muon with
pr > 50 GeV. The muon has to have hits in all three stations of the muon trigger. This
leads to an efficiency of about 70% in the central barrel region (|n| < 1.05) and about
80% in the endcap region (1.05 < |n| < 2.4). The lower efficiency when compared
to the electron triggers is coming from a limited coverage and efficiency of the muon
trigger chambers. The largest gaps of the muon trigger system are caused by the large
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Table 9.2 Number of events with at least one electron remaining after each selection cut

Selection cut Number of events
After event selection 35,203,276
Event passes trigger requirements 7,920,490

At least one object is reconstructed as an electron candidate by a specific| 7,920,451
algorithm

At least one electron with |n| < 2.47, which is not in the transition region 7,803,716
1.37 < In| < 1.52

At least one electron fulfilling the object quality check 7,797,886
At least one electron with pt > 55 GeV 5,076,009
At least one electron with dj sig. < 5 4,958,497
At least one electron fulfilling the #ight likelihood identification 3,459,409
At least one electron is fulfilling the isolation requirements 3,159,429

coils of the toroidal magnet and by the feet structure on which the ATLAS detector
is placed.

All muon candidates have to be reconstructed by the standard ATLAS muon
reconstruction which is described in more detail in Sect. 6.3.1. An explicitcutof |n| <
2.5 (coverage of the inner detector) is applied to all muon candidates in the analysis
while an implicit cut of || < 2.4 is applied by requiring a single muon trigger which
has a coverage up to || = 2.4. Special importance in this analysis is given to the
quality of the muon candidate. At very high pr, muon candidates will have a very
straight track and it becomes difficult to measure precisely the momentum. A good
momentum resolution is needed to reconstruct the EX* and mr and therefore see a
clear signal. An additional problem are badly reconstructed muon candidates which
can fake muons with a very high pr and lead to a mis-balance in the event, causing
EMS in the opposite direction of the muon candidate. This would lead to an event
with very high mt which is basically indistinguishable from a signal event. Hence,
it is of special importance to ensure that the muon is very well measured. All muons
are required to fulfill the high-pt identification level [23]. It is designed to maximize
the momentum resolution of the muon and is described in more detail in Sect. 6.3.2.
The pr resolution of muons in the barrel fulfilling the selection is 13, 21 and 24% for
muons with a py of 500 GeV, 1.5TeV and 3 TeV respectively. This is about a factor
of two better compared to the standard muon selection. The requirement of three
precision hits in the muon spectrometer instead of two reduces the selection efficiency
by about 20% across all pr, but this loss is justified given the substantial improvement
in resolution. In order to reduce muons from secondary particle decays, a requirement
of dj significance < 3 is placed. Cosmic muons can traverse the detector and lead
to background which is not covered by the MC simulations. To reject these cosmic
muons a cutis placed on the longitudinal distance Az of the track of the inner detector
with respect to the vertex with the highest Y p%. The longitudinal distance Az is
multiplied with sin(f) to avoid rejecting muons with an expected larger error in the
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Table 9.3 Number of events with at least one muon remaining after each selection cut

Selection cut Number of events
After event selection 35,203,276
Event passes trigger requirement 6,691,568

At least one object is reconstructed as a muon candidate by a specific algo-| 6,691,538
rithm

At least one muon with pt > 55 GeV 4,490,407
At least one muon with || < 2.5 fulfilling the high-pt selection 3,756,572
At least one muon with dj sig. < 3 2,998,862
At least one muon with |Azg|sinf < 10mm 2,995,400
At least one muon is fulfilling the isolation requirements 2,131,237

more forward region. A cut of |Azg| sin(f) < 10 mm has been found to sufficiently
reject cosmic muons. A track isolation is required in order to reduce background
from muons coming from heavy flavor decays in a jet. The sum over the track pr’s
in an isolation cone around the muon (excluding the muon itself) divided by the
muon pr is required to be below a pr dependent cut, tuned for 99% efficiency. The
size AR of the isolation cone is defined as 10 GeV divided by the muon pr and has
a maximum size of AR = (.3. Table9.3 shows the number of events with at least
one muon remaining after each selection cut. The largest event reduction is coming
from the requirement of the trigger, the minimum pr cut and the requirement of the
identification and isolation criteria.

9.2.5 Common Selection

All events are required to have exactly one muon or electron fulfilling the selection
mentioned above. Furthermore, events are vetoed if they contain any additional elec-
tron or muon passing a loosened version of the above selections. The p cut for these
additional electrons or muons is reduced to 20 GeV. The electrons are only required
to fulfill the medium likelihood selection and the muons to pass the medium muon
selection. The veto on events with additional electrons or muons is placed to reject
background arising from top, diboson or Z/v* events which can contain multiple
electrons or muons. The veto also ensures orthogonality between the electron and
muon selection.

The calculation of the missing transverse momentum is based on the selected
electrons, muons, photons, 7-leptons and jets which are found in the event. Electrons
or muons fulfilling the signal selection are used. Photons with py > 25 GeV, which
fulfill a photon identification’ requirement and |n| < 2.37 are selected. Taus with

STight.
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Table 9.4 Number of events remaining after the common selection cuts

Selection cut Number of events

ev selection pv selection
After lepton selection 3159429 2131237
Event passes additional lepton veto 2818769 1789317
Event passes E%‘iss > 55GeV 399536 343666
Event passes mt > 110 GeV 177592 176801

pr > 20 GeV, which fulfill a 7 identification requirement® and || < 2.5 are selected.
Photon and 7 candidates which are in the transition region 1.37 < |n| < 1.52 between
barrel and endcap are also excluded. The selection of photons and taus has not been
further optimized since the typical contribution to the EM* value is very small. Jets
used in the E%‘iss calculation are reconstructed using the anti-k, algorithm [24] with a
distance parameter of 0.4 and pr > 20 GeV. The jet-vertex-tagger technique is used
to separate jets from the hard scatter process from pile-up jets in the central region of
the detector (|n| < 2.4). Details about this technique can be found in Sect. 6.4. The
value of the tagger has to be below 0.64 for jets with p < 50 GeV. Jets with higher pr
are unlikely to originate from pile-up processes. Reconstructed tracks not belonging
to any of these physics objects are also added to the value of E%‘iss. The contribution
from these tracks is called soft term. A cut of EF"'** > 55 GeV is placed on all events
to reduce background from processes which do not contain a neutrino. Finally, the
transverse mass mr of the event is calculated and required to be above 110 GeV.
Table 9.4 shows the number of events remaining after the common selection cuts for
both selections.

9.2.6 Selection Efficiency

The total rejection of all backgrounds is above 95%, mainly due to the high kine-
matic cuts of pr > 55GeV, E}"iss > 55GeV and mt > 110 GeV. Detailed tables for
the efficiency of each selection step are given for the backgrounds and W’ signals with
different pole masses in Appendix C. The trigger, identification, and isolation effi-
ciency for both channels as a function of ), ¢, and pr is shown in the same appendix
in Fig.C.1. Figure 9.4 shows the acceptance for the kinematic cuts (pr > 55GeV,
EMS > 55GeV, mr > 110GeV) and the acceptance times efficiency for the elec-
tron and muon channel selection versus the pole mass of a W’. The acceptance,
which is shown in black, is defined as all candidates which are generated within
the chosen kinematic cuts divided by all generated candidates. The acceptance for
a W’ with my, = 150 GeV is about 45% due to the stringent kinematic cuts and
rises up to about 98% for masses around my» = 1.5TeV. From 2.5 TeV onwards
the acceptance starts to slowly decrease to 85% at my, = 6 TeV. The reason for the

S Medium.
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Fig.9.4 Total signal acceptance (black) and acceptance times efficiency (red, blue) versus SSM W'
pole mass for the SSM W’ model. The acceptance is defined as the number of generated events within
the kinematic cuts (pr > 55GeV, E}“i“ > 55GeV, mr > 110GeV) divided by the number of all
generated events. The acceptance times efficiency is defined as the number of all selected candidates
in the range 110 GeV < mt < 7000 GeV divided by the number of all generated candidates

drop in acceptance is the contribution of the signal at low transverse mass which
becomes more and more pronounced for higher my (as shown in Fig.8.1). The
acceptance times efficiency is defined as the number of all selected candidates in
the range 110 GeV < mp < 7000 GeV divided by the number of all generated can-
didates. The kinematic cuts for both channels are the same, hence the acceptance for
both channels is the same and all differences are resulting from differences in the
selection efficiency. The efficiency of the muon selection is for most pole masses
about 20—30% lower than the efficiency of the electron selection. The main reason
for the large differences is the lower trigger efficiency of the muon trigger and the
lower efficiency of the muon high-pt selection. Figure 9.5 shows the yield (number
of selected events for a run divided by the integrated luminosity of the run) for the
electron and muon selection for each data taking run. The yield should be constant
for all data taking runs. A significant difference would indicate a problem during
data taking. No significant difference is found for any of the runs.

9.2.7 E%’iss, pr and mt Resolution

Figure 9.6 shows the pr (top left), E’Tniss (top right) and my (bottom) resolution as a
function of their corresponding generated quantity. The resolution was determined
by taking the difference between the measured quantity and the generated Born level
truth quantity divided by the truth quantity. The Born level truth definition does
not consider losses due to the QED final state radiation and Bremsstrahlung. The
resulting distribution is therefore non-Gaussian as it has tails from large radiation.
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shown. The resolutions were calculated using the flat W’ signal MC sample
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The RMS of the distribution is taken as relative resolution. Both, the resolution for
the muon channel and the electron channel are shown. They were calculated using
the flat W’ signal MC sample.

The electron pr resolution is about 3% at 55 GeV and stays constant towards
higher pr. The pr resolution is dominated by the relative energy resolution which is
getting better at higher energies (see Sect. 5.4.1). The observed resolution is constant
since it is defined with respect to the Born level truth pr. Final state radiation and
Bremsstrahlung at large angles is not included in the measurement of the electron
energy. The probability of Bremsstrahlung is getting larger towards higher pr and
therefore the improving energy resolution is canceled by the higher probability of
Bremsstrahlung, leading to the observed constant resolution. The muon pr resolution
is about 4% at 55 GeV and then rises up to about 24% at 3 TeV. The muon pr
measurement fully relies on the track measurement. The higher the muon pr is, the
straighter is the muon track. The pr measurement therefore becomes more and more
difficult. The effect of defining the resolution with respect to the Born level is small
as the probability for a muon to radiate a photon is much smaller than for an electron.
The resolution for E'*S = 55 GeV is about 16% in the electron channel and 17% in
the muon channel. For this quantity the resolution of the soft terms and jets limits
the resolution. The small difference is coming from the better pr resolution in the
electron channel. The resolution of the soft terms and jets becomes less important, the
higher the EX** is. The resolution therefore improves. The higher the XS, the more
important becomes the measurement of the lepton pr. At very high E‘Tniss values the
behavior becomes therefore basically the same as for the lepton pr. Both the pr and
EMiss resolution affect the mr resolution. Both channels have a very similar resolution
of about 11—-12% at 110 GeV, getting better to about 7% at around 200 GeV in the
electron channel and 9% in the muon channel. The pt resolution then takes over and
dominates also the mr resolution. At mp = 4 TeV, the electron channel has a very
good resolution of about 3%, whereas the muon channel has a much worse resolution
of 22%.

9.3 Determination of the Multijet Background

This section describes how the multijet background is estimated. For most back-
ground processes the MC samples which were introduced in Sect. 9.1 are used. An
additional background arises from misidentified leptons. This background is not well
described in MC and has to be measured in data. The method which is used to measure
this background is introduced in Sect.9.3.1 and its implementation for the electron
and muon channel is discussed in Sect.9.3.2 for the former and in Sect.9.3.3 for the
latter.
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9.3.1 Matrix Method

This background arising from misidentified leptons is quite different for the two
channels. In the electron channel the background consists mainly of jets misidentified
as electrons, whereas in the muon channel non-prompt muons from heavy-flavor
decays make up a large part. Since the background originates in both channels from
QCD final states it will be further denoted as multijet background. Even though the
multijet backgrounds in both channels are very different, the matrix method can be
used for both of them. The idea of this method is to loosen some of the identification
criteria for electrons or muons and measure the efficiency for these objects to pass
the signal selection (also denoted as “tight” selection). The efficiency gives a handle
on the contribution from misidentified leptons in the signal selection. It is defined
for real leptons (called real efficiency r) and fake leptons (called fake efficiency f')
separately:

real Nfa.ke
tight tight
r= Nreal ’ f = Nfake . (91)

loose loose

Nt /N[ are the number of real/fake leptons passing the loosened selection and

N;;";}t/Néag‘;f are the number of real/fake leptons passing the signal selection. The real
efficiency r is usually well described in MC contrary to the fake efficiency f which
is typically measured from data in a fake enriched control region.

The true background in a given bin of a distribution can be separated into events
from real leptons Ng and events from fake leptons Ng. The lepton identification gives
a priori no handle to estimate these truth quantities. The number of events in a given
bin passing the loosened selection can be split into the number of events Ny, failing
the signal selection and the number of events Ny passing the signal selection. The
real and fake efficiencies provide a connection between these truth quantities and

measurable quantities:
Nr\ _(r f Ng
() =025 () 02

The relevant part for the measurement of the multijet background is given in the first
line of the matrix equation:

Nr = rNg + fNF .

The events passing the signal selection Ny are composed of a part originating from
real leptons rNi and a part originating from fake leptons fNr. An equation for the
truth quantities can be obtained by inverting the matrix

(%) ==pra=a 021 7)) ()
Ne)  r(l—f)—f—n\r—1r J\ N
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An equation for the number of fake leptons which pass the signal selection follows
then by insertion:

fNF = ff (r(No +Nr) — Nr) . 9.3)

This equation only contains the measurable quantities Ny and N, and the measurable
efficiencies r and f, hence can be used to compute the multijet background. The fake
efficiencies and real efficiencies depend in general on kinematic properties like pr
or n of the lepton. They can therefore be binned in these variables to take these
dependencies into account. The background will in this case be calculated on an
event by event basis. The estimation of the multijet method becomes more and more
stable the larger the gap in discrimination between the loosened selection and the
signal selection is. It has to be always ensured that the signal selection is a subset
of the loosened selection. This requirement leads to the need of slightly modifying
the E’Tniss definition for the computation of the multijet background. As only leptons
passing the signal selection are added to the EX* calculation, the resulting EM
value of an event passing the loose selection differs whether a lepton is passing the
signal selection or not. Therefore, the signal selection might not be a subset of the
loose selection as it will end up in a different bin of, e.g., mt or E’T“i”. Hence, all
leptons passing the loosened selection are added to the computation of the E‘Tniss value
for the multijet background.

9.3.2 Multijet Background in the Electron Channel

A typical contribution to the multijet background in the electron channel is coming
from misidentified light-flavor jets. These jets typically contain a lot of charged
and neutral pions. The neutral pions decay mainly via 7° — ~. At the energies of
the LHC these decay products are usually highly boosted and can lead to a narrow
electromagnetic energy deposition. The track of the charged pions can be associated
with the energy deposition of the neutral photons and therefore result in a jet being
misidentified as an electron. A powerful criterion to reject this kind of background is
the association of the track and the energy deposition and isolation criteria. Further
backgrounds can arise from photons converting into an ete™-pair in one of the
inner most layers of the tracking detectors and electrons from secondary particle
decays. The majority of the multijet background events will have low values of
EMss_ Hence, the region at low EM values can be used as a control region as the
multijet background is strongly enhanced. Large values of EM'® can appear if the
energy of the jet is mismeasured.

The loosened selection in the electron channel is restricted by the trigger require-
ments. Two different regions are defined since triggers with two different identifica-
tion levels are used. The selection is loosened to the medium likelihood identification
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level in the region 55 GeV < pr < 125 GeV and to the loose likelihood identification
level for pr > 125 GeV. No isolation criteria is applied in the loosened selection.

9.3.2.1 Measurement of the Real Efficiency

The real efficiency r = N[ri"‘g';l[ /N[ is measured from MC, since it is usually well
modeled in the simulation. The same efficiency corrections as discussed in Sect. 6.2.5
are applied to account for small differences of the identification and isolation effi-
ciencies between data and MC. Hence, the real efficiency measured from MC is
effectively matched to the real efficiency which would be measured in data. The
W background MC provides a large sample of real electrons which can be used to
measure r. The electron is required to be reconstructed within a cone of AR < 0.2
around the generated electrons to avoid dilution from misidentified jets. The real
efficiency binned in 1 and pr is shown in Fig.9.7. The efficiency rises from 94%
at pr = 55 GeV to about 97% for pr > 100 GeV before it slightly drops again for
pr > 300 GeV. A variation from 92.5 to 96% for the region pr < 125 GeV and from
93 to 98% for the region pr > 125 GeV is observed for different detector regions
in 7. The statistics of the MC sample does not allow to extract the real efficiencies
in fine bins of n and pr. Therefore, the real efficiencies are binned in pr for three
different detector regions: 0.0 < |n| < 1.37 (central calorimeter), 1.52 < |n| < 2.01
(coverage of the TRT), 2.01 < |n| < 2.47. The real efficiencies as they are applied
to the data are shown in Fig.9.8.

9.3.2.2 Measurement of the Fake Efficiency

The fake efficiency f = Ny /N, cannot be reliably calculated with simulation

and therefore needs to be measured in data. The measurement can be performed
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Fig. 9.7 Real-electron efficiency r = Nlrizz}‘]lt /Nf(fé‘;e with its statistical uncertainties as a function of

pr (left) and 7 (right) determined from the W MC samples. The real-electron efficiency is shown
separately for the region pt < 125 GeV (red) and pt > 125 GeV (blue)
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Fig. 9.8 Real-electron efficiency r = Ntriegal‘qlt /Nf:é‘ge with its statistical uncertainties as a function

of pr for three different detector regions in |7|. The real-electron efficiency was determined from
the W MC samples and is shown for the region pr < 125 GeV on the left side and for the region
pt > 125 GeV on the right side

in a fake enriched control region which is in addition chosen to be orthogonal to
the signal selection. The multijet background is distributed mainly at low values of
EMss_ Hence, the EF'* cut of the analysis is inverted by requiring EM** < 55 GeV to
define this fake enriched control region. The m cut is removed to further increase the
background contribution. The remaining dilution from real electrons in this control
region is mainly coming from the W and Z/v* processes. The dilution from Z/~*
can be reduced by applying a veto on all events in which two electron candidates with
pr > 20GeV fulfill the medium likelihood identification criteria or fulfill the loose
likelihood identification and have an invariant mass of 66 GeV < m,, < 116 GeV.
The remaining dilution from real electrons can be corrected using MC. The dominant
background arises from a di-jet topology. To further increase this contribution it is
required that at least one jet with pr > 40 GeV, not overlapping with the electron
candidate (AR, j; > 0.2), is found in the event. All additional cuts are the same as
in the signal selection.

The dilution, binned in pr, n and ETTniss is shown for the denominator NI?(I)‘SZ in
Fig.9.9 and for the numerator Ntfi?g'fﬁ in Fig. 9.10. For the loose identification selection
a cut of pr > 125 GeV is applied whereas for the medium identification selection a
cut of pr > 55 GeV is applied.

The dilution from real electrons in the four regions is very different. The loose
identification selection shows as expected the least dilution from around 6% in the
endcap region to around 30% in the central region (also varying with py and E).
This behavior is expected since the dominant part of the background is di-jet produc-
tion which is to a large extend a t-channel process and is therefore more pronounced
in the forward direction. The dilution is higher in the medium likelihood identification
selection, varying between around 30% in the endcap region and around 65% in the
central region. The dilution is, as expected, the highest in the signal selection, as it
has the highest background rejection. The contribution from real electrons is ranging
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Fig. 9.9 Distribution of data with its statistical uncertainties, binned in 7, pt and E%‘iss, in the fake
enriched control region for the two denominator categories. The left row shows the distributions
for the region pt > 55 GeV and the right row for the region pt > 125 GeV. The sources of real
electron dilution are added on top of each other

from around 45% up to 80% for the region pr > 55GeV. It is slightly decreased
from around 35% up to 65% in the region pr > 125 GeV.

The fake efficiencies, corrected for the real electron contamination, are shown in
Fig.9.11 as a function of 1, pr, E’T‘rliss and |A¢, gnis|. The fake efficiency does depend
on all these observables. In pr it varies from about 50% at pr = 55 GeV to about 63%
at pr = 125 GeV. From pr = 125 GeV on it drops to about 20% and stays constant
up to very high pr. The drop at pr = 125 GeV is caused by the looser selection in
the denominator. The fake efficiencies also depend on 7 as different detector regions
have different discrimination power. It also varies strongly in [A¢, gnis|, the angle
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Fig. 9.10 Distribution of data with its statistical uncertainties, binned in 7, pr and E%’iss, in the
fake enriched control region for the two numerator categories. The left row shows the distributions
for the region pt > 55GeV and the right row for the region pt > 125 GeV. The sources of real
electron dilution are added on top of each other

between the electron and E* in the transverse plane. The collinear topology (low
| A, gis| values) has a much smaller fake efficiency than the back-to-back topology
(1A, gniss| ~ ). The fake efficiencies can be binned in these variables to account for
the dependencies. Problematic is only the dependency in EXis*. The fake efficiencies
are measured in the region E‘TIliss < 55 GeV and applied in the region E'T’rliSS > 55GeV.
In order for this transition from the control region into the signal region to be valid, a
constant fake efficiency is needed. Figure 9.12 shows the E’TniSS dependency of the fake
efficiencies in a back-to-back (left) and collinear topology (right). The dependency is
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enhanced in the collinear topology and largely removed in the back-to-back topology.
The fake efficiencies will therefore not be valid for a collinear background topology.
However, events from the collinear topology predominantly have low my values
and are therefore removed from the signal region by requiring mr > 110 GeV. The
remaining £ dependency for the back-to-back topology will be addressed with a
systematic uncertainty.

The statistics of the data is not good enough to calculate the fake efficiencies in
all three variables simultaneously. Instead two fake efficiencies are calculated, the
first one binned in |A¢, gnis| and pr and the second one binned in [A¢, gnis| and
|n]. The former fake efficiency is shown in Fig.9.13 and the latter in Fig.9.14. The
average of those two fake efficiencies is calculated and applied to data. The fake
efficiencies are in general larger for higher values of [A¢, gris| and in the region
pr < 125 GeV slightly increasing towards higher |n| values. They range from about
35% to about 75% binned in |7|. A slight increase of f with increasing pr is observed.
The pr binned fake efficiencies range from about 35% to about 80%. In the region
pr > 125 GeV, the behavior changes and smaller values are measured for large |7|.
The fake efficiencies are here in general smaller, ranging from about 10% to about
35%. No strong pr dependence is observed besides for py > 500 GeV, where these
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Fig. 9.13 Fake efficiency as a function of pr in different | A, gmiss| bins, determined from a fake

enriched data sample. The fake efficiency for the region pr < 125 GeV is shown on the left hand
side and for pt > 125 GeV on the right hand side

are assumed to come from the limited statistical precision. The fake efficiency binned
in pr ranges from 13 to 30% for pr < 500 GeV and from about 5% to about 40% for
pr > 500 GeV.

9.3.2.3 Validation of the Multijet Background

The validity of the estimated multijet background can be studied in a control region
in which this background is enhanced. The E* and mr cuts are released in order to
significantly increase the background contribution from multijet events. Figure9.15
shows the 7, ¢, pr, EXSS, pp/EM and my distributions in this control region. A
more or less flat distribution is observed in data as a function of n, with dips around
|n| &~ 1.4, which corresponds to the transition region between central and endcap
electromagnetic calorimeter. A small number of electrons are still observed in this
region, as the cut is placed on the 7 position of the electromagnetic shower and
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Fig. 9.14 Fake efficiency as a function of || in different |A¢, .. E¥1iss| bins, determined from a fake

enriched data sample. The fake efficiency for the region pr < 125 GeV is shown on the left hand
side and for pt > 125 GeV on the right hand side

here the reconstructed 7 is shown which is mainly determined by the 7 of the track.
In addition, a slight increase is observed around |n| &~ 2. The multijet background
contributes to about 25% in the central region of the detector. It increases to about
50% contribution towards higher values of 7. The data and background expectations
show very good agreement in the central detector region while in the endcap region
a slight mismodeling is observed. This mismodeling has been studied by the ATLAS
electron performance group and was found to be caused by a too coarse binning of the
identification scale factors in the endcap region. However, it was decided to keep the
current binning since this mismodeling does not affect the analysis in a critical way.
The ¢ spectrum is flat for data and for all backgrounds, showing that no large detector
effects cause a local increase of the multijet background due to a higher misidentifica-
tion rate. However, a slight mismodeling is observed in the region —2.0 < ¢ < 0.0
which is caused by systematic effects from calorimeter shape distortions on the
track matching between track and energy deposition. Since the identification effi-
ciency corrections are averaged over ¢, it does not correct the ¢ dependence. The pr
spectrum is steeply falling towards higher values of py. The ratio between data and
background expectation is slightly increasing in the region 55 GeV < pr < 125 GeV.
This trend is caused by the strong pr-dependence of the fake efficiency in that region.
The dependency is not fully taken into account as the fake efficiency binned in pr
is averaged with the 1 dependent fake efficiency. For pr > 125 GeV an excellent
agreement is observed. The data distribution peaks at EMS ~ 25 GeV, at the same
place where the W background is peaking. The pr values of the neutrino from the W
decay are usually peaking at ~40 GeV, half the mass of the W-boson. The position
of the peak is shifted towards lower values of pr &~ 25 GeV by imposing a cut of
pr > 55GeV on the electron. The multijet background peaks at event smaller EF
values around 20 GeV. Here the contribution from the multijet background is about
60%, while it is much smaller for higher values of EXS. The multijet distribution
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Fig. 9.15 The 7, ¢, pr, E‘T“iss, and mrt distributions for events satisfying all selection criteria for
the electron multijet control region (Ef"** and mT cut released). The distributions are compared to
the stacked sum of all expected backgrounds
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is expected to peak at EIM* = 0 GeV, as it should not contain any neutrinos.” How-
ever, the acceptance of the detector and the E‘TniSS resolution lead to a shift towards
higher values. An event would only have EX* = 0 GeV if the energy and momen-
tum of all objects in the event are perfectly measured. Good agreement between data
and expected background can also be observed in the mr distribution. The multijet
background peaks at low mr values and falls towards higher values of mt. The W
background peaks at around 80 GeV, the mass of the W-boson. Some slight mismod-
eling is observed in the region 100 GeV < mr < 180 GeV. However, a mismodeling
of the multijet background is unlikely to be the cause, as it contributes only very little
to the total background in that region. Figure9.16 shows the |[A¢, gms | distribution
and several jet properties. The W background mainly contributes to the back-to-
back topology at |A¢,, gris| ~ . The multijet background is contributing equally
to the back-to-back and collinear topology. A slight mismodeling can be observed
for values [A¢, gmis| < 0.5. The cause for the mismodeling is the not considered
E‘TniSS dependency of the fake efficiencies in that region. Very good agreement can be
observed for the jet term of the E%‘iss calculation, the number of jets in the event, ¢
and rapidity of the leading jet. Some mismodeling is observed for the pr distribution
of the leading jet. However, the W MC is generated using POWHEG, which is not
expected to model all jet properties.

9.3.2.4 Systematic Uncertainty of the Multijet Background

The largest uncertainty on the multijet background arises from the uncertainty on
the fake efficiencies er. The cuts which define the multijet control region in which
the fake efficiencies are determined are varied to study the systematic uncertainty.
A systematic uncertainty arises from the real electron dilution which is corrected by
MC. This contribution is increased to study the systematic uncertainty by removing
the veto on Z/~* events. The real electron dilution in the control region is normalized
to the integrated luminosity of the data. The measured integrated luminosity has an
uncertainty of 5%. The dilution is varied up and down by this uncertainty to study the
effect on the electron fake efficiency. A systematic uncertainty on the event topology
can be obtained by calculating the fake efficiency without the requirement of an
additional jet which enhances the di-jet topology (requirement of an additional jet in
the event). An uncertainty also arises from the remaining E** dependency which
is studied by varying the EI region in which the fake efficiencies are obtained to
EMss < 20GeV and 20 GeV < EM* < 55 GeV. The propagation of the EF'* and jet
systematics has been studied and was found to be negligible. An additional systematic
uncertainty arises from not fully taking into account the pt and 7 dependency. The
effect on the background is studied by not averaging the fake efficiency binned
in |A¢, griss| — pr and |A¢, gmis| — |7| but applying only one of them. Figure9.17
shows the effect of these variations on the calculated fake efficiencies binned in pr, 7,

7Jets can also contain neutrinos from heavy-flavor decays, but this is not expected to be the dominant
background in this case.
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Fig. 9.17 Fake efficiency variations as a function of pr, 7, E'Tniss and [A¢,, E¥1iss| determined from

fake enriched data sample. The dashed fake efficiencies correspond to the ones used for pr >
125 GeV

EMs and |Ag, gms|. Removing the Z/~* veto and the jet requirement has little effect

on the fake efficiencies. Varying the E%“SS region leads to the largest differences. They
are largest in the region |A¢, gmi| < 1.0 where the remaining EMss dependency
is present. Figure9.18 shows how these systematic effects propagate to the final
background estimate in the multijet control region. The left plot shows the raw
multijet background distribution and the right side the ratio between the variations
and the default background. The variations of the EF'* lead to the largest variations of
the background. The differences can be up to 50% for very low my, where the collinear
topology is dominating and thus the neglected remaining EX** dependency of the
fake efficiencies leads to this large systematic uncertainty. Above 60 GeV in my both
variations lead to a difference of about 15%. Figure9.19 shows how the variations
propagate to the background in the signal region. The background variations lead to
differences up to 20% for mr = 110 GeV. Larger effects are observed at very high
mr, but here the statistical uncertainty of the background is already very large. Taking
the variations in the signal region into account, a conservative 25% uncertainty is
estimated on the background yield. The uncertainty is taken to be constant over the
whole mt range.
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Fig. 9.19 Multijet background estimates for the fake efficiency variations in the signal region

9.3.2.5 Summary

The multijet background was calculated using the matrix method. Figure 9.20 shows
the transverse mass spectrum of the background estimate and its systematic and
statistical uncertainties. The small bump around mt ~ 1.2 TeV has been studied and
it was found that it is a consequence of the low statistics in that region. In some bins
at high mt a negative background expectation is predicted. This unphysical result
can occur in the case of low statistics bins. Events which pass the signal selection
contribute, according to Eq. 9.3, to the background yield with a negative sign. In case
of low statistics, it can happen that all events passing the loosened selection also
pass the signal selection. In that case a negative background estimation is predicted.
Hence, the estimate of the matrix method becomes unstable in the regime of low
statistics since for an accurate estimate both samples Ny and N, in a bin need to
have sufficient statistics. Therefore the background will be extrapolated to obtain an
estimate in the high mt region. The extrapolation will be discussed in Sect.9.4.
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9.3.3 Multijet Background in the Muon Channel

It is nearly impossible for a light-flavor jet to fake the signature of a muon as tracks
in three of the muon chambers are needed which are located outside of the hadronic
calorimeter. Hence, the fake contribution to the multijet background in the muon
channel is coming mainly from heavy-flavor jets. These jets contain often »-hadrons
which can decay into real muons. A neutrino which is also produced in the decay will
lead to EsS, The EsS will usually point into the same direction as the muon since
the b-hadrons are highly boosted at the LHC energies and the decay products are
therefore collimated. This background will rise for low pt and low ETmiss values. Thus,
the region at low E%“i“ can, as in the electron channel, be used as a control region in
which the multijet background is enhanced. The overall contribution of the multijet
background to the total background is expected to be very small due to the lower
cross section of processes including heavy-flavor jets. The multijet background is
therefore of much lower importance in the muon channel than in the electron channel.

Muons from jets are usually rejected by requiring the muon to be isolated. Hence,
the loosened selection is defined by removing the isolation requirement.

9.3.3.1 Measurement of the Real Efficiency
The real efficiency r = ;;‘qlt N is, like for the electron case, measured from the
W MC. Efficiency corrections are applied to the MC. Muons from jets are discarded
by placing a AR < 0.2 requirement. The real efficiency binned in pr (left hand side)
and 7 (right hand side) is shown in Fig.9.21. The real efficiency is always above
98.8% which corresponds approximately to the targeted isolation efficiency of at
least 99%. The efficiency rises with pt to nearly 100%. No strong dependence of the
muon real efficiency on 7 is observed. The real efficiencies are therefore only binned

in pPr.
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Fig. 9.21 Real-muon efficiency r as a function of pt and 7 determined from W MC samples

9.3.3.2 Measurement of the Fake Efficiency

The fake efficiency er cannot be reliably calculated with simulation and therefore
needs to be measured in a fake enriched control region from data. The control region
is defined in a similar way as for the electron channel. The multijet background
is distributed mainly at low values of EM**. Hence, the EF™ cut of the analysis is
inverted by requiring M < 55 GeV, to define this fake enriched control region. The
mr cut is released to further increase this background contribution. The remaining
dilution from real muons in this control region is mainly coming from the W and
Z/~v* processes. The dilution from Z/v* can be reduced by applying a veto on all
events in which two muon candidates with pr > 20 GeV fulfill the standard selection
and have an invariant mass which lies in a window of 66 GeV < m,,, < 116 GeV.
Heavy-flavor jet tagging relies on the fact that the tracks are misplaced with respect
to the vertex since b-hadrons usually have a longer time of flight. This results in
a larger d, significance. A requirement on the dy significance of |dy|/o4, > 1.5 is
placed to further enrich the sample with heavy-flavor jets. The E‘Tniss originating from
the neutrino from the b-meson decay is usually pointing in the same direction as the
muon. Hence, |A¢, gmis| is required to be smaller than 0.5. The remaining dilution
from real muons is corrected using MC. The dominant background arises from the
di-jet heavy-flavor topology. To further increase this topology it is required that a
jet with pt > 40 GeV, not overlapping with the muon candidate (AR, j,; > 0.2), is
found in the event. All additional cuts are the same as in the signal selection.
Figure 9.22 shows the real muon dilution in the multijet control region binned in
EMss. The loosened selection is shown on the left hand side and the signal selection
on the right hand side. The dilution is about 12% in the loosened selection and
about 63% in the signal selection. The real muon dilution corrected fake efficiency
is shown as a function of muon pr (left) and E%“SS (right) is shown in Fig.9.23. The
fake efficiency for muons is about 6% for a pr of 55 GeV and then rises up to 17%
for pr > 100 GeV. No clear trend, like in the electron channel, is observed for the
fake efficiency binned in E’T"i“. The fake efficiency can therefore be applied in the
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Fig. 9.23 Muon fake efficiency as a function of muon prt and E%‘iss, determined from the fake
enriched data sample

signal region. A potential remaining dependency will be addressed with a systematic
uncertainty.

9.3.3.3 Validation of the Multijet Background

The validity of the estimated multijet background can be studied in a control region
in which this background is enhanced. The EX* and mr cuts are released in order
to significantly increase the background contribution from multijet events. Given
that the multijet contribution in the muon channel is very small, additional cuts of
A, gmis| < 0.5 and |do|/0q4, > 2 are applied to further increase the background.
Figure 9.24 shows the 7, ¢ and EM distributions in this control region. The data
in the central n region is, besides a few dips, approximately flat and is dropping
towards higher values. The dip in the region 1 =~ 0 is caused by a gap for cables
which are connected to the calorimeters and the inner detector. The efficiency is
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Fig. 9.24 1, ¢, pr and Efllliss, distributions for events satisfying all selection criteria for the muon
multijet control region (Efrniss and mt cut released, |A¢ " gmiss| < 0.5,2 < dy sig. < 2). The distri-
butions are compared to the stacked sum of all expected backgrounds

therefore lower in this region. The dips in the range 1.01 < |n| < 1.3 correspond to
the regions which are vetoed in the high-pr muon identification criteria. The con-
tribution of the multijet background is in the control region about 50%. Data and
expected background agree well in the region |n| > 1.5, an offset of about 20% is
observed in the region |n| < 1.5. The ¢ spectrum is approximately flat. Some dips
are observed in the region ¢ =~ —1 and ¢ &~ —2 which are caused by the structure on
which the ATLAS experiment is placed. Here muon chambers are missing and lead-
ing therefore to a lower efficiency in this region. Data and expected background agree
within 15%. The lower left plot shows the EX spectrum which has a maximum at
around 25 GeV. The multijet background contributes up to 60% of the total back-
ground. Good agreement between data and expected background can be observed
for low values of EF*S. Some differences of up to about 20% are observed in the
region EfS > 30 GeV. The right plot shows the pt spectrum which is steeply falling
towards higher values of pr. A similar level of multijet contribution and agreement
with data as in the EX spectrum is also observed in the pr spectrum. Some steps



134 9 Analysis

are visible in the ratio at 75 and 100 GeV. They are caused by the binning of the
fake efficiencies. Assuming that the observed differences are entirely caused by the
multijet background would imply that the background estimate is up to about 40%
wrong. The systematic uncertainty of the background is studied and discussed in the
next section to see whether such an effect would be covered by the uncertainties.

9.3.3.4 Systematic Uncertainty of the Multijet Background

The largest systematic uncertainty on the multijet background arises from the uncer-
tainty on the fake efficiencies er. The cuts that define the multijet control region in
which the fake efficiencies are determined are varied to study the systematic uncer-
tainty. A systematic uncertainty arises from the real muon dilution which is corrected
by using MC. The dilution is increased by removing the veto on Z/~* events. The
real muon dilution in the control region is normalized to the integrated luminosity
of the data. The dilution is varied up and down by the 5% uncertainty on the inte-
grated luminosity to study the effect on the muon fake efficiency. The d, significance
requirement is tightened to |dy|/o4, > 2 to further enhance the fake contribution.
A further tightening is not possible, as still the |dy|/o4, < 3 cut is placed which is
part of the nominal signal selection. A systematic uncertainty on the event topology
can be obtained by calculating the fake efficiency without the requirement which
enhances the di-jet topology (requirement of an additional jet in the event) and by
removing the requirement of a collinear topology (|A¢, gnis| cut). An uncertainty
also arises from a potential remaining EITIliss dependency which is studied by subdi-
viding the EIM regions used to calculate the fake efficiencies into EI* < 20 GeV
and 20 GeV < EF < 55GeV. Figure9.25 shows the systematic variations of the
fake efficiencies as a function of muon pr. The larger values of e with increasing
pr are confirmed by all systematic variations. The fake efficiencies vary from 6 to
9% at low pr and from 12 to 25% at high pr. The largest reduction of the fake
efficiencies comes from tightening the dj significance cut and the largest increase
by removing the |A¢,, gmis| cut. Figure 9.26 shows the systematic variations of the
multijet background as a function of transverse mass mr in the signal region. The
left hand side shows the total background and the right hand side the ratio of the
variations with the nominal background. The background is strongly falling towards
higher values of mr. All variations show a very similar shape. The largest systematic
variation leads to differences on the yield of the background of about 43% at low
mr and up to about 58% at higher m. Taking the variations in the signal region into
account, a conservative 60% uncertainty is estimated on the background yield. The
uncertainty is assumed to be flat in my. The uncertainty covers also the differences
which were observed in the multijet control region in Sect.9.3.3.3.
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Fig. 9.26 Multijet background variations for the different estimated fake efficiency variations in
the signal region

9.3.3.5 Summary

The multijet background was calculated using the matrix method. Figure 9.27 shows
the transverse mass spectrum of the background estimate and its systematic and
statistical uncertainties. The systematic uncertainty was estimated to be 60% on
the background yield. The same negative predictions as in the electron channel are
observed at high mr due to the same reasons. The background can be extrapolated
from the low and medium mt range towards higher values of mr to obtain a prediction
in the region with low statistics. The methodology how this extrapolation is performed
is discussed in the next section.
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9.4 Extrapolation of the Background to High Transverse
Mass

The following section contains a description of the extrapolation procedure of the
background towards high transverse mass. The search will be performed up to very
high my masses. Hence, it is important to have a background estimate for the whole
search region. The Drell-Yan processes are generated in bins of invariant mass of
the lepton pair to ensure statistics up to very high mr. For the top and diboson back-
grounds such samples are not available. Also the statistics of the multijet background
is limited by the statistics available in data. A fit-based extrapolation has to be used
to estimate the backgrounds in the region where the statistics of the MC samples or
data is limited. The extrapolation is done using two different functional forms and
comparing the result. The fit functions are based on functions which are commonly
used to extrapolate the background in the search for di-jet resonances [25] and also
have been used in the 8 TeV dilepton resonance search [26]. The first function used
to extrapolate the background is defined as follows:

f(my) = e “mbm§ e (9.4)

The second function is a modified power law function:

a

fmr) =

Several fits are performed with both functions and varying start and end point of the
fit range. The fit with the best x?/N.d .o.f of all fits is taken as central value for the
extrapolation and the envelope of all fits as systematic uncertainty for the extrapola-
tion. The statistical uncertainty of the fit parameters was found to be negligible.
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Table 9.5 Range and increment for the starting and end point of the fit range for the background
extrapolation

Background | Top-quark Diboson Multijet
channel

Electron Muon Electron Muon Electron Muon

m’T"i" range | 140—200 140—200 120—240 120—240 140—240 140—240
[GeV]
Am’T”i” 20 20 20 20 20 20
[GeV]
mp® range | 600—900 600—900 500—700 800—900 800—1000 | 500—700
[GeV]

Amp™ 25 25 25 25 50 50
[GeV]

Table 9.5 shows the range for the starting point m%" and end point m/**. The
start and end points have been varied in steps of Amf™ and Am4“*, respectively.
The parameters were chosen in a way that they lead to a reasonable description of
the background and a reasonable systematic uncertainty coming from the fits. The
extrapolated backgrounds are used in all cases for mr > 600 GeV.

All fits used for the extrapolation of the three backgrounds are shown in Fig. 9.28.
The top-quark and diboson backgrounds are of the same size in the electron and muon
channel at low mr. This is different for the multijet background, which is about one
order of magnitude larger in the electron channel. All backgrounds fall steeply over
several orders of magnitude towards very high my. The relative background uncer-
tainty on the background yield is above 100% starting from about 2 TeV (4 TeV),
1TeV (3TeV),2TeV (2.5 TeV), for the top-quark, diboson, and multijet background
in the electron (muon) channel, respectively.

9.5 Systematic Uncertainties

This section lists and discusses all systematic uncertainties which affect this analysis.
The systematic uncertainties can be subdivided into the experimental uncertainties
for the selected electrons, muons, the E‘T“‘“ value, luminosity, and the backgrounds,
and uncertainties from theoretical predictions. First, all experimental sources are
discussed. Thereafter follows a discussion of the sources for the theoretical uncer-
tainties. The chapter ends with a discussion of all sources and their relative size on
the total background estimate.
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Fig. 9.28 All fits performed to extrapolate the top-quark (top), diboson (middle), and multijet
(bottom) backgrounds are shown on the left side for the electron channel and on the right side for

the muon channel

9.5.1 Experimental Uncertainties

9.5.1.1 Electron Uncertainties

Electron efficiencies The efficiency corrections provided by the ATLAS electron
performance group come with systematic uncertainties [27]. The uncertainties are
obtained by varying the tag and probe selection, e.g., identification of the tag electron
or the window around the Z-peak, or varying the background model. They are avail-
able separately for the reconstruction, identification, trigger and isolation efficiency
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correction. The full methodology of the tag and probe method and the different sys-
tematic sources can be found in Ref. [27]. However, the identification efficiency
is only measured precisely up to a pr of 150 GeV. The effect of extrapolating to
higher values of py was found to be 2.5% and was estimated by extrapolating the
shower shapes to high pr and by varying the shower shapes for which differences
are observed between data and MC. A similar study was performed for the isolation
efficiency corrections where the effect was found to be 2% for pr > 150 GeV.

Electron resolution Differences between MC and data in the electron energy res-
olution are handled by smearing the electron energies in MC. The ATLAS elec-
tron performance group provides uncertainties for the smearing. The full correlation
model for this uncertainty consists of several nuisance parameters where all sources
of uncertainties have been decorrelated in 7-bins. A simplified correlation model is
used in this analysis which provides one nuisance parameter for the energy resolu-
tion. In this simplified model all the effects are considered fully correlated in 7 and
they are summed in quadrature. With this simplification the total effect is usually
increased. The full methodology is documented in Ref. [28].

Electron energy scale Corrections for the energy scale of the electrons are applied
to data. The effect of varying the respective uncertainties of the corrections, which
are provided by the ATLAS electron performance group, up and down is checked
in order to determine the systematic uncertainty. This is done in MC, given the
higher statistics available. The full correlation model for the corrections consists of
60 nuisance parameters for which several effects have been decorrelated in eta-bins.
A simplified correlation model is used in this analysis which provides one nuisance
parameter for the energy scale. In this simplified model all the effects are considered
fully correlated in 77 and are summed in quadrature which increases the total effect.
The full methodology is documented in Ref. [28].

9.5.1.2 Muon Uncertainties

Muon efficiencies The muon efficiency corrections are provided by the ATLAS muon
performance group [23] and have been obtained using the tag and probe method on
Z — ppand J /v — ppdecays in data. Systematic uncertainties have been derived
from variations of the tag and probe selection and background subtraction following
the methodology documented in Ref. [23]. These uncertainties have been propagated
to the signal region. The uncertainties are available separately for the reconstruction,
isolation and trigger efficiency correction. The effect of extrapolating the efficiencies
to high pr was studied and a systematic uncertainty assigned, corresponding to the
magnitude of the drop in the muon reconstruction and selection efficiency with
increasing pr that is predicted by MC. For the isolation efficiency an additional
uncertainty of 5% is assigned for pr > 500 GeV.

Muon momentum resolution The muon momentum corrections are provided by
the ATLAS muon performance group [23] and have been obtained by fitting certain
correction constants to match the invariant mass distributionin Z — ppandJ /¢ —
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pp decays in MC to that observed in data. The dependence of the muon momentum
on the fit parameters is given by a model in which each parameter is associated
to a certain source of potential data/MC disagreement. Systematic uncertainties are
derived from variations of the fit procedure, the background parameterization, and
the muon spectrometer alignment.

9.5.1.3 Jet Uncertainties

Jet energy scale The jet energy scale and resolution uncertainties enter the analysis
through the E'** calculation. The uncertainties for the jet energy scale and resolution
are provided by the ATLAS jet performance group [29, 30]. A reduced set of
uncertainties with three nuisance parameters is chosen for the jet energy scale. This
reduced set of nuisance parameters simplifies the correlations between the different
sources of the jet energy scale uncertainty. Four scenarios of correlation models are
provided. The final result of an analysis using the reduced set must not depend on a
specific choice of correlation model. The jet energy scale uncertainty has been tested
for all scenarios and no difference was found.

Jet energy resolution The jet energy resolution agrees between data and MC within
the estimated uncertainty [31]. Hence, no resolution correction is applied to MC.
However, the uncertainties on the resolution are propagated to the E}"i“ calculation.
All jet uncertainties are treated as fully correlated between the electron and muon
channel.

9.5.1.4 ET' Uncertainties

The systematic uncertainties related to EF'** come from both the calculation of the
contribution of tracks not belonging to any physics objects in the E%‘iss calculation and
directly from the measurements of the physics objects. The jet, electron and muon
energy/momentum uncertainties are affecting the EX* calculation in this way. The
uncertainties for the EXs scale and resolution arising are provided by the ATLAS
EMss performance group [32]. They enter the analysis through the track-based soft
term in the E‘TniSS calculation. The uncertainties were studied by quantifying the
agreement of the balance between soft term and muon py in Z — uu events. The
uncertainties are decomposed into resolution components which are longitudinal and
transverse to the pr of the muons and to a component for the overall scale of the Ess
value. All EI'* uncertainties are treated as fully correlated between the electron and
muon channel.

9.5.1.5 Multijet Background Uncertainty
The multijet background is estimated in both channels by the matrix method. Uncer-

tainties on the measured fake efficiencies are propagated to the final background to
study the uncertainty on the background estimate in the signal region. The estima-
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tion of the multijet uncertainties is described in detail in the corresponding sections
(Sect.9.3.2.4 for the electron channel and Sect.9.3.3.4 for the muon channel). The
uncertainty is found to be 25% in the electron channel and 60% in the muon channel.

9.5.1.6 Extrapolation Uncertainties

The top-quark, diboson and multijet background are extrapolated using a variety of
fits. The envelope of all fits is taken as systematic uncertainty on the extrapolation.
The results and methods are discussed in detail in Sect. 9.4.

9.5.1.7 Luminosity Uncertainty

The uncertainty on the integrated luminosity is 5% [33], affecting the normalization
of all simulated MC samples. It is derived from a preliminary calibration of the
luminosity scale using a pair of x —y beam separation scans performed in June
2015. A more detailed description of the measurement method is given in Sect.5.8
and Ref.[34].

9.5.2 Theoretical Uncertainties

9.5.2.1 PDF Uncertainties

The PDF uncertainties have been studied for the leading W background and the Z /~*
background. The uncertainty has been estimated using VRAP with the CTI4NNLO
PDF error set. A single combined PDF uncertainty can be calculated using the full set
of 56 eigenvectors. This uncertainty was found to be around 4% for my, < 500 GeV
rising up to 40% at m,, = 6 TeV. However, the 56 eigenvectors were found to have
a very different my dependence and combining them into one single uncertainty
might over-constrain the uncertainty at very high mry. Instead a reduced set of seven
eigenvectors with a similar mass dependence is used. The reduced set was provided
by the authors of the CT14 PDF set and obtained using MP4LHC [35, 36].

As the central value of the prediction using the NNPDF3.0 set does not lie inside
the 90% CL uncertainty of the CT14 PDF set, an additional uncertainty for the
arbitrary choice of the central PDF was added. It enlarges the CT14 PDF uncertainty
such that the central value of NNPDF3.0 is covered when adding it in quadrature.
The same incompatibility was observed for the HERAPDF2.0 PDF set. However,
the HERAPDF2.0 set does not use all available high-x data and was therefore not
considered.
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9.5.2.2 oy Uncertainty

An uncertainty arises from the uncertainty on «y which affects the VRAP calcu-
lations. The uncertainty on «, was estimated to be +0.003 which corresponds to
twice the uncertainty recommended by the PDFALHC group [36]. The recommended
uncertainty is given on the value of a5 (Q?) at Q% = m% The enlargement of the rec-
ommended uncertainty is justified by the much higher invariant masses this analysis
aims at.

9.5.2.3 Electroweak Uncertainty

When calculating corrections for the higher order EW effects it is not known how
to combine them with higher order QCD effects. An additive and a multiplicative
approach has been studied. The additive approach is currently the default and the
difference to the multiplicative approach used as an uncertainty.

9.5.2.4 Renormalization and Factorization Scale Uncertainty

An uncertainty on the theory corrections calculated with VRAP arises from the
specific choice of the renormalization scale ug and the factorization scale pp. The
calculations were repeated while varying pg and pp simultaneously up and down by
a factor two. The resulting difference is used as an uncertainty.

9.5.2.5 Top-Quark and Diboson Background Uncertainty

An uncertainty arises from the cross section to which the top and diboson samples are
normalized to. The predicted ¢f production cross section is o; = 832138(56‘6116) +
35(PDF + ay) =+ 23(mass) pb (see Sect.9.1.2). The tW background is normalized
to a cross section of o, = 71.7 & 3.8 pb. The uncertainty on the single top cross
section is typically in the order of 4% [17] and therefore smaller than for the other
top processes. Given these numbers, the normalization uncertainty is estimated to be
6%. A further uncertainty can arise from the modeling of the top background in the
signal region. It is known that the top-pr spectrum is not well modeled at very high
pr. This can have a sizable impact on the analysis. A data driven 7 control region was
defined to study a potential mismodeling. No such mismodeling has been observed,
hence no further uncertainty is added. The study is documented in Appendix D.

Diboson processes have typically an uncertainty on the order of 5—10% [37].
A conservative normalization uncertainty of 10% is assigned to the diboson back-
ground.
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9.5.3 Summary

The size of the systematic uncertainties on the total background is discussed in the
following. Most sources have symmetric uncertainties and the upwards variation
leads to the same result as a downward variation. In case of energy/momentum scale
or resolution uncertainties, upwards variations usually have a larger effect due to the
steeply falling background which causes more events to migrate from a lower bin to
a higher bin. For all uncertainties, the upward variation has been performed, and the
total uncertainty is taken to be the symmetrized effect. In the following a positive
systematic uncertainty means that an upward variation of the source increases the
background while a negative uncertainty means that the variation leads to a decrease
in background. Previous analyses have shown that the final result of the search does
not highly depend on the systematic uncertainties. This is especially true in the region
of high transverse masses where the search is performed in a nearly background free
region which is limited by statistical uncertainties. Studies have shown that for lower
W’ masses of 150 GeV the final result of this analysis is not affected by systematic
uncertainties which change the background yield by less than 3% over the whole
transverse mass range. Uncertainties which change the background yield by less
than 3% everywhere will therefore be neglected.

Figure 9.29 shows the lepton related systematic uncertainties. The left plot shows
the electron and the right plot the muon uncertainties. The electron energy scale
uncertainty is about 3% at low mr, rising up to 6% at high mr. The uncertainty
is therefore considered as it leads to a sizable contribution at low my. The electron
energy resolution uncertainty is well below 1% over the whole my range and is there-
fore neglected. The same statement holds for the electron trigger efficiency correction
uncertainty. The identification and isolation efficiency correction uncertainties are
well below 1% at low mr, rising to about 3 and 2% due to the high-pt extrapolation
uncertainties. Nevertheless, both uncertainties are neglected since the contribution
becomes only sizable at around 500 GeV where the statistical uncertainty of the data
is already large. In the muon channel, the muon ID resolution uncertainty gives the
largest contribution at very high transverse mass. The uncertainty is well below 1%
at low mr and then rising up to 24% at 7 TeV. The muon MS resolution uncertainty is
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Fig. 9.29 Lepton related systematic uncertainties on the background yield in the electron channel
(left) and muon channel (right)



144 9 Analysis

in the region of 3% at high m. It could therefore potentially be neglected. However,
the experimental uncertainties are also propagated to the modeled W' signal, where a
resolution uncertainty can change the width of the signal. It can therefore lead to non
negligible effects on the signal modeling and hence will not be neglected. Another
sizable uncertainty is arising from the muon reconstruction efficiency correction
which is rising up to 10% at high my. The uncertainty on the isolation efficiency
correction is small at low mr and rising up to 6% for higher mr. The uncertainty on
the muon trigger efficiency correction is about 3% over the whole my range. Both
uncertainties are therefore considered.

Figure 9.30 shows the jet and E* related systematic uncertainties which behave
very similar in the electron and muon channel. The largest uncertainty here is the
jet energy resolution which is highest at low mt and then falling towards higher mr.
The transverse energy of the jets in the event plays an important role in the E‘T‘fliSS
calculation. Varying the energy can change the EX value and as a consequence
change the decision whether an event passes the E"* cut. The jet energy resolution
plays therefore an important role in the low mt region. The uncertainty is about 7 and
8% at 110 GeV for the electron and muon channel, respectively. The higher the mt and
therefore the E‘Tniss of the event, the less important is the contribution from jets since
the electron or muon will dominate the EX** calculation. The uncertainty is hence
becoming smaller towards higher mr. The EX related uncertainties show a similar
shape due to the same reason. They are about 3%, falling towards higher mt. The jet
energy scale uncertainties show a similar behavior. The second nuisance parameter is
negligible. The other two nuisance parameters are yielding an uncertainty of 2—4%
at low transverse mass. The size of the two nuisance parameters is different in the
two channels. The first nuisance parameter is larger in the muon channel while
in the electron channel the third is larger. The reason for the behavior are statistical
fluctuations of the MC which cause these differences. The uncertainties are therefore
neglected, as they only play a subleading role at low mr and are affected by statistical
fluctuations.
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Figure9.31 shows the uncertainties arising from the normalization and extrapo-
lation from the subleading backgrounds. The normalization uncertainty on the top
and diboson backgrounds is negligible in both channels. The uncertainty of the mul-
tijet in the electron channel can reach up to 3% in the low mr range and reaches
up to 11% at high mr. It is therefore considered, in contrast to the muon channel
where this uncertainty is negligible. The top extrapolation uncertainty has its maxi-
mum around 800 GeV and decreases towards higher mr as the background is steeply
falling. The diboson extrapolation is in the electron channel the largest uncertainty
at high my. The background plays only a minor contribution in the low mr range.
The extrapolation is performed with a fit over several TeV and it is therefore clear
that at very high transverse masses, the uncertainty on the background prediction is
large. The uncertainty is large enough to also have a sizable effect on the total back-
ground uncertainty. However, the uncertainty is about 100% only for mr > 4.5 TeV.
It is therefore only very large in a region where the background is close to zero and
these uncertainties do not affect the result. The uncertainty is much smaller in the
muon channel. The uncertainty is estimated by taking the envelope of all performed
fits. This approach is very conservative and therefore preferred, but leads also to
instabilities in the uncertainty estimation, as outliers will significantly enlarge the
uncertainty. However, this only affects the regions at very high my which are nearly
background free. The multijet extrapolation in the electron channel reaches up to
200% at 7 TeV. In the muon channel this uncertainty is negligible as it is well below
1% everywhere due to the low contribution of the background.

Figure 9.32 shows all theory related systematic uncertainties. These include the
PDF, o, scale uncertainties and the uncertainties on the electroweak corrections. The
largest uncertainty is coming from the PDF choice, originating from the differences
observed between the central PDF and NNPDF3.0. The uncertainty is small at low
mr values but rises up to about 38% in the electron channel at about 4 TeV. The
uncertainty is much smaller in the muon channel. This is due to the worse resolution
in the muon channel which leads to migration from events at low mt, where the PDF
uncertainties are small, to higher my. The high mr region is therefore also populated
by events from lower my values and has therefore a much smaller uncertainty. The
uncertainty is getting smaller again towards higher transverse masses in the electron
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Fig. 9.31 Background related systematic uncertainties on the background yield in the electron
channel (left) and muon channel (right)
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channel. This is due to the multijet background, which is one of the subleading back-
grounds up to about 4 TeV, where it represents around 10% of the total background.
The contribution rises then to about 90% at 7 TeV. Since this background is estimated
from data, no theory uncertainties need to be applied to it and the uncertainties play
a smaller role with respect to the total background. The different eigenvectors of the
CT14 PDF have, as anticipated, very different mass dependencies. The uncertainty
from the eigenvectors two to four increases with mr, while the first eigenvector leads
to a nearly constant uncertainty of about 3% over the whole mass range. All first four
eigenvectors have a sizable contribution and are therefore considered. The eigenvec-
tors five to seven lead to a negligible uncertainty and are neglected. The uncertainty
on the electroweak corrections is rising with my and is of the order of 10% in the
electron channel at high mr while it is slightly smaller in the muon channel. The
variation of the renormalization and factorization scale leads to a negligible uncer-
tainty. The o uncertainty is of the order of 3% at low mr and does not vary much for
higher mt values. The chosen uncertainty of £0.003 is, as already discussed, only
applicable at very high mt. A choice which would aim at the low my region would
lead to much smaller uncertainties. As a consequence this uncertainty is neglected.

The theory uncertainties would in principle apply also to the signal, as the same
cross section corrections need to be considered. However, it was decided not to
apply these uncertainties to the signal as the uncertainties have a theoretical nature
and therefore depend on the theory which predicts the W’. The analysis aims to be
as model independent as possible and is therefore not applying any uncertainties
which might highly depend on the theory of new physics. The decision to follow this
strategy was taken by the ATLAS collaboration for all searches which do not look for
a very specific model for which the theory uncertainties would be well defined. The
search for a W’ or Z’ boson are such searches. This thesis follows the procedure of
the ATLAS publication and therefore the same decision is taken. The result presented
in this thesis is not affected significantly by this decision.

Table 9.6 summarizes again all systematic sources and states whether they are
applied or neglected. The last column states whether an uncertainty is fully correlated
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Table 9.6 Summary of the correlations for the uncertainties. Entries with “yes” share a nuisance
parameter and are treated as correlated. Systematic uncertainties which do not apply to a channel

are marked with “n/a”

Channel
W — ev W' — uv Correlated
between
channels
Electron energy scale Applied n/a -
Electron energy resolution Neglected n/a -
Muon momentum resolution (ID) n/a Applied -
Muon momentum resolution (MS) n/a Applied -
Jet energy resolution Applied Applied Yes
Jet energy scale NP1 Neglected Neglected -
Jet energy scale NP2 Neglected Neglected -
Jet energy scale NP3 Neglected | Neglected |-
E-Irniss resolution parallel Applied Applied Yes
EITniSS resolution perpendicular Applied Applied Yes
E%‘iss scale Applied Applied Yes
Lepton trigger efficiency Neglected Applied -
Lepton reconstruction efficiency Neglected Applied -
Electron identification efficiency Neglected n/a -
Lepton isolation efficiency Neglected Applied -
Electroweak background normalization Neglected Neglected -
Electroweak background extrapolation Applied Neglected -
Multijet background normalization Applied Neglected -
Multijet background extrapolation Applied Neglected -
PDF choice NNPDF3.0 Applied Applied Yes
CT14nnlo eigvec. 1 Applied Applied Yes
CT14nnlo eigvec. 2 Applied Applied Yes
CT14nnlo eigvec. 3 Applied Applied Yes
CT14nnlo eigvec. 4 Applied Applied Yes
CT14nnlo eigvec. 5 Neglected Neglected -
CT14nnlo eigvec. 6 Neglected Neglected -
CT14nnlo eigvec. 7 Neglected Neglected -
R/ uF scale dependency Neglected Neglected -
Qs Neglected Neglected -
Electroweak corrections Applied Applied Yes
Luminosity Applied Applied Yes
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Fig. 9.33 Electron n (top left), ¢ (top right), pr (middle left), E%liss (middle right) and |A¢e, E%nis,l
(bottom) distributions after the event selection in the electron channel

between both channels. Top-quark and diboson background have been summarized
as electroweak background. The luminosity uncertainty has not been shown in the
Figs.9.29, 9.30, 9.31 and 9.32. It is 5% and applies to all MC backgrounds.
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9.6 Comparison of Background with Data

In the following section the kinematic properties of the events passing the signal
selection are discussed. Figure 9.33 shows the , ¢, pr, E’TniSS and |A¢, gis| distribu-
tion of the events passing the W — ev selection. The 7 distribution of the selected
electron candidates has its maximum at 7 = 0 and is slightly falling towards higher
values of |n|. The region 1.37 < |n| < 1.52 corresponds to the transition region
between the calorimeter central region and the calorimeter endcap region. A few
events are still falling into this region, since the cut is placed on the 7 position of
the energy deposition in the second layer and here the best estimate for 7 is shown,
which also includes track information. The dominant background is coming from the
SM W-boson. The second largest background in the central region is the top back-
ground followed by the multijet background. In the more forward region, the multijet
background is the subleading background. The ratio between data and background
expectation is shown in the lower panel. The systematic uncertainty is shown as a
gray hashed band. The systematic uncertainty is of the order of 10%. In the central
region, data and background expectation agree well within the systematic uncertainty
band. Some differences can be seen in the regions |n| > 2.0. The same differences
between data and background were already observed in the multijet control region
and are coming from a too coarse modeling of the electron identification corrections
in that region. The selected electron candidates are equally distributed in ¢. Some
small structures in data can be observed which are not modeled in the background
expectation. These structures are again coming from regions with slightly differ-
ent identification efficiencies. The identification efficiency corrections are averaged
over ¢ and thus these effects are not well modeled for the background. However,
the overall agreement between data and background expectation is described well
within the systematic uncertainties. The p spectrum of the selected electron can-
didates is strongly falling over several orders of magnitude. The candidate with the
highest pr is observed around 1 TeV. The multijet background is becoming the lead-
ing background towards higher pr values. The fake efficiency is very stable up to
high pr, hence a higher rate of jets faking the electron signature is not the cause for
this behavior. The reason is the underlying pr spectrum of the jets which is much
harder than the pr spectrum of single electrons. The agreement between data and
background expectation is well within the uncertainties up to a pr of 300 GeV. In the
region 400 GeV < pr < 700 GeV a slight deficit of the data is observed. The region
pr > 400 GeV has been studied in more detail to exclude that the deficit of data is
coming from background mismodeling. The study is documented in Appendix E. The
EMss spectrum of the selected events is, like the pr spectrum, strongly falling over
several orders of magnitude. The highest EJ" events are observed around 1 TeV. The
multijet background never plays a dominant role in contrast to the pr spectrum. The
data agrees within the systematic uncertainty with the background expectation. Some
small deficits can be again observed in the region 400 GeV < E%‘iss < 800 GeV. The
ratio between data and background expectation is around 1.1 at 55 GeV, falling to
around 0.95 for EITniSS > 120GeV. The |A¢,, i | distribution shows a maximum at
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around 3 and is falling towards lower opening angles. Nearly no events are observed
for |Ag,, E_?lissl < 1. The maximum around |A¢,, Emiss | = 3 corresponds to the back-to-
back topology which is dominating the high transverse mass region. The agreement
for |A¢, gnis| is similar to what was observed for the previous distributions.

Figure 9.34 shows the same distributions for the W' — puwv selection. The muon 7
distribution shows several dips which are corresponding to the regions with not well
aligned chambers which are vetoed in the high-pr selection. The muon 7 spectrum
is in general a bit lower in the central region than in the endcap region due to the
lower trigger efficiency in the barrel region for muons. Especially in the region n ~ 0,
where a gap for cables which are connected to the liquid argon calorimeter is leading
to a much lower efficiency. The dominating background is the SM W background,
followed by the top background and the Z/~* background. The Z/v* background
becomes larger in the forward region and leads to a substantial contribution. This is
different to the electron channel where the Z /~* background is very small, even in the
endcap region. A Z/v* event enters the selection if EI is faked. This happens if a
muon or electron is outside of the detector acceptance. If an electron is outside of the
region covered by the tracking system then it will be most likely still be reconstructed
as a jet in the forward calorimeters. A muon which leaves the region of the tracking
system is already lost which explains the differences between both channels. The data
are in general about 10% above the expected background. The difference is covered
by the systematic uncertainty which is of the same order. The same difference between
data and expected background is observed in the ¢ spectrum. The spectrum shows
some dips which are corresponding to the regions in which the muon spectrometer
efficiency is lower. Eight dips can be observed with a distance of about 0.8 which
corresponds to the coils of the toroidal magnet. Less muon chambers are installed in
this region and therefore the efficiency is reduced. The two larger dips at around ¢ ~
—2 and ¢ &~ —1 correspond to the support structure on which the ATLAS detector
is placed. The muon pr spectrum falls, like the corresponding electron spectrum,
over several orders of magnitude. The muon candidate with the highest pr was found
around 1.2 TeV. The data are, like in the 1 and ¢ distributions, about 10% higher
than the expected background. The ratio between data and expectation is flat in pr.
The largest deviation is found in a bin at around 300 GeV which is found to be about
3.50 above the neighboring bins. This behavior is expected to come from a single
statistical fluctuation, as no larger deviation is observed in the neighboring bins. The
EMss gpectrum of the muon selection is strongly falling towards higher values of
EMs and reaches out up to 1.2 TeV in data. The data are about 15% higher than
the expected background at low EXs values. The differences are covered by the
systematic uncertainty. The difference between data and expectation is becoming
smaller with higher E** values. Data and expected background agree very well for
EMiss > 120 GeV. This behavior leads to the suspicion that an EX*-mismodeling is
causing the observed differences between data and expected background in the muon
channel. However, the same mismodeling should be visible in the electron channel as
the systematic sources are correlated between both channels. The shape of the ratio is
very similar to the shape observed in the electron channel, which is an indication that
the difference between data and expected background are indeed caused by E‘T‘fliSS
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mismodeling. The |A¢), gmi| distributions look similar in the muon and electron
channels. The agreement observed here between data and expected background is
similar to what is observed in the previous distributions. A lot of systematic sources
between both channels are fully correlated. A more detailed statistical analysis is
needed to make a profound statement if for both channels the background expectation
agrees with data within the uncertainties. This statistical analysis is discussed in the
next chapter.
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Chapter 10 ®)
Statistical Interpretation oo

In the following chapter first the basics of the statistical framework are introduced in
Sect. 10.1 and the observed transverse mass spectrum is discussed in terms of the ratio
of the number of observed events and the number of expected events in Sect. 10.2.
The quantification of a potential observed excess is discussed in Sect. 10.3 and a limit
on the cross section of a W’ times the branching ratio for the decay into electron or
muon is calculated in Sect. 10.4.

10.1 Statistical Framework

The data are described statistically following a multi-bin counting experiment
approach. This approach has the advantage that the shape of the signal in the trans-
verse mass distribution is taken into account. The number of observed events in each
mt bin of each channel is described by a Poisson distributed stochastic variable. The
expectation value )y in bin / of channel k is written as the sum of the signal' and
background contributions,

M (0B, 0) = s, (B, 0) + b (6) (10.1)

where the nuisance parameters g describe the effect of systematic uncertainties. The
signal cross section multiplied with the branching ratio into the electron or muon
final state o B is the parameter of interest in the statistical analysis. The number of
observed events in bin / of channel k is denoted as ny;. The likelihood is built by
multiplying the Poisson probabilities for each bin in each channel:

'In the following description of the statistical analysis, the W’ mass is assumed to be specified. The
whole statistical analysis is repeated for each candidate W’ mass.

© Springer Nature Switzerland AG 2018 155
M. Zinser, Search for New Heavy Charged Bosons and Measurement of High-Mass

Drell-Yan Production in Proton-Proton Collisions, Springer Theses,
https://doi.org/10.1007/978-3-030-00650-1_10


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-00650-1_10&domain=pdf

156 10 Statistical Interpretation

L(oB,0) = P(i|oB, §) = (10.2)

chan Nbin
l_h[ ﬁ Mu(oB, g)nk/ e~ M(@B, )

k=1 1=1

Here, the set of all individual-bin observations ny; is denoted as 7. The number of
channels Ngp,, is equal to 1 when the electron and muon channels are analyzed
individually and 2 for their combination.

The number of expected signal events in bin / of channel k can be written as

(Os1)i

su(oB,0) =suB) [ 1+ Ze
kl

(10.3)

It has a central value of
S_k[(O'B) = LimO'B Ak Ekl- (104)

Here, Ljy is the integrated luminosity of the data and Aj is the product of accep-
tance and efficiency for signal events in channel k to be triggered, passing the event
selection, and having a reconstructed transverse mass within the limits of the trans-
verse mass histogram used for the statistical analysis (110 < mp < 7000 GeV). This
quantity is shown as function of the W’ mass in Fig. 9.4. Furthermore, ¢y, takes into
account the shape of the W’ signal. It is defined as the fraction of the events in
the signal transverse mass histogram in channel & that fall into bin /. The quantity
(dsk1)i/si7 in Eq. (10.3) is the relative shift in s; induced by a 1o variation of the
nuisance parameter 6; associated with a systematic uncertainty i. The corresponding
equation for the number of background events is

S)S 6b ;
bu(6) = bu 1+29 Obu): , (10.5)

= b

where by, is the central value of by and (5bkl),-/b_k1 is the corresponding relative
shift of a systematic uncertainty i (shown in Figs.9.29-9.32). Correlations between
signal uncertainties and background uncertainties and between channels are properly
accounted for, since the same set of systematic nuisance parameters affects s; and by;.
Some nuisance parameters affect only either the electron or the muon channel. In this
case the corresponding relative shift in the other channel is zero. Equations (10.3)—
(10.5), contain all inputs needed for the statistical analysis. These are the integrated
luminosity Liy, the acceptances A; and signal shapes y;, the background estimates
bu, and the signal and background systematic variations (dsy;); /Sx and (0by;); /b_k;.
The evaluation of all these inputs is described in Sect. 9.
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10.2 Results

The pr and EFs* distributions which were discussed in Sect.9.6 showed no obvious
deviation of the data from the expected background. Figure 10.1 shows the resulting
transverse mass spectrum in the range 110 GeVto 7 TeV in the electron channel (left)
and the muon channel (right). The bin width is constant in log(mr). A reasonable
number of bins (62 bins in the electron channel and 50 bins muon channel) were
chosen by hand since the result does not strongly depend on the binning. The muon
channel has less bins due to the worse mt resolution. The transverse mass spectrum
is strongly falling over several orders of magnitudes. In both channels events with a
transverse mass above 1 TeV are observed. In the electron channel (muon channel) the
event with the highest transverse mass is found at mt = 1.95TeV (mp = 2.51 TeV).
Example W’ signals with amass of 2, 3 and 4 TeV are shown on top of the background.
The Jacobian peak of the W’ signal is much wider in the muon channel due to the
worse pr resolution. The background expectation is in general in good agreement
with the data. No strong deviation can be observed. A small excess is observed in the
muon channel at a transverse mass of around 1.5 TeV, where four events fall into one
bin. The panel in the middle shows the ratio between data and expected background.
The gray shaded band shows the systematic uncertainty on the background. At a
transverse mass of 110 GeV data are about 7% above the expected background in the
electron channel and about 12% in the muon channel. The agreement gets slightly
better towards higher values of mr.
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Fig. 10.1 Transverse mass distributions for events satisfying all selection criteria in the electron
(left) and muon (right) channels. The distributions are compared to the stacked sum of all expected
backgrounds, with three selected Wyg,, signals overlaid. The bin width is constant in log(int). The
middle panels show the ratio of the data to the expected background. The lower panels show the
ratio of the data to the adjusted expected background (“post-fit”) that results from the statistical
analysis. The bands in the ratio plots indicate the sum in quadrature of the systematic uncertainties
(see Sect.9.5 for details)
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The bottom panel shows the ratio between data and expected background after
applying the shifts of the nuisance parameters 6; to the background (“post-fit”’). The
values of §; were obtained by computing the marginalization integral (see Eq. 10.15
and the description in Sect. 10.4.1 for more details) with the Markov Chain Monte
Carlo technique using the Bayesian Analysis Toolkit (BAT) [1]. The systematic
uncertainties might be constrained by the data after the marginalization integral has
been performed. A Gaussian distribution of the shifts ; was assumed and a W’ mass
of 2 TeV was used for the marginalization. Changing to a different W’ mass or not
assuming any signal does not affect the result. Figure 10.2 shows the parameters
0; for each nuisance parameter. The red error bar shows the initial uncertainty of
lo and the black error bar the uncertainty after the marginalization integral has
been performed. The largest shifts in the combined analysis are introduced for the
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Fig. 10.2 Systematic shifts 6; for my, = 2TeV for the electron channel (top left), muon channel
(top right) and combined statistical analysis (bottom). The red error bars show the original uncer-
tainty of 1o while the black error bars show the uncertainty after the marginalization integral has
been performed
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EMiss uncertainties and the electron channel multijet background. All three Es
uncertainties are shifted down in the combined analysis by about 0.6 to 1.20. These
nuisance parameters can correct for the shape in the ratio which is observed in both
channels in the region 110 < m < 300GeV. The jet energy resolution leads to a
similar shape change and is shifted up by 0.4¢0. The jet energy resolution uncertainties
and the E'T“i“ uncertainties have opposite effects on the background yield. Hence, the
shifts lead to a higher background contribution at low mr. A slight offset between
both channels is left after correcting the slope at low mr. The electron multijet
background is shifted by about —1.30 to correct for the offset between electron
channel and muon channel. The luminosity is finally shifted by —0.4¢ to correct for
the remaining offset of both channels. The shifts of all other nuisance parameters do
not lead to a significant change of the background expectation. The same behavior
is observed for the statistical analysis of the single channels. Very similar shifts of
the nuisance parameters for the luminosity, jet energy resolution, EX'* uncertainties
and electron channel multijet background are observed.

The background expectation and data are in a very good agreement after applying
the shifts of the combined analysis (see lower panel in Fig. 10.1). The systematic
uncertainty is significantly reduced in the low m region in which the data are able to
constrain the nuisance parameters. The high mt region is unaffected by the data and
therefore no uncertainty reduction is observed. The strongest uncertainty reduction is
observed for the jet energy resolution. This might be an indication that the uncertainty
is overestimated, since not always a significant pull is introduced.

10.3 Search for a New Physics Signal

10.3.1 Likelihood-Ratio Test

To test for excesses in data, a log-likelihood ratio test is carried out using RooStats [2].
A potential excess can be quantified by calculating the probability that the background
fluctuates creating a signal-like excess equal or larger than what is observed. This
probability is called p-value and usually denoted as py. The p-value pg is computed
by defining a test statistic

0 for i < 0,
(10.6)

9o = LG10,60) -
—21n [ L(ﬁlﬁ,ﬁ)] for i > 0,

where [ is a signal strength parameter and defined as /i = o0 B/ogsy B. The more
important an excess is, the larger is the difference between both likelihoods. For a
given dataset, £(7 |1, ) is always larger or equal to L(71]0, 90) and therefore the ratio
of the likelihoods always smaller or equal to one. The test statistic g is set to O for val-
ues of /i < 0. This is justified by the fact that a potential signal should have a positive
cross section value. This definition will lead to a §-peak in the distribution of the test
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statistic at go = 0. It represents a 50% occurrence that a background-only dataset will
have a downward fluctuation. A probability density function for gy can be obtained
from background-only pseudo-experiments. The pseudo-experiments are generated
using the observed nuisance parameter values 0”” *. The observed nuisance parameter
values are determined by RooStats using a maximum likelihood fit using the Minuit
package [3]. An additional Gaussian probability density function is introduced for
each nuisance parameter to avoid large shifts of single nuisance parameters. The
nuisance parameter shifts 9"b ¥ determined by RooStats are very similar to the shifts
shownin Fig. 10.2 which were determined with a slightly different method using BAT.
The number of events in a bin is following a Poisson probability. From these pseudo-
experiments a probability density function f (g0, 9“‘”) can be built. Figure 10.3
shows f for the muon channel obtained from 10,0000 pseudo-experiments. A peak
at go = 0 can be observed from the cases in which the background has a down-
ward fluctuation. This peak has been ignored when normalizing the distribution of
pseudo-experiments to unity.
The probability po corresponding to a given experimental observation g5 is

evaluated as follows:

o0
po = P(go > "’”|background -only) = f[ f(qo10, Hgb‘y)dqo. (10.7)
o

The p-values pq are usually translated into a scale of significance (z) in terms of
Gaussian standard deviations:

z=®'(1 - py) (10.8)

Here, ®~! is the inverse of the cumulative distribution of the standard Gaussian
probability density function. A discovery of a new particle and therefore the rejection
of the background-only hypothesis is usually announced with a significance of at least
50 (z = 5). This corresponds to a probability of p = 2.87 x 107".
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10.3.2 Asymptotic Approximation

According to Wilks’ theorem [4], the distribution of g, for background-only datasets
follows in the asymptotic limit a x? distribution for one degree of freedom. This
behavior is illustrated in Fig.10.3, where the solid red line corresponds to a x>
distribution for one degree of freedom. The probability py can then be calculated
directly from gq [5]:

po=1—2(J/q0). (10.9)

The significance is then given by

2= /. (10.10)

This largely reduces the amount of computing time and computing resources
required.

10.3.3 Look-Elsewhere Effect

The p-value calculated so far gives the probability that for a given W’ pole mass
the background fluctuates, creating a signal-like excess equal or larger than what
is observed. It ignores the fact that W’ masses over a large range in mt have been
tested and is therefore also called “local” p-value. The more masses are tested, the
more likely it is that for a certain mass a small p-value is observed. This effect is
called “look-elsewhere effect”. It can be taken into account by calculating a “global”
p-value which is the probability of measuring a local p-value somewhere in the back-
ground transverse mass spectrum which is at least as significant as the one observed
in data. Calculating the global p-value requires a knowledge of the fluctuations inher-
ent in purely background processes. The statistical behavior of the background can
be modeled by observing excesses in an ensemble of pseudo-experiments generated
under the background-only hypothesis. The distribution of the largest local signif-
icance found in each independent pseudo-experiment represents the ability of the
background to exhibit false signals. From this distribution the global p-value can be
calculated:

Patobal = P(Ziocar > 2§ Ibackground-only)

1 o0
=/ \n(Zo)dZo, (10.11)

N,,e ~Sb

where N, is the number of pseudo-experiments.

Figure 10.4 shows the global p-value expressed in Gaussian significance as a func-
tion of the local significance calculated from 10,0000, pseudo-experiments. Negative
values of global significance indicate cases which are less signal-like than expected
from the background-only case. The global p-value is typically about 1o lower than
the local p-value. The electron and muon channel have a very similar mapping.
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More signal-like fluctuations are expected for the electron channel due to its supe-
rior electron energy resolution which makes it slightly more affected by single bin
fluctuations. No mapping for the combination of both channels has been calculated,
as the mapping will be similar to the electron channel due to the better electron
energy resolution. Hence, the electron channel mapping was used for the combined
channel.

10.3.4 Results

Figure 10.5 shows the observed p-values for the electron channel (top left), muon
channel (top right) and the combination of both (bottom). The local significance
is shown as a gray dashed line and the global significance as red dashed line. The
p-values were obtained using the procedure described in Sect. 10.3.1 with the back-
ground estimation as discussed in Sect. 9.3 and the systematic uncertainties described
in Sect. 9.5. Signal templates have been generated, following the procedure discussed
in Sect.9.1.1, in steps of 50 GeVfor pole masses ranging from 150GeV to 3.5 TeV,
thus leading to 67 signal templates in total.

The largest excesses in the electron channel are about 1.40 local at my =
600GeV and my» = 2TeV. They correspond to about three bins around 600 GeV
which are above the background expectation and two events which are observed near
2TeV. The largest excess in the muon channel is about 1.8¢ local at my, = 350 GeV.
It corresponds to a single bin which is above the background expectation by about
three times its statistical uncertainty. A broad excess of about 1o is observed for
masses above 1.5 TeV. It corresponds to the region mt > 1TeV where several bins
are above the background expectation. Especially one bin at about 1.5 TeV in mr in
which four events are found. The excess does not disappear for higher my, like in



10.3 Search for a New Physics Signal 163

2 2
Y E T T T Y E T T T 3
k] F s=13Tev, 321" 8 F 5 =13TeV, 32" 3
5 10F g 10¢ E
F Observed p , W'—ev F Observed p, W'—uv 3
1E o gn o 1 E _ =
T\ \ 2 o~
107 e\ oo T T T B
1072 ;F 7777777777777777 102 :; 7777777777777777
F Eo
o EL
107 eance oo 102"
10 104

o 102 T

Vs=13TeV, 32"
10

Observed Py W'—lv

=y

UL B R B

j
i \

PTLITT T

10
o2 — -3
e
10 s 5“3‘ significance for largest excess ?
10 E
Es | 1 P - 1 1 1 |

0.5 1 1.5 2 2.5 3 3.5

my, [TeV]

Fig. 10.5 The local significance derived from ideal Wg,, signals between 0.15 and 3.5TeV.
Accompanying local significance levels are shown as gray dashed lines and global significance
levels as red dashed lines. Shown are results for the electron (upper left), muon (upper right), and
the combined channel (lower)

the electron channel, due to the worse mt resolution in the muon channel. Signals
with higher masses will due to the resolution also contribute to the lower m regions.
The excesses at 350 and 600 GeV are reduced in the combination as they only appear
in one of the channels. The excess at higher masses gets slightly stronger, rising up
to 1.60 local, since an excess in that region in both channels is observed. The global
significance never exceeds one sigma. The observed data are therefore consistent
with the Standard Model hypothesis.

10.4 Exclusion Limits

The statistical analysis performed showed no significant excess of data with respect
to the expected SM background. Therefore exclusion limits will be calculated for
the SSM W' model.
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10.4.1 Exclusion Limits Following Bayes Theorem

The exclusion limits are calculated using Bayes theorem [6]:

P(A|B) = %. (10.12)

It states that the probability for A given B can be calculated using the probability for
B given A and the single probabilities for A and B. Applied to this analysis, Bayes
theorem leads to

P(oB. é|ﬁ) _ P(n|aB})9(;I)’(JB, 0) _ L(oB, i)(];)(aB, 9). (10.13)

Here P(oB, 5) denotes the probability density for B and g and is called prior.
P (n) is the probability for the observed data which will only act as a normalization
constant. The nuisance parameters 6; are assumed to follow a Gaussian distribution
®. Hence, the prior can be written as

Nays
P(oB,0) = P(0B) [Tew®n. (10.14)
i=1

where ® denotes the probability density function for the standard normal distribution
and P (o B) is the prior for the signal cross section times branching ratio. The choice
of a proper prior P (o B) for the signal can be very controversial. In principle the prior
knowledge from earlier W' searches can be used to strengthen the resulting limits.
However, a conservative choice is made by assuming a “flat” prior, i.e. zero for
0B < 0 and constant for ¢ B > 0. This is a common choice in high-energy physics
experiments and makes the results comparable between experiments. The prior is
absorbed into a normalization constant together with P (17). The explicit expression
for the probability for o B takes the form (for o B > 0)

Nechan Nbin Ak[ (O_ 9)}1“ e*)\k[(o' 9) “\

P(aB|ﬁ)=/P(UB Gln)dH_N/ TT11 Hd)(&)d@

k=1 I=1 =

(10.15)
where N is the normalization constant which absorbs the prior P (¢ B) and the prob-
ability for the data P (7). It is determined by the condition

/OO P(oBli)do = 1. (10.16)
0

The integral over the nuisance parameters (called marginalization integral) is per-
formed in BAT using Markov Chain MC. The number of channels N¢ha, 1S equal
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to 1 when the electron and muon channels are analyzed individually and 2 for their
combination.

The upper limit o By on the cross section times branching ratio can be
computed by

o0
/ P(oBln)do =6, (10.17)

Biimit

i.e. it is the signal cross section times branching ratio for which the probability that
the true value of o B is equal or larger than o By, given the data 7 is §. The confidence
level? is defined as 1 — J. Exclusions at 95% CL are commonly used in high energy
physics experiments.

The observed limit o Bjimit, given the data, is calculated using the procedure
described above. The expected limit o By, given the background-only hypothesis,
is calculated using a sample of background-only pseudo-experiments. One pseudo-
experiment is performed by generating sample values for all nuisance parameters
0; according to their Gaussian priors. Thereafter the number of events in a bin / of
channel k are sampled following a Poisson probability with the expectation value
by (9) for the generated sample values of the nuisance parameters 6. The resulting
mr distribution is treated as actual data and a limit o By is calculated following the
above procedure. After a suitable number of pseudo-experiments, the expected limit
is extracted by taking the median of the limit distribution. One and two sigma bands
are extracted by taking the 68 and 95% quantiles of the limit distribution. These bands
do not have any specific meaning in the Bayesian paradigm. They visualize how the
limit could change by a one or two sigma fluctuation of the nuisance parameters
and data.

10.4.2 Results

Figure 10.6 shows the resulting 95% CL limits on the cross section times branching
ratio o By for the electron channel (top left), muon channel (top right) and the
combination of both (bottom). The limits were obtained using the SSM W’ signal
shapes with the background estimation as discussed in Sect.9.3 and the systematic
uncertainties described in Sect. 9.5. Signal templates have been generated, following
the procedure discussed in Sect.9.1.1, every 50GeV in the pole mass range from
150GeV to 6 TeV, leading to 118 signal templates in total. For each pole mass, a
total of 1000 pseudo-experiments have been carried out to estimate the expected
limit and the 68% and 95% uncertainty at each point. Tables with the observed and
expected limits can be found in Appendix F. The expected limit is indicated as a
dashed black line, which is surrounded by the 68% (95%) uncertainty band drawn
in green (yellow). The observed limit is shown as a solid black line. For a given pole

2The confidence level is in the Bayesian paradigm often also called credibility level. To avoid
confusion throughout this thesis the more common term confidence level is used.
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Fig. 10.6 The calculated 95% CL limits on the cross section times branching ratio are shown as
a function of the pole mass of the SSM W’. The results are shown for the electron channel (top),
the muon channel (middle) and the combination of both (bottom). The expected limit is indicated
as a dashed black line, which is surrounded by the 68% (95%) uncertainty band drawn in green
(yellow). The observed limit is shown as a solid black line. For a given pole mass, all values of ¢ B
which are above the value of the observed limit are excluded with 95% CL. The theory prediction
for the SSM W’ model is shown at NNLO in QCD as a red solid line surrounded by its uncertainty.
Masses for the SSM W’ boson below the intersection between observed limit and theory prediction
are excluded with 95% CL

mass, all values of o B which are above the value of the observed limit are excluded
with 95% CL. The curve of the expected limit is strongly falling over about three
orders of magnitude up to pole masses of 3.5TeV. The expected limit then bends
up again due to the lower acceptance times efficiency for the higher pole masses (as
shown in Fig. 9.4). The curve of the observed limit for the electron channel and muon
channel agrees well with the expected limit and always lies within the 20 uncertainty
band. Slight excesses are observed in the electron channel at my, = 600GeV and in
the muon channel at my, = 350 GeV which were already discussed in Sect. 10.3.4. A
deficitis observed in both channels around 1 TeV. The deficit is stronger in the electron
channel where it is almost outside of the 20 band. The deficits correspond to deficits
in data in the region mt &~ 1TeV in Fig. 10.1. For higher pole masses the observed
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Table 10.1 Expected and

Decay my limit [ TeV]
observed 95% CL lower
limits on the Wgg,, mass in Expected Observed
the electron and muon W — ev 3.99 3.96
channel and their W — uv 3.72 3.56
combination W — v 418 407

limit is again above the expected limit due to the slight excess observed at high
mt. Whereas the excesses at my = 600GeV and my = 350 GeV are smaller in the
combined limit, the latter described deficits/excesses are becoming more pronounced
as they appear in both channels in a similar range. The deficit at 1 TeV is slightly
beyond the 20 band. The limit in the electron channel is in general stronger than the
limit in the muon channel due to its superior signal efficiency and resolution.

The theory prediction for the SSM W’ model is shown as a red solid line. The
cross section for each pole mass was obtained with PYTHIA at LO. A NNLO QCD
theory correction is applied to the theory prediction. It was obtained by calculating
the yield in the range 110 GeV < mt < 7TeV for each signal template at LO and
after applying the QCD theory correction described in Sect.9.1.1. The ratio of these
two yields defines the theory correction and fully takes the shape and normalization
differences between LO and NNLO into account. Uncertainties on o B from the PDF,
a; and scale are shown as a red-dashed line. They were determined as described in
Sect.9.5. Masses for the SSM W’ boson below the intersection between observed
limit and theory prediction are excluded with 95% CL. Table 10.1 lists the observed
and expected mass limits on the SSM W’ for the electron, muon and combined
channel. The expected mass limit in the electron channel is 3.99 TeV and therefore
well in agreement with the observed limit of 3.96 TeV. The expected mass limit in the
muon channel is 3.72 TeV, which is slightly higher than the observed limit of 3.56 Te' V.
The difference in expected and observed limit is caused by the excess at high mr.
This excess does affect the muon channel in a stronger way as, due to the worse
resolution compared to the electron channel, also signals at higher masses contribute
significantly at lower mt values. The expected muon channel limit is 270 GeV lower
than the expected electron channel limit due to the lower signal efficiency and worse
resolution. The expected combined limit is with 4.18 TeV about 200 GeV stronger
than the electron channel limit. The observed combined limit is 4.07 TeV. These
limits on my are about 800 GeV stronger than all previous published results using
data taken at /s = 8 TeV [7, 8].

10.4.3 Comparison to Other Analyses

Exclusion limits with 95% CL obtained by other analyses are summarized in Table
10.2 and discussed in the following.
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Table 10.2 Expected and observed 95% CL lower limits on the Wy, mass in the electron channel,
the muon channel, and their combination
Analysis | /s [TeV] | Lip/[fb~']| W — ev limit [TeV] | W — pv limit [TeV] |W — £v limit [TeV]
by

Expected | Observed |Expected | Observed | Expected | Observed
ATLAS 8 20.3 3.13 3.13 297 2.97 3.17 3.24
(71
CMS [8] 8 19.7 3.18 3.22 3.09 2.99 3.26 3.28
ATLAS 13 32 3.99 3.96 3.72 3.56 4.18 4.07
(91
CMS [10] | 13 22 3.8 3.8 3.8 4.0 42 4.4
ATLAS 13 13.3 4.59 4.64 433 4.19 4.77 4.74
[11]

As already discussed in Sect.2.3.3, the analyses performed by ATLAS and CMS
at \/s = 8 TeV, using the full 2012 data set, excluded SSM W’ masses below 3.24
and 3.28 TeV, respectively. The obtained combined exclusion limit by the analysis
of the 2015 data set is 4.07 TeV, i.e., about 800GeV stronger. Figure 7.1 shows
the ratio of the exclusion limit on the cross section and the predicted SSM cross
section as a function of the W’ pole mass. Exclusion limits from this analysis and
the ATLAS analysis using 8 TeV data are shown. It can be seen that the presented
analysis substantially improves the cross section limits also at low masses up to
500 GeV. This is due to the shape-based limit setting in this analysis which is more
sensitive in this region than the single-bin approach used in the previous analysis. In
addition triggers with a lower pr threshold were used in the electron channel. In the
intermediate mass range between 500 GeV and 2.5 TeV both limits are comparable
due to the higher integrated luminosity of the data set used for the 8 TeV analysis.
From 2.5 TeV onwards, this analysis provides more stringent limits due to the higher
center of mass energy (Fig. 10.7).

Fig. 10.7 Normalised 2
cross-section limits b"’
(0limit/ossm) for W’ bosons —
as a function of mass for the E
o

measurement of a previous
ATLAS analysis [7], for this

LRALLL BRI B

measurement, and the 107" E E
expected exclusion limit for E ]
30 and 100 fb~!. The 1072 E
cross-section calculations F Expected limit, 100 o™
assume the W’ has the same 1073 E =& Expected limit, 30 fo™! E
couplings as the SM W [ —— ATLAS {5=13TeV, 32" ]
boson. The region above 107 By —— ATLAS {5 = 8 TeV, 20.3 o'
each curve is excluded at S R B R BN B |
95% CL 1 2 3 4 5 6

m,. [TeV]
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CMS has also performed an preliminary analysis of the 2015 data set studying
W’ masses above 1TeV. Due to a problem with the solenoid magnet they only
collected 2.2 fb~! of data. Nevertheless, they derived a stronger exclusion limit of
4.4 TeV. Comparing the results of the individual channels shows that the expected
and observed limits in the electron channel are with 3.8 TeV about 200 GeV weaker
than the result of this analysis. They obtain an efficiency times acceptance of 75%
for a W’ boson with a mass of 3 TeV which is comparable but slightly lower than
the efficiency times acceptance obtained by this analysis (80%). Hence, the lower
CMS limit in the electron channel results from the slightly lower acceptance times
efficiency and the smaller amount of integrated luminosity collected. However, in the
muon channel, despite the smaller data set, CMS obtains an expected limit of 3.8 TeV
and an observed limit of 4.0 TeV. Their expected exclusion limit in the muon channel
is therefore equal to the electron channel. For this analysis the expected exclusion
limit is about 300 GeV weaker in the muon channel. The difference is coming from
the muon efficiency of both detectors. While CMS obtains for my, = 3TeV the
same acceptance times efficiency of 75% as in the electron channel, this analysis
only reaches about 51%. The difference is directly coming from the differences of
the detectors. While the CMS muon spectrometer has a very high trigger efficiency
(above 90% in most regions), the ATLAS muon spectrometer has only about 70—80%
trigger efficiency. The very stringent quality criteria in the ATLAS analysis and
the veto on some muon chambers reduces further the efficiency and leads to the
observed differences. Regardless of these differences, the expected muon limits of
both experiments are with 3.72 TeV and 3.8 TeV very similar but while CMS observes
a small deficit which is resulting in a stronger limit of 4.0 TeV, in this analysis a small
excess is observed resulting in a weaker limit of 3.56 TeV. This difference translates
also to the combined limit. The expected limits are again very similar with 4.17 TeV
and 4.2 TeV, while the observed limits differ with 4.07 and 4.4 TeV, respectively.

Very recently, the ATLAS collaboration published a preliminary result for the
ICHEP summer conference using 13.3 fb~! of data collected in the year 2015 and
2016 at /s = 13 TeV. With the larger integrated luminosity, masses below 4.74 TeV
are excluded.

10.4.4 Impact on Other BSM Models

In the following the obtained results shall be briefly discussed in the light of other
BSM models.

In the ATLAS and CMS analysis of the 2012 data also dark matter models have
been considered (see Sect.2.3.3). It was found that the signal models which gave the
strongest limits were assuming constructive interference which was, as later pointed
out, violating the electroweak gauge invariance [12]. Therefore these models have not
been considered any longer. The effective field theory models have been replaced by
simplified models in which the dark matter production is mediated by a Z’ boson [13].
The sensitivity of this analysis for models in which a W is produced by initial state
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radiation and models in which the W is produced in association with the dark matter
pair has been studied and was found to be very small. These models where as a
consequence not considered. Limits have been set on these models in an analyses
where the W decays hadronically [14]. The limits this analysis would yield are
expected to be similar but most likely would be a bit worse.

The W* model which is also discussed in Sect.2.3.3 has a slightly different signal
shape than the SSM W'. In the analysis of the 8 TeV data it lead nevertheless to very
similar limits of my» > 3.21 TeV. The limits on this model for this analysis are hence
expected to be also in the 4 TeV range.

The right handed Wy, should have the same signal shape as the SSM W’. The
limits on cross section times branching ratio should therefore be directly translatable
into limits on the cross section of these bosons as long as the handedness of the
couplings to quarks and leptons are equal [15].

The SUSY model which was introduced in Sect.2.3.3 was only brought up
recently by the authors and has so far never been considered in any of the W’ searches.
It is thus not possible to make any claim about the sensitivity.
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Chapter 11 ®)
Conclusion and Outlook Chack or

A search for a new heavy charged gauge boson, a so-called W', has been performed in
the final state of an electron or muon and missing transverse momentum. Those new
gauge bosons are predicted by some theories extending the Standard Model gauge
group to solve some of its conceptual and experimental problems. The analyzed
data set was recorded by the ATLAS experiment during proton-proton collisions at a
center of mass energy of /s = 13 TeV and corresponds to an integrated luminosity
of 3.2fb~ 1.

The electron and muon transverse mass spectrum has been measured and trans-
verse masses up to about 2 TeV have been observed. The expected amount of Stan-
dard Model background has been estimated using Monte Carlo simulations and
data-driven methods. The main contribution to the background is arising from high-
pr electrons and muons produced by the decay of an off-shell W boson. Further
backgrounds are arising from processes including a top- or antitop-quark, from jets
misidentified as leptons, and from diboson processes, where pairs of W and/or Z
bosons were produced.

The Standard Model expectation has been compared to data. Possible deviations
have been quantified in terms of local and global significances with a likelihood ratio
test. The largest excesses observed are around 1.4 and 1.8¢ local in the electron
and muon channel, respectively. When combining both channels, an excess of 1.60
at around my, = 2 TeV is observed. The global significance of these excesses is
well below 1o and hence the data are compatible with the Standard Model only
hypothesis.

As a consequence, exclusion limits have been set on the mass of a Sequential
Standard Model W’ and masses below 3.56 and 3.96 TeV are excluded with 95%
confidence level (CL) in the electron and muon channel, respectively. A combina-
tion of both channels leads to an improved exclusion limit of my, > 4.07 TeV. The
obtained exclusion limit is about 800 GeV stronger than the exclusion limit obtained
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174 11 Conclusion and Outlook

from ATLAS and CMS analyses using the 2012 data set at /s = 8 TeV. Also the
cross section limit at low masses improved partially by about an order of magnitude.

Future analyses could be improved by trying to recover some of the efficiency
losses in the muon channel. In the presented analysis, muons which fall into regions
in which the alignment of the muon chambers is not well enough understood have
been vetoed. These regions will be further studied and are expected to be included
in future analyses. It could be furthermore studied if the very stringent requirements
on the muon quality could be relaxed without increasing the risk of fake muons
imitating a signal event and without worsening the momentum resolution too much.
In general a cut on the balance between the transverse momentum of the lepton
and the missing transverse momentum could be introduced as events coming from a
decay of a heavy resonance are expected to be well balanced. This has briefly been
studied while developing the analysis methods, but was not applied as no improve-
ment at high transverse masses was observed. However, this cut could be revisited
to test if intermediate transverse mass ranges could profit. The backgrounds arising
from top- and/or anti-top quarks and diboson production had to be extrapolated due
to limited statistics in the simulated Monte Carlo samples. A fit was performed to
obtain an estimate at very high transverse masses. A more robust estimation can be
achieved by producing the simulated samples of these processes in bins of transverse
mass. A first test using the SHERPA generator led to promising results. Besides the
systematic uncertainties arising from the background extrapolation, theory uncer-
tainties arising from the knowledge of the parton distribution functions (PDFs) are
the dominating uncertainties at high transverse masses. The presented analysis is
relatively insensitive to systematic uncertainties. If more data are collected the tail at
high transverse masses will be further populated and the knowledge of these PDFs
will become important. An improved understanding can be obtained by precisely
measuring Standard Model processes at very high masses.

Figure 10.7 in the previous section shows the ratio of the exclusion limit on the
cross section and the predicted SSM cross section as a function of the W’ pole mass.
Exclusion limits (95% CL) from this analysis and an earlier ATLAS analysis are
shown. In addition, also expected limits are shown for data sets of 30 (expected until
end of 2016) and 100fb~! (expected until end of 2017). The expected limits have
been calculated by using the Standard Model background calculated for this analysis
as pseudo-data and scaling it according to the luminosity. For 30fb~! W’ masses
are expected to be excluded around 5.15 TeV and for 100fb~" around 5.6 TeV.' It
can already be seen that the exclusion limit between the data set expected for 2016
and 2017 shows a smaller increase in mass limit than the expected 2016 result with
respect to the 2015 result. The exclusion limits will hence increase only slowly with
more data. The total expected luminosity delivered by the LHC in its lifetime is
3000fb~!. For this amount of data W’ masses are expected to be excluded up to

! Author’s comment: When preparing this thesis for the Springer publication (July 2018), the men-
tioned searches have been performed by the ATLAS collaboration, giving unfortunately as well no
sign for a signal. A search using 36 fb~! of data excluded with 95% C.L. W’ masses below 5.1 TeV
[1] and a search using 80 fb~!, masses below 5.6 TeV [2]. These results are in good agreement with
the expected exclusion limits when writing this thesis.
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around 7 TeV. Plans are being made for a proton-proton collider located at CERN,
operated at a center of mass energy of 100 TeV. This collider would significantly
increase the reach in W’ masses. With 1000fb~" of collected data at such a collider
SSM W’ bosons with masses up to 31.6 TeV [3] could be discovered and excluded
up to masses of 35 TeV [4].
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Chapter 12 ®)
Motivation e

For tests of the Standard Model and measurements of its parameters, precise pre-
dictions of the processes at the LHC are needed. To obtain a high level of accuracy
for these predictions, a very good understanding of the structure of the proton is
essential. In this context, the knowledge of the parton distribution functions of the
proton plays a key role. For example, the PDF uncertainties can be one of the largest
uncertainties on the predictions of the Higgs production cross sections [1]. It was
already seen in the analysis discussed in the previous chapters that at very high
transverse masses the PDF uncertainties are the dominating theoretical uncertain-
ties. This is also true for searches for new heavy neutral gauge bosons (commonly
called Z’). These uncertainties are due to the not well constrained high-x region in
the PDFs. The measurement of the high-mass Drell-Yan cross section gives access
to the high-x quark and antiquark information. Measuring at high invariant masses
and high dilepton rapidities y;, gives access to even higher values of x, as discussed
in Sect.2.2.3 and visible in Fig.2.8. The measurement of this process at high invari-
ant mass can furthermore be sensitive to electroweak corrections which have not yet
been constrained [2].

The ~~ initiated dilepton pair production via the photon induced process, intro-
duced in Sect.2.2.4, has a significant contribution at high invariant masses. The
photon PDF of the proton is only weakly constrained. It is an important background
for example to searches in the dilepton invariant mass spectrum and a measurement
of this process is therefore of importance. A measurement of the pseudorapidity
separation of the two leptons Ay, gives a possibility to separate the photon induced
contribution from the Drell-Yan production. The Drell-Yan process dominates due
to its large s-channel contribution at low values of absolute pseudorapidity separa-
tion while the photon induced process especially contributes at high values due to
the t-channel contribution.
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In the following chapters an analysis is presented measuring the Drell-Yan cross
section pp — Z/v* + X — €4~ 4+ X (£ = e, p) and photon induced cross section
in the range 116 GeV < my, < 1500 GeV. Three cross section measurements are
performed, one single-differential measurement as a function of invariant mass m g,
and two double-differential measurements. The first double-differential measurement
is performed as a function of invariant mass m, and absolute dilepton rapidity |ye|
and a second measurement as a function of invariant mass my, and absolute pseu-
dorapidity separation |Ang,|. The data used for this measurement was collected by
the ATLAS experiment during 2012 at /s = 8 TeV and corresponds to an integrated
luminosity of 20.3 fb~!.

The measurement as a function of absolute rapidity will measure the rapidity
spectrum up to |yg¢| = 2.4. This measurement will therefore probe x values as low
as about x ~ 10~ going up to x & 1. The dominant part of the data is distributed in
the region x = 1072 to x = 10~! (see Appendix G).

Figure 12.1 shows the measured cross section in the final state of an electron and
positron performed by the ATLAS collaboration [3] using data with an integrated
luminosity of 4.9 fb~!, collected at a center of mass energy of 7 TeV. The mea-
surement was performed single-differential as a function of invariant mass and only
in the ete™-channel. A comparison to various PDFs is shown in the lower panels
and shows a systematic offset for all PDFs. Additional measurements, especially of
the muon channel, will give further insight whether these differences are originating
from a systematic effect or not. A measurement of both channels is an important
cross check and the uncertainty on the measurement can be reduced by combining
these.

The following chapters will concentrate on the measurement of the electron chan-
nel cross section which I already started to work on in my master thesis [5]. Since then
several improvements have been made in the context of this thesis. Besides adding
the measurement as a function of |Any,| also the uncertainties of the measurement
have been significantly reduced. The cuts of the analysis have partially been refined
to further reduce background processes, a lot of systematic checks have been per-
formed, and additional sources of systematic uncertainties have been studied. In the
meantime also a cross section measurement of the muon channel has been performed
in the context of another thesis [6]. It will be used in this work to calculate combined
cross sections with reduced uncertainties. These combined cross sections have been
compared to different theory predictions and interpreted in terms of sensitivity to
PDFs. The results are published in JHEP [7].

The analysis is structured as follows. In Chap. 13 first briefly the analysis strategy
is introduced. Chapter 14 describes the analysis of the electron channel. In Sect. 14.1
the Monte Carlo samples are discussed, followed by the description of the event and
object selection in Sect. 14.2. Section 14.3 describes the estimation of the multijet
and W+jets background which is arising from jets faking the electron signature.
The chapter closes with a comparison of the selected data with the expected signal
and background in Sect. 14.4. In Chap. 15 the methodology of the cross section
measurement is explained. In Sect. 15.1 first the resolution of the observables and
thereafter the chosen binning and its purity is discussed. The unfolding method is
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Fig. 12.1 Fiducial Drell-Yan cross section at /s = 7 TeV, binned in invariant mass of the electron
pair in the range 116 to 1500 GeV. Shown is the measured fiducial cross section with its statis-
tical uncertainty. The green bands show the systematic and total uncertainty, excluding the 1.8%
luminosity uncertainty. Different theory predictions, calculated at NNLO with FEWZ [4] using
different PDFs are shown. The predictions include corrections for photon induced processes and
W/Z radiation. Figure taken from Ref. [3]

discussed in Sect. 15.2. The systematic uncertainties on the cross section are studied in
Sect. 15.3 and the unfolded cross section with their uncertainties are afterwards shown
in Sect. 15.4. Following is Chap. 16 with a brief discussion of the muon channel cross
section measurement which is needed as an input for the following Chap. 17. Here
first the combination of the electron and muon channel is described in Sect. 17.1. The
combined cross sections are afterwards compared to theory predictions in Sect. 17.2.
An interpretation of the obtained results in terms of sensitivity to PDFs is discussed
in Sect. 17.3. The analysis discussion closes with a conclusion and an outlook in
Chap. 18.
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Chapter 13 ®)
Analysis Strategy ez

Aim of the analysis is to measure the cross section of £+ ¢~ -pairs (£ = e, ) from
neutral current Drell-Yan production and photon induced production and to mea-
sure the invariant mass my, dependence, the absolute rapidity |y,¢| dependence, and
dependence on the absolute pseudorapidity separation of the two leptons |Ang|.
The Drell-Yan process typically leaves a very clean signature of two leptons with
high transverse momenta which give a high invariant mass. Figure 13.1 shows an
event display of the Drell-Yan dielectron event with the highest invariant mass. The
event contains two electron candidates originating from the same vertex with very
high transverse momenta of py = 588 GeV and pry = 584 GeV. The green towers
depict the energy deposits in the EM calorimeter. The two electron candidates are
back-to-back in the transverse plane and have an invariant mass of m,, = 1526 GeV.
Given this signature, the general strategy of the analysis is to select events with two
high- prlepton candidates giving a high invariant mass.

The background for this processes is typically very low. The leading background
originates from 7 production. The top- and antitop-quarks dominantly decay via
t — Wb, therefore leading to two W bosons plus additional b-quarks. The W bosons
can further decay into leptons leading to a final state containing two leptons. A
further background originates from multijet and W +jets events where either at least
two jets (multijet) or one jet (W+jets) is misidentified as lepton. This background
has a much higher contribution in the electron channel, since the probability for
a jet to fake a muon signature is very low. The multijet background is, like the
photon induced process, dominantly a t-channel process. It is therefore more forward
and the jets are measured at higher |n|. A precise estimation of this background
in the electron channel is therefore crucial since both processes have very similar
kinematics. Finally, a background arises from the diboson processes WW, W Z and
Z Z which can also lead to two or more leptons. MC simulation reliably predicts all
backgrounds containing at least two real leptons and will be used to estimate these.
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ATLAS
EXPERIMENT

Run Number: 206962, Event Number: 38652990

Date: 2012-07-14 09:31:06 CEST

Fig. 13.1 Event with the electron pair that has the highest invariant mass in the 2012 data set is
shown (m,, = 1526 GeV). On the upper left, the r-¢-plane and on the lower left, the r-n-plane of
the detector is shown. On the upper right, the energy deposition in the electromagnetic calorimeter
is shown in the ¢-n-plane. Tracks with pr > 0.5 GeV are shown and colored depending on the
vertex they originate from. The event display was made using ATLANTIS [1]

Backgrounds containing one or more misidentified jets need to be estimated from
data as MC simulation in general fails to accurately describe the probability that a
lepton signature is faked.

The backgrounds are subtracted from the data to obtain the pure Drell-Yan and
photon induced spectrum. The sum of the Drell-Yan and photon induced event yields
are then corrected for detector effects using a MC based unfolding technique. The
electron and muon channel are measured in slightly different phase spaces due to
the different coverage of the calorimeters and the muon spectrometer. Both event
yields are therefore further extrapolated to a common fiducial phase space with an
acceptance correction. The corrected yield in the common fiducial phase space is
finally divided by the integrated luminosity of the data to obtain the sum of the Drell-
Yan and photon induced cross section. The estimation of the systematic uncertainties
is of special importance for this analysis as they are, especially at lower invariant
mass, a limiting factor for the precision of the extracted cross sections. At higher
invariant mass, the cross section measurement is limited by the available statistics
in data. Finally, the cross section for both channels is combined using a statistical
procedure to further reduce the statistical and systematic uncertainties by exploiting
the fact that some systematic uncertainties are correlated between both channels.
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The combined measured cross section can then be compared to state of the art

theory predictions and sensitivity studies can be performed to show the impact of the
measurement on the uncertainties of modern PDFs.
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Chapter 14 )
Analysis of the Electron Channel e

The following chapter describes the analysis of the electron channel. First, all MC
samples used for the analysis are discussed in Sect. 14.1. The data used and the
event and electron selection criteria are discussed in Sect. 14.2. The determination
and validation of the multijet and W+jets background is discussed in Sect. 14.3 and
selected data are compared to the background and signal expectation in Sect. 14.4.

14.1 Monte Carlo Simulations

The following section contains a description of the Monte Carlo samples used in
this analysis. The first part describes the signal simulations and a second part the
simulations for background processes. All MC samples used in this analysis have
been centrally provided by the ATLAS collaboration [1].

14.1.1 Simulation of Signal Processes

14.1.1.1 Drell-Yan Process

The matrix element of the hard scattering process for the Drell-Yan process (pp —
Z/v* 4+ X — ee + X) is generated with the CT10 PDF set [2] at NLO in QCD
using POWHEG [3]. PYTHIA 8.170 [4] is used for the modeling of the parton shower,
hadronization and particle decays and QED FSR is simulated using Photos [5]. The
cross section for Z/v* production is strongly falling with higher invariant masses.
Very large statistics would be needed to sufficiently populate the tail at high invariant
masses. Therefore, the signal is produced in 15 slices in invariant mass m,, to save
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computing time. The slices start from 120 GeV < m,, < 180 GeV and reach up to
m,, > 3000 GeV. The number of generated events for each sample reaches from
5,000, 000 down to 100, 000 corresponding to an integrated luminosity of 508 fb~!
to 1.9 x 108 fb~!. Additionally, three inclusive samples are generated over the whole
mass range using the same MC setup. The three samples are filtered at the generation
stage for events containing exactly two, one or no electron with pr > 10 GeV and
In| < 2.8. The efficiency for the filters is 55.65%, 31.47%, 12.89% for the two, one
or no electron sample, respectively. The three inclusive samples have been generated
with 50 million, 10 million and 3 million events, corresponding to an integrated lumi-
nosity of 81 fb=!, 29 fb~! and 21 fb~!. The cross section times branching ratio o B
predicted by POWHEG for the sum of the three inclusive samples is 1.109 nb. Events
generated with an invariant mass of m,, > 120 GeV are rejected to avoid overlap
between the inclusive samples and the mass-binned samples. Detailed information
about the MC samples can be found in the appendix in Table H.1.

Figure 14.1 shows the resulting invariant mass spectrum for the POWHEG Z /~*
process. The colored lines show the individual mass bins and the black line shows
the resulting sum of all samples scaled up by a factor of two for easier visibility.
The inclusive samples filtered for exactly two, one, and no electrons in the required
phase space are respectively shown in blue, red, and yellow. At around 91 GeV the
Breit-Wigner resonance of the Z-boson is visible. The cross section is steeply falling
towards higher masses. The samples provide sufficient statistics up to several TeV.

For systematic checks an alternative Drell-Yan MC sample is simulated using the
same PDF with the MC@NLO 4.09 [6, 7] generator interfaced with HERWIG++ [8].
Here MC@NLO is used to generate the matrix element and HERWIG++ to model
the parton shower, hadronization, particle decays and QED FSR. The samples are

Events / pb™

70 100 200 300 1000 2000

Mege [GeV]
Fig. 14.1 Generated invariant mass m,, of the POWHEG Z /v* MC samples. The colored lines show

the different mass slices and the black line the sum of all samples, scaled up by a factor of two for
easier visibility
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again generated in slices of invariant mass to have sufficient statistics up to several
TeV. Detailed information about the MC samples can be found in the appendix in
Table H.2.

The calculation of the matrix element of the hard scattering process is done in the
default POWHEG sample at NLO in QCD. Theory correction factors are derived to cor-
rect for differences between the NLO calculation and calculations at higher order in
QCD. These correction factors are obtained by a polynomial fit to the ratio of the Z /*
cross section as a function of m,, predicted by POWHEG and at NNLO, calculated
using FEWZ 3.1 [9-11]. The FEWZ calculation also includes NLO EW corrections
beyond QED FSR. For the NNLO cross section calculation the MSTW2008NNLO
PDF set [12] is used. The renormalization (ug) and factorization scales (i) are set
equal to the m,, at which the cross section is calculated. An additional small cor-
rection arises from single boson production in which the final-state charged lepton
radiates a real W or Z boson. This was estimated using Madgraph 5 [13], following
the prescription outlined in reference [14]. The corrections are given as a function of
m,.. and were provided by the ATLAS collaboration [15]. The resulting correction
factors are 1.025, 1.023 and 1.018 at 200 GeV, 1 TeV and 1.5 TeV, respectively.

14.1.1.2 Photon Induced Process

The photon induced process (yy — ee) has been generated at LO using PYTHIA
8.170 and the MRST2004qed PDF set [16]. PYTHIA also modeled the parton shower,
hadronization and particle decays and QED FSR is simulated using Photos. The
cross section of the photon induced process is steeply falling towards higher invariant
masses. Hence, the same strategy as for the Drell-Yan samples has been used and sev-
eral mass-binned samples have been produced. In total five mass-binned samples have
been used starting from 60 GeV < m,, < 200 GeV reaching up to m,, > 2500 GeV.
The number of events generated for each sample reaches from 500, 000 down to
100, 000 corresponding to an integrated luminosity of 185 fb~! to 4.4 x 107 fb~!.
The cross section predicted by PYTHIA for the first mass-binned sample is 2.69 pb and
therefore about three orders of magnitude smaller than the Drell-Yan process. How-
ever, away from the Z-resonance, the relative contribution from the photon induced
process becomes sizable compared to Drell-Yan. The cross section of the photon
induced process predicted by PYTHIA in the region 600 GeV < m,, < 1500 GeV is
3.5 x 1073 pb and therefore about 16% of the cross section of the Drell-Yan process
in the same region (21.5 x 1073 pb). Detailed information about the MC samples
can be found in the appendix in Table H.3.

Figure 14.2 shows the resulting invariant mass spectrum for the photon induced
process generated by PYTHIA. The colored lines show the individual mass bins and
the black line shows the resulting sum of all samples scaled up by a factor of two
for easier visibility. The cross section is steeply falling towards higher masses. The
drop of the cross section is lower than the drop observed for the Drell-Yan process.
MRST2004ged was the only available photons PDF by the time the MC sample was
produced. The PDF does not contain a full set of eigenvectors representing the PDF
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Fig. 14.2 Generated invariant mass m,, of the invariant mass-binned PYTHIA photon induced MC
samples. The colored lines show the different mass slices and the black line the sum of all samples,
scaled up by a factor of two for easier visibility

uncertainty. Only two possible options were provided, a PDF using constituent quark
masses in the proton and a PDF using current quark masses. For the production of
the MC samples the latter was used. This leads to a higher cross section since lighter
quarks are more likely to radiate photons. The cross section of the MC sample is
therefore scaled down by a factor of 0.7 in order to match NLO calculations from
the SANC group [17, 18].

14.1.2 Simulation of Background Processes

14.1.2.1 Top-Quark Processes

Top- and antitop-quarks dominantly decay into b- and h-quarks under emission of
a W boson. These W bosons can then further decay into leptons. Two different
processes of top- and antitop-quark production are considered. The dominant process
is the production of top-antitop pairs (pp — tf + X — WTbW b + X). The sub-
dominant process is the production of a single top- or antitop-quark in association
with a W boson.

The matrix element of the hard scattering process has been generated at NLO in
QCD using POWHEG with the CT10 PDF set. PYTHIA 6.427.2 [19] is used for the
modeling of the parton shower, hadronization and particle decays and QED FSR is
simulated using Photos. For systematic checks a second sample has been generated
with MC@NLO 4.06 using the same PDF and interfaced with HERWIG 6.520 [20]
for the modeling of the parton shower, hadronization, particle decays and QED FSR.
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The MC samples are normalized to a cross sectionof o,; = 253ﬂ§ pbascalculated
with the Top++2.0 program [21] at NNLO in QCD, including soft-gluon resummation
to next-to-next-to-leading-log order, and assuming a top-quark mass of 172.5 GeV.
PDF and «; uncertainties on the 7 cross section are calculated using the PDF4LHC
[22] prescription! and are added in quadrature to the scale uncertainty. Varying the
top-quark mass by +1 GeV leads to an additional systematic uncertainty of 48 pb
and —7 pb, which is also added in quadrature. The produced samples are all filtered
at the generation stage for events in which at least one of the W bosons decays into
an electron, muon or tau. The predicted cross section agrees within the assigned
uncertainties with the measured cross section [23].

Single top production in association with a W boson can also lead up to two
leptons. The MC sample is generated using the same configuration as the default
tt-sample and is normalized to a cross section of o, = 22.4 4+ 1.5 pb [24]. All
cross sections have been calculated by the ATLAS top group [25] or are taken from
the given references. Detailed information about the samples can be found in the
appendix in Table H.4.

14.1.2.2 Diboson Processes

Further important backgrounds are due to diboson production (WW, WZ, and ZZ).
These W- and Z-bosons can then decay into electrons leading to two or more elec-
trons. The diboson processes are generated at LO with HERWIG 6.520, using the
CTEQG6L1 PDF [26]. The samples were filtered for decays with at least one charged
lepton. Since the diboson spectrum is strongly falling with invariant mass, two addi-
tional mass binned samples were produced. Here only events were generated in
which the decay leads to at least two electrons with an invariant mass in a certain
window. If there were more than two electrons, the pair with the highest invariant
mass is chosen. The inclusive sample is used up to an invariant mass of 400 GeV,
a second sample from 400 GeV to 1000 GeV and a third sample above 1000 GeV.
The diboson cross sections for pp collisions are known up to NLO. The WZ and
77 cross section values used are 20.3 £ 0.8 pb and 7.2 £ 0.3 pb respectively, as
calculated at NLO with MCFM [27, 28] and the CT10 PDE. The W W cross section
is assumed to be 70.4 £ 7 pb, derived by scaling the MCFM value of 58.7 pb by a
factor of 1.20 & 0.12. This scale factor and its uncertainty correspond to an approx-
imate mean of the two scale factors for WW production with zero and one extra
jet, as discussed in reference [29]. The cross section is in agreement with the recent
ATLAS measurement of the W W cross section at /s = 8 TeV, which yields a value
of 71.1 & 1.1 (stat) fg:g (sys) £1.4 pb [30]. These cross sections were used to nor-
malize the samples to get a better description of the processes. All cross section

'The PDFALHC prescription for calculating the PDF uncertainties is to take the envelope of the
uncertainties from the MSTW2008 68% CL NNLO, CT10 NNLO and NNPDF2.3 5f FFN PDF
sets.
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calculations have been provided by the ATLAS collaboration [1]. Detailed informa-
tion about the samples used can be found in the appendix in Table H.5.

14.1.2.3 Z/~* — 77 Process

The Drell-Yan process can also lead to a pair of 7-leptons which can further decay
into electrons via 7 — v, 1,e. Both T-leptons have to decay in this way to produce
a pair of electrons. This reduces the contribution from the process by 97%, as only
about 3% of the T-pairs decay into two electrons. Due to the three-body decay of
the 7 lepton, the resulting electron has a much lower transverse momentum and
the resulting invariant mass of the two electrons is therefore much smaller than the
invariant mass of the initial 7-pair. The contribution from this process has been
studied using the expectation from a MC sample and found to be negligible (<0.1%)
at the high invariant masses which are studied in this analysis.

14.1.2.4 W Process

The decay of a W boson can lead only to one electron. The background will therefore
not be estimated with MC. However, MC samples for this process are needed for
studies of the multijet and W4-jets background. The process was generated with
POWHEG using the CT10 PDF. The modeling of the parton showers and hadronization
is done afterwards by PYTHIA. Two samples are used, one for the process W+ — etv,
and the other one for W~ — e~ 7,. The W cross section for pp collisions is known
up to NNLO [31]. These cross sections were used to normalize the samples to get a
better description of the process. Details about the samples and NNLO cross section
values used can be found in the appendix in Table H.6.

14.2 Data and Selection Criteria

The following section contains a description of the data set which is used in the
analysis and all selection criteria applied to the events and electrons.

14.2.1 Data

The data used in this analysis was delivered by the LHC at /s = 8 TeV and recorded
by the ATLAS experiment. The data taking period was from April 2012 to Decem-
ber 2012 and the recorded data set corresponds to a total integrated luminosity of
21.3 fb~!. The collisions were performed with a 50 ns spacing of the proton bunches
in the LHC. Figure 14.3 shows the sum of the integrated luminosity delivered by the
LHC (green), recorded by ATLAS (yellow) and ready for physics analyses (blue) for
the data taking period in the year 2012.
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Fig. 14.3 Sum of integrated
luminosity delivered by the
LHC by day is shown in
green for data taking in
2012. The sum of the from
ATLAS recorded integrated
luminosity is shown in
yellow. Figure taken from
reference [32]
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14.2.2 Event Selection

The data has been preselected in order to reduce the amount of data to be analyzed
and the required amount of disk space. Only events which contain at least two recon-
structed electron candidates with pp > 18 GeV are used. The 2012 data set is divided
into the periods A to L (see Sect.5.7.1 for more details on the structure of the data).
All events used for this analysis have to be in a luminosity block which is listed
in the Good Runs List.” The events have to fulfill a trigger® which requires at least
two energy depositions in the electromagnetic calorimeter which have E1 > 35 GeV
and Et > 25 GeV. For these energy depositions, requirements on the shape of the
shower and the leakage into the hadronic calorimeter are imposed. No cuts on the
track of the electron candidates are imposed by this trigger. This is the trigger with
the lowest available pr thresholds which has simultaneously the least requirements
on the energy deposition. The efficiency of the trigger is about 99% for electron can-
didates with a transverse momentum 5 GeV above the threshold. It rises to 99.8% and
higher for electrons with pr > 60 GeV. In addition, events are discarded in which
a noise burst was observed in the electromagnetic or hadronic calorimeter. Such a
noise burst could fake energy depositions and would make an accurate energy mea-
surement impossible. It might be sometimes necessary to restart the trigger system
during data taking. During such a restart events might not have the complete detector
information and are therefore also rejected. Table 14.1 shows the number of events
remaining after each of these cleaning cuts. The requirement of the trigger reduces
the number of events strongly to a subset of events. Events with incomplete detector

2The Good Runs List used in this analysis is: datal2_8TeV.periodAll Year_DetStatus-v61-prol4-
02_DQDefects-00-01-00_PHYS_StandardGRL_All_Good.xml.

3EF _g35_loose_g25_loose.
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Table 14.1 Number of events which remain after each selection cut. Preselected data were used,
where two electron candidates with pt > 18 GeV were required

Selection cut Number of events
Event passes Good Runs List 368,648,710
Trigger for two energy depositions in the electromagnetic calorimeter | 40,873,695
Events with incomplete detector information 40,873,669

Veto on noise burst in the electromagnetic calorimeter 40,783,645

Veto on noise burst in the hadronic calorimeter 40,783,644

information or noise bursts in the calorimeter make up only a very small fraction of
the total events.

The integrated luminosity after requiring the events to pass all quality require-
ments is 20.3 fb~!. Hence, this is the number quoted as the integrated luminosity
for the data set. The sum of the integrated luminosity ready for physics analysis is
shown in blue in Fig. 14.3.

14.2.3 Electron Selection

In the selected events, pairs of electron candidates have to be found. Therefore sev-
eral selection criteria are applied to the single electrons and the pairs. These selection
criteria are chosen in such a way that they reduce background from other physics
processes by obtaining at the same time a high signal efficiency. Each pair of elec-
tron candidates consists of a leading and a subleading candidate, where the leading
candidate is the one with higher pr and the subleading the one with lower pr.

All electrons are considered which are reconstructed by a reconstruction algo-
rithm which first searches for an energy deposition in the electromagnetic calorime-
ter and then searches for a track matching this energy deposition. A more detailed
description of the electron reconstruction is given in Sect.6.2.1. The electron can-
didates have to be detected in the central detector region of |n| < 2.47, in order to
have tracking information available. The tracking detectors have a coverage up to
In| = 2.5, the region of |n| < 2.47 is chosen to ensure that the shower is contained
in the region |n| < 2.5. In addition, electron candidates which are in the transition
region 1.37 < |n| < 1.52 between the barrel and endcap electromagnetic calorimeter
are rejected, as these candidates have a worse energy resolution. The 7 information
for the restriction of the electron candidates is chosen to be the 7 information from
the electromagnetic shower, as energy resolution is the motivation for these restric-
tions. With an object-quality check it is ensured, that the electron is measured in a
region where the electromagnetic calorimeter was working properly at that time. This
excludes electron candidates in regions where for instance some electronic device
was broken or problems with the high-voltage supply occurred. The pr threshold for
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the electron candidates is chosen to be 5 GeV above the threshold of the trigger, i.e.,
pr > 40 GeV for the leading electron candidate and pr > 30 GeV for the sublead-
ing electron candidate. The cut is chosen to ensure that no threshold effects affect
the trigger efficiency and that the trigger is fully efficient. To reduce background
from misidentified objects, both electron candidates are first required to fulfill the
cut-based medium electron identification, described in Sect.6.2.2. Electrons from
Drell-Yan production are expected to be well isolated from other energy deposi-
tions not associated with the lepton. The requirement of calorimeter isolation is
a very efficient way to reduce background from jets. The leading electron candi-
date is therefore required to fulfill Y ET(AR = 0.4) < 0.007 - Et 4+ 5 GeV and the
subleading electron candidate Y ET(AR = 0.4) < 0.022 - Et + 6 GeV [33]. The
quantity > ET(AR = 0.4) is the sum of the energy deposition in a cone with size
AR = 0.4 around the electron candidate. The cut value on the isolation is less strict
for the subleading candidate, since it has most likely less pr because it radiated
Bremsstrahlung, which leads to a worse calorimeter isolation. The functions are
chosen in such a way that the cut has an efficiency of 99%. Finally, a requirement
of |An..| < 3.5 1is imposed on the absolute pseudorapidity separation of the leptons.
Fully hadronic processes, like multijet production, are dominating at large opening
angles and the imposed cut reduces the background contribution from these pro-
cesses. No further requirements are made on the charge of the electron candidates,
since for very high transverse momentum the charge identification efficiency gets
worse mainly due to Bremsstrahlung and due to the limited momentum resolution of
the electron in the tracking detector. For example, for an electron with pyr = 1 TeV,
the efficiency to reconstruct the correct charge decreases to 95% [34]. It is also very
difficult to measure the charge identification efficiency for high pr, and thus derived
efficiency corrections would come with large systematic uncertainties. The pairs are
required to have an invariant mass of m,, > 66 GeV. If there is more than one pair
in one event, all combinations are considered. This is the case only in less than one
per mille of the events. Table 14.2 shows the number of events with at least two
electrons remaining after each selection cut. A detailed table with all event yields
for all backgrounds can be found in Appendix I.

The left plot in Fig. 14.4 shows the selection efficiency times acceptance (fraction
of all generated events which pass the selection) of the signal selection for the Drell-
Yan and photon induced process. The acceptance times efficiency was calculated
using the corresponding MC samples and is binned in the invariant mass of the
electron pair. In the range of the Z-resonance from 66 GeV to 116 GeV, the selection
efficiency times acceptance for the Drell-Yan process is only on the order of 19%.
This is due to the large pr thresholds for the two electrons. The measurement of this
analysis starts at 116 GeV, where the selection efficiency times acceptance is about
30% and then rises with invariant mass up to 65%. The selection efficiency times
acceptance for the photon induced process is lower throughout the whole mass range.
It is only about 9% at 116 GeV and then rises up to about 20%. The photon induced
process is mainly a t-channel process and therefore yields more forward leptons than
Drell-Yan which are at the same time distributed at lower values of pr. Imposing the
high pr cuts has therefore a much larger impact on the acceptance. On the right side
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Table 14.2 Number of events with at least two electrons remaining after each selection cut

Selection cut Number of events
After event selection 40,783,644
At least two objects reconstructed as electron candidates by a specific 39,328,689
algorithm
At least two electrons with |7)| < 2.47, which are not in the transition 37,796,480
region 1.37 < |n| < 1.52
At least two electrons fulfilling the object quality check 37,717,667
Leading electron pt > 40 GeV, subleading electron pt > 30 GeV 19,647,642
At least two electrons fulfilling the medium identification 4,619,892
At least two electrons fulfilling the isolation requirements 4,573,716
At least one electron pair has |A7,.| < 3.5 4,573,047
At least one electron pair has m,, > 66 GeV 4,551,899
At least one electron pair has m,, > 116 GeV 124,648
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Fig. 14.4 The selection efficiency times acceptance of the signal selection for the Drell-Yan and
photon induced process is shown on the left side. The efficiency was calculated using the corre-
sponding MC samples. The right plot shows in the upper half the amount of integrated luminosity
for each period. The yield of Z-candidates per pb~! over the different periods of data taking is
shown in the lower half

of Fig. 14.4, the yield of the selected candidates per pb~! is shown, as well as the
integrated luminosity for different data taking periods. The yield is constant over all
data periods, as expected if there are no time dependent efficiency losses.

14.3 Background Determination

This section describes how the background for the analysis is estimated. For most
background processes the MC samples which are introduced in Sect. 14.1 are used.
An additional background arises from falsely identified leptons. This background is
not well described in MC and has to be measured in data. This background is mainly



14.3 Background Determination 197

arising from multijet events in which two jets are misidentified and are passing the
electron selection. Another important contribution is the W+jets background, where
one real electron is originating from the decay of the W and an additionally produced
jet is misidentified and passing the electron selection. The same method to estimate
this background as for the g search was used (see Sect. 9.3). Itis first briefly discussed
again and extended to the two-lepton final state. The groundwork for the results of
the following background estimation has been performed in my master thesis [35].
The results have been partially further refined and validated in the context of the
presented thesis. The main results are in the following repeated to be able to present
the analysis in a coherent way.

14.3.1 Matrix Method

The multijet and W+jets background in this analysis is estimated using the same
method as in Sect. 9.3. The idea of the method is to loosen some of the identification
criteria for electrons and to measure the efficiency for these looser objects to pass the
signal selection (also denoted as “tight” selection). The efficiency gives a handle on
the contribution from misidentified electrons in the signal selection. It is defined for
real electrons (r = Nft /Ni<4 ) and fake electrons (f = Niae/N2,) separately.
The same definitions for » and f asin Eq.9.1 are used. Equation 9.2 can be extended
by two additional dimensions to describe the background for a two-electron selection:

Nrr Ngrr
Nrp Ngrr
=M 14.1
Npr Nrr (14.1)
Npp NpF
riry r1fa fira fifa
M= ri(l—r2) rl(l_fZ) fl(l_VZ) fl(l_f2) ) (142)

(A =ror d—=rnf2 (1= fir A= r
A=rpd=r2) A=rpd = f2) A= fO)d —r2) (A= fO)A - f2)

The indices R and F refer again to real and fake electrons, while the indices T
and L denote whether an object in the loosened selection passes the signal selection
or not. The first index of the number of events in a given bin N,, refers always
to the leading candidate while the second index refers to the subleading candidate.
Similarly f; and | denote the efficiencies for the leading object while f, and r; those
for the subleading object. The isolation criteria for leading and subleading electron
candidates differ and therefore also r and f. The number of events in the signal
selection N7 consists of the following contributions:

Nrr =rirNgg + 11 faNrr + firaNeg + fi2NrF. (14.3)
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Interesting is here only the part originating from events containing at least one fake
object:

Ni'“ = r1 oNgr + firaNeg
NP = fi ANFF (14.4)
Nﬁke = N;;jet&multim =r1 [oNgrr + firoNpr + fif2NFF.

The truth quantities Ngr, Nrpg and Npp can again be replaced by calculating M -1
The number of events in the signal selection containing one or two fake objects is
then given by:
NI —afry fy(f1 = DA = r2) + fira(y = DA = f2) + fi fo(l = r)(A = r2)INTT

+afora[ri(I = f1) + f1(l —rp) + fi(r1 = DINTL

+afirilf2(0 —r) +r = f2)+ farp — DINLT

—afifarinaNeL

(14.5)

where {
a= . (14.6)
(r1— f)r2— f2)

With this equation the number of background events in any given bin can be calcu-
lated and therefore any distribution of the background can be predicted. The fake
efficiencies and real efficiencies depend in general on kinematic properties like pr
or 7 of the electron. They can therefore be binned in these variables to take these
dependencies into account. The background will in this case be calculated on an
event by event basis. In this analysis the loosened selection is given by the loose cut-
based identification level (see Sect.6.2.2). The cut on the difference in 7 of the track
measured in the inner detector and the energy deposition measured in the electro-
magnetic calorimeter has been removed from the loose identification level to further
increase the fake contribution. This loosened selection is slightly stricter than the
requirement imposed by the trigger. The signal selection (tight selection) is given by
the medium cut-based identification level plus the respective isolation requirements
for the leading and subleading object. All other requirements which are imposed in
the signal selection are also imposed on the loosened selection (|n] restriction, object
quality etc.).

14.3.1.1 Systematic Variations of the Matrix Method

Variation 1

The efficiency for real electrons in the loosened selection to pass the signal selection
is usually very high. Hence, to simplify Eq. 14.5, the approximation r; = r, = 1 can
be made. This assumes that every real electron in the loosened selection passes also
the signal selection. Equation 14.5 then simplifies to
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e+jet&multijet
Nir = FENrp+ FiNyr — FiF5Np g, (14.7)
where f ki f ki fak
ake ake ake
F = fz tlght/ loose Nught 14.8
L= 1— f 1 _ Nfdke/ fdke Nfdke Nfdke' ( . )
t tight loose loose tight

The quantity F; is called fake factor. The following expression is valid, since the
signal (tight) selection is a subset of the loosened selection:

fake fake __ arfake
Nloose Nughl Nfall tight* ( 1 49)

The fake factor then simplifies to

fake
F FT __ N tlght
i Ntd.ke
fail tight

(14.10)

The events falling into the category fo;'l‘enghl passed the loosened selection but fail

the signal selection (medium identification or isolation requirement). When assuming
r1 = r, = 1, entries which accounted for real electron contributions in the selection
L (pass loosened selection but fail signal selection), simplify to zero. Real electrons
contributing to the multijet and W-jets background still have to be accounted for.
The calculation of the background will therefore be performed on MC samples of
the dielectron processes instead of using data. The obtained contribution to the back-
ground from these real electron processes can then be subtracted from the background
obtained from data.

Variation 2

The selection fo;'fflgh[ contains contamination from real electrons since it is possible
for areal electron to fail the medium identification or the isolation requirement. Some
cuts of the medium identification are particularly able to separate real electrons from
jet events. Jets faking electrons contain often neutral pions, decaying to collimated
photons which lead to an electromagnetic energy deposition, and accompanying
charged pions which leave a track in the detector. The tracks and the electromagnetic
energy deposition are therefore not perfectly aligned and a cut on the track match
between the 77 values of the electron track and the electron energy deposition isavery
efficiency way of reducing such backgrounds. However, for the N[k light category, a
clean fake sample is required. A cleaner set of fake objects, and therefore smaller
corrections from MC resulting in a more stable method, can be obtained by modifying
the definitions of the fake factor

Nfa.ke

FTM __ tight
FrmM = e (14.11)
fail track match
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where events in the category Nf&¢_ . fail the track matching cut of the medium
identification criteria, which is requiring the absolute difference of the track and
cluster 7 position to be less than 0.005. The definition of L (for Ny., Ny, N7p)
has to also change from “pass loosened selection but fail signal selection” to “pass
loosened selection but fail track matching cut” if the fake factor £/ is applied.

14.3.2 Measurement of the Real Efficiency

The real efficiency r = N /Nl is measured from MC, since it is usually well
modeled in the simulation and given the higher statistics available. The usual effi-
ciency corrections are applied to account for small differences of the trigger, iden-
tification and isolation efficiencies between data and MC. Hence, the real efficiency
measured from MC is effectively matched to the real efficiency which would be mea-
sured in data. The Drell- Yan background MC provides a large sample of real electrons
which can be used to measure r;. The electrons are required to be reconstructed within
acone of AR < 0.2 around the generated electrons to avoid dilution from misiden-
tified jets. Figure 14.5 shows the real efficiencies binned in py for four different
detector regions: || < 1.37,1.52 < |n| < 2.01,2.01 < |n| < 2.37 and || > 2.37.

The left plot shows the real efficiency for the leading electron r; starting from
pr =40 GeV and the right plot shows the real efficiency of the subleading electron
ry starting from pr = 30 GeV. Both efficiencies behave very similar, the leading
efficiency being slightly higher. The real efficiency in the barrel region of the detector
(In] < 1.37) rises as a function of py from 93% to 96.5%. In the endcap regions, the
efficiency in general is lower. The real efficiency in the region which is still covered by
the TRT (1.52 < |n| < 2.01) rises from 90% to 96.5%. In region 2.01 < |n| < 2.37,
the real efficiency ranges from 91.5% to 97% and in the region || > 2.37 from 96%
to 98%.
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Fig. 14.5 Real electron efficiency with its statistical uncertainty, determined from Drell-Yan MC
and binned in pr separately for the barrel and three endcap regions. For leading electrons the
efficiency is shown on the left side and for subleading electrons on the right side
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14.3.3 Measurement of the Fake Efficiency

fake

. : : NS
The fake efficiency f = N/ Nius, and fake factor F7M = e cannot be
ail track matcl

reliably calculated with simulation and therefore need to be measured from data.
Three different methods are performed which aim to obtain a jet enriched control
region in which the fake efficiencies and fake factors can be calculated. Two of
the methods implement a tag and probe like procedure. The idea is to tag di-jet
events by requiring one object to fail a certain identification level and to probe a
second object which is assumed to be also a jet. The method is performed with two
different types of triggers, with single jet triggers and with the signal trigger. The
methods slightly differ due to requirements on the tag object imposed by the trigger
choice. A second method is studying single objects in a data sample collected with
single jet triggers. All methods reduce dilution from real electrons (mainly from
the Drell-Yan and W process) by imposing additional requirements. This results
overall in three different measured fake efficiencies. The methods to measure these
fake efficiencies have been developed and studied in detail during my master thesis
[35]. They are therefore not discussed again in detail here. Appendix J contains
a detailed description of the methods. Figure 14.6 shows the fake efficiencies for
the leading electron on the left side and the subleading electron on the right side.
The fake efficiencies are separated into the same detector regions in 7 as the real
efficiencies. The results from all three methods are shown. The fake efficiencies
vary in the central barrel region (|| < 1.37) from about 5% to 8% and 6% to 7%
for the leading and subleading electron, respectively. The leading fake efficiency is
slightly falling towards higher p while the subleading fake efficiency stays flat. The
falling behavior is more pronounced in the endcap regions. The fake efficiencies
become slightly larger towards higher |n| values as it becomes more difficult to
discriminate electrons from jets. The three methods are generally in good agreement.
Some differences can be observed in the last two endcap bins. The fake efficiencies
from the reverse tag and probe method with the electron trigger predicts higher fake
efficiencies for higher pr. The fake factors F7™ compare in a similar way and are
shown in the appendix in Fig.J.1.

14.3.4 Comparison of All Methods

Three different fake efficiencies have been presented. Each of the methods comes
with its own advantages and disadvantages. While the default method (single object
method using single jet triggers) provides statistics up to very high pr, it does not
correct for real electron dilution* which enters the fake enriched control region.
The reverse tag and probe method aims to measure the fake efficiencies in a di-jet

4The dilution is here, due to the lower identification requirement, much lower than in the previous
analysis in part III.
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Fig. 14.6 Comparison of the fake efficiencies f; with their statistical uncertainties, calculated with
the three different methods (reverse tag and probe with signal trigger, reverse tag and probe with
single jet triggers and single object method with single jet triggers). The upper row shows the fake
efficiencies for the barrel region (|n| < 1.37). The corresponding fake efficiencies for the endcap
regions (1.52 < |n| < 2.01, 2.01 < |n| < 2.37 and 2.37 < |n| < 2.47) are shown from the second
to the fourth row. The fake efficiencies for the leading object are shown on the left side and for the
subleading object on the right side

enriched control region and provides further possibilities to suppress real electron
dilution (i.e. same charge of tag and probe). However, also this method does not
correct the remaining real electron dilution in the fake enriched control region. The
same method has therefore been repeated with the signal trigger which makes it easier
to correct for the dilution while having a slightly less stringent requirement on the tag
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Fig. 14.7 Nine fake background estimates using the three different methods for the background
determination and three different methods for measuring the fake efficiencies and fake factors. The
marker color represents the method used for the determination of the fake efficiencies or fake factors
and the marker symbol represents the method used for the determination of the background

object due to the trigger identification requirements. All methods have advantages
and disadvantages and they are therefore all considered to study the impact of the
systematic uncertainty from the fake efficiencies on the background yield.

Also three different variations of the matrix method have been performed. The
original method relies on measuring the real efficiency r. A different way of correcting
for the contribution has been studied by setting r equal to one and using direct MC
predictions to correct for electrons failing the signal selection. These corrections are
further reduced when restricting the loosened selection to a subset of events in which
the track matching cut of the medium identification is failed. All three methods to
measure the fake efficiencies have been used with all three variations of the matrix
method leading to in total nine different background predictions. Figure 14.7 shows
the multijet and W+jets background prediction for the invariant mass spectrum of
all nine different variations.

Large differences between the predictions can be observed in the region m,, <
116 GeV, where all methods show a maximum at around 91 GeV. The Z-resonance
leads in this region to a very large dilution from real electrons. The Ny selection
is therefore dominating the selection, leading to very large corrections to the total
background. The method in which the loosened selection is required to fail the
track/cluster matching is assumed to be least sensitive to these corrections. This
assumption is confirmed by the observed background shape. All three methods using
this variation are predicting a yield which is about one order of magnitude smaller
than the other methods. However, also these methods predict a small peak at around
91 GeV. All methods agree well in the region in which this measurement is performed
(mee > 116 GeV). The background is smoothly falling over four orders of magnitude
towards an invariant mass of 1.5 TeV.
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14.3.5 Validation of the Multijet & W+jets Background

The validity of the estimated multijet and W +jets background has been further studied
for this thesis. For this a background enhanced control region is defined by first
releasing the |An,.| < 3.5 cut. This significantly increases the contribution from the
multijet and W+jets background. The probability of a jet being misidentified as an
electron is the same for positively and negatively charged electron candidates. The
multijet and W+jets background is therefore expected to have an equal amount of
events in which the two electron candidates have the same charge and opposite charge
while the Drell-Yan process only produces oppositely charged pairs. The requirement
of having a pair with the same charge therefore greatly enhances the multijet and
W +jets background contribution with respect to the other backgrounds. Only Drell-
Yan pairs in which one of the charges has been mis-reconstructed pass the selection.
Figure 14.8 shows the distributions of the leading and subleading electron pr in this
fake enriched selection for pairs with m,, > 116 GeV and m,, > 300 GeV. The data
are compared to the sum of the expected background and signal.

The multijet and W+jets background is dominating at low pt. The contribution is
here in the region m,, > 300 GeV close to 100%. The Z /~* from the Drell-Yan pro-
cess is produced mainly at rest with its pr being close to zero. The Z /~* is therefore
mainly decaying with a back-to-back topology in the transverse plane. The momen-
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Fig. 14.8 Leading and subleading electron pr distributions in the regions m., > 116 GeV and
mee > 300 GeV for events satisfying all selection criteria for the electron multijet & W +jets control
region (same charge selection, |An,.| < 3.5 cut released). The distributions are compared to the
stacked sum of all expected contributions
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tum of both electrons is in this case about m,,/2 due to momentum conservation.
This leads to the observed pt spectra of electron candidates from the Drell-Yan pro-
cess which starts to contribute from about 60 GeV on for m,, > 116 GeV and from
about 150 GeV on for m,, > 300 GeV. The data are in good agreement with the
expected background and signal yield. Figure 14.9 shows the measured observables
| Vee| and |An,.| in the multijet and W+jets background enriched selection for the
regions m,, > 116 GeV and the region m,, > 300 GeV.

The total relative contribution of the multijet and W+jets background for both
observables is 44% in the region m., > 116 GeV and 61% in the region m,, >
300 GeV, i.e., the relative contribution is rising with invariant mass. The reason
for this rise is that the multijet invariant mass spectrum reaches up to much higher
invariant masses than the Drell-Yan spectrum. It becomes therefore more and more
important at higher invariant masses. This is still true when considering that in the
same charge selection, the contribution from Drell-Yan is also amplified by the
rising charge misidentification rate at higher masses due to the straighter tracks from
high-pt electrons. The multijet and W+jets background has the largest contribution
at low values of |y,.| and is slowly falling towards higher values of rapidity. The
same kinematic behavior is expected for the Drell-Yan process. However, the charge
misidentification rate is larger at large values of electron || due to the lower magnetic
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Fig. 14.9 Distributions of the absolute rapidity |y,.| and of the absolute pseudorapidity separation
| Anee| inthe region m,, > 116 GeV (left side) and m,, > 300 GeV (right side) for events satisfying
all selection criteria for the electron multijet & W+jets control region (same charge selection,
|Anee| < 3.5 cut released). The distributions are compared to the stacked sum of all expected
contributions
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field strength at high || and a worse track reconstruction due to the coverage of the
TRT until || = 2.0, which leads to a different behavior of the Drell-Yan process
in the same charge selection. Both electron candidates are therefore expected to be
more at higher values of |n| which leads to a shift of the Drell-Yan contribution to
higher values of rapidity. Both processes are nicely separated due to this different
kinematic behavior. The general agreement between data and expected yield is very
good for the |y,.| distributions.

The Drell-Yan contribution in the | A7, | spectrum is slowly falling towards higher
values of |A7,.|. The multijet and W+jets background is reaching its maximum at
higher values of |An,.|. The multijet production is dominantly a t-channel process
and therefore leading to a higher contribution in the forward direction, i.e., leading
to larger values of | An,.|. When comparing the distributions for m,., > 116 GeV and
m,, > 300 GeV itcan be seen that for higher invariant masses the multijet and W +jets
contribution moves to higher values of |A7,.|. A high invariant mass can either be
reached by high pr of the objects or by a large opening angle |A7,,|. Figure 14.8
shows that the multijet and W+jets background is dominantly distributed at low
values of pr. A high invariant mass can therefore only be reached if both objects
have a large opening angle |An,.|. The background from fake electrons starts to
be close to 100% of the total expected events for |An,.| > 3.5. This a posteriori
motivates the cut of |An,.| < 3.5 for the signal selection. All expected features of
the distribution are well described when comparing the expectation to data.

14.3.6 Systematic Uncertainty of the Multijet & W +jets
Background

The choice of the default method is to a large extend arbitrary. Hence, the differences
between all nine methods are used to asses a systematic uncertainty on the background
yield. Figure 14.10 shows the ratio of all methods to the default method as a function
of invariant mass. It can be seen that all methods agree at low invariant mass within
about 20%. While the methods requiring the failure of the track/cluster matching in
the medium identification lead in general to a lower prediction, methods using the
fake efficiencies from the tag and probe like method with the signal trigger lead to
a higher prediction. The lower prediction from the former can be explained by less
dilution from real electrons while the latter leads to a higher prediction due to higher
measured fake efficiencies and fake factors. The differences become slightly smaller
at higher invariant masses. An exception is the last bin, where statistical fluctuations
can lead to larger differences.

Figure 14.11 shows the same ratios for the measured observables | An,.| and |y,.|
exemplarily in the invariant mass region 150 GeV < m,, < 200 GeV. The same
trends as in the invariant mass spectrum are here observed concerning the predic-
tion of the different methods. The methods agree within about 15% at low values of
|yee|. The agreement gets worse when going towards higher rapidities, where also
the background is smaller (as discussed in the previous Sect. 14.3.5). At low val-
ues of |An,,|, where again the background is smaller, differences of about 35% are
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Fig. 14.11 Ratio of the final background estimate of all method variations to the default method
as a function of |y,.| (left plot) and | Ane| (right plot) in an invariant mass window of 150 GeV <
Mee < 200 GeV

observed while the agreement is getting better towards higher values of | A7, |, where
the background becomes large. Hence, the variations are smaller and therefore the
methods more predictive in regions where the background yield is large. All other
invariant mass regions of the measurement are shown in Appendix K. The systematic
uncertainty coming from the different variations of the method is calculated in each
bin by taking the difference between the maximum and minimum prediction and
dividing it by two. These results represent an improved uncertainty estimation when
compared to [35], where a flat 20% uncertainty was assessed.

As for the default method to measure the fake efficiencies (single object method
using single jet triggers) no real electron dilution is corrected, the impact of the
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remaining dilution has been further studied. This has been done by varying the
cuts which are applied to reduce the real electron dilution. In addition, the effect of
varying the fake efficiencies up and down by their statistical uncertainty has been
studied. An additional 5% uncertainty is based on these studies added in quadrature
to the systematic uncertainty obtained by comparing the nine different methods. It
has been further studied that no uncertainty results from the flavor composition of
the fake background. The fake efficiencies and the background have therefore been
divided into three different selections which enrich heavy flavor jets, electrons from
converted photons and light flavor jets. The sum of the separated backgrounds was
found to be well in agreement with the default method and therefore no uncertainty
is added. These studies have been performed in the context of my master thesis and
are documented in detail in reference [35].

14.4 Comparison of Signal and Background with Data

In the following section, the kinematic properties of the events passing the signal
selection are discussed. Figure 14.12 shows the 7 distributions (upper plots) and the
pr distributions (lower plots) of the electron candidates passing the signal selection
for invariant masses m,, > 116 GeV (left plots) and m,., > 300 GeV (right plots).
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Fig. 14.12 Distribution of electron pseudorapidity 7 (upper plots) and transverse energy pr (lower
plots) for invariant masses m., > 116 GeV (left plots), and m,, > 300 GeV (right plots), shown
for data (solid points) and expectation (stacked histogram) after the complete selection. The lower
panels show the ratio of data to the expectation
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Fig. 14.14 Distribution of absolute dielectron rapidity |y..| (upper plots) and absolute dielectron
pseudorapidity separation | A7, | (lower plots) for invariant mass m., > 116 GeV (left plots), and
mee > 300 GeV (right plots), shown for data (solid points) and expectation (stacked histogram)
after the complete selection. The lower panels show the ratio of data to the expectation
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The background and signal processes are stacked on top of each other and the ratio
between data and expectation is shown in the lower panel. The 7 distribution of the
selected electron candidates has its maximum at 77 = 0 and is slightly falling towards
higher values of |n|. The region 1.37 < |n| < 1.52 corresponds to the transition
region between the calorimeter central region and the calorimeter endcap region. A
few events are still falling into this region, since the cut is placed on the 7 posi-
tion of the energy deposition and here the best estimate for 7 is shown, which also
includes track information. The dominant contribution is coming from the Drell-Yan
signal process. The second largest background is the top background followed by the
multijet and W+jets background. The contribution from the photon induced process
is very small and hardly visible in these distributions. The contribution from back-
ground processes is about 15% in the region m,, > 116 GeV rising to about 25%
in the region m,, > 300 GeV. The shape of the expectation agrees for both mass
regions very well with the shape observed in data. Data are about 4% larger than the
expectation in the region m,, > 116 GeV while it is in general the opposite in the
region m,, > 300 GeV. In the pr distributions, the data have a maximum around half
of the invariant mass threshold. The pr spectra of the selected electrons is strongly
falling over five orders of magnitude for the region m,, > 116 GeV and three orders
of magnitude for the region m,., > 300 GeV. Both distributions show candidates
up to a pr of around 800 GeV. No candidates are observed above the values shown.
Data and expectation are in good agreement over the whole range in pt. Figure 14.13
shows the invariant mass spectrum in the range 80 GeV to 2 TeV. In the region around
91 GeV the Z-resonance is clearly visible and Z-production is by far the dominat-
ing process in that region. The background is here about two orders of magnitude
smaller than the signal process. This measurement concentrates on the region above
the Z-resonance (m.. > 116 GeV) where the spectrum is strongly falling. The data
span over four orders of magnitude from 116 GeV to 2 TeV. In this region off-shell
Z-production is only a subleading contribution and the y*-production is dominating.
The background becomes important when going to higher invariant masses. In the
region around 300 GeV, the 7 and Wt background reaches its maximum and is only
one order of magnitude smaller than the Drell-Yan process. Its relative contribution
is getting smaller again towards higher invariant masses. The contribution of the pho-
ton induced process is becoming more important towards higher masses, but always
stays about two orders of magnitude below the contribution from Drell-Yan and is
therefore a contribution at percent level. The event with the highest invariant mass
is reconstructed at an invariant mass of m., = 1526 GeV (see also Fig.13.1). The
data are about 4% above the expectation at lower invariant masses. Starting from
about 300 GeV, the ratio of data and expectation starts to slightly decrease and from
350 GeV on, data are below the expectation by about 4%. Figure 14.14 shows the
observables of this measurement, the absolute dielectron rapidity |y,.| and the abso-
lute dielectron pseudorapidity separation | A7, | for invariant masses m,, > 116 GeV
(left plots) and m,, > 300 GeV (right plots). The data are slowly falling towards
higher values of |y,.| and | An,.|. The dominant background is, as already seen in all
other distributions, the ¢ and ¢t W background, followed by the multijet and W +jets
background. The backgrounds contribute largest at low rapidities, where also the
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Drell-Yan process has its largest contribution. The opposite behavior can be seen in
the pseudorapidity separation, where the backgrounds have their highest contribu-
tion towards higher values, especially at higher masses, while the Drell-Yan process
mainly contributes at low values of |An,.|. When comparing data and expectation,
the same features can be observed as for all other distributions. The shape generally
agrees very well. In the region m,, > 116 GeV, data are slightly above expectation
while the opposite behavior is observed in the region m,, > 300 GeV. It seems that
the difference at higher masses is most prominent in the first rapidity bin. Only the
absolute rapidity and pseudorapidity separation is shown. It has been checked that
the distributions are symmetric for positive and negative values.

References

1. ATLAS Physics Modeling Group. https:/twiki.cern.ch/twiki/bin/view/AtlasProtected/
PhysicsModellingGroup (Internal documentation)

2. Lai H-L et al (2010) New parton distributions for collider physics. Phys Rev D 82:074024.
https://doi.org/10.1103/PhysRevD.82.074024, arXiv:1007.2241 [hep-ph]

3. Alioli S, Nason P, Oleari C, Re E (2010) A general framework for implementing NLO calcu-
lations in shower Monte Carlo programs: the POWHEG BOX. In: JHEP 06, p 043. https://doi.
org/10.1007/JHEP06(2010)043, arXiv: 002.2581 [hep-ph]

4. Sjostrand T, Mrenna S, Skands PZ (2008) A brief introduction to PYTHIA 8.1. Comput Phys
Commun 178:852. https://doi.org/10.1016/j.cpc.2008.01.036, arXiv:0710.3820 [hep-ph]

5. Golonka P, Was Z (2006) PHOTOS Monte Carlo: a precision tool for QED correc-
tions in Z and W decays. Eur Phys J C45:97. https://doi.org/10.1140/epjc/s2005-02396-4.
arXiv:hep-ph/0506026

6. Frixione S, Webber BR (2002) Matching NLO QCD computations and parton
shower simulations. In: JHEP 06, p 029. https://doi.org/10.1088/1126-6708/2002/06/029,
arXiv:hep-ph/0204244 [hep-ph]

7. Frixione S, Nason P, Webber BR (2003) Matching NLO QCD and parton showers in heavy
avor production. In: JHEP 0308, p 007. https://doi.org/10.1088/1126-6708/2003/08/007,
arXiv:hep-ph/0305252 [hep-ph]

8. Bahr M et al (2008) Herwig++ physics and manual. Eur Phys J C 58:639. https://doi.org/10.
1140/epjc/s10052-008-0798-9, arXiv:0803.0883 [hep-ph]

9. LiY, Petriello F (2012) Combining QCD and electroweak corrections to dilepton production
in the framework of the FEWZ simulation code. Phys Rev D 86:094034. https://doi.org/10.
1103/PhysRevD.86.094034, arXiv:1208.5967 [hep-ph]

10. Melnikov K, Petriello F (2006) Electroweak gauge boson production at hadron collid-
ers through (’)(a?)’. Phys Rev D 74:114017. https://doi.org/10.1103/PhysRevD.74.114017,
arXiv:hep-ph/0609070 [hep-ph]

11. Gavin R et al (2011) FEWZ 2.0: a code for hadronic Z production at next-to-next-to-leading
order. Comput Phys Commun 182:2388. https://doi.org/10.1016/j.cpc.2011.06.008, arXiv:
1011.3540 [hep-ph]

12. Martin AD et al (2009) Parton distributions for the LHC. Eur Phys J C 63:189. https://doi.org/
10.1140/epjc/s10052-009-1072-5, arXiv:0901.0002 [hep-ph]

13. Alwall J et al (2011) MadGraph 5 : going beyond. JHEP 06:128. https://doi.org/10.1007/
JHEPO06(2011)128, arXiv:1106.0522 [hep-ph]

14. Baur U (2007) Weak boson emission in hadron collider processes. Phys Rev D 75:013005.
https://doi.org/10.1103/PhysRevD.75.013005, arXiv:hep-ph/0611241 [hep-ph]


https://twiki.cern.ch/twiki/bin/view/AtlasProtected/PhysicsModellingGroup
https://twiki.cern.ch/twiki/bin/view/AtlasProtected/PhysicsModellingGroup
https://doi.org/10.1103/PhysRevD.82.074024
http://arxiv.org/abs/1007.2241
https://doi.org/10.1007/JHEP06(2010)043
https://doi.org/10.1007/JHEP06(2010)043
http://arxiv.org/abs/002.2581
https://doi.org/10.1016/j.cpc.2008.01.036
http://arxiv.org/abs/0710.3820
https://doi.org/10.1140/epjc/s2005-02396-4
http://arxiv.org/abs/hep-ph/0506026
https://doi.org/10.1088/1126-6708/2002/06/029
http://arxiv.org/abs/hep-ph/0204244
https://doi.org/10.1088/1126-6708/2003/08/007
http://arxiv.org/abs/hep-ph/0305252
https://doi.org/10.1140/epjc/s10052-008-0798-9
https://doi.org/10.1140/epjc/s10052-008-0798-9
http://arxiv.org/abs/0803.0883
https://doi.org/10.1103/PhysRevD.86.094034
https://doi.org/10.1103/PhysRevD.86.094034
http://arxiv.org/abs/1208.5967
https://doi.org/10.1103/PhysRevD.74.114017
http://arxiv.org/abs/hep-ph/0609070
https://doi.org/10.1016/j.cpc.2011.06.008
http://arxiv.org/abs/1011.3540
https://doi.org/10.1140/epjc/s10052-009-1072-5
https://doi.org/10.1140/epjc/s10052-009-1072-5
http://arxiv.org/abs/0901.0002
https://doi.org/10.1007/JHEP06(2011)128
https://doi.org/10.1007/JHEP06(2011)128
http://arxiv.org/abs/1106.0522
https://doi.org/10.1103/PhysRevD.75.013005
http://arxiv.org/abs/hep-ph/0611241

212 14 Analysis of the Electron Channel

15. Uta Klein. https://twiki.cern.ch/twiki/bin/view/AtlasProtected/Zprime2012Kfactors (Internal
documentation)

16. Martin AD et al (2005) Parton distributions incorporating QED contributions. Eur Phys J C
39:155. https://doi.org/10.1140/epjc/s2004-02088-7, arXiv:hep-ph/0411040 [hep-ph]

17. Bardin D et al (2012) SANC integrator in the progress: QCD and EW contributions. JETP Lett
96:285. https://doi.org/10.1134/S002136401217002X, arXiv:1207.4400 [hep-ph]

18. Bondarenko SG, Sapronov AA (2013) NLO EW and QCD proton-proton cross section cal-
culations with mcsanc-v1.01. Comput Phys Commun 184:2343. https://doi.org/10.1016/j.cpc.
2013.05.010, arXiv:1301.3687 [hep-ph]

19. Sjostrand T, Mrenna S, Skands PZ (2006) PYTHIA 6.4 physics and manual. JHEP 05:026.
https://doi.org/10.1088/1126-6708/2006/05/026, arXiv:hep-ph/0603175 [hep-ph]

20. CorcellaGetal (2001) HERWIG 6: an event generator for hadron emission reactions with inter-
fering gluons (including supersymmetric processes). JHEP 01:010. https://doi.org/10.1088/
1126-6708/2001/01/010, arXiv:hep-ph/0011363 [hep-ph]

21. Czakon M, Mitov A (2014) Top++: a program for the calculation of the top-pair cross-section
at hadron colliders. Comput Phys Commun 185:2930. https://doi.org/10.1016/j.cpc.2014.06.
021, arXiv:1112.5675 [hep-ph]

22. BotjeMetal (2011) The PDF4ALHC working group interim recommendations. arXiv:1101.0538
[hep-ph]

23. Aag 8 et al (2014) Measurement of the ¢7 production cross-section using e, events with b
-tagged jets in pp collisions at /s = 7 and 8 TeV with the ATLAS detector. Eur Phys J C
74(10):3109. https://doi.org/10.1140/epjc/s10052-014-3109-7, arXiv:1406.5375 [hep-ex]

24. Kidonakis N (2010) Two-loop soft anomalous dimensions for single top quark associated
production with a W- or H-. Phys Rev D 82:054018. https://doi.org/10.1103/PhysRevD.82.
054018, arXiv:1005.4451 [hep-ph]

25. ATLAS Top Group. https://twiki.cern.ch/twiki/bin/view/AtlasProtected/
Top2011MCCrossSectionReference (Internal documentation)

26. Pumplin J et al (2002) New generation of parton distributions with uncertainties from
global QCD analysis. JHEP 0207:012. https://doi.org/10.1088/1126-6708/2002/07/012,
arXiv:hep-ph/0201195 [hep-ph]

27. Campbell JM, Ellis RK (1999) An update on vector boson pair production at hadron colliders.
Phys Rev D 60:113006. https://doi.org/10.1103/PhysRevD.60.113006, arXiv:hep-ph/9905386
[hep-ph]

28. Carrl)lp?bell JM, Ellis RK, Williams C (2011) Vector boson pair production at the LHC. JHEP
07:018. https://doi.org/10.1007/JHEP07(2011)018, arXiv:1105.0020 [hep-ph]

29. Aad G et al (2015) Observation and measurement of Higgs boson decays to WW,. with the
ATLAS detector. Phys Rev D 92(1):012006. https://doi.org/10.1103/PhysRevD.92.012006,
arXiv:1412.2641 [hep-ex]

30. Aad G et al (2016) Measurement of total and differential W+ W — production cross sections
in proton-proton collisions at /s = 8 TeV with the ATLAS detector and limits on anomalous
triple-gauge-boson couplings. arXiv:1603.01702 [hep-ex]

31. Butterworth J et al (2010) Single Boson and Diboson Production Cross Sections in pp Colli-
sions at sqgrts = 7T eV . Technical report ATL-COM-PHYS-2010-695. Geneva: CERN, 2010.
https://cds.cern.ch/record/1287902

32. ATLAS Luminosity Working Group. https://twiki.cern.ch/twiki/bin/view/~AtlasPublic/
LuminosityPublicResults

33. Aad G et al Search for high-mass dilepton resonances in pp collisions at /s = 8 TeV with the
ATLAS detector. Phys Rev D 90(5):052005. https://doi.org/10.1103/PhysRevD.90.052005,
arXiv: 1405.4123 [hep-ex]

34. Aad Getal (2008) The ATLAS experiment at the CERN large hadron collider. JINST 3:S08003.
https://doi.org/10.1088/1748-0221/3/08/S08003.

35. Zinser M (2013) Double differential cross section for Drell-Yan production of high-mass
ete™ pairs in pp collisions at /s = 8 TeV with the ATLAS experiment. MA thesis.
Mainz U. http:/inspirehep.net/record/1296478/files/553896852_CERN-THESIS-2013-258.
pdf. Accessed 08 July 2013


https://twiki.cern.ch/twiki/bin/view/AtlasProtected/Zprime2012Kfactors
https://doi.org/10.1140/epjc/s2004-02088-7
http://arxiv.org/abs/hep-ph/0411040
https://doi.org/10.1134/S002136401217002X
http://arxiv.org/abs/1207.4400
https://doi.org/10.1016/j.cpc.2013.05.010
https://doi.org/10.1016/j.cpc.2013.05.010
http://arxiv.org/abs/1301.3687
https://doi.org/10.1088/1126-6708/2006/05/026
http://arxiv.org/abs/hep-ph/0603175
https://doi.org/10.1088/1126-6708/2001/01/010
https://doi.org/10.1088/1126-6708/2001/01/010
http://arxiv.org/abs/hep-ph/0011363
https://doi.org/10.1016/j.cpc.2014.06.021
https://doi.org/10.1016/j.cpc.2014.06.021
http://arxiv.org/abs/1112.5675
http://arxiv.org/abs/1101.0538
https://doi.org/10.1140/epjc/s10052-014-3109-7
http://arxiv.org/abs/1406.5375
https://doi.org/10.1103/PhysRevD.82.054018
https://doi.org/10.1103/PhysRevD.82.054018
http://arxiv.org/abs/1005.4451
https://twiki.cern.ch/twiki/bin/view/AtlasProtected/ Top2011MCCrossSectionReference
https://twiki.cern.ch/twiki/bin/view/AtlasProtected/ Top2011MCCrossSectionReference
https://doi.org/10.1088/1126-6708/2002/07/012
http://arxiv.org/abs/hep-ph/0201195
https://doi.org/10.1103/PhysRevD.60.113006
http://arxiv.org/abs/hep-ph/9905386
https://doi.org/10.1007/JHEP07(2011)018
http://arxiv.org/abs/1105.0020
https://doi.org/10.1103/PhysRevD.92.012006
http://arxiv.org/abs/1412.2641
http://arxiv.org/abs/1603.01702
https://cds.cern.ch/record/1287902
https://twiki.cern.ch/twiki/bin/view/~AtlasPublic/LuminosityPublicResults
https://twiki.cern.ch/twiki/bin/view/~AtlasPublic/LuminosityPublicResults
https://doi.org/10.1103/PhysRevD.90.052005
http://arxiv.org/abs/1405.4123
https://doi.org/10.1088/1748-0221/3/08/S08003
http://inspirehep.net/record/1296478/files/553896852_CERN-THESIS-2013-258.pdf
http://inspirehep.net/record/1296478/files/553896852_CERN-THESIS-2013-258.pdf

Chapter 15 ®)
Electron Channel Cross Section Geda
Measurement

The following chapter describes the methodology of the cross section measurement.
First the binnings of the measurement are discussed in Sect. 15.1 and the unfolding
procedure is described in Sect. 15.2. The systematic uncertainties on the cross section
are afterwards discussed in Sect. 15.3 and finally the results of the electron channel
cross section measurement are presented and briefly discussed in Sect. 15.4.

15.1 Resolution and Binning

A sensible binning has to be chosen for the measurement of the differential cross
section. It is important to choose a binning which is coarse enough to have sufficient
statistics in every bin. The binning has in addition to be coarser than the detector
resolution of the measured observable. Bin migration effects become otherwise large
and it becomes difficult to extract the cross section without having large uncertain-
ties from the unfolding procedure. If on the other hand the binning is too coarse,
then information about the shape of the measured spectra is lost and therefore the
physics value of the measurement is decreased. Hence, the resolution of the measured
quantities is studied to define a lower range for the bin width.

Figure 15.1 shows the resolution of the invariant mass m,,, the absolute rapidity
| Veel, and the absolute pseudorapidity separation |An,.|. The resolution was deter-
mined by taking the difference between the measured quantity and the generated
Born level truth quantity. In case of the invariant mass, the relative resolution is
shown. The Born level truth definition does not include losses due to the QED final
state radiation and Bremsstrahlung. It was chosen since the main result will be cross
sections at Born level and it is therefore the relevant definition to study the lower
range for the bin width. The resulting distribution of the difference between the mea-
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Fig. 15.1 Resolution of the invariant mass m,., (top), absolute rapidity |y..| (bottom left) and
absolute pseudorapidity separation |An..| (bottom right). The resolution was determined with
respect to the Born level using the Drell-Yan simulation

sured value and the Born level value is therefore non-Gaussian as it has tails from
large radiation. The RMS of the distribution is taken as resolution.

The invariant mass resolution at m,, = 116 GeV is about 3.5%. The pseudora-
pidity of the electron candidates can be measured very precisely. Therefore only
the energy resolution of the calorimeter is a limiting factor for the invariant mass
resolution. The relative energy resolution at high energies gets better (see Eq.5.6)
and consequently also the invariant mass resolution is expected to get better towards
higher masses. However, the invariant mass resolution is getting worse up to 7% at
1.5 TeV. The reason is the definition of the resolution with respect to the invariant
mass at Born level. Radiation at large angles is not included in the measurement of
the electron energy. The radiation of Bremsstrahlung is getting more likely towards
higher energies and therefore the improving energy resolution is canceled by the
higher probability of Bremsstrahlung, leading to the observed increasing resolution.
As an example is for the invariant mass also shown the resolution when taking the
Gaussian core of the relative resolution (red dots). In a single bin the resolution is not
expected to follow a Gaussian distribution, as the effect of radiation will lead to a tail
at the side where a lower invariant mass was reconstructed. To extract the width of
the distribution, a Gaussian fit was performed to the side in which a higher invariant
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mass was measured. This side is nearly not affected by QED final state radiation.'
Here the expected behavior coming from the calorimeter energy resolution can be
observed. The resolution is 1.8% at 116 GeV and slightly falling towards 0.8% at
1.5 TeV.

The resolution of the absolute rapidity is about 0.02 at |y,.| = 0.0, staying flat
except for the last bin where the resolution jumps to 0.085. One of the electrons has
to have || > 2.2 to build a pair which has an absolute rapidity above |y,.| = 2.2
and therefore to fall into the last bin. This is close to the cut value of |n| < 2.47.
The resolution is only studied for events which pass the signal selection. This leads
to a bias of the resolution, as less events are considered in which the electron was
reconstructed with a higher absolute rapidity. These events will most likely not enter
as they are not passing the || < 2.47 requirement. This leads in the last bin to a bias
for events which are generated with a higher absolute rapidity then reconstructed.
The resolution therefore jumps up.

The 5 resolution is in general very good, since the inner tracking detector has
a good performance and the 7, of the electromagnetic energy deposition and track
are required to match well by the identification criteria. This translates also to a
good |An,.| resolution which can be seen in the lower right plot. The resolution was
determined inclusively for all invariant masses and is therefore dominated by the low
invariant masses. Here the cross section for very high |An,.| is very low. Therefore
more events which were mismeasured enter the bins at large | An,.|. This effect leads
to the observed increase in resolution.

The resolution of all measured quantities is very good and not a limiting factor
on the bin width. The binning was therefore chosen in a way to have a reasonable
statistical uncertainty in data. The binning for the one dimensional invariant mass
measurement was chosen to be:

me. = [116, 130, 150, 175, 200, 230, 260, 300, 380, 500, 700, 1000, 1500] GeV.

Figure 15.2 shows in the top plot the purity of the one dimensional binning. The
purity is defined as the fraction of simulated events which are reconstructed in a
given m,, bin and the simulated events generated in the same m,, bin. The generated
invariant mass is taken at Born level. The purity in the first bin is about 84 %, rising to
89% in the third bin. The purity then varies around 88% as the increasing bin width
roughly cancels with the improving resolution. The resolution jumps at 300 GeV to
about 94% due to the wider bin width and then increases constantly to about 98% in
the last bin.

The two dimensional binning for the |y,.| measurement was chosen in the same
way, i.e., to have a reasonable amount of statistics in each bin:

me. = [116, 150, 200, 300, 500, 1500] GeV X |yee|
Mmee < 300 GeV : |ye| =1[0.0,0.2,0.4,0.6,0.8,1.0,1.2,1.4,1.6,1.8,2.0,2.2,2.4]
Mee > 300 GeV : |ye.| =10.0,0.4,0.8,1.2,1.6,2.0,2.4].

IThe side of higher measured invariant mass is only affected if a larger invariant mass was measured
and at the same time QED final state radiation and Bremsstrahlung leads to a lower invariant mass.
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In the first three invariant mass bins a constant bin width of A|y,.| = 0.2 is chosen
which is doubled for the last two invariant mass bins. The top plot in Fig. 15.2 also
shows the purity of the two dimensional invariant mass binning. The mass bins are
quite wide to have enough statistics for a two dimensional distribution, the purity is
therefore quite high. It rises from 93% up to 98.5%. The bottom left plot in Fig. 15.2
shows the purity binned in |y,.|. The purity ranges from about 88% at low invariant
masses to about 98% in the last invariant mass bin. The purity starts high and is
slightly lower for values around & 1 before it rises again.
The two dimensional binning for the |An,.| measurement is chosen to be:

Mee = [116, 150, 200, 300, 500, 1500] GeV x |Ane.|
Mee < 300 GeV : |Anee| = [0.0,0.25,0.5,0.75, 1.0, 1.25, 1.5, 1.75, 2.0, 2.25, 2.5, 2.75, 3.0]
Mee > 300 GeV : |Anjee| = [0.0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0].

In the first three invariant mass bins a constant bin width of A|An,.| = 0.25 is
chosen which is doubled for the last two invariant mass bins. The bottom right plot
in Fig. 15.2 shows the purity binned in |An,.|. Except for the first invariant mass
bin, the purity always lies above 89% and no strong dependency is observed. In the
first invariant mass bin, the purity drops in the last two bins down to 48-74%. The
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Fig. 15.2 Fraction of events for which the reconstructed mass and the true mass (Born level) fall
in the same bin in the Drell-Yan simulation
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drop here is expected as the resolution is getting worse in this region. The observed
purities confirm again that the resolution at large |An,.| was rising mainly due to
mismeasured events at low mass.

15.2 Unfolding

15.2.1 Differential Cross Section

To determine a differential cross section, the measured signal spectra have to be
unfolded. In this analysis, the single-differential cross section as a function of the
invariant mass m,,, the double-differential cross section as a function of the invariant
mass m,, and the absolute rapidity |y..|, and the double-differential cross section as
a function of the invariant mass m,, and absolute pseudorapidity separation |An,.|
are calculated by a simple bin-by-bin unfolding technique. A bin-by-bin unfolding
technique is assumed to be sufficient since the chosen binning has a high purity (see
previous section) and thus bin-migration effects are small. The double-differential
cross section as a function of dilepton mass and rapidity in a fiducial phase space is

calculated as: J N N
o _ data,i — 1Vbkg,i ) (151)
dmee d|yeel i Lint Ai & Ao Alyeel;

Nyata,i 1s the number of selected events and Ny, ; the number of estimated back-
ground events in a given bin i. To unfold the cross section for efficiency and accep-
tance effects, bin-by-bin correction factors & and .A; are used, respectively. Finally,
to get the cross section, the unfolded number of signal events have to be divided
by the integrated luminosity of the dataset £;,, and the width of the bins Am,, ;
and Al|y..|;. The double-differential cross section as a function of mass and | An,.|
and the single-differential measurement as a function of invariant mass are defined
accordingly.

15.2.2 Efficiency and Acceptance

The number of selected events has to be corrected, since due to inefficiencies of the
detector, not every inside the acceptance produced Drell-Yan and photon induced
event is measured. This efficiency correction can be determined from the signal
simulation and can, for a bin 7, be derived with the following formula:

NsimA
&= (15.2)
Néen,)],i
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. e’[”[ is the number of selected signal events simulated on detector level. This number
has been derived in a phase space X which is defined by the signal selection:

Inl <247 excl. 1.37 < [n] < 1.52, plf*/™8 = 40 Gev, pSPi8 30 GeV, | Aneel < 3.5.

N ;2’,’1”2,14 is the number of generated events in the phase space X. The efficiency covers
also the effect of bin migration, since for the numerator, the event is not required
to be generated and reconstructed in the same bin. Figure 15.3 shows on the left
side the efficiency of the one dimensional m,, binning for the Drell-Yan process, the
photon induced process and the combined efficiency. The latter was determined by
using the photon induced and Drell- Yan simulation and weighting them to their cross
section accordingly. The combined efficiency starts atm,, = 116 GeV at around 70%
and then rises up to 82%. The rising behavior is due to the medium identification
efficiency. At higher invariant mass both electrons have on average higher energy. The
cut values of the cut-based medium identification are only binned up to a transverse
energy of 80 GeV. They afterwards stay constant while the electromagnetic showers
become more and more narrow for higher energies. This leads to arising identification
efficiency for higher invariant masses m,,.. The combined efficiency is dominated due
to the high cross section by the Drell-Yan process. Hence, the efficiency for the Drell-
Yan process only closely follows the combined efficiency. Also the efficiency of the
photon induced process follows closely the combined efficiency, despite at lower
masses where its efficiency is up to about 7% higher. In Fig.15.4, the combined
efficiency binned in absolute dielectron rapidity is shown on the left side for all five
invariant mass bins. In all bins the efficiency is higher at low rapidity values and then
slightly drops towards higher values. At higher rapidities, the two electrons are more
likely to be at higher || and therefore measured in the endcaps of the electromagnetic
calorimeter. This leads to a falling behavior with |y,.|, since in the endcaps there
is more material between beam axis and electromagnetic calorimeter and thus the
identification becomes more problematic. Figure 15.5 shows the combined efficiency
for the dielectron pseudorapidity separation in all five invariant mass bins. The same
behavior as for the rapidity can be observed due to the same reason. At higher
pseudorapidity separation, the electrons are more likely to be in the endcaps of the
electromagnetic calorimeter which leads to the falling behavior. In the last bin of the
first invariant mass bin, the efficiency jumps from about 65% to about 86%. This
is assumed to be due to a statistical fluctuation in the MC since the Drell-Yan and
photon induced MC do have poor statistics in that region.
The efficiency correction, as already discussed, is defined for a given phase space
%. The calculated cross section is thereby only valid in this phase space. To give a
more convenient result, which is more independent from the detector geometry, a
phase space extrapolation can be made via an acceptance correction. The acceptance
correction can also be determined from the Drell- Yan and photon induced simulation
and is given by:
Nsim )
Ay = 2=t (15.3)

- sim
Ngen,Q,i
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Fig. 15.3 Efficiency &£ (left) and the acceptance correction A (right) for the one dimensional m,,
binning. Efficiency and acceptance correction were determined on Born level using the Drell-Yan
and photon induced simulation

where N ;Z:Qz is the number of generated events in a fiducial phase space 2 to which
the cross section shall be extrapolated. For this analysis €2 is chosen to be:

leading

|77| <25’ pT

> 40 GeV,  pieeding 5 30 Gev.

This includes the extrapolations from |An,..| < 3.5 to infinity, over the transition
region 1.37 < || < 1.52 to have a continuous interval, and the extrapolation from
In] < 2.47upto|n| < 2.5 due to simplicity. A correction up to higher |n| and smaller
pr would have, mainly due to the chosen PDF, a stronger model dependency and
thus would introduce larger theoretical uncertainties. The phase space €2 will be later
also used for the muon cross section which makes it possible to compare both cross
sections and to perform a combination. The acceptance correction binned in invariant
mass can be seen for the separate processed and their combination on the right side
in Fig. 15.3. The combined acceptance correction is rather constant at around 86—
87.5%. The slight drop at higher invariant masses is caused by the extrapolation
from |An..| < 3.5 to infinity since at higher mass, the electrons are more likely
to have a larger pseudorapidity separation. The acceptance correction of the Drell-
Yan process is, like for the efficiency, closely following the combined acceptance
correction. The acceptance correction for the photon induced process slightly drops
towards higher invariant masses. This is due to the t-channel contribution which leads
to more forward electrons with low pr values. The high invariant mass is therefore
mainly generated via a large pseudorapidity separation and therefore higher invariant
masses are more affected by the extrapolation from |An,.| < 3.5 to infinity.

Figure 15.4 shows on the right side the acceptance correction for the five invariant
mass bins binned in rapidity of the dielectron system. For low rapidities, and there-
fore low boosts along the z-axis, both electrons decay mainly into the central region
of the detector and are thus not so much affected by the acceptance extrapolations.
The acceptance correction ranges therefore from 86% to 99%, getting lower towards
higher invariant masses, as here the extrapolation from |An,.| < 3.5 to infinity play
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Fig. 15.4 Efficiency & (left) and the acceptance correction A (right) in the five invariant mass bins
for the |y..| binning. Efficiency and acceptance correction were determined on Born level using the
Drell-Yan and photon induced simulation

a bigger role. When going to higher |y,,|, it is more and more likely for one of the
two electrons to be in the transition region. This results in a minimum acceptance
correction of about 77% for all invariant mass bins at around |y,.| = 1.8. For abso-
lute rapidities above 2.0, both electrons are dominantly above the transition region
between central region and the endcap of the electromagnetic calorimeter. Hence,
they are mainly affected by the extrapolation up to || = 2.5 and |A#n,,| to infin-
ity. The acceptance correction is in the last bin slightly dropping again due to the
extrapolation to |n| = 2.5.

Figure 15.5 shows on the right side the acceptance correction for the five invari-
ant mass bins binned in the absolute pseudorapidity separation of the two electrons.
Here the extrapolation from |An,.| < 3.5 to infinity does not play a role. The accep-
tance correction in |An,,| does therefore not show any strong mass dependency. The
acceptance correction is slightly dropping up to |An,..| = 1.0. In this region both
electrons are mainly in the central region of the detector and it becomes more likely
for one to be inside of the transition region of the electromagnetic calorimeter. Above
|Ane.| = 1.0, the more forward electron is most likely above the transition region
while it becomes with rising pseudorapidity separation more likely that the second
lepton is in the transition region or the first lepton above || = 2.47. The acceptance
correction is therefore slightly dropping again.

15.2.3 Correction Factor Cpy

The efficiency and acceptance corrections can be combined to a common correction

factor: i
sim
N, sel,i
sim :
N, gen,2,i

Coy,; = A& = (15.4)
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Fig. 15.5 Efficiency £ (left) and the acceptance correction A (right) in the five invariant mass bins
for the |Ane.| binning. Efficiency and acceptance correction were determined on Born level using
the Drell-Yan and photon induced simulation

The correction factor Cpy is affected by the limited statistics of the signal sample
used to calculate it. For a perfect detector resolution, the statistical uncertainty of
Cpy would be the uncertainty of a binomial distribution, since in one bin N2" is a

g sel
subset of Ny . Due to finite resolution, migration between bins occurs and thus

N;ie‘r?ﬂ does not any longer completely contain NI, Assuming an uncertainty of
a Gaussian distribution would however be too conservative and would lead to a
too large uncertainty. Due to the rather small amount of migration there is still a
large correlation between numerator and denominator. To get the correct statistical

uncertainty, the calculation of Cpy can be split into uncorrelated samples:

Cpy = :éin _ Nstay +Ncome’ (15.5)
Slm, Nslay + Neave

where N,y is the number of events generated and reconstructed in a certain bin,

Neome = N" — Ngay are the events reconstructed in a certain bin, but generated
elsewhere, and Njegve = N;e?: o — Ny are the events generated in a certain bin, but

migrating out or failing the selection cuts. Following reference [1], the uncertainty
on Cpy can then be expressed as:

(Nsim _ Nsim)Z

n, 2 sel
(ACDY)2 :W(AN&W)Z + W(Aj\lcome)2
" 156)
+ %(ANleave)z-
(Ngen,Q)

The correction factor Cpy is shown binned in invariant mass in Fig. 15.6. The Cpy
corrections are given at Born level and dressed level. For the results at dressed level,
the leptons after QED FSR are recombined with radiated photons within a cone
of AR = 0.1. The cross section results will be provided for both definitions. The
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Fig. 15.7 Central values for Cpy from Drell-Yan and photon induced MC binned in absolute
dielectron rapidity at Born (left) and dressed level (right) with statistical uncertainties

Born level cross sections are the cleaner theoretical definition while the dressed level
cross sections are closer to what is measured in the experiment, as photons radiated
with a small angle to the electron cannot be resolved by the calorimeter. The correc-
tions for the dressed level are therefore in general smaller. The difference between
both definitions gets larger towards higher invariant masses, as the probability for
Bremsstrahlung is getting larger. The Cpy factor combines the effects of both, the
acceptance extrapolation and the efficiency correction. The dependencies are there-
fore the same as discussed before. Figures 15.7 and 15.8 show the Cpy factors binned
in absolute dielectron rapidity and absolute pseudorapidity separation for the born
(left) and dressed (right) level.
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pseudorapidity separation at Born (left) and dressed level (right) with statistical uncertainties

15.3 Systematic Uncertainties

Several systematic uncertainties have to be considered for this measurement. They
are in the following discussed and summarized in Figs. 15.13, 15.14, and 15.15.

Trigger and isolation efficiency The pr dependent trigger and isolation efficiency
corrections provided by the ATLAS group [2] come with systematic and statistical
uncertainties. They are correcting for differences of the trigger and isolation effi-
ciency in data and simulation. Efficiency corrections enter only the numerator of Cpy
and therefore propagate directly to the cross section measurement. The systematic
uncertainties are obtained by varying the tag and probe selection, e.g., identifica-
tion of the tag electron or window of the Z-peak or varying the background model.
These uncertainties are propagated to the cross section by recomputing Cpy with
the efficiency corrections varied coherently up and down by their full systematic
and statistical uncertainty. The statistical and systematic component are varied sep-
arately. The up and down variations are symmetrized by taking the larger of the two
variations.

Electron reconstruction and identification efficiency The pr and 1 dependent
reconstruction and identification efficiency corrections provided by the ATLAS elec-
tron performance group [3] come with systematic uncertainties. The uncertainties
were determined in a similar way as for the trigger and isolation efficiency correc-
tions. The statistical uncertainty of the efficiency corrections is uncorrelated between
all bins in pr and 7, as they are measured on orthogonal data sets. Varying the effi-
ciency correction by the statistical uncertainty in all bins simultaneously up and
down and propagating the effect to the cross section gives a result which is still par-
tially correlated between the measurement bins as the same 7/pt bin can contribute
to several measurement bins. This procedure in general overestimates the statisti-
cal uncertainty. It was performed for the trigger and isolation efficiency where these
effects are small. However, the identification and reconstruction efficiency uncertain-
ties were one of the largest uncertainties on the measurement described in my master
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thesis [4]. A more proper treatment is therefore performed in this thesis for the elec-
tron reconstruction and identification efficiency corrections. Here 1000 efficiency
corrections were sampled where the Gaussian statistical uncertainty was fluctuated
in each pr and 5 bin independently. The 1000 variations were propagated to the
cross section and the RMS of the efficiency corrections was calculated in each mea-
surement bin to obtain an uncertainty which is fully correlated between all measured
bins. The systematic part which is fully correlated between all bins was added in
quadrature to the resulting uncertainty leading to a single uncertainty for the electron
reconstruction and identification efficiency corrections. The up and down variations
of the uncertainties were symmetrized in the same way as for the trigger and isolation
efficiency corrections.

Electron energy scale Corrections for the energy scale of the electrons are applied
to data [5]. The effect of varying all their respective uncertainties up and down is
checked in order to determine the systematic uncertainty. This can in principle be
done on data or on MC, given the higher statistics available it is preferable to check
the effect of the up/down variation on Cpy in MC. The reconstructed energy is varied
in the simulation, according to the systematic uncertainties which are given for the
energy corrections. Correcting the energy of the electrons leads to different invariant
masses and thereby to bin migration in invariant mass or rapidity. This can distort the
shape of the reconstructed spectra and thus lead to differences in Cpy . The uncertainty
of the energy scale is subdivided into 14 systematic uncertainty components and a
statistical uncertainty. The statistical and a systematic component are arising from
the method with which the energy scale corrections are extracted (Zee). The position
of the Z-resonance in the invariant mass distribution of the electron pairs in data is
calibrated by matching it to the position in MC. The uncertainty is dominantly driven
by uncertainties on the background estimation in the electron selection, which is used
to select candidates in the Z-region. The statistical uncertainty was found to be below
the per mille level and as such is neglected. Three of the systematic uncertainties
are due to the limited knowledge of the material in the inner detector (MatID), the
cryostat of the liquid argon calorimeter (MatCryo), and the passive material of the
calorimeter itself (MarCalo). Another four additional sources of uncertainties arise
from the limited knowledge of the internal liquid argon calorimeter geometry itself
(LArCalib, LARUnconvCalib, LArElecUnconv, LArElecCalib). The energy scale is
reevaluated using a Monte Carlo sample where the amount of material in the detector
part was varied according to its systematic uncertainty. Differences in the energy scale
are then quoted as systematic uncertainty of the material. Additionally, there is an
uncertainty due to the knowledge of the energy scale in the presampler detector
(PS), which is used to correct for energy lost upstream of the active electromagnetic
calorimeter. A similar uncertainty arises from the energy scale in the first and second
layer of the calorimeter (S/2). Two sources of uncertainty are assigned to the intrinsic
accuracy of the electromagnetic shower development simulation (G4, Pedestal), by
varying physics modeling options in GEANT4. Finally, two uncertainties arise from
the electronic gain of the signals in the first and second layer of the calorimeter
(L1Gain, L2Gain). The uncertainty from the gain in the second layer is typically the
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largest at high masses, followed by the uncertainty from the material knowledge of
the liquid argon calorimeter and the method to extract the energy scale corrections.
All uncertainties are symmetric but do not lead to symmetric effects in Cpy, since
varying the energy scale up has a larger effect on a strongly falling spectrum, due
to larger bin migrations. Because of this asymmetry, not the maximum deviation
from the up and down variations is used as systematic uncertainty on Cpy, but the
average of the up and down variation. This is not the most conservative treatment,
but the asymmetries of the uncertainties are small and this approach is less affected
by statistical fluctuations. For simplicity sometimes a single uncertainty is quoted
which is calculated by adding all up and down variations in quadrature and taking
the larger uncertainty in each bin.

Energy smearing The smearing of the energy in the simulation, to correct for a better
energy resolution modeled in MC than observed in data, has a systematic uncertainty
[5]. Varying the smearing within its uncertainties can, like for the energy scale, distort
the reconstructed invariant mass spectrum and thus cause differences in Cpy. The
uncertainty of the energy resolution is subdivided into seven systematic uncertainty
components. A single source of uncertainty arises from the method with which the
corrections are obtained (ZSmearing). After correcting the energy scale, the MC is
corrected in such a way that the width of the Z-resonance is corresponding to the
width in data. Four of the systematic uncertainties are due to the limited knowl-
edge of the material in the inner detector (MateriallD), the cryostat of the liquid
argon calorimeter (MaterialCryo), the inner detector support material in the transi-
tion region between barrel and endcap (MaterialGap), and the passive material of the
calorimeter itself (MaterialCalo). Finally, additional uncertainties arise from deriv-
ing the resolution corrections for different pile-up conditions (PileUp) and from test
beam measurements of the sampling term of the energy resolution parameterization?
(SamplingTerm). The uncertainties are symmetrized in the same way as the electron
energy scale uncertainties. The uncertainties are typically much smaller. Also here
sometimes a single uncertainty is quoted for simplicity. It is obtained in the same
way as for the electron energy scale.

Electroweak background An uncertainty is arising from the normalization of the
electroweak backgrounds (17 & Wt and diboson). The ¢ MC sample is normalized
to a cross section of o,; = 253f{§ pb for a top-quark mass of 175.5 GeV. The single-
top background in association with a W boson has a cross section of oy, = 22.4 £+
1.5 pb. Given that the Wt contribution is about 10% compared to the 77 cross section,
an overall normalization uncertainty of 6% is estimated on the background including
top-quarks. A more detailed description of the systematic uncertainties can be found
in Sect. 14.1.2. The top background is the largest background in most of the phase
space. Therefore further studies have been added for this thesis to check whether the
top background agrees within the assigned normalization uncertainties. The number
of b-jets and the EM* distributions, which are dominated by the top background

2 % = LE &b % €D ¢, where a, b and ¢ are n-dependent parameters; a is the sampling term, b is the

noise term, and c is the constant term.
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Fig. 15.10 Ratio between the 77 background simulated by POWHEG and MC@NLO binned in |y, |
(left) and | Anee| (right) for the range 200 GeV < m,, < 300 GeV. A linear fit has been performed
to the ratio (red line)

for Np_je; > 0 and large EDMissare shown in Fig. 15.9 for the region 200 GeV <
me. < 300 GeV. Good agreement of the top background within the normalization
uncertainty is observed. The distributions for all other invariant mass bins of the
measurement are shown in Appendix L.

The default POWHEG ¢ MC sample has been compared to a MC sample gener-
ated with MC@NLO to check for uncertainties on the modeling of the measured
observables. The ratios of the two MC samples for the two dimensional observ-
ables in the range 200 GeV < m,, < 300 GeV is shown in Fig. 15.10. No systematic
uncertainty is added since the differences are within the statistical fluctuations which
are propagated to the measurement. The ratios of the two MC samples for the two
dimensional observables for all other invariant mass bins of the measurement are
shown in Appendix L.

Finally, a further check has been performed [6] by selecting oppositely charged
electron-muon pairs and comparing expectations for the invariant mass spectrum
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and distributions of the measured observables with data. This selection strongly sup-
presses the Drell-Yan process and leads to a sample with an about 80% contribution
from top-quark production. The remaining events are mainly due to diboson produc-
tion. No systematic differences are found and therefore no further uncertainties are
assigned. The normalization uncertainties on the diboson background are listed in
Sect. 14.1.2.2. They are 4, 4.2 and 10% on the WZ, ZZ and WW process, respec-
tively. The uncertainties of the backgrounds are combined to a single uncertainty by
adding them in quadrature. The statistical and systematic part are given separately.

Multijet & W+jets background The determination of the systematic uncertainty of
the multijet and W+jets background is described in Sect. 14.3.6. The dominant con-
tribution is coming from the differences in the nine performed methods to calculate
the background. Systematic and statistical uncertainty are quoted separately.

Drell-Yan and photon induced MC statistic The uncertainty is arising from the
limited number of simulated events for the signal MC when determining the C py fac-
tor. This uncertainty is calculated following Eq. 15.6 and treated as fully uncorrelated
between all measurement bins.

Drell-Yan theory uncertainty Varying the Drell-Yan NNLO theory corrections for
the Cpy calculation within their uncertainties affects both, numerator and denom-
inator. Thus the variation cancels in large parts. The resulting uncertainty is below
the per mille level and will not be considered in the following.

Photon induced uncertainty As the photon induced processes has not been studied
at length, any MC simulation attempting to describe these will have a high level
of uncertainty. A 40% MC cross section uncertainty is calculated as the difference
between photon induced calculations using a current quark model and a constituent
quark model [7]. As the photon induced contribution is small and the uncertainties
affect again both, numerator and denominator, the effect this uncertainty has on the
cross section is found to be below the per mille level and as such is neglected.

Monte Carlo modeling uncertainty To account for any MC model dependences
when calculating the Cpy factor used for the unfolding, an additional Drell-Yan MC
is compared to the nominal Drell-Yan sample. The alternative MC@NLO sample
used has a different matrix element calculation, parton shower model and FSR model.
This uncertainty was not studied for the measurement described in my master thesis
as the alternative MC was not available at that time. The ratio of Cpy at Born level
between using POWHEG or MC@NLO is shown in Fig. 15.11 for two invariant mass
bins of the measurement as a function of absolute rapidity. A linear fit to the ratio
has been performed and is also shown (red line). No systematic uncertainty is added
since the differences are within the statistical fluctuations which are propagated to
the measurement. The same ratios for all other measurement bins are shown in
Appendix M for born and dressed level separately.

Unfolding uncertainty An uncertainty can arise from the chosen unfolding method.
This uncertainty was not studied for the measurement described in my master thesis.
For this thesis, the difference between bin-by-bin unfolding via Cpy and using an
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Fig. 15.12 Ratio between the final cross section unfolded with the standard bin-by-bin unfolding
method and a Bayesian unfolding method

Bayesian unfolding method [8], implemented in the RooUnfold package [9], has
been investigated. Figure 15.12 shows the ratio between the Born level cross section
unfolded with bin-by-bin unfolding to the unfolded cross section unfolded with
Bayesian unfolding. Shown is the difference for 3, 4 and 5 iterations of the Bayesian
unfolding. No uncertainty is added as the observed differences between both methods
are negligible when compared to the statistical uncertainty of the cross section and
no systematic trends are observed. The same ratios for all other measurement bins
are shown in Appendix M.

15.3.1 Summary

Figure 15.13 shows the resulting statistical and systematic uncertainties on the
unfolded single-differential cross section. Also the total correlated systematic (total
syst.) and total systematic uncertainty (total syst.+stat.) is shown and calculated
by adding all correlated and uncorrelated systematic sources in quadrature. At low
invariant mass the cross section measurement is dominated by the systematic uncer-
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tainty which is below 1%. The largest contributions are coming from the multijet &
W +jets background, the electroweak backgrounds and the electron energy scale. The
uncertainties on the electron energy scale and energy resolution are combined into
a single uncertainty each. A detailed breakdown of all uncertainty sources can be
found in the tables in Appendix O. The electroweak background uncertainty and the
multijet & W+jets background uncertainty is each rising up to about 1.5% between
300 GeV and 400 GeV as the relative contribution of the background becomes larger.
The total systematic uncertainty in this region is about 2.5% and therefore similar
to the statistical uncertainty on data. For higher invariant masses, the measurement
uncertainties are dominated by the statistical uncertainty on data. Besides the last bin,
the systematic uncertainty is only slowly rising. The total systematic uncertainty in
the last bin is about 6%. Here, the uncorrelated component of the systematic uncer-
tainty has a sizable contribution, mainly coming form the uncorrelated statistical
uncertainty on the isolation efficiency correction.

Figure 15.14 shows the uncertainties in all five invariant mass bins for the mea-
surement as a function of absolute rapidity. The same dependency of the systematic
uncertainties as for the invariant mass is observed across the invariant mass bins.
Here, the statistical uncertainty of the data is dominating in all measurement bins.
The total systematic uncertainty is 0.8% in the first invariant mass bin at low abso-
lute rapidities while the statistical uncertainty on data is already about 1.2%. For
low values of absolute rapidity, the dominating source of systematic uncertainty is
coming from the electroweak background uncertainty, it is falling towards higher
values since the relative contribution of the background becomes smaller. At high
values of absolute rapidity, the multijet & W+jets background is leading to the largest
uncertainty.

Figure 15.15 shows the uncertainty in all five invariant mass bins for the measure-
ment as a function of absolute pseudorapidity separation. The same dependency of
the systematic uncertainties as for the invariant mass is observed across the invariant
mass bins. Also here, the statistical uncertainty on data is larger or equal to the total
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Fig. 15.14 The relative size of the systematic and statistical uncertainties on the double-differential
cross section measurement as a function of m,, and |y,.|. Points that are drawn at the maximum

are off-scale



15.3 Systematic Uncertainties 231

116 GeV < m,, < 150 GeV 150 GeV < m,, < 200 GeV
T r T T T T - T 6r T T T T
o, [ --o- Data stat. —x— Trigger syst. o, [ --o- Datastat. —x— Trigger syst.
- | --=- Total syst.+stat. —— Trigger stat. - | --=- Total syst.+stat. —— Trigger stat.
= [ —— Total syst. —e— Isolation syst. = I — Total syst. —e— Isolation syst.
< 5 ~ E-scale syst Isolation stat. £ 5 - E-scale syst. Isolation stat.
© r E e st “ Multijet & W+jets syst. © r E e st “ Multijet & W+jets syst.
b= [ oscaestal o mMultijet & Wets st =t [ oscaestal o Multijet & WHets stat.
[0} [ — E-tes. —o— EW Bkg syst. 0] [ — E-es. —o— EW Bkg syst.
8 4 [ Identification EW Bkg stat. LC) 4 r Identification EW Bkg stat.
=) | —— Reconstruction —a— C,, stat. =) | —— Reconstruction —— C,, stat. 4
3r 3r ]
2r 2F ]
1 F
0 —= 0
0 0.5 1 1.5 2 25 3 0 0.5 1 1.5 2 25 3
An,| An,,|
200 GeV < m,, < 300 GeV 300 GeV < my, < 500 GeV
< 10 T T T T T T T T T T T ———
e, --e-- Data stat. —»— Trigger syst. o, 12F --e-- Data stat. —— Trigger syst. S
> 9 [ = Total syst+stat. —— Trigger stat. > [ --=- Total syst.+stat. —— Trigger stat. ]
z —=— Total syst. —— Isolation syst. z | —— Total syst. —e— Isolation syst. ]
= E-scale syst Isolation stat. = L E-scale syst Isolation stat. ]
© 8 E o st t' Multijet & W+jets syst. © E e st t' Multijet & W+jets syst.
© —+—Escalestat. ___ puitjet & W-jets stat. £ 10| ——Escalestat  ___ yyijet & Weets stat. b
@ 7 —+—Etes. o— EW Bkg syst. [0} [ ——Etes. —o— EW BkKg syst. 1
8 Identification EW Bkg stat. i 8 r Identification EW Bkg stat. B
S 6 —+— Reconstruction —a— Cy, stat. '9«" =) 8 [ — Reconstruction —— Gy stat. ]
5 . ]
6 .
4 L ]
3 e 4r ]
2 3 - ]
] 2 .
1 L ]
0 y 0
0 0.5 1 1.5 2 25 3 0 3

A7, | A7,

500 GeV < m,, < 1500 GeV

< 35¢ T T T T T ]
o, |- --o- Data stat. —— Tr!gger syst. E
> [ --o- Total syst+stat. —— Trigger stat. b
£ 30 | — Total syst. —e— Isolation syst. -
= - Isolation stat. 4
L E-scale syst. " ]

© E-scale stat Multijet & W+jets syst.
h [~ Escalestat. . Multijet & WHjets stat. o 1
© 95 [ ——Eres. —o— EW Bkg syst. -
8 o Identification EW BKg stat. E
S [ —— Reconstruction —— C,, stat. ]
20 -
151 -]
10F ]
St E

0

0 3

Fig.15.15 The relative size of the systematic and statistical uncertainties on the double-differential
cross section measurement as a function of m., and |Ane.|. Points that are drawn at the maximum
are off-scale
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systematic uncertainty across all bins of the measurement. At low values of abso-
lute pseudorapidity separation, the largest systematic uncertainty is coming from the
electron energy scale. At large values of absolute pseudorapidity separation, both
the electroweak and the multijet & W+jets uncertainty are the dominating system-
atic uncertainties. At low invariant masses and high values of |A7,.|, the statistical
uncertainty of both, data and MC, is large and the uncertainties are therefore also
getting large.

The systematic uncertainties reached are for the two dimensional measurements
smaller or equal to the statistical uncertainty of the data. Systematic uncertainties
as low as 0.8% have been achieved in some bins. This is a substantial improvement
when compared to the cross section measurement described in my master thesis [4],
where the lowest uncertainties were on the order of 3%.

15.4 Results

The measured electron cross sections are briefly discussed in the following. A more
comprehensive discussion and a comparison with theory predictions will follow in
Sect. 17.2.

Figure 15.16 shows the single-differential cross section as a function of invari-
ant mass m,, at Born level within the fiducial phase space region with statistical,
systematic and total uncertainties. The 1.9% luminosity uncertainty is not included.
The cross section is falling over five orders of magnitude from 2.31 x 107! pb to
3.23 x 1076 pb.

Figures 15.17 and 15.18 show the double-differential cross sections as a function
of invariant mass m,, and absolute dielectron rapidity |y..| and as a function of m,,
and absolute dielectron pseudorapidity separation |An,.| at Born level within the
fiducial region with statistical, systematic and total uncertainties, excluding the 1.9%
uncertainty on the luminosity. The absolute rapidity cross section is strongly falling
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with invariant mass and slowly falling towards higher values of absolute rapidity. It is
spanning five orders of magnitude from4.15 x 1072 pbto2.51 x 10~ pb. The same
behavior is observed for the cross section as a function of |An,.| which is ranging
from 4.99 x 1072 pb to 1.90 x 1076 pb. Detailed tables of the single-differential
and double-differential cross sections with all systematic uncertainties can be found
in Appendix P. Also given for each bin is a factor kg,.s5e¢ Which is the ratio of
Cpy at Born level to the Cpy at dressed level. The dressed level cross section can
be obtained by multiplying the Born level cross section with this factor. To use all
three measurements at the same time, the statistical correlations between them need
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to be known, as the data sets are not orthogonal. The statistical correlations across
all measured bins were extracted for this thesis using the bootstrap method and are
documented in Appendix Q.
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Chapter 16 ®)
Muon Channel Cross Section Geda

The measurement of the muon channel cross section was not performed by myself
and was added after the time of my master thesis. The analysis is documented in detail
in the following thesis [1] and in the publication [2]. Nonetheless, the measurement
of the cross section will be briefly discussed in the following, since the muon channel
cross section is used as input in the following chapters.

The analysis strategy is very similar to the strategy of the electron channel analysis.
Drell-Yan and photon induced signal MC samples have been generated in slices of
invariant mass, using the same MC setup as in Sect. 14.1. The same higher order cor-
rections are applied to the Drell-Yan sample. Also the MC setup for the background
processes is identical to the setup used in the electron channel analysis.

The analysis is performed using the same 2012 data set. Events are required to
pass the same quality requirements as described in Sect. 14.2.2. The largest fraction
of the data sample is collected by a trigger which requires a muon with a trans-
verse momentum above 36 GeV. A supplementary trigger requires a muon with
a transverse momentum above 24 GeV but also imposes a track isolation require-
ment. The track isolation for muons is defined by building the scalar sum of the
transverse momenta » _ pr of tracks surrounding the muon candidate and dividing
it by the transverse momentum of the muon. Isolation criteria provide a good dis-
criminant against multijet background arising from semileptonic decays of heavy-
flavor quarks. The muons trigged by the low-threshold trigger are required to satisfy
> pr(AR =0.2)/pr < 0.12.

The muon candidates are reconstructed by matching tracks measured in the muon
spectrometer to tracks reconstructed in the inner detector. All candidates have to
satisfy 1| < 2.4 and must pass in addition the medium identification criteria which
is documented in reference [3]. It is based on the number of hits in the inner detector
and muon spectrometer as well as on the significance of the charge/momentum ratio
imbalance between the muon spectrometer and inner detector measurements. An iso-
lation cut of > pr(AR = 0.2) /pr < 0.1 is applied. This cut is slightly tighter than
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the requirement imposed by the low-threshold trigger. Background from cosmic-
ray muons is removed by requiring the longitudinal impact parameter to the primary
interaction vertex, zo, to be less than 10 mm. The primary interaction vertex is defined
as the vertex with the largest Y p2 of all tracks associated to it. Events which contain
two oppositely charged muons, where the leading muon fulfills py > 40 GeV and
the subleading muon pr > 30 GeV are selected. The transverse momentum require-
ments are imposed in order to be in the same phase space as in the electron channel
measurement.

The multijet and W -+jets background, which is largely arising from heavy-flavor
b- and c-quark decays, is estimated using a data-driven technique. The, so called,
ABCD method is based on four orthogonal control regions. The region A is the
standard signal selection in which the background needs to be known. The regions
B, C are background enriched by inverting the isolation requirement (B) or inverting
the muon-pair charge requirement (C). For the region D, both requirements are
inverted at the same time. In each control region contaminations from signal, top-
quark, and diboson background is subtracted using MC simulations. The [y, | and
|An,,.| shape of the background in each m,,,, region is obtained from region D. The
shape of the multijet background is normalized to the yield of multijet events in the
signal region. It is obtained using the constraint that the yield ratio of opposite-charge
to same-charge muon pairs is identical in the isolated and non-isolated regions. The
contribution from the multijet background ranges from 0.1 to 1% and is therefore
much smaller than in the electron channel.

Figure 16.1 shows the invariant mass distribution m,,,, after the final muon channel
event selection. The distribution looks very similar to the electron channel distribu-
tion. The data are, like in the electron channel, at lower invariant masses about 4%
above the expectation, while good agreement is seen at higher invariant masses.

The muon channel spectra are unfolded using the same bin-by-bin unfolding
method and the same binning as for the electron channel. The unfolding includes the
acceptance extrapolation to the same phase space region as the electron channel cross

Fig. 16.1 The invariant » 107 : ——
mass (m,,,) distribution after £ .6 ATLAS o Data
i £ 10 fs=8Tev,203f" (12
event selection, shown for (TR s=8TeV, 20. v
10 £ & Wt

data (solid points) compared
to the expectation (stacked 10
histogram). The lower panels 10°
show the ratio of data to the
expectation. Figure taken
from reference [2]
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section was measured in. This extrapolation includes in case of the muon channel
just the extrapolation from |n| < 2.4 to |n| < 2.5. The unfolding factor Cpy, which
combines efficiency and acceptance effects, is for the muon channel about 80% and
constant in invariant mass.

The systematic uncertainties on the cross section related to the muon are coming
from the trigger, reconstruction, isolation and impact parameter efficiencies, as well
as the muon momentum scale and resolution. They are all studied using the Z —
wt ™ process and a tag and probe method. Of these muon related uncertainties, the
largest uncertainty is coming from the reconstruction efficiency corrections and the
muon momentum scale calibration. However, the top-quark and diboson background
are the dominant sources of uncertainty. The uncertainty is estimated in the same
way as for the electron channel and is discussed in Sect. 15.3.

Figure 16.2 shows the single-differential muon channel cross section as a function
of invariant mass. The cross section is compared to a NNLO FEZW theory calculation
using the CT10 PDF including the contribution from the photon induced process.
Theory and cross section agree well within their uncertainties.

Detailed tables with the single- and double-differential muon channel cross sec-
tions and with a breakdown of all uncertainties can be found in reference [2].
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Fig. 16.2 The single-differential Drell-Yan cross section in the muon channel compared to NNLO
theory, which includes NLO electroweak corrections (A7CEW)) and the photon induced contribution
(APT). The shaded errors on the data show the systematic uncertainty and the error bars show the total
uncertainty. The lower plot shows the ratio of theory to data. The shown experimental uncertainties
do not include an overall 1.9% normalisation uncertainty due to the luminosity determination.
Figure taken from reference [1]
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Chapter 17 ®)
Results and Interpretation e

17.1 Combination

The electron and muon cross section measurements can be combined to further reduce
the statistical and systematic uncertainties on the measurement. The combination
is performed using the HERAVERAGER tool [1]. In the following the combination
method is briefly introduced and afterwards the obtained results are discussed.

17.1.1 The Combination Method

The combination method is based on a method developed at HERA for the combi-
nation of DIS cross section data [2] and is explained in the following. In the simplest
case, where no systematic uncertainties affect the measurement, the averaged cross
section 3; and the absolute uncertainty ; are given for a specific bin i by the formula

Nehan Nehan 1

g = > i= - - 17.1
_2252 25 (7.1)

k

Here o, ; is the measured cross section in channel k and 52 y is the absolute statistical
uncertainty squared.

Including systematic uncertainties complicates the averaging procedure. The mea-
sured cross section value o; ; has then an uncorrelated uncertainty and a systematic
uncertainty which is correlated between bins. The former is related to the relative
statistical uncertainty on the data &; s, and the relative uncorrelated systematic
uncertainty &; ync as 5 =062 +6% . A x*function, taking into account the sys-

i,stat Lunc*
tematic uncertainties, can be defined for a single measurement by
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Npin (o7 — ZN %i.i0i0; &
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Here +; ; is the relative uncertainty in bin i of a correlated systematic source j and
6; the shift of the correlated systematic uncertainty source j. The quantities o and
6, without an index i correspond to the set of all bins. A shift of # = 1 corresponds
hereby to a shift of the source by lo. The last term accounts for a contribution
from the systematic uncertainties to the x2 . If large shifts are introduced, also the
contribution to the x?, gets large. The shifts 6; and the averaged cross section & are
determined by minimizing the x? function. The minimum is given by the following
extremum conditions

o3, @, 0 ox2 (.0
Wi @0 _ - Wi @0 _ (17.3)

Jo 00
A trivial solution with& = G and 8 = 0 is found if only a single channel is considered.
The solution is non-trivial when considering both, the electron channel and the muon
channel measurement. The x? function is in this case given by

Npin Nehan Niys

(Uz ’y, j. k0,9 — Oy, k) 2
o) — 02, 17.4
Xtot(o ) = Z Z (5l k,statOi, k) + (5, k, uncUt Z ( :

The relative systematic uncertainty -y, ; x is equal to zero if the systematic source j
does not apply to the channel k. The minimization is based on an iterative procedure
and is described in more detail in reference [1] and in the appendix of reference [2].
The minimization of Eq. 17.4 determines the average cross sections 7; and shifts of the
systematic nuisance parameters 6; together with their uncertainties. The minimiza-
tion introduces correlations among parameters 6;. The corresponding covariance
matrix is diagonalized and re-normalized, such that the average cross sections are
represented using independent nuisance parameters with expectation values of zero
and standard deviations of unity. The resulting uncertainty on the combined cross
section can therefore not directly be related to the input sources. Table 17.1 lists all
nuisance parameters for the combination. Each number represents a nuisance param-
eter. Columns which share a nuisance parameter are treated as correlated between
channels. This only applies to the correlated top-quark and diboson background
uncertainty. Columns which contain a u are treated as uncorrelated between all bins
of the measurement.

17.1.2 Combination Cross Section Results

The combination is performed with the HERAVERAGER tool which uses the proce-
dure mentioned above. It would in principle be possible to combine all measured
cross sections at the same time in a single combination. However, the bins between
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Table 17.1 Summary of the correlations for the uncertainties. Each number represents a nuisance
parameter. Columns with a shared nuisance parameter are treated as correlated between channels,
whereas columns containing u are treated as uncorrelated between bins

Uncertainty source Channel

ee o
Lepton energy (momentum) scale 1-14 15
Lepton energy (momentum) scale (stat.) u -
Electron energy resolution 16-22 -
Muon momentum resolution (ID) - 23
Muon momentum resolution (MS) - 24
Lepton trigger efficiency 25 26
Lepton trigger efficiency (stat.) u -
Lepton reconstruction efficiency 27 28

Lepton reconstruction efficiency (stat.) - -

Electron identification efficiency 29 -
Lepton isolation efficiency 30 31
Lepton isolation efficiency (stat.) u u
Top-quark background 32 32
Diboson background 33 33
Top-quark and diboson background (stat.) u u
Multijet and W+jets background 34 35
Multijet and W+jets background (stat.)

Cpy (stat.) u u

the measurements are statistically correlated. Such a combination needs therefore
knowledge about the statistical correlations between all measurement. For the elec-
tron measurement, this information is provided in Appendix Q but it is not available
for the muon measurement. The three measurements are therefore treated separately.

Figure 17.1 shows in the top panel the electron channel (red triangles), the muon
channel (blue triangles), and the combined Born level cross section (black dots) as
a function of invariant mass my,. The middle panel shows the ratio of the individual
channels to the combination. The error bars on the data points represent the pure
statistical uncertainty on data. The systematic uncertainty of the combined cross
section is shown as a dark green band and the total uncertainty as a light green band.
The luminosity uncertainty of 1.9% is excluded as it affects both measurements in
the same way. The lower panel shows the pull for the two individual measurements,
which is defined as the single-channel measurement subtracted from the combined
result in units of the total uncertainty. Both individual measurements are in good
agreement with one another. The single-differential cross section falls rapidly over
five orders of magnitude as m,, increases by about a factor of ten. The minimum
X2 per degree of freedom, x2/dof is found to be 14.2/12 = 1.19 for the single-
differential cross section. This corresponds to a probability of 0.29. The x> value
includes the second term in Eq. 17.4, which is coming from the shifts of the correlated
systematic uncertainties which had to be applied. The y?/dof excluding this term is
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Fig. 17.1 Comparison of the electron (red points), muon (blue points) and combined (black points)
single-differential fiducial Born level cross sections as a function of invariant mass my,. The error
bars represent the statistical uncertainty. The inner shaded band represents the systematic uncer-
tainty on the combined cross sections, and the outer shaded band represents the total measurement
uncertainty (excluding the luminosity uncertainty). The central panel shows the ratio of each mea-
surement channel to the combined data, and the lower panel shows the pull of the electron (red)
and muon (blue) channel measurements with respect to the combined data

found tobe 11.9/12 = 0.99. The x? excluding the systematic contribution represents
the pure statistical agreement of both measurements after applying the systematic
shifts. No pulls above 20 are observed in the individual bins. Figure 17.2 shows the
systematic shifts §; for the different nuisance parameters. The red error bar shows
the original uncertainty while the black error bar shows the reduced uncertainty after
the combination. The largest shifts for the single-differential are observed for the
uncertainty on the method of the electron energy scale extraction (+0.83¢) and on the
muon momentum scale (—0.71¢). All nuisance parameters which are shifted receive
an uncertainty reduction. None of the uncertainties is neither drastically pulled nor
is its uncertainty drastically reduced. This indicates that none of the uncertainties
is either too small or too conservative. The resulting combined cross section has a
statistical precision of 0.34% in the first and of 17.05% in the last bin. The systematic
uncertainty in the corresponding bins is 0.53 and 2.95%. At low my, the combined
measurement is dominated by the experimental systematic uncertainties. For m,, 2
400 GeV the statistical uncertainty of the data dominates the measurement precision.
Detailed information on the cross section with a breakdown of all statistical and
correlated systematic uncertainties can be found in the Appendix in Table R.1.
Figure 17.3 shows the measured double-differential cross section of the individual
channels and their combination as a function of invariant mass m, and the absolute
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Fig. 17.2 Shifts and uncertainties of the correlated systematic uncertainties from the combination
of the cross section measurements. The red error bars show the original uncertainty while the black
error bars show the uncertainty after the combination

dilepton rapidity | y,¢|. Both individual measurements are in good agreement with one
another. The cross sections show a marked narrowing of the rapidity plateau width
as my, increases. The minimum y? per degree of freedom, x?/dof is found to be
53.1/48 = 1.11 including the contribution from the correlated systematic uncertain-
ties. This corresponds to a probability of 0.28. The x?/dof when excluding the sys-
tematic part is found to be 48.9/48 = 1.02. The largest pull of 2.4 is observed in the
first absolute rapidity bin in the range 300 GeV < my, < 500 GeV. The largest shifts
are observed for the uncertainty on the muon reconstruction efficiency (—1.270)
and on the electron identification efficiency (4+0.960). The shifts go into the same
direction as for the single-differential cross section combination, but they are more
pronounced. The largest uncertainty reduction is observed for the electron multijet
and W+jets background uncertainty, which is reduced by 26% after the combina-
tion. The resulting combined cross section has a statistical precision of 0.81% in
the first bin of the measurement (116 GeV < my; < 150 GeV, 0.0 < |y < 0.2)
and of 35.7% in the last bin (500 GeV < m,; < 1500 GeV, 2.0 < |yz| < 2.4). The
systematic uncertainty in the corresponding bins is 0.62 and 7.63%. The combined
measurement is therefore in each bin dominated by the statistical uncertainty of the
data. Detailed information on the cross section with a breakdown of all statistical
and correlated systematic uncertainties can be found in the Appendix in Table R.2.
Figure 17.4 shows the measured double-differential cross section of the individual
channels and their combination as a function of invariant mass m,, and the absolute
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Fig. 17.3 Comparison of the electron (red points), muon (blue points) and combined (black points)
fiducial Born level cross sections, differential in invariant mass mg, and absolute dilepton rapidity
|yee|. The error bars represent the statistical uncertainty. The inner shaded band represents the
systematic uncertainty on the combined cross sections, and the outer shaded band represents the
total measurement uncertainty (excluding the luminosity uncertainty). The central panel shows the
ratio of each measurement channel to the combined data, and the lower panel shows the pull of the
electron (red) and muon (blue) channel measurements with respect to the combined data
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Fig.17.4 Comparison of the electron (red points), muon (blue points) and combined (black points)
fiducial Born level cross sections, differential in invariant mass m ¢, and absolute dilepton pseudora-
pidity separation | Ang|. The error bars represent the statistical uncertainty. The inner shaded band
represents the systematic uncertainty on the combined cross sections, and the outer shaded band
represents the total measurement uncertainty (excluding the luminosity uncertainty). The central
panel shows the ratio of each measurement channel to the combined data, and the lower panel shows
the pull of the electron (red) and muon (blue) channel measurements with respect to the combined

data
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dilepton pseudorapidity separation | A1y, |. Both individual measurements are in good
agreement with one another. For all m,, the cross sections are largest where the
absolute magnitude of the lepton pseudorapidity separation is close to zero, and are
observed to fall as the separation increases. It was not possible in the muon channel to
measure a cross section in the last | An| bin of the first invariant mass bin. This is the
bin with the highest statistical uncertainty and the resulting number of signal events
after background subtraction was found to be negative due to a statistical fluctuation.
This bin is therefore excluded from the combination. The minimum y? per degree
of freedom, x?/dof is found to be 59.3/47 = 1.26 including the contribution from
the correlated systematic uncertainties. This corresponds to a probability of 0.11.
The x2/dof when excluding the systematic part is found to be 54.0/47 = 1.15. The
largest pull of 2.60 is observed in the second bin in the range 300 GeV < m <
500 GeV. This bin has a statistical correlation of 19% with the bin in which for the
absolute rapidity measurement the largest pull is observed. The largest shifts (see
Fig. 17.2) are observed for the electron multijet and W+jets background uncertainty
(4+1.30) and for the electron energy scale uncertainty arising from the electronic
gain in the second layer of the electromagnetic calorimeter (41.18c). The pull on
the electron background is in the opposite direction as observed for the absolute
rapidity measurement. The largest uncertainty reduction is also here observed for
the electron multijet and W+jets background uncertainty, which is reduced by 29%
after the combination. The |A7n¢| measurement is more likely to be sensitive to the
multijet and W+jets background, as this background has a large contribution at large
pseudorapidity separations. The resulting combined cross section has a statistical
precision of 0.66% in the first bin of the measurement (116 GeV < my, < 150 GeV,
0.0 < |Ang| < 0.25) and of 14.59% in the last bin (500 GeV < my < 1500 GeV,
2.5 < |Ange| < 3.0). The systematic uncertainty in the corresponding bins is 0.56%
and 3.74%. The combined measurement is therefore in each bin dominated by the
statistical uncertainty of the data. Detailed information on the cross section with a
breakdown of all statistical and correlated systematic uncertainties can be found in
the Appendix in Table R.3.

17.2 Comparison to Theoretical Predictions

The combined cross sections are in the following first qualitatively and then quanti-
tatively compared to theoretical predictions.

17.2.1 Theoretical Predictions

The combined fiducial cross sections at Born level are compared to NNLO per-
turbative QCD calculations using various PDFs. All calculations have been per-
formed using the FEWZ 3.1 framework. They include NLO electroweak corrections
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using the G, scheme [3]. The renormalization and factorization scales are set to
wr = g = my. The calculations also include the contribution form the photon
induced process, vy — €. It is estimated at LO using the photon PDF from the
NNPDF2.3qed PDF set [4]. This is amore recent photon PDF than the MRST2004qed
PDF which was used for the signal MC. In the extraction of the PDF already LHC
measurements have been used, for example also the measurement of the high-mass
Drell-Yan cross section at /s = 7 TeV, which is shown in Fig. 12.1. Uncertainties
have been assigned to the theoretical predictions. They take into account the PDF
uncertainties at 68% confidence level and the «; uncertainty, which is determined
by varying «, by 0.001 with respect to its default value of 0.118. The scale uncer-
tainty is calculated by changing pg and pp by a factor of two simultaneously and
independently.' The envelope of all variations is taken as uncertainty. The NNPDF
collaboration provides, instead of eigenvectors, a large number of MC replicas for
their PDFs. The central value of the PDF is calculated by the mean of all replicas
and the uncertainty is defined as the region covering 68% of all MC replicas. The
uncertainty on the photon induced contribution is calculated in the same way using
the NNPDF2.3qed replicas. The latter uncertainty is rather large, ranging from 62 to
92%. All theoretical predictions and their uncertainties have been provided by the
ATLAS collaboration and are listed in detail in the auxiliary material of reference [5].

17.2.2 Comparison to Theoretical Predictions

Theoretical predictions using the MMHT2014 NNLO PDF set [6] are compared to the
single-differential cross section at Born level as a function of m, in Fig. 17.5. The left
plot shows the whole measurement range while the right plot shows a zoomed version
in the region 116 GeV < my; < 380 GeV. The middle panel shows the ratio of the
measured cross section to the MMHT2014 prediction. The red dashed line shows the
ratio excluding the contribution from the photon induced process. The MMHT2014
prediction is about 2-3% below the measured cross section until mg, = 200 GeV. The
prediction is above the measurement in the region m,, > 300 GeV. The uncertainty
of the measurement is in all bins larger than the uncertainty on the measurement.
Hence, the measurement should be able to further constrain the theory prediction.
The expected contribution from the photon induced process is small at low m g, ris-
ing up to 20% in the last bin. In the regions where the photon induced contribution is
large the uncertainty on the photon induced process dominates the total uncertainty
band, otherwise the PDF uncertainty is dominant. The change when replacing the
MMHT PDF by other NNLO PDFs such as HERAPDF2.0 [7], CT14 [8], ABM12 [9]
or NNPDF3.0 [10] is shown in the lower panel. The uncertainty band of the various
PDFs is not shown for easier visibility. However, they have been calculated at 68%
confidence level and are found to be smaller (ABM12), larger (CT14, NNPDF3.0)

IThe case in which p is scaled up by two and jif at the same time divided by two is by convention
not included. The reverse case is also not included.
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Fig.17.5 The combined (electron and muon channel) single-differential cross section as a function
of invariant mass my, at Born level within the fiducial region with statistical, systematic and total
uncertainties, excluding the 1.9% uncertainty on the luminosity. Data are compared to combined
NNLO QCD and NLO electroweak calculations using the MMHT2014 PDF, where the uncertainty
band displays the combined 68% confidence level PDF and « variation, the renormalization and
factorization scale uncertainties and the uncertainty on the photon induced process. The two ratio
panels show the ratio of the calculation with and w/o the photon induced contribution w.r.t. to data
(middle panel), as well as the ratio for calculations using different PDFs (bottom panel). On the
right, the results are shown for a restricted range of m

or even much larger (HERAPDF2.0) than the ones from the MMHT2014 PDF. All
PDFs in general agree with the measurement. Some normalization uncertainties are
observed for the different predictions, while no large shape differences are observed.
NNPDF3.0 shows the least agreement at low mass, while it gets better towards higher
mass. The opposite behavior is observed for HERAPDF2.0, where the best agree-
ment is observed at lower masses, getting worse towards higher masses. The spread
between all PDF sets is at low mass larger than the uncertainty on the measurement,
indicating the sensitivity of the data to the PDFs, and the potential to constrain them.

Figure 17.6 shows the same comparison to theoretical predictions for the double-
differential cross section at Born level as a function of my, and |ys|. The same
general features can be observed when comparing to the single-differential measure-
ment. The predictions tend to be below the measured cross section at lower masses
while at medium and higher masses the agreement gets better. In the central region,
the uncertainty on the measurement is always smaller than the uncertainty on the
prediction. At high |y.|, the measurement is partially statistically limited, leading
to larger uncertainty when compared to the prediction. All predictions describe the
measured cross section across all invariant mass bins reasonably well. The largest
differences between the various PDFs can be observed at large dilepton rapidities
where HERAPDF2.0 predicts a higher cross section than all other PDFs. The photon
induced process contributes up to 15% at low rapidities and high invariant mass.
Figure 17.7 shows the same comparison to theoretical predictions for the double-
differential cross section at Born level as a function of m, and |Any.|. The same
general features are observed when comparing to the two other measurements. Some
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shape differences are observed for the first invariant mass bin at high |An|. At low
| Ang¢|, the uncertainty on the measurement is always smaller than the uncertainty on
the prediction. At high | Any|, the measurement is partially statistically limited, lead-
ing to larger uncertainty when compared to the prediction. All predictions describe
the measured cross section across all invariant mass bins reasonably well. The largest
differences between the various PDFs can be observed at small lepton pseudorapidity
separation, where HERAPDF2.0 predicts a higher cross section than all other PDFs.

A x* minimization procedure is used to quantify the agreement between the mea-
surement and the various PDFs. The minimization procedure is implemented in the
xFitter package [11] and is similar to the procedure described in Sect.17.1.1. All
correlated and uncorrelated experimental uncertainties, the luminosity uncertainty
and the theoretical uncertainties are included in the x> minimization. The correlated
theoretical uncertainties include the uncertainties on the respective PDF, the photon
induced contribution, «, and the factorization and renormalization scale. The PDF
uncertainties for all the PDF sets except for the photon PDF are further decomposed
into the full set of eigenvectors. In case of NNPDF3.0, the replica have been trans-
formed into an eigenvector representation. This has been done by calculating the
covariance matrix from the replica and performing a Cholesky decomposition [12]
into an eigenvector representation. A single nuisance parameter is used for the photon
induced contribution. Also the statistical uncertainties of the theoretical predictions
are taken into account. They are at the level of 0.1% for the Drell-Yan calcula-
tions and 0.2% for the photon induced calculations. All correlated uncertainties are
included as nuisance parameters. Table 17.2 gives the resulting x> values after the
minimization.

The x?/dof values range from 14.1/12 (ABM12) t0 20.0/12 (NNPDF3.0) for the
single-differential measurement. For the double-differential measurements, the XZ
values reach from 51.0/48 for CT14 to 59.3 /48 for MMHT2014 (| y|) and 53.5/47
for ABM12 to0 62.8/47 for MMHT2014 (| Ang¢|). These values indicate general com-
patibility between the data and the theory. The overall best agreement is found for
ABM12, especially when taking into account the smaller PDF uncertainties when
compared to all other PDF sets. The largest x> values are observed for NNPDF3.0
and MMHT?2014. The central values of the nuisance parameters may, after the min-
imization procedure, be shifted from unity and their uncertainties may be reduced.

Table 17.2 The x2/dof values for the compatibility of data and theory after the minimization
procedure

meg [yeel [Anee
MMHT2014 18.2/12 59.3/48 62.8/47
CT14 16.0/12 51.0/48 61.3/47
NNPDF3.0 20.0/12 57.6/48 62.1/47
HERAPDE2.0 15.1/12 55.5/48 60.8/47
ABMI12 14.1/12 57.9/48 53.5/47
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Fig.17.6 The combined (electron and muon channel) double-differential cross section as a function
of invariant mass mge and absolute rapidity |ye¢| at the Born level within the fiducial region with
statistical, systematic and total uncertainties, excluding the 1.9% uncertainty on the luminosity. Data
are compared to combined NNLO QCD and NLO electroweak calculations using the MMHT2014
PDF, where the uncertainty band displays the combined 68% confidence level PDF and « variation,
the renormalization and factorization scale uncertainties and the uncertainty on the photon induced
process. The two ratio panels show the ratio of the calculation with and w/o the photon induced
contribution w.r.t. to data (middle panel), as well as the ratio for calculations using different PDFs
(bottom panel)
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Fig.17.7 The combined (electron and muon channel) double-differential cross section as a function
of invariant mass my, and absolute pseudorapidity separation |Any,| at the Born level within the
fiducial region with statistical, systematic and total uncertainties, excluding the 1.9% uncertainty
on the luminosity. Data are compared to combined NNLO QCD and NLO electroweak calculations
using the MMHT?2014 PDF, where the uncertainty band displays the combined 68% confidence level
PDF and o variation, the renormalization and factorization scale uncertainties and the uncertainty
on the photon induced process. The two ratio panels show the ratio of the calculation with and w/o
the photon induced contribution w.r.t. to data (middle panel), as well as the ratio for calculations
using different PDFs (bottom panel)
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A sizable shift and reduction in uncertainty indicates that the measurement can con-
strain the respective nuisance parameter. These constraints will be discussed in the
following section.

17.3 Interpretation of the Measurement

17.3.1 Constraints of the Theoretical Uncertainties

In the following the shifts of the nuisance parameters and the reduction of their
uncertainties will be discussed. The shifts of the nuisance parameters and their uncer-
tainties are a result of the > minimization discussed in the previous section. In the
following only the double-differential measurements will be discussed for simplicity
as the single-differential measurement is expected to have a smaller impact on the
uncertainties.

The luminosity nuisance parameter is for all PDFs shifted up by up to 1.18¢
(MMHT2014) and its uncertainty reduced by up to 40%. Shifting the luminosity
nuisance parameter up leads to a smaller cross section and covers therefore the
normalization differences between the measurement and the theoretical prediction
which are observed especially at low mass. No other large shifts of experimental
uncertainties are observed.

At the same time, the nuisance parameter on the photon induced process is for the
| ye¢| measurement shifted down by up to —1.38¢ (MMHT2014) and its uncertainty
is reduced by up to 54% (ABM12). This indicates that a much smaller contribu-
tion from the photon induced process is needed to describe the data and that the
measurement is able to significantly reduce the uncertainty on this process. For the
| Ang¢| measurement the nuisance parameter for the photon induced contribution is
not shifted by a large amount but a similar uncertainty reduction by up to also 53%
(ABM12) is observed.

For all PDFs sets some uncertainty reduction of the eigenvectors can be observed.
However, it is not for all PDF sets possible to relate the eigenvectors to physical quan-
tities. Only the MMHT2014 and the HERAPDF2.0 groups provide such information.
The HERAPDF2.0 set contains two sets of uncertainties. In addition to eigenvec-
tors which correspond to the experimental uncertainties on the input data sets, also
uncertainties related to the assumed parameterization of the PDF at the input scale are
provided. A significant uncertainty reduction of up to 44% is observed for the PDF
variations 1 and 2 which represent the uncertainty on the parameter r,. The parameter
ry is the ratio of the strange sea quark distribution to the down quark distribution at
the input scale. For MMHT2014 an uncertainty reduction of up to 28% is observed
for the eigenvector 21. Also this eigenvector is sensitive especially to the sea quark
and strange sea quark distribution [6]. These two observations indicate that the data
are able to significantly constrain these distributions. For these distributions previous
ATLAS data on on-shell W and Z production [13] is already the most constraining
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data set and an analysis using this data suggests that the strange contribution was
underestimated in the past [14]. However, the MMHT2014 PDF set already includes
these measurements. The observed sensitivity should therefore exceed the sensitivity
of previous measurements.

In addition to the sensitivity of the data to the PDF uncertainties, a large constraint
of the scale uncertainty is observed when comparing the theory prediction with the
| Ange| measurements. An uncertainty reduction of up to 62% is achieved for the
scale uncertainty when comparing it to all five PDF sets. At lower masses and large
|Ange|, the uncertainty of the theory calculations due to the choice of pg and pup
can be as large as 4.5% and therefore can be the dominant uncertainty. This is not
observed for the cross sections as a function of absolute rapidity, where the scale
uncertainty is small compared to other sources. The scale uncertainties are arising
from missing corrections due to QCD contributions beyond NNLO. A sensitivity to
this nuisance parameter might be an indication that the measurement is sensitive to
these missing corrections. However, an interpretation of this nuisance parameter is
difficult. The scale uncertainty was obtained by changing 1z and p by and arbitrary
factor of two. There is, in addition, no underlying true value of j1x and pur. The scale
uncertainty is therefore not a real uncertainty and the interpretation in terms of a
Gaussian nuisance parameter is not possible, although this was implicitly assumed
in the X2 minimization. Still, the statement that the uncertainty is, in some regions
of phase space, larger than the uncertainties of the measurement is true.

Figures S.1, S.2, S.3, S.4 and S.5 in the appendix provide additional detailed
information on the nuisance parameter shifts for all five PDF sets using the |yg|
measurement. Figures S.6, S.7, S.8, S.9 and S.10 show the same shifts for the | Ang,|
measurement. Only the theoretical nuisance parameters and the luminosity uncer-
tainty are shown, as no other large experimental shifts are observed.

17.3.2 Photon PDF Reweighting

The previous section has shown that the measured cross section can significantly con-
strain the uncertainty on the photon PDF. However, in the x> minimization procedure
a single nuisance parameter was used for the uncertainty. In the following a Bayesian
reweighting method is used to further quantify the constraining power of the data on
the photon PDF. The reweighting method was developed by the NNPDF collabora-
tion and is described in more detail in references [15, 16]. In this approach, the X2
between each of the original N,,, = 100 Monte Carlo replicas of the NNPDF2.3qged
PDF and the experimental data is used to assign a weight to each replica. The PDF
is then reweighted in a way that a new PDF can be calculated from the weighted
replica, which then estimates the result that would be found in a new NNPDF PDF
fit which includes this measurement. The theory calculations used for this approach
combine the MMHT2014 NNLO PDF set for the quark and gluon PDFs with the
NNPDF2.3qged PDF set for the photon PDF. This approach is justified, given the
substantial uncertainties that currently affect the photon PDF, and very weak sensi-
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tivity of the photon PDF evolution to the DGLAP evolution mixing with quarks and
gluons [17]. However, this approach violates the momentum sum-rule which might
be a problem if the photon PDF is large.

In practice, 100 X2 values are calculated between the measurement and the the-
oretical predictions using the central value of the MMHT2014 NNLO PDF set and
each of the 100 NNPDF2.3qed replicas. The full MMHT2014 uncertainty, decom-
posed into the eigenvectors is used in the x> minimization, but no uncertainty on
the photon PDE. These XZ values are calculated for both, the measurement as a
function of |y | and |Ange| with Ny,, = 48 and 47 data points, respectively. The
x?/dof values are ranging from 58.7/48 to 222.8/48 for the |yy| cross section and
from 65.0/47 to 243.3 /47 for the | Ang¢|. These values are showing that some of the
replica are not compatible with the presented measurement. All x? values are listed
in the Appendix in Table T.1. No y? values for the single-differential measurement
have been calculated as this measurement is expected to have a smaller constraint on
the photon PDF.

The weight associated with each replica i is computed in the following by first
computing 1
e = 5 ((Naara = ) 10g X} = X7, (17.5)

where x? is the x? value for a replica i. The weights are then given by
Niep

wi=Nexplei — (e, N =N/ ) exple; — (e)]. (17.6)
i=1
where (¢;) = N#’ ZlNz’l’ e;. These formulae can be derived from Bayes’ theorem
using basic principles. A detailed derivation of these formulae is given in reference
[15]. Figure 17.8 shows the resulting weights for the |y;,| measurement on the left
and for the | Ang,| measurement on the right side. For the |y;,| measurement, 39 of
the assigned weights are below 1, 25 below 10~', and 9 even below 10~7. For the
| Ange| measurement, 28 of the assigned weights are below 1, 19 below 107!, and 3
below 107, The other weights are clustering around 1 — 2 and are therefore similarly
probable. The weights indicate that the |y;¢| measurement has a larger constraint on
the photon PDF than the |A7,| measurement. The better constraining power of the
|ye¢| measurement compared to the |Ang,| measurement is counterintuitive given
the expected sensitivity of the measurements. However, in the present case of finite
precision, it does make sense, since the |y, | measurement has smaller experimental
uncertainties than the |Ang,| measurement in the region where the photon induced
contribution is large (at central rapidities and large pseudorapidity separation).
From the calculated weights, the effective number of replicas left after the
reweighting can be calculated by using the Shannon entropy:

Nrep

> wiln (N /wi) (17.7)

i=1

1

Neff = exXp N
rep
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Fig. 17.8 Distribution of the weights w; calculated from the 100 x? values from the 100
NNPDF2.3qed replica. The left plot shows the weights for the |y¢¢| measurement and the right
plot shows the weights for the | Ang¢| measurement

The Shannon entropy is a measure for the loss of accuracy of the representation of
the underlying distribution using the new compared to the old set of replicas. For
the |y¢¢| measurement a Shannon entropy of 71.3 and for the |An,,| measurement a
Shannon entropy of 78.1 is calculated. These values indicate again that there is some
constraining power of the data on the photon PDF, since the number of effective
replica is significantly smaller than the initial number of replicas. At the same time,
these numbers are still reasonably large, indicating that the reweighting procedure
is reliable in the present analysis. If N, was considerably smaller, the reweighting
procedure will no longer be reliable, either because the data contain a lot of infor-
mation on the PDFs, necessitating a full refitting with more replicas, or because the
data are inconsistent with the original PDF set and the data already contained in it.
The smaller N,y for the |ye,| measurement again confirms its larger constraining
power.

Once the weights for each replica are calculated, subsequently the resulting PDF
set can be unweighted. In the unweighting procedure again a full PDF set with 100
replicas is constructed by keeping only replicas with a reasonably large weight.
Replicas with a large weight might be kept twice to construct a full PDF set with 100
replicas again. The unweighting procedure is described in detail in reference [16].
Figure 17.9 shows all 100 replicas of the original PDF set at Q% = 10* GeV? as a
function of momentum fraction x. The replica of the PDF set have been obtained using
LHAPDF6 [18]. Replica which are kept after the unweighting procedure are shown
in blue while discarded replica are shown in red. The left plot shows the remaining
replica if the |y,¢| measurement is used and the right plot the remaining replica if
the |Ange| measurement is used. These plots show that the NNPDF2.3ged NNLO
PDF set is highly asymmetric with a number of very large outliers. It is visible that
a significant constraint can be put on the PDF set by discarding the large outliers.
All replica which are discarded by the |A7n,| measurement are also discarded by
the | y¢¢| measurement. Seven replica are only discarded by the |y,¢| measurement. A
simultaneous reweighting of both measurements is therefore not expected to increase
the sensitivity.
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Fig. 17.9 Replicas of the NNPDF2.3Qqed NNLO PDF set before (red) and after the reweighting
procedure (blue). The left plot shows the replica after using the |y¢¢| measurement and the right
plot the replica after using the | A7g¢| measurement

From the newly constructed PDF set, the central value and the uncertainties can be
calculated. The central value is given by the mean of all replica while the uncertainties
have been computed as 68% confidence level intervals> around the mean of all
replicas, using the same prescription as in reference [4]. This is important in this case
since the underlying probability distribution associated to the photon PDF is highly
non-gaussian, as seen in Fig. 17.9. Figure 17.10 shows the 68% confidence level
interval of the NNPDF2.3ged NNLO photon PDF as a function of momentum fraction
x at the input scale Q% = 2 GeV? (left plot) and at Q> = 10* GeV? (right plot) before
(yellow solid area) and after (grey shaded area) inclusion of the double-differential
cross section measurement as a function of my, and |y.|. A significant constraint on
the photon PDF uncertainty is visible over the whole range in x. The central value of
the reweighted PDF is close to zero at the input scale and on the lower bound of the
original PDF uncertainty for a scale of 9> = 10* GeV?. This supports the nuisance
parameter shifts which where obtained in the previous section and indicates that
the contribution from the photon induced process is lower than indicated by the
NNPDF2.3qed PDF set. Also shown is the MRST2004qged photon PDF in a current
quark (blue dashed line) and a constituent quark (blue dotted line) mass scheme.
In the current quark mass scheme, the quarks radiate more photons as their mass is
lower. This leads to a higher predicted photon PDF. The CT14qed PDF [19] is shown
in green with its 68% confidence level band. At a scale of Q> = 10* GeV2, which
is close to the momentum scale at which the measurement is performed, both the
MRST2004ged PDF and the CT14qed PDF show a similar behavior by predicting a
larger photon PDF at lower x values than the NNPDF2.3ged and the reweighted PDF.
Since all PDFs, except MRST2004qed, agree within their uncertainties at the input
scale, these differences must come from a different PDF evolution. No conclusive
statement can be made whether the MRST2004qed and CT14qed PDF sets or the
NNPDF2.3qed set predicts the correct behavior at lower x values. The reweighting

2The difference of all 100 replica to the central value is calculated and the 68% confidence level
interval is given by the envelope of the 68 closest replica.
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Fig. 17.10 The 68% confidence level interval of the NNPDF2.3ged NNLO photon PDF as a
function of momentum fraction x at the input scale 0% = 2 GeV?2 (left plot) and at 0% = 10* GeV?
(right plot) before (yellow solid area) and after (grey shaded area) inclusion of the double-differential
cross section measurement as a function of invariant mass my, and absolute dilepton rapidity |yge|.
Also shown is the MRST2004qed photon PDF in a current quark (blue dashed line) and a constituent
quark (blue dotted line) mass scheme, and the 68% confidence level band (green hatched area) for
the CT14qed photon PDF
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Fig. 17.11 The 68% confidence level interval of the NNPDF2.3ged NNLO photon PDF as a
function of momentum fraction x at the input scale 0% =2 GeV? (left plot) and at 0% = 10* GeV?
(right plot) before (yellow solid area) and after (grey shaded area) inclusion of the double-differential
cross section measurement as a function of invariant mass mgy and absolute lepton pseudorapidity
separation |Ang¢|. Also shown is the MRST2004qged photon PDF in a current quark (blue dashed
line) and a constituent quark (blue dotted line) mass scheme, and the 68% confidence level band
(green hatched area) for the CT14qed photon PDF

was performed using the available replica of the NNPDF2.3qed set and can only lead
to results which are within the given range of the original PDF set. A full new PDF fit
including the presented data is needed to asses the full potential of the measurement.

Finally, Fig. 17.11 shows the same reweighted PDF when using the cross section
as a function of my, and | Ang|. The observations are here similar, but the constraint
on the photon PDF uncertainty is smaller due to the reasons discussed earlier.
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Chapter 18 ®)
Conclusion and Outlook Chack or

A measurements of the double-differential Drell-Yan cross sections for the decay
into an electron-positron pair, at a center of mass energy of /s = 8 TeV of the
colliding protons was performed. The cross section measurements are expected to
have sensitivity to the PDFs at high values of the Bjorken-x scaling variable. In
particular sensitivity to the PDFs of the antiquarks in the proton is expected, since
these are not well constrained at high values of x. The contribution from -y initiated
et e -pairs is included in the measured cross section and therefore it also provides
sensitivity to the photon part of the PDF. The measurements were performed as a
function of the invariant mass and absolute rapidity of the e ™ e~ -pair and as a function
of invariant mass and absolute pseudorapidity separation of the electron and positron.
The measurement covered an invariant mass range from m,+,- = 116 GeV up to
me+.~ = 1500 GeV. The analyzed data set was recorded by the ATLAS experiment
in the year 2012 and corresponds to an integrated luminosity of 20.3 fb~!.

The expected amount of e*e™ -pairs produced by Standard Model processes has
been estimated using Monte Carlo simulations and data-driven methods. A main part
of this work addressed the combination of the measured electron channel cross section
with the muon channel cross section and its interpretation in terms of sensitivity to
PDFs.

With the combination of the two measurement channels a precision of better than
1% has been achieved in some regions of phase space. The single-differential mea-
surement as a function of invariant mass has systematic uncertainties in the range
0.63-2.95% and a statistical uncertainty of 0.34—17.05%. In the lowest mass bin of
the double-differential rapidity measurement, systematic uncertainties in the range
0.62% — 1.46% have been achieved and the statistical uncertainties are in the range
0.81-2.33%. In the highest invariant mass bin the systematic uncertainties rise to
1.89-7.63% and the statistical uncertainties to 6.15-35.7%. The double-differential
measurement as a function of pseudorapidity separation has a similar level of ac-
curacy. The measured cross section is compared to several theory predictions using
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different PDFs. In general, good agreement is seen for all PDFs, although for most
predictions a small offset between data and theory is seen especially in the low mass
region. A similar difference was already seen in an analysis performed at /s = 7
TeV [1]. The uncertainty of the measurement is smaller than the uncertainty on the
theory predictions. The measurement can hence be used to constrain the predictions.
It was shown that the measurement can constrain the strange part of the PDFs and that
the uncertainty on the photon PDF can be significantly reduced using this measure-
ment.! The sensitivity to the latter was further studied using a Bayesian reweighting
technique.

No opposite charge requirement had been imposed on the electron channel mea-
surement. The reason is possible charge misidentification mainly due to
Bremsstrahlung and due to the limited momentum resolution of the electron in the
tracking detector. It is difficult to measure the charge misidentification rate precisely
at very high momenta due to limited statistics of data. It would nevertheless be possi-
ble to perform this study and to see if the uncertainties on the cross section imposed
by this are reasonable. An opposite charge requirement would reduce the background
originating from misidentified electrons by a factor of two. This could potentially
make the measurement of the electron channel more precise. In addition, different
triggers, with lower py thresholds, could be tested to further increase the contribution
of the photon induced process. However, this would at the same time increase the
background from multijet processes and these triggers would have more stringent
identification criteria which would lead to a larger uncertainty on the multijet and
W +jets background.

Since the year 2015, the LHC collides protons at a center of mass energy of /s =
13 TeV. A measurement using this data would be at a higher center of mass energy,
the x values covered by the range 116-1500 GeV would therefore be smaller by a
factor of approximately two [4]. Higher values of x could be reached by extending the
measurement to higher invariant masses. The gg-luminosity increased with respect to
8 TeV, depending on the mass of the final state, by a factor of about four, whereas the
gg-luminosity only increased approximately by a factor of two [4]. Since 7 events
are mainly produced via gluon-fusion, the cross section increase of this process is
approximately two times larger than the cross section increase of the Drell-Yan
process. This will double the ¢7 background to an amount of about 30% for some
ranges of the signal selection. To reduce the amount of 77 background it might be
necessary to impose additional requirements to reject this background (e.g. small
ESS or b-jet veto). This will lead to further systematic uncertainties.

! Author’s comment: When preparing this thesis for the Springer publication (July 2018), the pre-
sented measurement has already been used in PDF fits to estimate the photon PDF [2, 3]. It has has
been shown that the data is able to constrain the photon PDF and resulted in very good x? values
in the PDF fit.
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Chapter 19 )
Summary ot

The Large Hadron Collider (LHC) at CERN delivers data from proton-proton colli-
sions at an unprecedented center of mass energy and allows for a first look into a new
energy regime. Precise predictions of the processes at the LHC are essential to do
precise tests of the Standard Model and to search for new physics phenomena in this
energy regime. A key role for the predictions of these processes plays the knowledge
of the parton distribution functions (PDFs) of the proton.

In this thesis two analyses have been presented using data recorded by the ATLAS
experiment. In the first analysis, data recorded at a center of mass energy of proton-
proton collisions at 13 TeV has been used to search for a so-called W' boson, a
new heavy charged gauge boson. Final states with a charged lepton (¢* = e*, %)
and the corresponding (anti-)neutrino have been studied. In the second analysis a
double-differential cross section measurement of the process pp — Z/v* + X —
LY + X (€ = e, p) at /s = 8 TeV has been performed in the invariant mass range
of 116-1500GeV.

The search for a new heavy charged gauge boson at /s = 13 TeV has been carried
out using data with an integrated luminosity of 3.2 fb~!. These new bosons appear
in theories beyond the Standard Model which extend the Standard Model gauge
group. The transverse mass spectrum has been measured, in which such a W’ boson
would be apparent as an excess. Transverse masses up to about 2 TeV have been
observed. The expected amount of background from Standard Model processes has
been estimated using Monte Carlo simulations and methods based on data. It has
been compared to data and possible deviations have been quantified in terms of local
and global significances using a likelihood ratio test. Local excesses around 1.40
and 1.80 were observed in the electron and muon channel, respectively. Combining
both channels lead to an excess of 1.60 for a W’ with a mass of 2 TeV. However, the
observed global significance of these excesses is well below 1o and thus the data are
compatible with the Standard Model only hypothesis. As a consequence, limits on
the mass of a Sequential Standard Model W', a gauge boson with the same couplings
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as the Standard Model W, have been set using a Bayesian approach. Masses below
4.07 TeV have been excluded with 95% confidence level. The obtained exclusion
limit is a substantial improvement of the previous limits by around 800 GeV. Using
data collected by the LHC at 13 TeV until the end of the year 2017 should, if no
excess is observed, improve this limit further to around 5.6 TeV. The complete data
set which is expected to be collected in the lifetime of the LHC would increase this
limit further to around 7 TeV. A 100 TeV collider, which is still in the conceptual
phase, would allow to probe W’ masses up to about 35 TeV.

The measurement of the double-differential Drell-Yan cross section at /s =
8 TeV has been performed using data with an integrated luminosity of 20.3 fb~!. In
the search for a W’, one of the largest uncertainties at high transverse mass was due to
the limited knowledge of the parton distribution functions (PDFs) at high Bjorken-
x. The cross section measurement is expected to probe exactly this region and to
constrain the uncertainties of the PDFs in that region. The measurement includes
also 7y initiated £ £~ -pair production from photons inside the proton.

This process is an important contribution at high invariant masses and has so
far not been studied in detail. The measurement of the cross section for the decay
into an e e~ -pair has been performed in a first part. The expected amount of e*e™ -
pairs produced by Standard Model processes has been estimated using Monte Carlo
simulations and methods based on data. The signal processes have afterwards been
unfolded to obtain the cross sections. Two different cross sections are provided, as
a function of invariant mass and absolute rapidity, and as a function of invariant
mass and absolute pseudorapidity separation. An uncertainty reduction of the mea-
surements was achieved by a combination with a measurement of the p* = cross
sections.! The combined cross section reaches a precision below 1% in the regions
of low invariant mass. At high invariant masses the measurement is limited by the
statistical uncertainty. A comparison to theory calculations showed that this level of
accuracy is higher than the accuracy on the theory predictions. The measurement
will hence be an important input for the extraction of parton density functions. A
first study using a x> minimization showed an uncertainty reduction especially for
the part describing the strange-quarks and the photons in the proton. The sensitivity
to the photon part has been further studied using a Bayesian reweighting technique
and it was found that the measurement can strongly reduce the uncertainty on this
part. The data collected at /s = 13 TeV is expected to have a significant higher
integrated luminosity and will thus be a valuable data set to perform similar mea-
surements. Since a measurement using this data would take place at a higher center
of mass energy, the x values covered by the range 116-1500GeVwould be smaller
by a factor of approximately two. Higher values of x could be reached by extending
the measurement to higher invariant masses.

I'The measurement of the 11 11~ cross section is not part of this thesis.



Appendix A
W’ Search: Signal Reweighting

In the following appendix, the reweighting methodology for the flat W' signal sample
is briefly discussed. For the signal sample, the Breit-Wigner term has been removed
from the event generation. This leads to the production of a flat falling spectrum,
similar to the off-shell tail of the W process. In addition, the square of the matrix
element has been divided by a function of my, [1]

_ —pimp \ (M " _
f(mp,) =exp <—\/§ ) (ﬁ) (v/s = 13000 GeV), (A.1)

where p; and p, are determined from a fit. This is done to avoid a fast drop in cross
section as a function of my,. The resulting samples which are approximately flat in
log(my,) can be reweighted to any pole mass my using the following formula [1]:

1012 x 102.77 exp (—11.5my, //5) x Waw mp, < 299 GeV,
w =1 102 x exp (—16.1my, //5) x (m1,//5)' x Wgw mpy, > 299 GeV, my, < 3003 GeV,
1016 x 1.8675 exp (—31.7my, //5) x (myy/+/$)*® x Waw my, > 3003 GeV,

where m;, is the lepton-neutrino invariant mass in GeV. Three arbitrary fit regions
were chosen which describe the spectra. The quantities Wy and I" are determined
as:
WEW = ———t s
(mlvfmw,) +mw,I‘
myyr < mg+mp T = 10.14861 x 10 2m

| 2\ 1 2\’
myyr > my +mp : T = 3382870 x 10~ 2myy, 3+<1+7(m’”v;,) )z(lf(ér“;,)) ,

where my is the required pole mass in GeV and m, = 172.5 GeV is the mass of the
top quark. The mass of the top quark is needed as the decay W' — b is allowed for
masses myy > m; + my,.
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Reference

1. Chizhov M private communication



Appendix B

W' Search: Detailed Information About MC
Samples

The following appendix provides detailed tables with information about the Monte
Carlo samples used in the W’ search. The Monte Carlo samples are described in
detail in Sect.9.1. Table B.1 list information about the W' signal samples. Tables B.2,
B.3, and B 4 list informations about the samples of the leading W background. The
background samples from the Z/y* process are listed in Tables B.5, B.6, and B.7.
Finally, information about the samples for backgrounds arising from top-quark and
diboson processes is listed in Table B.8.

Table B.1 Monte Carlo W’ signal samples used for this analysis. For each dataset, the following
is listed: the ATLAS Monte Carlo run number, the physics process (including the pole mass in
TeV when appropriate), the number of generated events, the cross section times branching ratio,
K -factor (K (m) denotes a mass dependent K -factor is used)

Dataset ID Process Nevt [K] Generator o B K -factor
[nb]

301533 W' — ev (Flat) 1000 0.024960 K(m)
301534 W' — v (Flat) 1000 0.024944 K(m)
301242 W' — ev (2 TeV) 20 0.00011010 K(m)
301243 W' — ev (3 TeV) 20 0.000011358 K (m)
301244 W' — ev (4 TeV) 20 0.0000017915 K (m)
301245 W' — ev (5 TeV) 20 0.00000040860 | K (m)
301246 W' — v (2 TeV) 20 0.00010993 K(m)
301247 W' — pv (3 TeV) 20 0.000011380 K (m)
301248 W' — pv (4 TeV) 20 0.000001775 K(m)
301249 W' — pv (5 TeV) 20 0.00000040933 | K (m)
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Table B.2 Monte Carlo samples for backgrounds that contribute to the electron channel. For each
dataset, the following is listed: the ATLAS Monte Carlo run number, the physics process (including
the mass range in GeV when appropriate), the number of generated events, the cross section times
branching ratio times eg; (the filter efficiency reported by the generator), K -factor (K (i) denotes
a mass dependent K -factor is used), and the equivalent integrated luminosity Lin; = Neyi/(0 B)

Dataset ID Process Nevt [K] Generator K -factor Lint [fbfl]
o Begjy; [pb]

Inclusive and mass binned W — ev

361100 wt = ev 29979 11306.0 K (m) 2.65e+00
361103 W™ — ev 39974 8282.6 K (m) 4.83e+00
301060 W+(120, 180) — ev 500 32.053 K (m) 1.56e+01
301061 W (180, 250) — ev 250 5.0029 K (m) 5.00e+01
301062 wt(250, 400) — ev 140 1.7543 K (m) 7.98e+01
301063 W (400, 600) — ev 100 0.31235 K (m) 3.20e+02
301064 W (600, 800) — ev 50 0.060793 K(m) 8.22e+02
301065 W+ (800, 1000) — ev |50 0.017668 K (m) 2.83e+03
301066 W+ (1000, 1250) — ev | 50 0.0072895 K (m) 6.86e+03
301067 W+ (1250, 1500) — ev | 50 0.0025071 K (m) 1.99¢e+04
301068 W+ (1500, 1750) — ev | 50 0.00098628 | K (m) 5.07e+04
301069 Wt (1750, 2000) — ev | 40 0.0004245 K (m) 9.42e+04
301070 W (2000, 2250) — ev |50 0.00019463 | K (m) 2.57e+05
301071 W (2250,2500) — ev | 50 9.3349¢-05 | K(m) 5.36e+05
301072 w+(2500, 2750) — ev | 50 4.6259¢-05 | K (m) 1.08e+06
301073 w2750, 3000) — ev | 50 2.3476e-05 | K(m) 2.13e+06
301074 Ww+(3000, 3500) — ev | 50 1.845e-05 K (m) 2.71e+06
301075 W+ (3500, 4000) — ev | 50 5.0968e-06 | K(m) 9.81e+06
301076 W (4000, 4500) — ev | 50 1.4307e-06 | K (m) 3.49¢+07
301077 W (4500, 5000) — ev |50 4.0127e-07 | K (m) 1.25e+08
301078 Wt (> 5000) — ev 50 1.5346e-07 | K(m) 3.26e+08
301080 W~ (120, 180) — ev 500 22.198 K (m) 2.25e+01
301081 W~ (180, 250) — ev 250 3.2852 K (m) 7.61e+01
301082 W~ (250, 400) — ev 150 1.0832 K (m) 1.38e+02
301083 W™ (400, 600) — ev 100 0.17541 K (m) 5.70e+02
301084 W~ (600, 800) — ev 50 0.03098 K (m) 1.61e+03
301085 W~ (800, 1000) — ev |50 0.0082865 K (m) 6.03e+03
301086 W™ (1000, 1250) — ev |50 0.0031594 K (m) 1.58e+04
301087 W~ (1250, 1500) — ev |50 0.0010029 K(m) 4.99¢e+04
301088 W~ (1500, 1750) — ev |50 0.00036812 | K (m) 1.36e+05
301089 W~ (1750, 2000) — ev |50 0.00014945 | K (m) 3.35e+05
301090 W™ (2000, 2250) — ev | 50 6.5311e-05 | K(m) 7.66e+05
301091 W™(2250, 2500) — ev |50 3.0167e-05 | K(m) 1.66e+06
301092 W™ (2500, 2750) — ev | 50 1.4549¢-05 | K(m) 3.44e+06

(continued)
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Table B.2 (continued)

Dataset ID Process Nevt [K] Generator K -factor Lint [fbfl]
o Begiy [pb]

Inclusive and mass binned W — ev

301093 W™ (2750, 3000) — ev |50 7.2592¢-06 | K(m) 6.89¢+06

301094 W~ (3000, 3500) — ev |50 5.6692e-06 | K (m) 8.82e+06

301095 W~ (3500, 4000) — ev |50 1.5975e-06 | K (m) 3.13e+07

301096 W™ (4000, 4500) — ev |50 4.721e-07 K (m) 1.06e+08

301097 W™ (4500, 5000) — ev |50 1.4279e-07 | K (m) 3.50e+08

301098 W~ (> 5000) — ev 50 6.1624e-08 | K (m) 8.11e+08

Table B.3 Monte Carlo samples for backgrounds that contribute to the muon channel. For each
dataset, the following is listed: the ATLAS Monte Carlo run number, the physics process (including
the mass range in GeV when appropriate), the number of generated events, the cross section times
branching ratio, K -factor (K (m) denotes a mass dependent K -factor is used), and the equivalent
integrated luminosity Liny = Neyi/(0 B)

Dataset ID Process Nevt [K] Generator K -factor Lint [fbfl]
o B [pb]

Inclusive and mass binned W — pv

361101 wt > uv 29972 11306.0 K (m) 2.65e+00
361104 W~ — v 19984 8282.6 K (m) 2.41e+00
301100 Wt (120, 180) — pv 500 32.053 K (m) 1.56e+01
301101 w+ (180, 250) — v 250 5.0029 K(m) 5.00e+01
301102 w250, 400) — v 150 1.7543 K (m) 8.55e+01
301103 W+ (400, 600) — pv 100 0.31235 K (m) 3.20e+02
301104 W+ (600, 800) — v 50 0.060793 K(m) 8.22e+02
301105 W+ (800, 1000) — pv 50 0.017668 K (m) 2.83e+03
301106 Wt (1000, 1250) — uv 50 0.0072895 | K (m) 6.86e+03
301107 W+ (1250, 1500) — pv 50 0.0025071 | K (m) 1.99¢e+04
301108 W+ (1500, 1750) — pv 50 0.00098628 | K (m) 5.07e+04
301109 w+ (1750, 2000) — v 50 0.00042457 | K (m) 1.18e+05
301110 W+(2000, 2250) — pv 50 0.00019463 | K (m) 2.57e+05
301111 Wt (2250, 2500) — v 50 9.3349¢-05 | K (m) 5.36e+05
301112 w2500, 2750) — v 50 4.6259¢-05 | K (m) 1.08e+06
301113 w+ (2750, 3000) — pv 50 2.3476e-05 | K (m) 2.13e+06
301114 W+(3000, 3500) — pv 50 1.845e-05 | K(m) 2.71e+06
301115 W+ (3500, 4000) — v 50 5.0968e-06 | K (m) 9.81e+06
301116 W+ (4000, 4500) — v 50 1.4307e-06 | K (m) 3.49¢e+07
301117 W (4500, 5000) — uv 50 4.0127e-07 | K (m) 1.25e+08
301118 Wt (> 5000) — pv 50 1.5346e-07 | K (m) 3.26e+08
301120 W~ (120, 180) — pv 500 22.198 K (m) 2.25e+01

(continued)
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Table B.3 (continued)

Dataset ID Process Nevt [K] Generator K -factor Lint [fbfl]
o B [pb]

Inclusive and mass binned W — pv

301121 W~ (180, 250) — pv 250 3.2853 K (m) 7.61e+01
301122 W™ (250, 400) — puv 150 1.0832 K (m) 1.38e+02
301123 W™ (400, 600) — uv 100 0.17541 K(m) 5.70e+02
301124 W~ (600, 800) — pv 50 0.03098 K(m) 1.61e+03
301125 W~ (800, 1000) — pv 50 0.0082865 | K (m) 6.03e+03
301126 W~ (1000, 1250) — uv 50 0.0031594 | K (m) 1.58e+04
301127 W~ (1250, 1500) — uv 50 0.0010029 | K (m) 4.99¢+04
301128 W~ (1500, 1750) — uv 50 0.00036812 | K (m) 1.36e+05
301129 W~ (1750, 2000) — pv 50 0.00014945 | K (m) 3.35e+05
301130 W~ (2000, 2250) — pv 50 6.5311e-05 | K (m) 7.66e+05
301131 W™ (2250, 2500) — uv 50 3.0167e-05 | K (m) 1.66e+06
301132 W~ (2500, 2750) — uv 50 1.4549e-05 | K (m) 3.44e+06
301133 W~ (2750, 3000) — uv 50 7.2592e-06 | K (m) 6.89¢+06
301134 W~ (3000, 3500) — pv 50 5.6692¢-06 | K (m) 8.82e+06
301135 W~ (3500, 4000) — uv 50 1.5975e-06 | K (m) 3.13e+07
301136 W~ (4000, 4500) — uv 50 4.721e-07 | K(m) 1.06e+08
301137 W~ (4500, 5000) — uv 50 1.4279¢-07 | K (m) 3.50e+08
301138 W~ (> 5000) - uv 50 6.1624e-08 | K (m) 8.11e+08
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Table B.4 Monte Carlo samples for backgrounds that contribute to both, the electron and muon
channels. For each dataset, the following is listed: the ATLAS Monte Carlo run number, the physics
process (including the mass range in GeV when appropriate), the number of generated events, the
cross section times branching ratio, K -factor (K (m) denotes a mass dependent K -factor is used),
and the equivalent integrated luminosity Lin; = Neyi/(0 B)

Dataset ID | Process N [K] Generator K -factor Line [f671]
o B [pb]

Inclusive and mass binned W — tv

361102 Wt = v 29980 11306.0 K(m) 2.65e+00
361105 W= — tv 19961 8282.6 K (m) 2.41e+00
301140 Wt (120, 180) — tv 500 32.053 K(m) 1.56e+01
301141 WT(180,250) — tv 250 5.0029 K(m) 5.00e+01
301142 WT(250,400) — tv 150 1.7543 K (m) 8.55e+01
301143 W™ (400, 600) — tv 100 0.31235 K (m) 3.20e+02
301144 W+(600, 800) — Tv 50 0.060793 K(m) 8.22e+02
301145 W+(800, 1000) — Tv |50 0.017668 K(m) 2.83e+03
301146 W+(1000, 1250) — v |50 0.0072895 | K (m) 6.86e+03
301147 WT(1250, 1500) — v |50 0.0025071 | K (m) 1.99e+04
301148 WT(1500, 1750) — v |50 0.00098628 | K (m) 5.07e+04
301149 WT(1750, 2000) — v |50 0.00042457 | K (m) 1.18e+05
301150 WT(2000, 2250) — v |50 0.00019463 | K (m) 2.57e+05
301151 W+(2250,2500) — v |50 9.3349¢-05 | K (m) 5.36e+05
301152 W+(2500,2750) — v |50 4.6259-05 | K (m) 1.08e+06
301153 WT(2750, 3000) — v |50 2.3476e-05 | K (m) 2.13e+06
301154 W™(3000, 3500) — v |50 1.845e-05 | K (m) 2.71e+06
301155 WT(3500, 4000) — v |50 5.0968e-06 | K (m) 9.81e+06
301156 W+(4000, 4500) — Tv |50 1.4307e-06 | K (m) 3.49e+07
301157 WT(4500, 5000) — v |50 4.0127e-07 | K (m) 1.25e+08

(continued)
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Table B.4 (continued)

Dataset ID Process Neyr [K] Generator K -factor Lint [fbfl]
o B [pb]

Inclusive and mass binned W — tv

301158 wt(> 5000) — tv 50 1.5346e-07 | K (m) 3.26e+08
301160 W~ (120, 180) — tv 500 22.198 K (m) 2.25e+01
301161 W~ (180, 250) — v 250 3.2852 K(m) 7.61e+01
301162 W~ (250,400) — tv 150 1.0832 K (m) 1.38e+02
301163 W~ (400, 600) — tv 100 0.17541 K (m) 5.70e+02
301164 W~ (600, 800) — tv 50 0.03098 K (m) 1.61e+03
301165 W~ (800, 1000) — v 50 0.0082865 K (m) 6.03e+03
301166 W~ (1000, 1250) — v |50 0.0031594 K (m) 1.58e+04
301167 W~ (1250, 1500) — tv |50 0.0010029 K (m) 4.99e+04
301168 W~ (1500, 1750) — zv |50 0.00036812 | K (m) 1.36e+05
301169 W~ (1750, 2000) — v |50 0.00014945 | K (m) 3.35e+05
301170 W~ (2000, 2250) — tv |50 6.5311e-05 | K(m) 7.66e+05
301171 W™ (2250, 2500) — tv |50 3.0167e-05 | K (m) 1.66e+06
301172 W~ (2500, 2750) — v |50 1.4549e-05 | K (m) 3.44e+06
301173 W~ (2750,3000) — v |50 7.2592e-06 | K(m) 6.89¢+06
301174 W~ (3000, 3500) — zv |50 5.6692e-06 | K (m) 8.82e+06
301175 W~ (3500, 4000) - tv |50 1.5975e-06 | K (m) 3.13e+07
301176 W™ (4000, 4500) — v |50 4.721e-07 K (m) 1.06e+08
301177 W~ (4500, 5000) — tv |50 1.4279¢-07 | K (m) 3.50e+08
301178 W~ (> 5000) — tv 50 6.1624e-08 | K (m) 8.11e+08
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Table B.5 Monte Carlo samples for backgrounds that contribute to the electron channel. For each
dataset, the following is listed: the ATLAS Monte Carlo run number, the physics process (including
the mass range in GeV when appropriate), the number of generated events, the cross section times
branching ratio, K -factor (K (m) denotes a mass dependent K -factor is used), and the equivalent
integrated luminosity Liny = Neyi/(0 B)

Run Process Nevt [K] Generator K -factor Line [f671]
o B [pb]

Inclusive and mass binned Z — ee

361106 Z — ee 19993 1901.2 K(m) 1.05e+01
301000 Z(120, 180) — ee 500 17.478 K (m) 2.86e+01
301001 Z(180,250) — ee 250 29212 K (m) 8.56e+01
301002 Z(250,400) — ee 150 1.082 K(m) 1.39e+02
301003 Z (400, 600) — ee 100 0.1955 K (m) 5.12e+02
301004 Z(600, 800) — ee 145 0.037401 K (m) 3.88e+03
301005 Z(800, 1000) — ee 50 0.010607 K(m) 4.71e+03
301006 Z(1000, 1250) — ee |50 0.0042582 | K (m) 1.17e+04
301007 Z (1250, 1500) — ee |50 0.0014219 | K(m) 3.52e+04
301008 Z(1500, 1750) — ee |50 0.00054521 | K (m) 9.17e+04
301009 Z(1750,2000) — ee |50 0.00022991 | K (m) 2.17e+05
301010 Z(2000, 2250) — ee |50 0.00010387 | K (m) 4.81e+05
301011 Z(2250,2500) — ee |50 4.94e-05 K (m) 1.01e+06
301012 Z(2500, 2750) — ee |50 2.4452e-05 | K(m) 2.04e+06
301013 Z(2750,3000) — ee |50 1.2487e-05 | K(m) 4.00e+06
301014 Z(3000, 3500) — ee |10 1.0025e-05 | K(m) 9.98e+05
301014 Z(3000, 3500) — ee |50 1.0029¢-05 | K(m) 4.99¢+06
301015 Z(3500,4000) — ee |50 2.9342e-06 | K(m) 1.70e+07
301016 Z(4000, 4500) — ee |50 8.9764e-07 | K (m) 5.57e+07
301017 Z (4500, 5000) — ee |50 2.8071e-07 | K(m) 1.78e+08
301018 Z(> 5000) — ee 50 1.2649e-07 | K(m) 3.95e+08
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Table B.6 Monte Carlo samples for backgrounds that contribute to the muon channel. For each
dataset, the following is listed: the ATLAS Monte Carlo run number, the physics process (including
the mass range in GeV when appropriate), the number of generated events, the cross section times
branching ratio, K -factor (K (m) denotes a mass dependent K -factor is used), and the equivalent
integrated luminosity Liny = Neyi/(0 B)

Run Process Nevt [K] Generator K -factor Line [f671]
o B [pb]

Inclusive and mass binned Z — pu

361107 Z — up 19981 1901.2 K(m) 1.05e+01
301020 Z(120,180) — pp 500 17.478 K (m) 2.86e+01
301021 Z(180,250) — up 250 2.9212 K (m) 8.56e+01
301022 Z(250,400) — up 150 1.082 K(m) 1.39e+02
301023 Z (400, 600) — up 100 0.1955 K (m) 5.12e+02
301024 Z(600, 800) — up 50 0.037399 K (m) 1.34e+03
301025 Z(800, 1000) — pp |50 0.010607 K (m) 4.71e+03
301026 Z(1000, 1250) — pp |50 0.0042582 | K (m) 1.17e+04
301027 Z (1250, 1500) — pp |50 0.0014219 | K(m) 3.52e+04
301028 Z(1500, 1750) — pp |50 0.00054521 | K (m) 9.17e+04
301029 Z(1750,2000) — pp |50 0.00022991 | K (m) 2.17e+05
301030 Z(2000, 2250) — uu |50 0.00010387 | K (m) 4.81e+05
301031 Z(2250,2500) — pup |50 4.94e-05 K (m) 1.01e+06
301032 Z(2500, 2750) — pp |50 2.4452e-05 | K(m) 2.04e+06
301033 Z(2750,3000) — pp |50 1.2487e-05 | K(m) 4.00e+06
301034 Z(3000, 3500) — pup |50 1.0029¢-05 | K(m) 4.99¢+06
301035 Z(3500,4000) — pp |50 2.9342e-06 | K(m) 1.70e+07
301036 Z(4000, 4500) — pup |50 8.9764e-07 | K (m) 5.57e+07
301037 Z (4500, 5000) — pup |50 2.8071e-07 | K(m) 1.78e+08
301038 Z(> 5000) - pp 50 1.2649¢-07 | K(m) 3.95e+08
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Table B.7 Monte Carlo samples for backgrounds that contribute to both, the electron and muon
channels. For each dataset, the following is listed: the ATLAS Monte Carlo run number, the physics
process (including the mass range in GeV when appropriate), the number of generated events, the
cross section times branching ratio times eg)¢ (the filter efficiency reported by the generator), K-
factor (K (m) denotes a mass dependent K -factor is used), and the equivalent integrated luminosity
Liny = Nevt/(UB)

Run Process Nevt [K] Generator | K -factor Lin [fb71]
o Begy [pb]

Inclusive and mass binned Z — 77

361108 Z—r1t 19742 1901.2 K (m) 1.04e+01
301040 Z(120, 180) — 7 150 17.48 K (m) 8.58e+00
301041 Z(180,250) — t7 150 2.9209 K (m) 5.14e+01
301042 Z(250,400) — t7 150 1.082 K (m) 1.39e+02
301043 Z(400, 600) — Tt 150 0.1955 K(m) 7.67e+02
301044 Z(600, 800) — 7t 150 0.037401 K (m) 4.01e+03
301045 Z(800,1000) — rz | 150 0.010607 K (m) 1.41e+04
301046 Z(1000, 1250) — | 150 0.0042584 | K (m) 3.52e+04
301047 Z(1250,1500) — rz | 150 0.001422 K (m) 1.05e+05
301048 Z(1500, 1750) — zt |50 0.00054521 | K (m) 9.17e+04
301049 Z(1750,2000) — zt |50 0.00022991 | K (m) 2.17e+05
301050 Z(2000,2250) — zt |50 0.00010387 | K (m) 4.81e+05
301051 Z(2250,2500) — tr |50 4.94e-05 K (m) 1.01e+06
301052 Z(2500,2750) — zt |50 2.4452e-05 | K (m) 2.04e+06
301053 Z(2750,3000) — rt |50 1.2487e-05 | K (m) 4.00e+06
301054 Z(3000, 3500) — tr |50 1.0029e-05 | K (m) 4.99¢+06
301055 Z(3500,4000) — |50 2.9342e-06 | K (m) 1.70e+07
301056 Z(4000, 4500) — |50 8.9764e-07 | K (m) 5.57e+07
301057 Z(4500, 5000) — zt |50 2.8071e-07 | K(m) 1.78e+08
301058 Z(> 5000) — 7 50 1.2649e-07 | K (m) 3.95e+08
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Table B.8 Monte Carlo samples for backgrounds that contribute to both, the electron and muon
channels. For each dataset, the following is listed: the ATLAS Monte Carlo run number, the physics
process (including the mass range in GeV when appropriate), the number of generated events, the
cross section times branching ratio times eg)¢ (the filter efficiency reported by the generator), K-
factor (K (m) denotes a mass dependent K -factor is used), and the equivalent integrated luminosity
Liny = Nevt/(UB)

Run Process Nevt [k] | Generator K -factor | Lin; [fb™!]
o B x &gy [pb]

Diboson

361063 Z7Z — eeee 17993 12.849x1.0 K (m) 1.40e+03

361064 WZ — ety 450 1.8442x1.0 K (m) 2.44e+02
(SFMinus)

361065 WZ — ety 900 3.6254x1.0 K (m) 2.48e+02
(OFMinus)

361066 WZ — ety 600 2.5618x1.0 K (m) 2.34e+02
(SFPlus)

361067 WZ — ety 1200 5.0248x1.0 K (m) 2.39e+02
(OFPlus)

361068 VV — vy 5942 14.0x1.0 K(m) 4.24e+02

361088 WZ — Lvvv 2000 3.4001x1.0 K(m) 5.88e+02

361091 WTW~ — tvgqg | 2000 24.885x1.0 K (m) 8.04e+01

361092 WTW™ — ggtv | 2000 24.857x1.0 K (m) 8.05e+01

361093 WZ — tvqq 2000 11.494x1.0 K(m) 1.74e+02

361094 WZ — qqtt 500 3.4234x1.0 K (m) 1.46e+02

361096 Z7Z — qqtl 500 16.445x0.143 | K(m) 3.04e+01

361097 Z7Z — qqvv 500 16.432x0.282 | K(m) 3.04e+01

Top

410000 tr — X 49974 1696.11x0.543 | 1.195 7.18e+01

410011 t-channel r — ¢X | 5000 43.739x1.0 1.0 1.14e+02

410012 t-channel 7 — £X | 5000 25.778x1.0 1.0 1.94e+02

410013 s-channel Wt 5000 34.009x 1.0 1.0 1.47e+02

410014 s-channel W¢ 5000 33.989x1.0 1.0 1.47e+02




Appendix C
W’ Search: Cut Efficiencies

The following appendix provides detailed tables with information about the cut effi-
ciencies for signals and backgrounds in the W’ search. The cuts are described in detail
in Sect.9.2. Tables C.1 and C.2 show the cut efficiencies for the backgrounds which
are determined from Monte Carlo simulation for the electron and muon selection,
respectively. Each line shows the efficiency relative to the previous line. The effi-
ciencies for W’ bosons with masses of 2, 3, 4, and 5 TeV are shown in Tables C.3 and
C.4 for the electron and muon selection, respectively. The numbers are not including
efficiency corrections accounting for the differences observed between data and sim-
ulation for the lepton trigger, reconstruction, identification, and isolation efficiencies
as these are only defined for the final selection and not for the intermediate selection
steps.

Figure C.1 shows the trigger, identification, and isolation efficiencies for the elec-
tron and muon channel as a function of 1, ¢, and p of the lepton. The left hand side
shows the efficiencies in the electron channel and the right hand side the efficiencies
of the muon channel. The efficiencies were determined using the flat W MC samples.
The studied lepton candidate is required to match the generated lepton by requiring
AR < 0.2. The isolation efficiency is shown with respect to all previous selection
steps, including the trigger and identification (high- pt selection for muons and tight
likelihood identification for electrons). It is for both channels around 98% at lower
pr values and rising to above 99% for higher pr values. No dependency on n or
¢ is observed. The identification efficiency is defined with respect to the previous
selection steps, i.e. the denominator includes all events which pass the selection up
to the identification criteria and the numerator all events which pass the identifica-
tion criteria. The likelihood fight identification efficiency in the electron channel is
rising in pr from around 93% to 96% at around 200 GeV. It is afterwards slightly
dropping again to about 86% at a pr of 3 TeV. The identification efficiency is lowest
in the very central region and around the transition region from the barrel electro-
magnetic calorimeter to the endcap electromagnetic calorimeter. No dependency in
¢ is observed. The efficiency of the muon high- pt selection is with about 87% high-
est at lower pr value and slowly decreasing to about 80% at a pr of 3 TeV. The
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Appendix C: W’ Search: Cut Efficiencies

Table C.1 Cut efficiencies for all backgrounds in the electron channel. The efficiencies are with
respect to the previous line in the table. All samples were preselected with the requirement of at least
one electron or muon. The efficiency numbers shown are without accounting for the differences
observed between data and simulation for the lepton trigger, reconstruction, identification, and
isolation efficiencies

Selection step W [%] Z %] Top-quark [%] | Diboson [%]
Total/GRL - - - -
Event cleaning 100.0 100.0 100.0 100.0
Trigger 41.6 43.8 48.0 48.2
Inl < 1.37 or 1.52 < |n| <|98.6 99.6 99.9 99.5
2.47

Electron cleaning 99.9 100.0 100.0 100.0
pr > 55 GeV 65.8 61.2 82.1 719
dy significance 99.6 99.5 98.9 99.5
Likelihood identification 94.8 93.6 92.3 93.3
Isolation 98.8 98.8 97.6 98.1
Additional electron veto 100.0 40.6 94.3 84.1
Additional muon veto 100.0 99.9 914 92.0
E%liss > 55 GeV 16.7 3.7 47.1 34.1
mt > 110 GeV 49.9 37.2 30.7 49.1
Total efficiency 2.0 0.1 4.9 4.2

Table C.2 Cut efficiencies for all backgrounds in the muon channel. The efficiencies are with
respect to the previous line in the table. All samples were preselected with the requirement of at least
one electron or muon. The efficiency numbers shown are without accounting for the differences
observed between data and simulation for the lepton trigger, reconstruction, identification, and
isolation efficiencies

Selection step W [%] Z [%] Top-quark [%] Diboson [%]
Event cleaning 100.0 100.0 100.0 100.0
Trigger 39.1 40.2 43.1 41.5
pr > 55 GeV 68.2 64.7 85.2 81.9
High-pt 87.2 87.4 86.5 87.2
Selection

dy significance 99.3 99.4 97.5 99.1
|zo| sin(0) 99.8 99.9 100.0 99.9
Isolation 99.1 99.1 96.9 98.1
Additional muon | 100.0 30.0 93.0 81.6
veto

Additional 100.0 99.8 92.5 92.7
electron veto

E'T’niss > 55 GeV | 17.9 12.1 46.9 344
mt > 110 GeV |55.8 69.2 344 50.0
Total efficiency | 2.0 0.5 4.2 33
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Table C.3 Cut efficiencies for SSM W' signal in the electron channel. The efficiencies are with
respect to the previous line in the table. Besides for the last line in the table, the efficiency numbers
shown are without accounting for the differences observed between data and simulation for the
lepton trigger, reconstruction, identification, and isolation efficiencies

Selection step SSM W’ (2 SSMW’ (3 SSMW’ 4 SSM W’ (5
TeV) [%] TeV) [%] TeV) [%] TeV) [%]

Total/GRL - - - -

Event cleaning 100.0 100.0 100.0 100.0

Trigger 922 91.9 89.8 86.0

In] < 1.37 or 1.52 <|n| <[99.3 99.2 99.1 99.1

2.47

Electron cleaning 99.9 99.9 99.9 100.0

pr > 55 GeV 96.6 96.1 95.0 93.6

dy significance 99.8 99.9 99.9 99.8

Likelihood identification 95.1 94.2 93.4 93.8

Isolation 99.1 99.3 98.9 99.2

Additional electron veto 99.9 99.9 99.9 99.9

Additional muon veto 100.0 100.0 100.0 100.0

EMISS > 55 GeV 99.9 99.7 99.4 99.0

mt > 110 GeV 99.9 99.9 99.8 99.8

Total efficiency 82.4 79.4 74.8 70.6

Table C.4 Cut efficiencies for SSM W’ signal in the muon channel. The efficiencies are with
respect to the previous line in the table. Besides for the last line in the table, the efficiency numbers
shown are without accounting for the differences observed between data and simulation for the
lepton trigger, reconstruction, identification, and isolation efficiencies

Selection step SSM W’ (2 SSMW’ (3 SSMW’ (4 SSM W’ (5
TeV) [%] TeV) [%] TeV) [%] TeV) [%]

Total/GRL - - - -

Event cleaning 100.0 100.0 100.0 100.0

Trigger 75.3 74.0 72.4 69.0

pr > 55 GeV 99.6 99.4 98.9 98.3

High-pt Selection 83.8 82.7 83.1 83.3

dy significance 99.8 99.8 99.8 99.8

|zol sin(8) 99.3 99.5 99.3 99.3

Isolation 99.5 99.6 99.5 99.4

Additional muon veto 100.0 100.0 100.0 100.0

Additional electron veto 99.9 99.9 99.9 99.9

E'Tniss > 55 GeV 99.8 99.6 99.5 98.9

mt > 110 GeV 99.9 99.9 99.9 99.7

Total efficiency 54.6 52.7 50.2 48.8
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Fig. C.1 Trigger, identification, and isolation efficiencies for the electron and muon channel as
a function of 1 (top), ¢ (middle), and pt (bottom). The left hand side shows the efficiencies in
the electron channel and the right hand side the efficiencies of the muon channel. See text for a
definition of the efficiency numerator and denominator

identification efficiency is slightly lower in the central region (|n| < 1.05) due to
the barrel toroid. The lowest efficiency is in the region 1.01 < || < 1.3 due to the
veto of the transition region and not well aligned muon chambers. In ¢ an efficiency
modulation can be observed due to the barrel toroid coils. The two larger dips in
the region —2.0 < || < —1.0 correspond to an inefficiency due to the structure on
which the ATLAS detector is placed. The trigger efficiency is defined in different
ways for the two channels. In the electron channel it is, due to the applied identifi-



Appendix C: W’ Search: Cut Efficiencies 281

cation criteria, defined with respect to the final selection (number of events passing
the full selection divided by number of events passing the full selection without a
trigger requirement). In the muon channel the efficiency is defined with respect to all
candidates (number of events that pass the trigger divided by all events). The trigger
efficiency in the electron channel is around 99% in the central region, dropping to
about 94% at larger values of |n|. No dependence on ¢ is observed. The efficiency
is slightly rising with pr from 95% to above 99%. A small discontinuity can be
observed at pr &~ 120 GeV, where an additional trigger starts to contribute. In the
muon channel, the efficiency is much lower. It is around 70% in the barrel region
and slightly higher in the endcap region. The same structure as for the identification
efficiency can be observed in ¢. The trigger efficiency shows a sharp turn-on at the
trigger threshold of pr = 50 GeV, staying afterwards flat at around 76%.



Appendix D

W’ Search: Top-Quark Background Control
Region

A top-quark background control region has been defined in order to check for model-
ing problems of the top-quark background. The top-quark and diboson backgrounds
are enriched by inverting in the electron channel selection the additional muon veto.
Instead of rejecting events which have an additional muon, an additional muon is
required to be present in the event. This suppresses to a very high extend the W back-
ground. The dominant contribution in this control region is coming from dileptonic
tf background, followed by dileptonic diboson backgrounds. Dileptonic #7 is not the
dominant source of the top-quark background in the signal region, but mismodeling
of any relevant kinematics should be seen for both, semileptonic ¢7 and dileptonic
tt. Figure D.1 shows the electron 1, ¢, pr E‘TIliSS and m distribution for this selec-
tion without any E* or mt cut applied. Figure D.2 shows the same distributions
with these cuts applied. No multijet background has been estimated for this control
region. The background is assumed to be negligibly small, as the probability to fake
an electron and a muon simultaneously is very small. All electron kinematics are
well described by the MC and show no indication for any mismodeling. Therefore
no additional uncertainty arises from the modeling of the top-quark background.
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Fig. D.1 Electron 7, ¢, pr, E-}“i“ and missing E distributions in the ¢7 control region. No E_‘rniss

or mT requirements are applied
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Fig. D.2 Electron 7, ¢, pr, E{I‘iss and missing Et distributions in the 77 control region
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W’ Search: High- pt Control Region

The electron py distribution in Fig.9.33 shows a deficit of data in the region
pr > 400 GeV. In this region also the contribution of the multijet background
becomes large. The region pr > 400 GeV has therefore been further studied to
exclude a mismodeling of the multijet background. Figure E.1 shows the 7, ¢, ESS,
mr, |Ag, gmis|and pr/ ENss distributions for the region pr > 400 GeV. The 1 and ¢
distributions look as expected. The shape of the data looks similar to the distributions
in the full signal selection. The multijet background contributes to about 50% to the
total background. In 1 or ¢ no localized deficits are visible, although some bins are
clearly below data. The ET™* distribution shows a maximum at low EX* values and
around 400 GeV. The two maxima correspond to boosted W bosons (peak at low
EXss) and W bosons with a low boost (peak at 400 GeV). The multijet background
is dominantly distributed at low E values. This behavior is expected, as the back-
ground originates from high-pr jets which fake E. The EX is therefore most
likely closer to the cut value in the analysis. The m distribution shows three distinct
peaks. The first peak at mt values below 200 GeV corresponds to W bosons and
multijet background events in which the EI'** is pointing in the same direction as the
electron. The resulting transverse mass is therefore small. The second peak around
400 GeV corresponds to events with a back-to-back topology in which the E‘T“isS is
still small and therefore the mr is dominated by pr. The third peak around 900 GeV
corresponds to the off-shell W bosons which are produced with similar pr and E
values. The expected background and data are in reasonable agreement. Single bins
show a deficit, but these are not in regions in which the multijet background domi-
nates. The distributions show therefore no sign of a background mismodeling. The
|A, gmiss| and pT/E§niss distributions support the above observations. The pT/E‘T’“iSS
distribution shows a good separation between the boosted W bosons and the multijet
background. Also here no evidence for any mismodeling of the multijet background
is observed. One of the largest deficits is observed in the second bin of the distribution
in which the W background dominates. The third bin shows again good agreement.
The observed deficit is therefore expected to come from a statistical fluctuation.
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Fig. E.1 Shown are the distributions of 7, ¢, ETmiSS, mr, |Ag, ETmissl and pr/ E%’iss for the signal

selection with the requirement pt > 400 GeV



Appendix F
W' Search: Cross Section Limits

The following appendix contains detailed tables with the 95% CL cross section limits
calculated with the procedure described in Sect. 10.4. Tables F.1, F.2, and F.3 contain
the cross section limits for the electron, muon, and combined channel, respectively.
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Table F.1 Observed and expected electron channel 95% CL limits on the cross section of a W’

myy Exp. Obs. my Exp. Obs. my Exp. Obs.
[TeV] [pb] [pb] [TeV] [pb] [pb] [TeV] [pb] [pb]
0.15 2.1 1.7 2.15 0.0028 0.0034 4.15 0.0024 0.0026
0.2 0.57 0.53 22 0.0027 0.0032 4.2 0.0025 0.0026
0.25 0.31 0.35 2.25 0.0027 0.0032 4.25 0.0025 0.0026
0.3 0.24 0.15 2.3 0.0026 0.0031 43 0.0025 0.0027
0.35 0.12 0.084 2.35 0.0026 0.003 435 0.0026 0.0028
0.4 0.079 0.086 2.4 0.0025 0.0029 4.4 0.0027 0.0028
0.45 0.059 0.062 2.45 0.0024 0.0028 445 0.0028 0.0029
0.5 0.046 0.056 2.5 0.0023 0.0027 45 0.0028 0.0029
0.55 0.037 0.054 2.55 0.0023 0.0027 4.55 0.0029 0.003
0.6 0.031 0.05 2.6 0.0023 0.0027 4.6 0.0029 0.0031
0.65 0.025 0.039 2.65 0.0023 0.0026 4.65 0.003 0.0031
0.7 0.022 0.029 2.7 0.0022 0.0025 4.7 0.0031 0.0032
0.75 0.019 0.019 2.75 0.0022 0.0025 4.75 0.0032 0.0033
0.8 0.017 0.014 2.8 0.0022 0.0025 4.8 0.0033 0.0034
0.85 0.016 0.013 2.85 0.0022 0.0024 4.85 0.0034 0.0035
0.9 0.013 0.0089 29 0.0021 0.0024 4.9 0.0034 0.0035
0.95 0.012 0.0062 2.95 0.0021 0.0023 4.95 0.0035 0.0037
1.0 0.01 0.0055 3.0 0.0021 0.0023 5.0 0.0036 0.0037
1.05 0.0094 0.0055 3.05 0.0021 0.0023 5.05 0.0037 0.0038
1.1 0.0086 0.0049 3.1 0.0021 0.0023 5.1 0.0039 0.0039
1.15 0.0079 0.0044 3.15 0.0021 0.0022 5.15 0.004 0.004
1.2 0.0074 0.0039 32 0.0021 0.0023 52 0.0042 0.0041
1.25 0.0066 0.0036 3.25 0.002 0.0023 5.25 0.0042 0.0043
1.3 0.006 0.0033 3.3 0.0021 0.0023 5.3 0.0044 0.0044
1.35 0.0059 0.0031 3.35 0.0021 0.0023 5.35 0.0046 0.0046
1.4 0.0055 0.0035 3.4 0.0021 0.0023 5.4 0.0048 0.0047
1.45 0.0049 0.004 3.45 0.0021 0.0023 5.45 0.0048 0.0048
1.5 0.0047 0.0043 3.5 0.0021 0.0023 5.5 0.0051 0.005
1.55 0.0044 0.0042 3.55 0.0021 0.0023 5.55 0.0051 0.0052
1.6 0.0042 0.0039 3.6 0.0021 0.0022 5.6 0.0053 0.0053
1.65 0.0041 0.0036 3.65 0.0021 0.0023 5.65 0.0054 0.0054
1.7 0.004 0.0034 3.7 0.0021 0.0023 5.7 0.0056 0.0056
1.75 0.0038 0.0034 3.75 0.0022 0.0023 5.75 0.0058 0.0057
1.8 0.0036 0.0036 3.8 0.0022 0.0023 5.8 0.0061 0.0059
1.85 0.0035 0.0041 3.85 0.0022 0.0024 5.85 0.0063 0.006
1.9 0.0034 0.0042 39 0.0022 0.0024 59 0.0065 0.0062
1.95 0.0033 0.0041 3.95 0.0023 0.0024 5.95 0.0066 0.0064
2.0 0.0032 0.004 4.0 0.0023 0.0025 6.0 0.0066 0.0064
2.05 0.003 0.0038 4.05 0.0023 0.0025

2.1 0.0029 0.0036 4.1 0.0024 0.0025
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Table F.2 Observed and expected muon channel 95% CL limits on the cross section of a W’
myy Exp. Obs. my Exp. Obs. my Exp. Obs.
[TeV] [pb] [pb] [TeV] [pb] [pb] [TeV] [pb] [pb]
0.15 2.5 23 2.15 0.0045 0.0067 4.15 0.0042 0.0057
0.2 0.63 0.32 22 0.0046 0.0067 4.2 0.0042 0.0059
0.25 0.39 0.36 2.25 0.0044 0.0066 4.25 0.0043 0.006
0.3 0.23 0.24 2.3 0.0043 0.0063 4.3 0.0044 0.006
0.35 0.15 0.27 2.35 0.0043 0.0062 4.35 0.0044 0.0061
0.4 0.11 0.12 24 0.0042 0.0063 4.4 0.0045 0.0062
0.45 0.084 0.079 2.45 0.004 0.0061 4.45 0.0046 0.0065
0.5 0.068 0.057 2.5 0.004 0.0059 4.5 0.0048 0.0066
0.55 0.053 0.051 2.55 0.004 0.0059 4.55 0.005 0.0068
0.6 0.046 0.047 2.6 0.0039 0.0058 4.6 0.0051 0.007
0.65 0.039 0.038 2.65 0.0038 0.0057 4.65 0.0051 0.0072
0.7 0.034 0.034 2.7 0.0038 0.0056 4.7 0.0051 0.0073
0.75 0.03 0.033 2.75 0.0037 0.0055 4.75 0.0055 0.0075
0.8 0.026 0.03 2.8 0.0037 0.0055 4.8 0.0055 0.0076
0.85 0.023 0.024 2.85 0.0037 0.0054 4.85 0.0056 0.0078
0.9 0.02 0.019 2.9 0.0037 0.0054 4.9 0.0059 0.0082
0.95 0.018 0.014 2.95 0.0036 0.0054 4.95 0.0061 0.0083
1.0 0.017 0.012 3.0 0.0037 0.0053 5.0 0.0062 0.0086
1.05 0.015 0.011 3.05 0.0036 0.0053 5.05 0.0065 0.0088
1.1 0.014 0.0098 3.1 0.0036 0.0053 5.1 0.0067 0.0092
1.15 0.013 0.0099 3.15 0.0036 0.0052 5.15 0.0069 0.0093
1.2 0.012 0.0095 32 0.0035 0.0051 52 0.007 0.0096
1.25 0.011 0.0095 3.25 0.0035 0.005 525 0.0072 0.0098
1.3 0.01 0.0097 33 0.0035 0.0051 53 0.0073 0.01
1.35 0.0097 0.0098 3.35 0.0035 0.0051 535 0.0077 0.01
1.4 0.009 0.01 34 0.0036 0.0051 54 0.0077 0.011
1.45 0.0083 0.0097 3.45 0.0036 0.0051 5.45 0.0079 0.011
1.5 0.0078 0.0094 35 0.0035 0.0051 55 0.0085 0.011
1.55 0.0073 0.0094 3.55 0.0037 0.005 5.55 0.0088 0.012
1.6 0.0069 0.0095 3.6 0.0036 0.0051 5.6 0.0091 0.012
1.65 0.0067 0.0092 3.65 0.0036 0.0051 5.65 0.009 0.012
1.7 0.0064 0.009 3.7 0.0037 0.0051 5.7 0.0096 0.013
1.75 0.0062 0.0088 3.75 0.0037 0.0052 5.75 0.0096 0.013
1.8 0.0061 0.0085 3.8 0.0037 0.0052 5.8 0.0097 0.013
1.85 0.0058 0.0083 3.85 0.0038 0.0053 5.85 0.01 0.014
1.9 0.0055 0.0081 39 0.0038 0.0053 59 0.01 0.014
1.95 0.0053 0.0078 3.95 0.0039 0.0054 5.95 0.01 0.014
2.0 0.0052 0.0077 4.0 0.004 0.0055 6.0 0.011 0.015
2.05 0.0051 0.0072 4.05 0.0041 0.0056

2.1 0.0047 0.0069 4.1 0.004 0.0056
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Table F.3 Observed and expected combined channel 95% CL limits on the cross section of a W’

myy Exp. Obs. my Exp. Obs. my Exp. Obs.
[TeV] [pb] [pb] [TeV] [pb] [pb] [TeV] [pb] [pb]
0.15 1.7 1.4 2.15 0.0021 0.0031 4.15 0.0017 0.002
0.2 0.43 0.26 22 0.002 0.003 4.2 0.0017 0.0021
0.25 0.25 0.26 2.25 0.002 0.0029 4.25 0.0017 0.0021
0.3 0.14 0.12 2.3 0.002 0.0028 43 0.0018 0.0021
0.35 0.093 0.11 2.35 0.0019 0.0027 435 0.0018 0.0022
0.4 0.065 0.07 2.4 0.0019 0.0026 4.4 0.0018 0.0022
0.45 0.049 0.048 2.45 0.0018 0.0025 445 0.0019 0.0023
0.5 0.037 0.04 2.5 0.0018 0.0025 4.5 0.0019 0.0023
0.55 0.031 0.04 2.55 0.0017 0.0024 4.55 0.002 0.0024
0.6 0.026 0.038 2.6 0.0017 0.0024 4.6 0.002 0.0025
0.65 0.021 0.029 2.65 0.0017 0.0023 4.65 0.0021 0.0025
0.7 0.018 0.022 2.7 0.0016 0.0022 4.7 0.0021 0.0026
0.75 0.016 0.016 2.75 0.0016 0.0022 4.75 0.0022 0.0026
0.8 0.014 0.013 2.8 0.0016 0.0022 4.8 0.0022 0.0027
0.85 0.012 0.011 2.85 0.0016 0.0021 4.85 0.0023 0.0027
0.9 0.011 0.0073 29 0.0015 0.0021 4.9 0.0024 0.0028
0.95 0.0095 0.0049 2.95 0.0015 0.0021 4.95 0.0024 0.0029
1.0 0.0086 0.0042 3.0 0.0015 0.002 5.0 0.0025 0.003
1.05 0.0079 0.0041 3.05 0.0015 0.002 5.05 0.0026 0.0031
1.1 0.007 0.0037 3.1 0.0015 0.002 5.1 0.0027 0.0032
1.15 0.0065 0.0033 3.15 0.0015 0.0019 5.15 0.0028 0.0033
1.2 0.006 0.0031 32 0.0014 0.0019 52 0.0029 0.0034
1.25 0.0056 0.003 3.25 0.0014 0.0019 5.25 0.0029 0.0035
1.3 0.005 0.0028 3.3 0.0014 0.0019 5.3 0.0031 0.0036
1.35 0.0047 0.0028 3.35 0.0015 0.0019 5.35 0.0032 0.0037
1.4 0.0044 0.0032 3.4 0.0015 0.0019 5.4 0.0033 0.0039
1.45 0.0041 0.0038 3.45 0.0014 0.0019 5.45 0.0035 0.004
1.5 0.0039 0.0039 3.5 0.0015 0.0019 5.5 0.0035 0.0041
1.55 0.0036 0.0039 3.55 0.0014 0.0019 5.55 0.0036 0.0042
1.6 0.0034 0.0038 3.6 0.0014 0.0019 5.6 0.0038 0.0043
1.65 0.0032 0.0035 3.65 0.0015 0.0019 5.65 0.0039 0.0045
1.7 0.0031 0.0034 3.7 0.0015 0.0019 5.7 0.004 0.0047
1.75 0.0029 0.0034 3.75 0.0015 0.0019 5.75 0.0042 0.0048
1.8 0.0029 0.0035 3.8 0.0015 0.0019 5.8 0.0043 0.005
1.85 0.0027 0.0038 3.85 0.0015 0.0019 5.85 0.0044 0.0052
1.9 0.0026 0.0039 39 0.0015 0.0019 59 0.0046 0.0053
1.95 0.0025 0.0038 3.95 0.0016 0.0019 5.95 0.0047 0.0054
2.0 0.0024 0.0037 4.0 0.0016 0.0019 6.0 0.0047 0.0056
2.05 0.0023 0.0034 4.05 0.0016 0.002

2.1 0.0021 0.0032 4.1 0.0016 0.002




Appendix G
High-Mass Drell-Yan: Quark Distributions

This appendix contains the fractional flavor contribution to the high-mass Drell-Yan
measurement as a function of absolute rapidity and the Bjorken-x distribution of the
quarks in different ranges of invariant mass and absolute rapidity. The distributions
were obtained from the Drell-Yan MC sample described in Sect. 14.1. Figures G.1
and G.2 show the fractional flavor contribution as a function of absolute rapidity in
different invariant mass ranges for the quarks and anti-quarks, respectively. Figure
G.3 shows the Bjorken-x distribution of the quarks and anti-quarks in three different
regions of invariant mass. Figures G.4 and G.5 show the same distributions for a
low and high absolute rapidity region in the first and last bin of the two dimensional
measurement, respectively.
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Fig. G.1 Fractional flavor contribution of the quarks as a function of |y, | in the different invariant

mass bins of the measurement
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Appendix H

High-Mass Drell-Yan: Detailed Information
About MC Samples

The following appendix provides detailed tables with information about the Monte
Carlo samples used in the high-mass Drell-Yan analysis. The Monte Carlo samples
are described in detail in Sect. 14.1. Tables H.1 and H.2 list information about the
nominal Drell-Yan Monte Carlo signal samples and the samples used for generator
uncertainty studies. Table H.3 lists informations about the signal samples simulating
the photon induced process. The background samples are listed in Tables H.4 and
H.5. Finally, information about the W samples, which are only used for studies in
Sect. 14.3, is listed in Table H.6.
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Table H.1 Drell-Yan POWHEG-PYTHIAS [1, 2] Monte Carlo samples used in the dielectron channel
of the analysis. The CT10 PDF set [3] is used and the AU2 tune [4]. The first column gives the mass
range in which the Drell-Yan process was simulated, the second the internal ATLAS run number.
For each sample the cross section times branching ratio with which the Powheg generator produced,
the efficiency ey with which the sample was filtered and the number of produced events are given.
In last column, the integrated luminosity Lj;c = Ney /(€ o Br) of each sample is given

Signature Mee MC run o Br [pb] €F Nev: Lyc
[GeV] number POWHEG [%] [k] [fb~1

Z — ee 60- 129680 1.1099E+3 |55.65 50000 81

Z — ee 60- 129685 1.1099E+3 |31.47 10000 29

Z — ee 60- 129696 1.1099E+3 | 12.89 3000 21

Z — ee 120-180 129504 9.8460E-00 | 100.0 5000 508

Z — ee 180-250 129505 1.5710E-00 | 100.0 1000 637

Z — ee 250-400 129506 5.4920E-01 | 100.0 600 1093

Z — ee 400-600 129507 8.9660E-02 | 100.0 400 4461

Z — ee 600-800 129508 1.5100E-02 |100.0 100 6623

Z — ee 800-1000 129509 3.7500E-03 | 100.0 100 26667

Z — ee 1000-1250 | 129510 1.2930E-03 | 100.0 100 77340

Z — ee 1250-1500 | 129511 3.5770E-04 | 100.0 100 279564

Z — ee 1500-1750 | 129512 1.1230E-04 | 100.0 100 890472

Z — ee 1750-2000 | 129513 3.8380E-05 | 100.0 100 2605524

Z — ee 2000-2250 | 129514 1.3890E-05 | 100.0 100 7199424

Z — ee 2250-2500 | 129515 5.2260E-06 | 100.0 100 19135094

Z — ee 2500-2750 | 129516 2.0170E-06 | 100.0 100 49578582

Z — ee 2750-3000 | 129517 7.8910E-07 | 100.0 100 126726651

Z — ee 3000- 129518 5.0390E-07 | 100.0 100 198452074
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Table H.2 Drell-Yan MC@NLO-HERWIG++- [5, 6] Monte Carlo samples used in the dielectron
channel of the analysis. The CT10 PDF set [3] is used and the UE-EE3 tune [6]. The first column
gives the mass range in which the Drell-Yan process was simulated, the second the internal ATLAS
run number. For each sample the cross section times branching ratio with which the MC@NLO
generator produced, the efficiency € 7 with which the sample was filtered and the number of produced
events are given. In last column, the integrated luminosity Lj;c = N,y /(€ o Br) of each sample
is given

Signature | M, MC run o Br [pb] €p Neyt Lyc
[GeV] number MC@NLO | [%] (k] [fb~1]

Z — ee | 60- 129766 1.1966E+03 | 92.39 | 9999.886 | 8.35692E+00
Z — ee | 120-180 129714 9.9056E-00 | 100.0 | 4994.787 | 5.04239E+02
Z — ee | 180-250 129715 1.5959E-00 | 100.0 | 999.995 6.26603E+02
Z — ee | 250-400 129716 5.6252E-01 | 100.0 | 599.998 1.06663E+03
Z — ee | 400-600 129717 9.2863E-02 | 100.0 | 399.998 4.30740E+03
Z — ee | 600-800 129718 1.5774E-02 | 100.0 | 99.998 6.33942E+03
Z — ee | 800-1000 129719 3.9426E-03 | 100.0 | 99.997 2.53632E+04
Z — ee | 1000-1250 | 129720 1.3659E-03 | 100.0 | 99.997 7.32096E+04
Z — ee | 1250-1500 | 129721 3.7982E-04 | 100.0 | 99.999 2.63280E+05
Z — ee | 1500-1750 | 129722 1.1976E-04 | 100.0 | 99.998 8.34987E+05
Z — ee | 1750-2000 | 129723 4.1064E-05 | 100.0 | 99.998 2.43517E+06
Z — ee | 2000-2250 | 129724 1.4900E-05 | 100.0 | 99.993 6.71094E+06
Z — ee | 2250-2500 | 129725 5.6224E-06 | 100.0 | 99.998 1.77856E+07
Z — ee | 2500-2750 | 129726 2.1736E-06 | 100.0 | 99.995 4.60043E+07
Z — ee | 2750-3000 | 129727 8.5247E-07 | 100.0 | 99.994 1.17299E+08
Z — ee | 3000- 129728 5.4570E-07 | 100.0 | 99.993 1.83238E+08

Table H.3 Photon induced PYTHIA8 [2] Monte Carlo samples used in the dielectron channel of the
analysis. The MRST2004qed PDF set [7] is used and the 4C tune [8]. The first column gives the
mass range in which the photon induced process was simulated, the second the internal ATLAS run
number. For each sample the cross section times branching ratio with which the PYTHIA generator
produced, the efficiency € with which the sample was filtered and the number of produced events
are given. In last column, the integrated luminosity L ;¢ = N,y /(€ o Br) of each sample is given

Signature Mee MC run o Br [pb] €F Nevt Lyc
[GeV] number POWHEG (%] k] [fb— 1

yy — ee | 60-200 129652 2.6976E-00 | 100.0 500 185

yy — ee | 200-600 129653 1.2184E-01 | 100.0 200 1642

yy — ee | 600-1500 129654 3.4933E-03 | 100.0 100 28626

yy — ee 1500-2500 | 129655 5.8593E-05 | 100.0 100 1706689

yy — ee |2500- 129656 2.2978E-06 | 100.0 100 43519889
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Table H4 Top MC@NLO- HERWIG++ [5, 6] and POWHEG- PYTHIAS [1, 2] Monte Carlo samples
used in the analysis. The CT10 PDF set [3] is used and the AUET2 tune [9]. The first column
gives the internal ATLAS run number. For each sample the cross section times branching ratio with
which the generator produced the sample. Also given is o Br at NNLO which was used for the
normalization, the efficiency €y with which the sample was filtered and the number of produced
events. In last column, the integrated luminosity Lj;c = N,y /(€ o Br) of each sample is given

Signature | MC run o Br [pb] €F Nevt Lyc
number (%] k] [fb~1
Mc@nNLo/ | NNLO
POWHEG
tt — X 105200 208.13 252.89 54.26 28747 256
tr — £X 110404 210.84 252.89 54.30 50000 441
Wt — X 108346 20.67 22.37 100.00 2000 97

Table H.5 Diboson HERWIG [10] Monte Carlo samples used in the analysis. The CTEQ6L1 PDF
set [11] is used and AUET?2 tune [9]. The first column gives the mass range in which the diboson
processes were simulated, the second the internal ATLAS run number. For each sample the cross
section times branching ratio with which the HERWIG generator produced the sample. Also given
is o Br at NLO which was used for the normalization, the efficiency €r with which the sample
was filtered and the number of produced events. In last column, the integrated luminosity Lyc =
Neyt/(ero Br) of each sample is given. ¥ Note that the selection on m,, given in this table applies
to the two highest pr leptons in the event at the truth Born level

Signature Mye MCrun | oBr [pb] €r Nyt Lyc
[GeV] number [%] (k] [fb=1
HERWIG |NLO
WW — eX 105985 |32.501 70.4 38.21 2500 201
Z7 — eX 105986 [4.6914 |7.2 21.17 245 252
WZ — eX 105987 |12.009 |20.3 30.55 1000 273
WW — evev 400-1000 | 180451 |0.37892 |0.8207 |0.72 10 37701
WW — evev 1000- 180452 1 0.37895 |0.8207 |0.01 10 263887
Z7 — ee 400-1000 | 180455 |0.34574 |0.5307 |0.13 10 22249
Z7 — ee 1000- 180456 |0.34574 |0.5307 |0.003 10 997361
WZ — ee 400-1000 | 180453 |0.46442 |0.7853 |0.31 10 6975
WZ — ee 1000- 180454 | 0.46442 |0.7853 |0.011 10 188879
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Table H.6 W POWHEG- PYTHIAS [1, 2] Monte Carlo samples used in the analysis. The CT10 PDF
set [3] is used and the AU2 tune [4]. The first column gives the internal ATLAS run number. For
each sample the cross section times branching ratio with which the POWHEG generator produced
the sample. Also given is o Br at NNLO which was used for the normalization and the number of
produced events. In last column, the integrated luminosity Ly¢c = N,y /(0 Br) of each sample is

given
Signature MC run o Br [pb] Nev: Lyc
number [k] [fb~1]
POWHEG NNLO
Wt = ev 147800 6891.0 7073.8 23000 3.25
W~ — ev 147803 4790.2 5016.2 17000 3.39
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Appendix I
High-Mass Drell-Yan: Event Yield Table

Table 1.1 shows the events passing the electron selection of the high-mass Drell-Yan
analysis. The selection is described in more detail in Sect. 14.2. Shown are also the
statistical uncertainties and systematic uncertainties of the backgrounds. A detailed
description of the systematic uncertainties can be found in Sect. 15.3.
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Appendix J

High-Mass Drell-Yan: Fake Efficiency
Measurement

fake

N N N/
3 — pyfake fake FTM _ tight
The fake efficiency f = Ny /Nigo. and fake factor F; =V cannot
ailtrack match

be reliably calculated with simulation and therefore need to be measured from data.
Three different methods are performed which aim to obtain a jet enriched control
region in which the fake efficiencies and fake factors can be calculated. Two of the
methods use single jet triggers and one the same trigger as for the signal selection. The
different methods are discussed and the resulting fake efficiencies and fake factors
are compared to each other.

J.1 Single Object Method

The default method is based on objects which have been recorded by single jet
triggers. Jets appear very often in a hadron collider. Hence, it is not possible to
record very event in which a jet occurs. Eleven different triggers' with different
requirements on the jet pr are used. Each of the triggers collected a different amount
of integrated luminosity. The higher the pr requirement, the more luminosity was
collected. Starting from p > 360 GeV, the full integrated luminosity of 20.3 fb~!
was collected. Besides the trigger, all events criteria are the same as for the signal
section discussed in Sect. 14.2.2.

The jets in the selected events are reconstructed with the anti-k, algorithm [1] witha
radius parameter of R = 0.4. Basic quality criteria,” such as cuts against background
from cosmic muons, quality cuts on the hadronic calorimeter and cuts on the fraction
of energy in the electromagnetic calorimeter are applied. The reconstructed jet is
required to match also a reconstructed electron candidate within acone of AR < 0.1.

'EF_jX_adtchad (X = 25, 35, 45, 55, 80, 110, 145, 180, 220, 280, 360), X corresponds to the pr
cut.
Zmedium jet cleaning.
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These electron candidates matched to a jet are used to measure the fake efficiency
and fake factor. They have to fulfill the same selection cuts regarding reconstruction
algorithm, object quality and phase space (as discussed in Sect. 14.2.3).

Real electrons can still enter the selected events as the jet triggers have only very
loose identification requirements. Cuts are applied to get a clean jet-enriched sample
by reducing dilution from real electrons. Events in which two electron candidates
fulfill the medium identification are vetoed in order to suppress dilution from Drell-
Yan. To further reduce dilution from the Z-resonance, also all events are vetoed
in which two candidates fulfill the loose identification requirement and fall into an
invariant mass window of 20 GeV around the Z mass. A cut of EM < 25 GeV is
applied to further reduce dilution from W — ev decays.

All candidates which pass the vetoes are divided into the following categories to

. . fake fake fake
calculate the fake efficiencies and fake factors: Nj, ., N”ght leading’ N”.ght, subleading

and N f (Zkflm‘ & match- FOT €ach of the triggers a fake efficiency is calculated. The final

fake efficiency is calculated by building the weighted average of all separate fake

efficiencies n R
it i/ Af?
YL

1

2 _
NS

f= Jd.n

where A f; is the statistical uncertainty of each fake efficiency and A f the statistical
uncertainty of the averaged fake efficiency. The same averaging is done for the fake
factor. The resulting fake efficiencies and fake factors are discussed together with
the results from the other methods in Sect. 14.3.3.

J.2 Reverse Tag and Probe Method

An additional method, the reverse tag and probe method, is used to measure the fake
efficiencies and fake factors. The idea is to tag di-jet events by requiring one object
to fail a certain identification level and to probe a second object which is assumed to
be also a jet. The method is performed in two different ways using two different sets
of triggers. First the same single jet triggers as in the default method and in addition
using the same trigger as for the signal selection.

Jet trigger The object which is used to tag the event as a di-jet event is required
to have pr > 25 GeV and to fail the loose identification. If such a tag object is
found in an event, all other reconstructed electron candidates are assumed to be a jet
and considered as probes. In these selected events are still dilutions from processes
including real electrons. Similar cleaning cuts as in the default method are applied
to reduce contribution from Drell-Yan. The tag and the probe are required to have an
invariant mass |m., — 91 GeV| > 20 GeV. Tag and probe object additionally have to
have the same charge. This is a powerful requirement to strongly suppress dilution
from Drell-Yan. A veto on events with EX® > 25 GeV is applied to further suppress
dilution from W-boson production. All selected probes are divided into the different
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Fig. J.1 Comparison of the fake factors calculated with the three different methods (reverse
tag and probe signal trigger, reverse tag and probe single jet triggers and single object method
with single jet triggers). The upper row shows the fake factors for the barrel region (|n| < 1.37).
The corresponding fake factors for the endcap regions (1.52 < |n| < 2.01, 2.01 < |n| < 2.37 and
2.37 < |n| < 2.47) are shown from the second to the fourth row. The fake factors for the leading
object are shown on the left side and for the subleading object on the right side

FTM
Fi

categories to measure the fake efficiencies and fake factors: Ny, N/ok¢

loose> *Vtight, leading’
N ke and N7/ For each of the jet triggers a fake efficiency and
tight, subleading failtrack match* J g8 y

fake factor is calculated. The final fake efficiency and fake factor is calculated by
building the weighted average of all separate fake efficiencies (as in Eq.J.1).
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Electron trigger The same method has been performed with the trigger which is used
in the signal selection. The trigger requires two energy depositions in the electromag-
netic calorimeter which already fulfill identification criteria which are slightly looser
than the loose electron identification criteria. The tag object is therefore required to
pass the loosened selection in order to be able to be one of the two objects which
have triggered the event. To tag the object as a jet, it is required to fail the track
matching cut of the medium electron identification. The cuts which aim to suppress
real electron dilution are the same as before.

The signal trigger recorded the full luminosity of the 2012 data. It is therefore
possible to use MC simulations to further study and correct the remaining dilution
from processes with real electrons. The remaining dilution is found to be on the
order of 10-30% in the numerators Ntfgﬁ leading 30d Nt{;',/fi subleading- The dilution
is rising with pr. The remaining dilution is less than 1% in the different denominator
categories (Fig.J.1).
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Appendix K

High-Mass Drell-Yan: Multijet & W +jets
Background Systematic Uncertainty

This appendix contains additional plots showing the ratio between the default multijet
& W+jets background estimate and all other method variations. The differences
between the methods is used to asses the systematic uncertainty on this background
and further described in Sect. 14.3.6. Figure K.1 shows the ratio in all five invariant
mass bins of the measurement as a function of |y,.| and Fig. K.2 as a function of
[Aeel-

© Springer Nature Switzerland AG 2018 313
M. Zinser, Search for New Heavy Charged Bosons and Measurement of High-Mass

Drell-Yan Production in Proton-Proton Collisions, Springer Theses,
https://doi.org/10.1007/978-3-030-00650-1



314 Appendix K: High-Mass Drell-Yan: Multijet & W+jets Background Systematic Uncertainty

Variation/default

Variation/default

2.1.:L\\‘\\\‘\\\‘\\\‘\\\‘\\\‘\\\‘\\\‘\\\‘\\\‘\\\‘\\t % Z.Z:L\\‘\\\‘\\\‘\\\‘\\\‘\\\‘\\\‘\\\‘\\\‘\\\‘\\\‘\\Jj
[ -, (single object method with jet triggers), r and f applied (default) § & | ~-f, (single object method with jet triggers), r and f applied (default) |
2| -=-f, (single object method with jet triggers), r,=1 | O 2F =, (single object method with jet triggers), r,=1 .
[ -~ F/™ (single object method with jet triggers), r,=1 ] kel [ -F[™ (single object method with jet triggers), r,=1 ]
18E " (T&P method with signal trigger), r and f applied B 5 18F =" T&P method with signal trigger), r and f applied 1
[ -=f, (T8 f A S [ f, (T8l f A
*OL" £, (T&P method with signal trigger), r,=1 4 = ‘O = f, (T&P method with signal trigger), r,=1 ]
[ ~F™ (T&P method with signal trigger), r,=1 1 8 [ ~F™ (T&P method with signal trigger), r,=1 ]
1.6~ -f, (T&P method with jet triggers), r and f applied - © 1.6~ -f, (T&P method with jet triggers), r and f applied -
E -=f, (T&P method with jet triggers), r,=1 3 = F -=f, (T&P method with jet triggers), r,=1 ]
1 4; —F{™ (T&P method with jet triggers), r,;=1 i 1 4; —F{™ (T&P method with jet triggers), r,=1 i
Ar | A -4
L -4 F -
e & 1.2 =
> E =
4 |
:
— 0.8
116 GeV < m,, < 150 GeV A 0.6 150 GeV < m,, < 200 GeV 4
P T T I I W B I W WA N N : [ S T WU N N N SR e
02040608 112141618 2 2224 .6 0.8 12141618 2 2224
Vool %
2 2FTT T T T T T T T a2 9 QF T T T T T T T T T T T
2F q = 2.2F B
[ -ef, (single object method with jet triggers), r and f applied (default) 8 [ -=f, (single object method with jet triggers), r and f applied (default)
2F- -=-f, (single object method with jet triggers), r,=1 - o) 2 -=f; (single object method with jet riggers), r,=1 -
[ -=F™ (single object method with jet triggers), r,=1 ] kel [ -F[™ (single object method with jet triggers), r,=1 ]
1.g[ " (T&P method with signal trigger),  and f applied B S 1.,8[ =" (T&P method with signa trigger), r and f applied B
O = f, (T&P method with signal trigger), r,=1 1 2 1.8 ¢ (18P method with signal triggen), r,=1 B
[ - F,"“ (T&P method with signal trigger), r,=1 ] -g [ -F[™ (T&P method with signal trigger), r,=1
1.6[— -, (T&P method with jet triggers), r and f applied — @ 1.6[= -=-f, (T&P method with jet triggers), r and f applied —
[ -f, (T&P method with jet triggers), r,=1 > [ -=f, (T&P method with jet triggers), r,=1 |
1.4F —F[™ (T&P method with jet triggers), r,=1 | 1.4F —F[™ (T&P method with jet triggers), ir=1 "+ " |
1.2 e — 1.2 =
1 1 ]
| F 5|
£ , 8 =
0.6 200 GeV < m,, < 300 GeV i 0.6 300 GeV < m,, < 500 GeV -
Rl benc v e e b e b b w1 g S N USRS U AU P PPN BTSN IO IO B
0 02040608 12141618 2 2224 0 02040608 12141618 2 2224
Vel 1V !
% 2.4.:L\\‘H\‘\\\‘\H‘\H‘H\‘\\\‘\\\‘\H\H‘H\\\A:.
8 [ -=f, (single object method with jet triggers), r and f applied (default) §
[5] 2= -=-f, (single object method with jet triggers), r,=1 -
kel [ - F™ (single object method with jet triggers), r,= ]
g 1.8 e f, (T&P method with signal trigger), r and f applied |
= *OL" - f, (T&P method with signal trigger), r,=1 ]
8 [~ F™ (T&P method with signal trigger), r,=1 q
© .B[— -=f, (T&P method with jet triggers), r and f applied —
1.6 ] ]
> F -=f, (T&P method with jet triggers), r,= E
1 4; — F[™ (T&P method with fet triggers), ;=1 |
y ]
0.8
0.6 500 GeV < m,, < 1500 Ge' =
g U P A SN AP VAT AT AP AT A U N
0 02040608 1 12141618 2 2224
Vol

Fig. K.1 Ratio of the final multijet & W+jets background estimate of all method variations to the
default method as a function of |y,.| in all invariant mass bins of the measurement



Appendix K: High-Mass Drell-Yan: Multijet & W+jets Background Systematic Uncertainty 315

= T T T T T 9 = 2.2F T T T T T 3
g - f, (single object method with jet triggers), r and f applied (default) g [ -, (single object method with jet triggers), r and f applied (default) -
o - f, (single object method with jet triggers), r,=1 - % 2F = single object method with jot triggers), r,=1 3
L] —F[™ (single object method with jet triggers), r,=1 ] ko] [ - F™ (single object method with jet triggers), r,=1 ]
= -~ f, (T&P method with signal trigger), r and f applied i1 = [ -, (T&P method with signal trigger), r and f applied E
S -=-f, (T&P method with signal trigger), r,=1 = S 18 o f, (T&P method with signal trigger), r,=1 =3
= - F{™ (T&P method with signal trigger), r,=1 1 = [ - F/™ (T&P method with signal trigger), r,=1 ]
.© 1.6 -=-f, (T&P method with jet triggers), r and f applied i7] .8 1.6[ -, (T8P method with jet triggers), r and f applied —
S [ -=f, (T&P method with jet triggers), r,=1 = B [ -=f, (T&P method with jet triggers), r,=1 ]
o e - i1 Fo pem - ]
> 1.4 ~F (T&P method with jet triggers), ;=1 3 > 1.4F ~F" (18P method with jet triggers), r=1 3
E ] ot 1
1.2 -- 1.2 b -

o

116 GeV < m,, < 150 GeV = 150 GeV < m,, < 200 GeV
1 1 1 1 E 1 1 1 1
3

1 1.5 2 25 0.5 1 1.5 2

] B B e e e T B
g [ -f, (single object method with jet triggers), r and f applied (default) | g [ --f, (single object method with jet triggers), r and f applied (default) |
5 -=- f, (single object method with jet triggers), r,=1 J g 2F = singte object method with jet triggers), r,=1 i
S [~ F™ (single object method with jet triggers), r,=1 1 5 [~ F™ (single object method with jet triggers), r,=1 ]
= 1. (8P method with signal trigger),r and f applied 4 = q.gf = (T&P method with signal tigger). r and f applied E
S '"CF =1, (1&P method with signal trigger), r=1 1 & ""°F = (T&P method with signal trigger), r,=1 ]
= [~ F™ (T&P method with signal trigger), r,=1 ] = [~ F/™ (T&P method with signal trigger), r,=1 ]
@ 1.6 =, (T&P method with jet triggers), r and f applied —  .® 1.6 -, (T&P method with et triggers), r and  applied —
s [ -=f,(T&P method with jet triggers), r,=1 1 5 |- -~ s, (T&P-method with jet friggers), r,=1 ]
i e - ] o ! A _ ]
> 1. ~F47" (T&P method with jo triggers), =1 q > 1.4f ~F™ 8P fethod with et triggers), =1 3
b - ] O s S ]
28 3 q2F e S T B S .

F

= 1]
,,,,,,,,,, 0.8~ -
200 GeV < m,, < 300 GeV 0.6 300 GeV < m,, <500 GeV .
: M I TN B I [ S N AR B I B
0 0.5 1 1.5 2 25 0 0.5 1 1.5 2 25 3

A7, | An,,

] o B B BN
g [ --f, (single object method with jet triggers), r and f applied (default)
%5 2f = f,(single object method with jet triggers), r;=1 3
< [ - F™ (single object method with jet ttiggers), r,=1 ]
& 1.8[L = (TP method with signal trigger), £ and f applied =
S "°F =, (18P method wit signal trigger), ]
= [ - F™ (T&P method with signal triggej
® 1.6 - (T&Pme 3
= F=f, (T&P me B
(0 [ - F™ (T&P thethod with jet triggers) b
> 1.4 [ Lot pathoc g —
12 ¢ 77T -
F ]
0.8 —
0.6 | stl)oe v<,|nee<1sotl) Ge | -
0 0.5 1 1.5 2 25 3
A7, |

Fig. K.2 Ratio of the final multijet & W+jets background estimate of all method variations to the
default method as a function of |A#n,,.| in all invariant mass bins of the measurement



Appendix L

High-Mass Drell-Yan: Top-Quark Background
Studies

In this appendix additional studies to validate the background description of the
top-quark background are shown. The number of b-jet and the E‘Tniss distributions
have been studied which are dominated by the top background for Nj_;., > 0 and
large EXS. Figure L.1 shows the number of b-jet distribution and Fig. .2 the EMS
distribution in the five invariant mass bins of the double-differential measurement.
Good agreement of the top background within the normalization uncertainty has
been found. The default POWHEG 7 MC sample has been compared to a MC sample
generated with MC@NLO to check for uncertainties on the modeling of the measured
observables. The ratio of the two MC samples for the two dimensional observables in
the five invariant mass bins of the measurement is shown in Figs. .3 and L.4. A linear
fit to the ratio is also shown. No systematic uncertainty is added since the differences
are within the statistical fluctuations which are propagated to the measurement.
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selection. Shown for data (solid points) and expectation (stacked histogram). The lower panels show
the ratio of data to the expectation
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Appendix M

High-Mass Drell-Yan: Generator Uncertainty
Study

To study a potential uncertainty from the choice of a specific Monte Carlo generator,
the unfolding factor Cpy was calculated with a different generator. Hence, the default
generator POWHEG interfaced with PYTHIA is compared to MC@NLO. The uncer-
tainty is described in more detail in Sect. 15.3. Figure M.1 shows the ratio of Cpy
as a function of invariant mass for both generators together with a linear fit. Both,
the Born level and dressed level Cpy are compared. Figures M.2 and M.3 show the
same comparison for Cpy as a function of invariant mass and absolute rapidity. The
Cpy as a function of invariant mass and absolute pseudorapidity separation is shown
in Figs. M.4 and M.5.
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Appendix N

High-Mass Drell-Yan: Bayesian Unfolding
Method

In the following appendix, the measured cross section is compared to a cross section
unfolded with an alternative iterative Bayesian unfolding method. It is described in
more detail in Reference [1]. It has been applied using the RooUnfold package [2].
Figure N.1 shows the ratio of the Born level cross sections unfolded with the default
method and with the Bayesian method using 3, 4, and 5 iterations. The differences
observed are negligible compared to the statistical precision of the measurement. Fig-
ures N.2 and N.3 show the same ratios for the double-differential cross sections. Also
here, the observed differences are negligible compared to the statistical uncertainty
of the data.
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Appendix O
High-Mass Drell-Yan: Electron Energy
Scale/Resolution Uncertainties

The following appendix lists in the Tables O.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8, 0.9,
0.10 and O.11 the breakdown of the energy scale and energy resolution uncertainties
for the single-differential and double-differential cross section measurements. A
description of the separate sources is given in Sect. 15.3.
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Table O.5 Systematic energy scale and resolution uncertainties, as a function of |y,,.| in the 300-
500 GeV mass region. The given separate sources are the maximum between up an down variation.
For the total uncertainty first the up/down variation of each source is added in quadrature and then

the maximum is taken

|ymin|-|ymax| (9] 0.0-0.4 0.4-0.8 0.8-1.2
E-res ZSmearing 0.053 0.017 0.080
E-res SamplingTerm —0.086 —0.013 —0.009
E-res MateriallID 0.055 —0.004 0.022
E-res MaterialCalo 0.019 0.000 —0.007
E-res MaterialGap 0.020 —0.001 —0.002
E-res MaterialCryo 0.015 0.004 0.002
E-res PileUp —0.023 —0.014 0.003
E-scale stat. —0.003 —0.005 0.020
E-scale Zee syst. 0.095 0.143 0.227
E-scale PS —0.123 —0.193 —0.200
E-scale S12 —0.115 —0.090 —0.100
E-scale MatID 0.013 0.059 0.154
E-scale MatCryo 0.083 0.188 0.258
E-scale MatCalo 0.072 0.087 0.069
E-scale LArCalib —0.251 —0.264 —0.213
E-scale LArUnconvCalib | 0.046 0.070 0.060
E-scale LArElecUnconv —0.120 —0.351 —0.433
E-scale LArElecCalib 0.002 —0.007 0.013
E-scale L1Gain —0.000 —0.016 —0.036
E-scale L2Gain —0.730 —1.217 —1.650
E-scale G4 0.023 0.008 0.023
E-scale Pedestal —0.083 —0.062 —0.044
E-res syst. 0.150 0.053 0.229
E-scale syst. 0.867 1.367 2.014
|ymin|-|ymax| (9] 1.2-1.6 1.6-2.0 2.0-2.4
E-res ZSmearing —0.068 0.065 —0.141
E-res SamplingTerm 0.019 —0.061 —0.037
E-res MateriallD 0.010 0.046 —0.044
E-res MaterialCalo —0.004 —0.011 0.000
E-res MaterialGap 0.005 0.041 —0.061
E-res MaterialCryo —0.007 —0.021 0.069
E-res PileUp 0.022 0.004 0.027
E-scale stat. 0.003 0.021 —0.011
E-scale Zee syst. 0.409 0.594 0.848
E-scale PS —0.263 —0.156 —0.092
E-scale S12 —0.137 —0.238 —0.586
E-scale MatID 0.235 0.266 0.360

(continued)
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Table O.5 (continued)
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[ymin|-|ymax| (9] 1.2-1.6 1.6-2.0 2.0-2.4
E-scale MatCryo 0.437 0.609 0.174
E-scale MatCalo 0.060 0.003 0.020
E-scale LArCalib —0.324 —0.449 —0.814
E-scale LArUnconvCalib | 0.069 0.008 0.020
E-scale LArElecUnconv —0.583 —0.607 —0.181
E-scale LArElecCalib 0.042 0.089 0.156
E-scale L1Gain 0.151 0.441 1.814
E-scale L2Gain —1.726 —2.432 —0.168
E-scale G4 0.050 0.025 0.089
E-scale Pedestal —0.070 —-0.022 —0.049
E-res syst. 0.090 0.190 0.431
E-scale syst. 2.010 2.839 2.501

Table O.6 Systematic energy scale and resolution uncertainties, as a function of |y,,.| in the 500-
1500 GeV mass region. The given separate sources are the maximum between up an down variation.
For the total uncertainty first the up/down variation of each source is added in quadrature and then

the maximum is taken

|ymin|-|ymax| (9] 0.0-0.4 0.4-0.8 0.8-1.2
E-res ZSmearing —0.003 —0.035 —0.090
E-res SamplingTerm 0.005 —0.024 0.042
E-res MaterialID —0.034 0.004 —0.018
E-res MaterialCalo —0.032 0.029 —0.019
E-res MaterialGap 0.001 —0.026 —0.024
E-res MaterialCryo —0.028 0.005 —0.024
E-res PileUp 0.041 —0.028 0.036
E-scale stat. 0.003 —0.020 0.021
E-scale Zee syst. 0.132 0.239 0.285
E-scale PS —0.265 —0.363 —-0.320
E-scale S12 —0.206 —0.177 —0.146
E-scale MatID 0.105 0.203 0.227
E-scale MatCryo 0.184 0.311 0.379
E-scale MatCalo 0.155 0.190 0.124
E-scale LArCalib —0.474 —0.414 —0.412
E-scale LArUnconvCalib | 0.102 0.188 0.123
E-scale LArElecUnconv —0.259 —0.441 —0.638
E-scale LArElecCalib 0.003 —0.004 0.022
E-scale L1Gain —0.005 —0.015 0.041
E-scale L2Gain —1.267 —1.848 —2.322

(continued)
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Table O.6 (continued)

[y/min |- ymax| [9] 0.0-0.4 0.4-0.8 0.8-1.2
E-scale G4 0.053 0.069 0.048
E-scale Pedestal —0.130 —0.122 —0.064
E-res syst. 0.100 0.137 0.128
E-scale syst. 1.516 2.073 2.697
|ymin|-|ymax| (9] 1.2-1.6 1.6-2.0 2.0-2.4
E-res ZSmearing —0.005 0.112 0.199
E-res SamplingTerm —0.066 0.045 —0.394
E-res MateriallD —0.039 0.085 0.451
E-res MaterialCalo —0.010 —0.017 0.000
E-res MaterialGap 0.005 0.019 0.522
E-res MaterialCryo —-0.013 0.026 —0.069
E-res PileUp 0.010 —0.010 —0.065
E-scale stat. —0.010 —0.029 —0.546
E-scale Zee syst. 0.480 0.782 2.317
E-scale PS —0.386 —0.416 —0.265
E-scale S12 —0.259 —0.488 —1.563
E-scale MatID 0.355 0.452 0.712
E-scale MatCryo 0.668 0.970 0.448
E-scale MatCalo 0.114 0.064 0.000
E-scale LArCalib —0.549 —0.809 —1.878
E-scale LArUnconvCalib | 0.132 0.064 0.000
E-scale LArElecUnconv —0.956 —0.968 —0.201
E-scale LArElecCalib 0.068 0.097 0.498
E-scale L1Gain 0.442 1.855 3.803
E-scale L2Gain —2.681 —2.703 —1.720
E-scale G4 0.043 0.102 0.217
E-scale Pedestal —0.049 —0.097 —0.000
E-res syst. 0.123 0.317 1.098
E-scale syst. 3.238 3.863 5.690
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Table O.10 Systematic energy scale and resolution uncertainties, as a function of |An,,.| in the
300-500 GeV mass region. The given separate sources are the maximum between up an down
variation. For the total uncertainty first the up/down variation of each source is added in quadrature
and then the maximum is taken

[AR™7 -] Ap™e% | [%] 0.0-0.5 0.5-1.0 1.0-1.5
E-res ZSmearing 0.085 0.020 0.029
E-res SamplingTerm —0.037 —0.007 —0.019
E-res MateriallID 0.050 —0.004 0.004
E-res MaterialCalo 0.010 —0.009 —0.005
E-res MaterialGap —0.011 —0.001 0.007
E-res MaterialCryo 0.040 —0.018 —0.016
E-res PileUp —0.022 0.006 0.005
E-scale stat. —0.011 0.006 0.015
E-scale Zee syst. 0.278 0.223 0.211
E-scale PS —0.283 —0.229 —0.181
E-scale S12 —0.180 —0.143 —0.138
E-scale MatID 0.185 0.142 0.110
E-scale MatCryo 0.341 0.286 0.237
E-scale MatCalo 0.126 0.091 0.072
E-scale LArCalib —0.431 —0.293 —0.273
E-scale LArUnconvCalib | 0.107 0.082 0.068
E-scale LArElecUnconv —0.448 —0.439 —0.332
E-scale LArElecCalib 0.030 0.014 0.020
E-scale L1Gain 0.181 0.078 0.102
E-scale L2Gain —1.510 —1.415 —1.137
E-scale G4 0.052 0.037 0.034
E-scale Pedestal —0.100 —0.077 —0.062
E-res syst. 0.140 0.059 0.093
E-scale syst. 1.842 1.642 1.391
[AR™7 -] Ap™e% | [%)] 1.5-2.0 2.0-2.5 2.5-3.0
E-res ZSmearing 0.028 0.095 0.094
E-res SamplingTerm —0.008 —0.038 —0.025
E-res MaterialID —0.008 0.099 0.073
E-res MaterialCalo —0.004 0.009 0.019
E-res MaterialGap 0.017 0.023 0.008
E-res MaterialCryo —0.001 0.054 0.032
E-res PileUp —0.002 —0.027 —0.031
E-scale stat. —0.003 0.008 —0.002
E-scale Zee syst. 0.204 0.195 0.296
E-scale PS —0.132 —0.041 —0.113
E-scale S12 —0.111 —0.066 —0.090
E-scale MatID 0.087 0.049 0.108

(continued)
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Table O.10 (continued)

[AR™7 -] Ap™e | [%)] 1.5-2.0 2.0-2.5 2.5-3.0
E-scale MatCryo 0.232 0.138 0.191
E-scale MatCalo 0.037 0.020 0.041
E-scale LArCalib —0.242 —0.117 —0.122
E-scale LArUnconvCalib | 0.018 0.017 0.036
E-scale LArElecUnconv —-0.279 —0.204 —0.193
E-scale LArElecCalib 0.018 0.008 0.033
E-scale L1Gain 0.079 0.030 0.067
E-scale L2Gain —1.022 —0.661 —0.643
E-scale G4 0.016 0.010 0.004
E-scale Pedestal —0.032 —0.018 —0.049
E-res syst. 0.078 0.181 0.165
E-scale syst. 1.197 0.777 1.010

Table O.11 Systematic energy scale and resolution uncertainties, as a function of |An,,.| in the
500-1500 GeV mass region. The given separate sources are the maximum between up an down
variation. For the total uncertainty first the up/down variation of each source is added in quadrature
and then the maximum is taken

[AR™7 -] Ap™e | [%)] 0.0-0.5 0.5-1.0 1.0-1.5
E-res ZSmearing —0.015 0.022 0.005
E-res SamplingTerm 0.035 —0.014 —0.019
E-res MaterialID —0.010 0.007 0.004
E-res MaterialCalo —0.010 —0.006 —0.002
E-res MaterialGap 0.000 0.017 —0.009
E-res MaterialCryo —-0.018 0.011 0.007
E-res PileUp 0.007 0.012 0.014
E-scale stat. —0.005 —0.031 —0.002
E-scale Zee syst. 0.245 0.281 0.250
E-scale PS —0.369 —0.394 —0.346
E-scale S12 —0.239 —0.235 —0.212
E-scale MatID 0.218 0.240 0.219
E-scale MatCryo 0.399 0.421 0.372
E-scale MatCalo 0.178 0.180 0.147
E-scale LArCalib —0.528 —0.545 —0.520
E-scale LArUnconvCalib | 0.156 0.169 0.125
E-scale LArElecUnconv —-0.671 —0.625 —0.567
E-scale LArElecCalib 0.015 0.024 0.022
E-scale L1Gain 0.124 0.119 0.235
E-scale L2Gain —1.965 —1.968 —1.907

(continued)
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Table O.11 (continued)

353

[AR™7 -] Ap™e | [%)] 0.0-0.5 0.5-1.0 1.0-1.5
E-scale G4 0.078 0.092 0.047
E-scale Pedestal —0.132 —0.135 —0.092
E-res syst. 0.073 0.095 0.043
E-scale syst. 2.345 2.303 2.201
| AR |-| Ap™¥ | [%] 1.5-2.0 2.0-2.5 2.5-3.0
E-res ZSmearing —0.010 —0.128 —0.006
E-res SamplingTerm 0.032 0.050 —0.061
E-res MateriallD —0.029 —0.072 0.036
E-res MaterialCalo —0.010 —0.006 0.022
E-res MaterialGap —0.029 —0.022 —0.010
E-res MaterialCryo —0.011 —0.026 —0.037
E-res PileUp —0.001 0.024 —0.010
E-scale stat. 0.012 0.026 0.017
E-scale Zee syst. 0.294 0.293 0.246
E-scale PS —0.326 —0.248 —0.158
E-scale S12 —0.230 —0.168 —0.141
E-scale MatID 0.225 0.180 0.141
E-scale MatCryo 0.317 0.351 0.228
E-scale MatCalo 0.129 0.094 0.047
E-scale LArCalib —0.449 —0.406 —-0.272
E-scale LArUnconvCalib | 0.119 0.090 0.054
E-scale LArElecUnconv —0.464 —0.402 —0.287
E-scale LArElecCalib 0.030 0.035 0.017
E-scale L1Gain 0.250 0.253 0.157
E-scale L2Gain —1.618 —1.459 —1.321
E-scale G4 0.045 0.020 0.035
E-scale Pedestal —0.097 —0.055 —0.035
E-res syst. 0.104 0.183 0.122
E-scale syst. 1.904 1.724 1.555




Appendix P

High-Mass Drell-Yan: Electron Cross Section
Tables

This appendix contains detailed tables with the measured electron channel cross
sections and their uncertainties. Tables P.1, P.2, P.3 contain the cross sections for the
single-differential cross section, the double-differential cross section as a function of
absolute rapidity, and the double-differential cross section as a function of absolute
pseudorapidity separation, respectively. For the electron energy scale and energy
resolution uncertainties a single nuisance parameter is given. A detailed breakdown
of these uncertainties is provided in Appendix O.

© Springer Nature Switzerland AG 2018 355
M. Zinser, Search for New Heavy Charged Bosons and Measurement of High-Mass
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Appendix Q
High-Mass Drell-Yan: Correlation Matrices

The following appendix contains the statistical correlations between the three mea-
sured cross sections in the electron channel. The correlations were obtained using the
bootstrap method [1] on the electron data with 10000 replica. The bootstrap method
is based on pseudo-experiments. Aside the measured data spectrum, 10000 toy spec-
tra are created. For each event, a set of 10000 weights is generated according to
the Poisson distribution with mean equal to 1. If an event contributes to the nominal
spectrum, it is filled to each toy spectrum weighted by the corresponding weight. The
correlations between the bins are extracted by building the correlation matrix from
all toys. Figure Q.1 shows the statistical correlation between the measurement bins
in mass, absolute rapidity |y..| and absolute pseudorapidity separation | An,,.| in the
electron channel. Each plot shows the correlation in a single two dimensional mass
bin. Within each histogram or two dimensional mass bin, the first 2-3 bins show the
correlation with the single-differential cross section which fall within the same mass
range, then correlation with |y,.| bins is shown and finally the correlation with the
| A7e.| bins. The binning is defined in Table Q.1. The Tables Q.2, Q.3, Q.4, Q.5 and
Q.6 list the correlations in detail. The correlation coefficients are sometimes nega-
tive in bins where the correlation should be zero. This is due to the limited statistical
precision.

© Springer Nature Switzerland AG 2018 361
M. Zinser, Search for New Heavy Charged Bosons and Measurement of High-Mass

Drell-Yan Production in Proton-Proton Collisions, Springer Theses,
https://doi.org/10.1007/978-3-030-00650-1
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116 GeV < m,, < 150 GeV 150 GeV < m,, < 200 GeV
g £
£ £
o o
0 5 10 15 20 25 0 5 10 15 20 25
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200 GeV < m,, < 300 GeV 300 GeV < m,, < 500 GeV
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25
Bin nr.

500 GeV < m,, < 1500 GeV
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Fig. Q.1 Statistical correlations in the electron channel between the single-differential and the two
double-differential cross section bins
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Table Q.1 Binning used to show the statistical correlation in the electron channel between the
three cross section measurements

Bin nr. Variable ‘ Range
Mee: 116-150 GeV
1-2 Mee (116-130, 130-150)
3-14 Yee (0.0-2.4 in 0.2 steps)
15-26 | Anee| (0.0-3.0 in 0.25 steps)
Mee: 150-200 GeV
1-2 Mee (150-175, 175-200)
3-14 Yee (0.0-2.4 in 0.2 steps)
15-26 |Anee| (0.0-3.0 in 0.25 steps)
Mee: 200-300 GeV
1-3 Mee (200-230, 230-260, 260-300)
4-15 Vee (0.0-2.4 in 0.2 steps)
16-27 | Anee| (0.0-3.0 in 0.25 steps)
Mee: 300-500 GeV
1-2 Mee (300-380, 380-500)
3-8 Vee (0.0-2.4 in 0.4 steps)
9-14 |Anee| (0.0-3.0in 0.5 steps)
Mee: 500-1500 GeV
1-3 Mee (500-700, 700-1000,
1000-1500)
4-9 Yee (0.0-2.4 in 0.4 steps)
10-15 | Anee| (0.0-3.0in 0.5 steps)
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Appendix R

High-Mass Drell-Yan: Combined Cross
Section Tables

This appendix contains detailed tables with the combined electron and muon channel
cross sections and their uncertainties. Tables R.1, R.2, and R.3 contain the cross
sections for the single-differential cross section, the double-differential cross section
as a function of absolute rapidity, and the double-differential cross section as a
function of absolute pseudorapidity separation, respectively.

© Springer Nature Switzerland AG 2018 371
M. Zinser, Search for New Heavy Charged Bosons and Measurement of High-Mass

Drell-Yan Production in Proton-Proton Collisions, Springer Theses,
https://doi.org/10.1007/978-3-030-00650-1
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Appendix S

High-Mass Drell-Yan: Nuisance Parameter
Constraints

This appendix contains the nuisance parameter pulls for the x> minimization compar-
ing the double-differential cross section measurements to theory calculations using
different PDFs. Figures S.1, S.2, S.3, S.4 and S.5 show the pulls for the MMHT2014
[1], CT14 [2], HERAPDF2.0 [3], NNPDF3.0 [4], and ABM12 [5] PDF sets using
the double-differential measurement as a function of absolute rapidity. Figures S.6,
S.7,S.8, S.9 and S.10 show the same pulls for the double-differential measurement
as a function of absolute pseudorapidity separation. The nuisance parameter pulls
are discussed in Sect. 17.3.1.
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Fig.S.1 Shifts and uncertainty reduction of the theoretical nuisance parameters of the MMHT2014
PDF set and the luminosity from the x? minimization of the double-differential cross section
measurement as a function of invariant mass mg, and absolute dilepton rapidity |ye¢|. The red
error bars show the original uncertainty while the black error bars show the uncertainty after the
combination
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Fig.S.2 Shifts and uncertainty reduction of the theoretical nuisance parameters of the CT 14 PDF set
and the luminosity from the x2 minimization of the double-differential cross section measurement
as a function of invariant mass m, and absolute dilepton rapidity |ye¢|. The red error bars show the
original uncertainty while the black error bars show the uncertainty after the combination
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Fig. S.3 Shifts and uncertainty reduction of the theoretical nuisance parameters of the HERA-
PDF2.0 PDF set and the luminosity from the x2 minimization of the double-differential cross
section measurement as a function of invariant mass mg, and absolute dilepton rapidity |y.|. The
red error bars show the original uncertainty while the black error bars show the uncertainty after
the combination
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Fig. S.4 Shifts and uncertainty reduction of the theoretical nuisance parameters of the NNPDF3.0
PDF set and the luminosity from the x2 minimization of the double-differential cross section
measurement as a function of invariant mass mg, and absolute dilepton rapidity |ye¢|. The red
error bars show the original uncertainty while the black error bars show the uncertainty after the
combination
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Fig. S.5 Shifts and uncertainty reduction of the theoretical nuisance parameters of the ABM12
PDF set and the luminosity from the x> minimization of the double-differential cross section
measurement as a function of invariant mass mg, and absolute dilepton rapidity |ye¢|. The red
error bars show the original uncertainty while the black error bars show the uncertainty after the
combination
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Fig. S.6 Shifts and uncertainty reduction of the theoretical nuisance parameters of the MMHT2014
PDF set and the luminosity from the x2 minimization of the double-differential cross section mea-
surement as a function of invariant mass m g, and absolute lepton pseudorapidity separation | Angy|.
The red error bars show the original uncertainty while the black error bars show the uncertainty
after the combination
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Fig.S.7 Shifts and uncertainty reduction of the theoretical nuisance parameters of the CT14 PDF set
and the luminosity from the x> minimization of the double-differential cross section measurement
as a function of invariant mass m, and absolute lepton pseudorapidity separation |Ang|. The red
error bars show the original uncertainty while the black error bars show the uncertainty after the
combination
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Fig. S.8 Shifts and uncertainty reduction of the theoretical nuisance parameters of the HERA-
PDF2.0 PDF set and the luminosity from the x? minimization of the double-differential cross
section measurement as a function of invariant mass my, and absolute lepton pseudorapidity sepa-
ration |Ange|. The red error bars show the original uncertainty while the black error bars show the
uncertainty after the combination
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Fig. S.9 Shifts and uncertainty reduction of the theoretical nuisance parameters of the NNPDF3.0
PDF set and the luminosity from the x> minimization of the double-differential cross section mea-
surement as a function of invariant mass m, and absolute lepton pseudorapidity separation | Angg|.
The red error bars show the original uncertainty while the black error bars show the uncertainty
after the combination
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Fig. S.10 Shifts and uncertainty reduction of the theoretical nuisance parameters of the ABM12
PDF set and the luminosity from the x2 minimization of the double-differential cross section mea-
surement as a function of invariant mass m, and absolute lepton pseudorapidity separation | Ange]|.
The red error bars show the original uncertainty while the black error bars show the uncertainty
after the combination
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Appendix T

High-Mass Drell-Yan: Photon PDF
Reweighting

Table T.1 shows the x? values for the 100 replica of the NNPDF2.3qed PDF set [1]
which yield as an input for the PDF reweighting described in Sect. 17.3.2.

Table T.1 The x?2 values for the compatibility of data and theory calculated for each of the 100
replicas of the NNPDF2.3QED NNLO PDF set for the prediction of the PI component and using
the central value of the MMHT14 NNLO PDF set for the quark and gluon parton distributions

PDF replica | |yeel [Angel PDF replica | |yeel [Angel
0 222.8 243.3 50 59 67
1 65.72 66.37 51 98.27 99.93
2 64.27 65.88 52 205.97 133.18
3 58.72 66.18 53 59.05 66.85
4 151.23 100.5 54 102.09 86.51
5 109.85 80.17 55 59.02 66.9
6 75.78 72.35 56 59.34 66.84
7 59.05 66.86 57 66.38 68.62
8 59.37 66.77 58 60.36 65.04
9 61.76 66.72 59 62.43 65.58
10 61.24 67.65 60 594 67.02
11 66.18 66.96 61 65.72 66.97
12 58.99 67.04 62 59.11 66.9
13 119.19 127.2 63 59.2 67.3
14 59.01 67.09 64 59.47 67.1
15 76.78 68.78 65 58.84 66.71
16 59.01 66.92 66 101.84 85.97
17 62.5 67.9 67 59.47 67.3
18 126.02 154.03 68 61.11 66.77
(continued)

© Springer Nature Switzerland AG 2018

387

M. Zinser, Search for New Heavy Charged Bosons and Measurement of High-Mass
Drell-Yan Production in Proton-Proton Collisions, Springer Theses,

https://doi.org/10.1007/978-3-030-00650-1



388

Table T.1 (continued)

Appendix T: High-Mass Drell-Yan: Photon PDF Reweighting

PDF replica | |yeel [Anee| PDF replica | |yeq| [Aneel
19 59.08 66.83 69 65.64 66.9
20 58.7 66.97 70 111.14 101.22
21 59.27 66.88 71 59.32 66.72
22 59.83 66.24 72 173.19 106.88
23 67.09 71.41 73 62.08 65.74
24 95.54 90.67 74 59.43 66.82
25 58.9 67.08 75 60.07 66.93
26 59.02 66.97 76 58.94 66.95
27 59.03 66.44 77 150.34 97.81
28 59.07 66.85 78 59.01 66.96
29 105.19 82.71 79 87.75 73.16
30 59.23 67 80 63.02 67.46
31 58.9 67.18 81 89.29 93.69
32 83.41 72.82 82 65.41 68.5
33 77.3 68.04 83 59 67.1
34 59.12 66.84 84 78.46 79.35
35 189.9 104.33 85 67.18 65.27
36 149.81 127.69 86 81.45 78.24
37 58.91 67.04 87 61.42 68.22
38 67.71 67.06 88 58.94 67.16
39 58.96 66.3 89 59.02 66.98
40 59.4 66.91 90 59.3 66.6
41 156.6 102.34 91 140.1 94.92
42 59.14 66.85 92 7237 67.36
43 67.6 70.73 93 59.07 67.09
44 58.99 67.03 94 60.37 68.31
45 113.56 103.57 95 59 66.81
46 58.94 66.84 96 59.07 66.85
47 59.32 66.95 97 59.03 66.92
48 59 67.1 08 59.41 67.2
49 58.95 66.85 99 59.49 66.74
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