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Mauricio Peixoto

Alberto Pinto has asked me to write about Mauricio Peixoto in this book that honors
him as well as David Rand. I am happy to do so. Mauricio is among my oldest
friends in mathematics, having met him more than fifty years ago. Moreover he was
instrumental in my entry into the field of dynamical systems. So important is this
part of my life that my collected works contain four articles that bear on Mauricio
in one way or another. That is fortunate since I wrote that material when events
were fresher in my mind than they are now. Thus I will borrow freely from these
references.

A most important period in my relationship with Mauricio is the summer of 1958
to June of 1960. This is discussed in an article titled “On how I got started in dynam-
ical systems” appearing in the “Mathematics of Time”, based on a talk given at a
Berkeley seminar circa 1976. There I wrote how I met Mauricio in the summer of
1958 through a mutual friend, Elon Lima, who was a student from Brazil finishing
his PhD at Chicago in topology. Through Lefshetz, Peixoto had become interested in
structural stability and he explained to me that subject and described his own work in
that area. I became immediately enthusiastic, and started making some early conjec-
tures on how to pass from two to higher dimension. Shortly thereafter, Peixoto and
Lima invited me and Clara to Rio for a visit to IMPA, or Instituto de Matemática,
Pura e Aplicada.

It was during the next six months (January–June, 1960) that I did some of my
most well known work, firstly the introduction of the horseshoe dynamical system
and its consequences and secondly the proof of Poincare’s conjecture in dimensions
five or more. I sometimes described these works as having been done on the beaches
of Rio; this part of the story is told in two articles in the Mathematics Intelligencer
in the 1980s.

Thus we may see here what a big influence Mauricio had on my career. Another
impact was his “sending” me a student to write a PhD thesis at Berkeley. That stu-
dent in fact finished such a thesis and went on to become a world leader in dynamical
systems. Jacob Palis’ contributions in science go well beyond that. He is a main
figure in developing third world science, and mathematics in Brazil in particular.

In the article “What is Global Analysis”, based on a talk I gave before the Math-
ematical Association of America, 1968, I gave a focus to one result as an excellent
theorem in global analysis. That result was Peixoto’s theorem that structurally stable
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viii Mauricio Peixoto

differential equations on a two dimensional manifold form an open and dense set.
Another example of the influence of Mauricio!

I will end on a final note that reinforces all that I have said here. Over the last fifty
years I have made fifteen visits to IMPA, the institute founded by Mauricio Peixoto
(and Leopoldo Nachbin).

Steve Smale



Alberto Adrego Pinto

I met Alberto a few years ago, in the office of Mauricio Peixoto at IMPA, the
Brazilian Institute of Pure and Applied Mathematics. Alberto was on a summer
visit, and he wanted to discuss results he had obtained with his former student Diogo
Pinheiro on the focal decomposition proposed years earlier by Mauricio.

By sheer accident, I had come across an application of the focal decomposition
in finite temperature quantum mechanics. In fact, semi-classical approximations to
the problem practically forced one to make use of the focal decomposition, although
it was only much later that I became aware of its existence. That was why I was part
of the meeting: my mathematician friends were curious about possible applications,
and we were eager to collaborate.

Alberto immediately impressed me by his enthusiasm, his genuine interest in
science, and by his easy-going style, much appreciated by a “carioca” like myself.
Besides, our discussions were lively, and touched upon various conceptual points
that seemed quite natural to a physicist, and eventually proved very useful from a
mathematical point of view. Our collaboration has been going on ever since, and has
already led to a couple of articles.

Alberto has also offered us all with a wonderful event back in 2008, when he
organized a conference in honor of David Rand and Mauricio Peixoto in the pre-
cious city of Braga. The conference made me appreciate, even more, the versatility
and scientific depth of Alberto, as he and his PhD. students and postdocs presented
seminars that covered a wide variety of subjects.

As a final word about Alberto, it must be said that he is a marvelous host. He
showed us the finest of the region of Minho, using a well balanced combination of
science, art, good food, good wine, and above all, good humor. That is the reason I
always look forward to our next meeting: whether in Brazil or in Portugal, I am sure
we will have a pleasant and productive time.

Carlos Alberto Aragão de Carvalho
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David Rand

David Rand has had a world-leading influence in dynamical systems theory, in
transferring dynamical systems ideas into the sciences, particularly physical and
life sciences but also economics, and in developing relevant new mathematics for
these areas. Highlights are his theories of the two-frequency route to chaos, inva-
sion exponents in evolutionary dynamics, and robustness of circadian rhythms. He
is widely appreciated for his leadership and for his highly pertinent and generous
insights into research projects of others.

He was one of the first to bring ideas on dynamical systems with symmetry
into fluid mechanics, predicting modulated wave states in circular Couette flow,
subsequently confirmed experimentally by Swinney and Gorman.

A major advance was his proposal of a renormalization explanation for obser-
vations of asymptotic self-similarity in the transition from quasiperiodic to chaotic
dynamics for circle maps. He extended the theory to dissipative annulus maps, pro-
viding a complete picture of the breakup of invariant circles in this scenario. Similar
analysis of his has been important in understanding the spectrum of quasiperiodic
Schrodinger operators.

He put the theory of multifractal scaling for chaotic attractors on a firm footing,
including theory for the distribution of Lyapunov exponents.

He contributed significantly to the dynamical theory of evolutionary stability and
co-evolution, including the fundamental concept of invasion exponents. He devel-
oped pair approximations for spatial ecologies and epidemics, which are now widely
used.

With Alberto Pinto, he developed an extensive theory of the smooth conjugacy
classes of hyperbolic dynamics in one and two dimensions, surveyed in a recent
Springer Monograph in Mathematics.

He made one of the earliest analyses of nonlinear dynamics in an economics
context, showing that a duopoly game has chaotic trajectories. Game theory has
been a recurrent interest of his, particularly in the contexts of ecology and evolution.

Much of his recent work falls under “systems biology”. He has proposed a
theory of the immune system, based on large deviation theory. He has developed
theory of the robustness of circadian rhythms, which has generated much interest
with experimental collaborators. The work is part of a larger project to develop
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xii David Rand

mathematical tools to aid in the understanding of biological regulatory and signaling
networks.

He has played a leading role in establishing Nonlinear Dynamics in the UK,
co-founding the Nonlinear Systems Laboratory in Warwick and the journal Non-
linearity. He is doing the same now for Systems Biology, creating the Warwick
Systems Biology Centre.

He exudes energy and enthusiasm. So it was a pleasure for me when he attracted
me to Warwick. We had great fun setting up and running the Nonlinear Systems Lab-
oratory, building up the applied side to Warwick’s Mathematics department and its
curriculum, and setting up the Interdisciplinary Mathematics Research Programme
which he rebranded as Mathematical Interdisciplinary Research at Warwick and
of which I took over directorship from David in 2000. He is a great friend and I
have greatly appreciated his insightful comments, suggestions and support for my
own work.

Robert S. MacKay



Preface

A couple of years ago Alberto Pinto informed me that he was planning to orga-
nize an international conference on dynamical systems and game theory in honor of
Mauricio Peixoto and David Rand. I told him that I wholeheartedly support the idea
and will ask the International Society of Difference Equations (ISDE) to support
the proposed conference which it did later. Through my frequent visits to Portugal,
I became aware of the significant contributions in dynamical systems and game the-
ory made by Portuguese mathematicians and have subsequently been involved in
fruitful discussions or joint research with a number of them. The growth of dynam-
ical systems and game theory research in Portugal has placed Portuguese mathe-
maticians at the forefront of these emerging fields, bringing worldwide recognition
to their contributions. Indeed, in addition to DYNA2008, Portuguese researchers
organized two of the last three International conferences on difference equations
and applications (ICDEA), which included important talks on dynamical systems
and game theory.

The work in this area has unveiled beautiful and deep mathematical theories
that capture universal characteristics observed in many apparently unrelated nat-
ural phenomena and complex social behavior. Mauricio Peixoto has made lasting
contributions in classifying and understanding a variety of behaviors of dynamical
systems. Today these problems are the main research focus in diverse yet comple-
mentary areas at distinguished research institutions like IMPA, the institute founded
by Mauricio Peixoto and Leopoldo Nachbin, and University of Warwick. Alberto
Pinto has made notable contributions through his studies on rigidity properties of
infinitely renormalizable dynamical systems. In addition, he discovered stochas-
tic universalities in complex natural and social phenomena, e.g. rivers, sunspots
and stock market indices, and is developing a theory with Peixoto in semi-classics
physics using Peixoto’s focal decomposition. David Rand, a world-leading author-
ity, has contributed deeply and broadly to this area by developing theoretical aspects
of these two fields, and identifying properties of infinitely renormalizable, universal
and chaotic phenomena throughout the sciences – especially in biology, economics
and physics. In collaboration with Alberto Pinto, he constructed a fine classifi-
cation of dynamical systems. Moreover, the research groups led by David Rand
and Alberto Pinto have, independently, developed new schools of inquiry using
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game theoretical and dynamic models applied to biology, economics, finances,
psychology and sociology.

The research and survey papers in these volumes, written by leading researchers
in their scientific areas, focus on these and many other relevant aspects of dynam-
ical systems, game theory and their applications to science and engineering. The
papers in these volumes are based on talks given at the International Conference
DYNA2008, in honor of Mauricio Peixoto and David Rand. This conference, held
at the University of Minho, was organized by Alberto Pinto and his colleagues and
brought together influential researchers from around the world. It is worthwhile to
note the warmth and hospitality of the organizers who made sure we enjoyed the
beautiful region of Minho with its rich culture and fine cuisine.

Saber Elaydi
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Rui Gonçalves LIAAD-INESC Porto LA e Secção de Matemática, Faculdade
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Chapter 1
A Brief Survey of Focal Decomposition

Mauricio M. Peixoto

Abstract We present a brief survey of focal decomposition stressing how this
subject relates naturally to some a priori unrelated mathematical and physical
subjects.

1.1 Introduction

The concept of focal decomposition is a formalization of the rough geometric idea
of focalization. Given that we have a number of “trajectories” passing through a
point P will they ever meet again, and how at some subsequent point(s)? The trajec-
tories we will consider will be the trajectories of a second order ordinary differential
equation in Euclidean spaces, or else the geodesics of a Riemannian manifold M .
Focal decomposition was then introduced in [10], in the context of the simplest
instance of focalization namely the 2-point boundary value problem for a second
order ordinary differential equation. The concept of focal decomposition was then
naturally extended to Riemannian manifolds by Kupka and Peixoto in [6]. Origi-
nally and for some time later focal decomposition was called “�-decomposition”,
a misnomer. We present here a brief survey of focal decomposition stressing how
this subject relates naturally to some a priori unrelated mathematical and physical
subjects. As shown by the examples below.

1. The semi-classical quantization of the pendulum equation RxC sin x D 0 via the
Feynman path integral method.

2. The arithmetic of binary quadratic forms.
3. The Brillouin zones of a crystal.
4. The Landau–Ramanujan function associated to binary quadratic forms.

M.M. Peixoto
Instituto de Matemática Pura e Aplicada (IMPA), Estrada Dona Castorina, 110,
22460-320 Rio de Janeiro, RJ, Brazil
e-mail: peixoto@impa.br
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2 M.M. Peixoto

5. Inspired by the Mostow Rigidity Theorem, F. Kwakkel in his Groningen the-
sis [8] introduced, essentially, the concept of Focal Rigidity opening up what is
likely to be a fruitful field of research.

1.2 Ordinary Differential Equations

Our starting point is the 2-point boundary value problem for a second order ordinary
differential equation

Rx D f .t; x; Px/ x.t1/ D x1; x.t2/ D x2; t; x; Px 2 R: (1.1)

This is the simplest and oldest of all boundary value problems introduced by Euler
in his work on the foundations of the calculus of variations in the eighteenth century.
There is a vast literature on this problem, mostly in the context of applied mathe-
matics and functional analysis. Here we are primarily interested in the number of
solutions of the problem (1.1). Let R4.t1; x1; t2; x2/ D R2.t1; x1/�R2.t2; x2/ be the
totality of pairs of points of the .t; x/ plane and to each point .t1; x1; t2; x2/ 2 R4

associate its index i.t1; x1; t2; x2/ the number of solutions of the problem (1.1),
a non negative number or1. So the possible values of i are 0; 1; 2; : : : ;1. When
t1 D t2, the index i is defined to be 0, if x1 ¤ x2, and1, if x1 D x2. Call

P
i � R4

the set of points to which the index i has been assigned. Then

R4 D ˙0 [˙1 [ : : : [˙1 (1.2)

and (1.2) is called Focal Decomposition associated to the 2-point problem (1.1).
Clearly the sets

P
i are disjoint. Fixing the point .t1; x1/ and calling

�i D ˙i \ f.t1; x1/g � R2.t2; x2/

we get
R2 D �0 [ �1 [ : : : [ �1 (1.3)

with the �i disjoint sets. Then (1.3) is called the Focal Decomposition relative to
the 2-point boundary value problem (1.1) with base point .t1; x1/. This is called the
restricted problem with base point .t1; x1/. So far there is no indication whatsoever
of what the sets �i and

P
i might be, and how they decompose R2 or R4. Consider

the case of the restricted problem (1.3). The equation

Rx D f .t; x; Px/

can be written
Pt D 1; Px D u; Pu D f .t; x; u/ (1.4)

the base point being .t1; x1/. Call F the foliation of R3.t; x; u/ defined by the
trajectories of (1.4).
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Definition 1.1. The star of the base point .t1; x1/, ˝.t1; x1/ is the union of all the
leaves F .t1; x1; u/, �1 < u <1.

Now consider the projection Y
W R3 ! R2 (1.5)

defined by
Q
.t; x; u/ D .t; x/. It is straightforward that

.t2; x2/ 2 �i , card

��Y
j˝
��1

.t2; x2/

�

D i:

This shows then that the whole focal decomposition (1.3) can be obtained by apply-
ing the projection

Q
on the star. Thanks to a theorem by Hironaka [5], pp. 40–43,

we have the

Theorem 1.1 (Existence Theorem (Peixoto - Thom)). If f in (1.1) is analytic,

�Y
j˝
�
.t1; x1/

is proper on R2nı, where ı D f.t; x/jt D t1g then there exists an analytical Whitney
stratification of R2 n ı such that each �i n ı is the locally finite union of strata of this
stratification.

For a proof of the above see [13]. For a more general situation see [12].

1.2.1 Focal Decomposition of the Pendulum Equation

The pendulum equation Rx C sin x D 0 can be formally integrated by Jacobi elliptic
functions so that we have the equation of the star at the origin, ˝.0; 0/. To begin
with we determine the focal decomposition restricted to the t-axis, which follows
from the very definitions of the Jacobian elliptic functions involved. Local sections
of˝.0; 0/ by the planes t D ˙�;˙2�;˙3�; : : : give local sections which are then
glued together and projected on the plane u D 0 producing the focal decomposition
below. See [13] for the justification of Fig. 1.1.

1.3 Semiclassical Quantization and the Pendulum Equation

Consider a second order equation (1.6) which is the Euler equation of a certain
action integral

S D
Z P2

P1

L.t; x; Px/dt; d

dt

�
@L

@ Px
�

� @L
@x
D 0: (1.6)
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Fig. 1.1 Focal decomposition of the pendulum

Then there is a well defined mathematical operation called the quantization of (1.6)
which corresponds to find a certain number of eigenfunctions and the corresponding
eigenvalues. One of the more accepted method of quantization is Feynman path
integral method. In this method a crucial step is the calculation of a certain amplitude
(angle, real number) called the propagator K.P1; P2/ relative to a pair of points
P1.t1; x1/ and P2.t2; x2/. By Feynman method the calculation of K.P1; P2/ is a
complicated thing: you consider all continuous curves joining P1 to P2. On each
such curve one does some operation the result which is some kind of “infinitesimal”
dK . Integrating over all continuous curves we get the propagator K . Of course
this may be in some cases a good numerical procedure, without a mathematical
justification, far from it. Suppose now that we are dealing with the semiclassical
quantization. This is the case where the data of the problem such as length, mass,
time, etc are such that the action S in (1.6) makes S n Nh very big. Most important,
in the semiclassical case Feynman–Hibbs [4], p. 29, show that in the calculation of
the propagatorK.P1; P2/ we need to consider only the curves which are solutions
of the Euler equation. Now given a differential equation of the second order such as
(1.6) and two points P1 and P2 the problem of knowing the number of solutions of
this equation passing through P1 to P2 is exactly what the focal decomposition is
about. True the focal decomposition gives just the number of solutions. But this is
just the first step which helps getting the actual solutions through P1 to P2. All this
points out to the interest of doing the semiclassical quantization of the pendulum
equation. With this and some related problems in mind I joined the physicist C.A.A.
de Carvalho and the mathematicians D. Pinheiro and A. A. Pinto. The first paper of
a projected series has been accepted for publication [3], another was submitted to a
journal.
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1.4 Focal Decomposition on Riemannian Manifolds

Let .M; g/ be a complete smooth Riemannian manifold with metric g, p 2 M

and TpM the tangent plane at p. Since M is complete the exponential map expp W
TpM ! M is defined everywhere on TpM . Recall that for a vector v 2 TpM ,
expp v is obtained by considering the geodesic passing through p, tangent to v, and
mark on it the length jjvjj obtaining the point expp v on that geodesic. Now define
the index I.v/ as the cardinality of all vector w 2 TpM with the same length and
same exponential as v

I.v/ D cardfw 2 TpM j jjwjj D jjvjj and expp w D expp vg:

To every point p 2 M we call �i .p/ the totality of the vectors v 2 TpM with index
i D I.v/. Since every vector of TpM belongs to one and only one of the �i .p/, we
have

Tp.M/ D
[

i

�i .p/ (1.7)

and (1.7) is called the focal decomposition of TpM . The tangent bundle has a
corresponding focal decomposition

TM D
[

i

˙i (1.8)

where
˙i D

[

p2M
�i .p/: (1.9)

All this for the given Riemannian metric g on M: The expression in (1.8) is called
the focal decomposition of the tangent bundle. It is clear that the focal decomposi-
tion of TM depends only on the metric g. It is also a global concept, all geodesics
passing through p have a role in the construction of the sets �i and all geodesics of
M have a role in the construction of the sets

P
i .

Theorem 1.2 (Existence Theorem). If M is analytic then there is an analytical
Whitney stratification of TM such that each

P
i is the locally finite union of strata

of this stratification.

Similarly for the restricted problem with base point p 2M : there is an analytical
Whitney stratification of TpM such that each �i .p/ is the locally finite union of
strata of this stratification. See [6]. In the case of ordinary differential equations
the stratification is a consequence of analyticity plus a properness condition. In the
case of a complete Riemannian manifold M , analyticity is enough to imply the
stratification. As in the case of o.d.e. no �i or

P
i can be too complicated, say a

Cantor set. In any case the natural place to study focal decomposition is a complete
real analytical Riemannian manifold. Relating to the variation of the metric, we have
in [7] the genericity theorems
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Theorem 1.3 (Pointwise Index Theorem). Given a point p on a manifoldM with
dimensionm, the generic metric g has no more thanmC1 geodesics of equal length
joining p to some point q 2 M .

Theorem 1.4 (Uniform Index Theorem). The generic metric of a compact mani-
fold M of dimensionm has no more than 2mC 2 geodesics of equal length joining
distinct points of M .

A final comment about focal decomposition on a Riemannian manifold is that as
a consequence of the angle lemma in [6] we get that in the focal decomposition of
TpM , (1.7), only �1 has non empty interior, i.e. contains some open set of TpM . So
�1 has full measure. This is in complete disagreement with Fig. 1.1 corresponding
to the focal decomposition of the pendulum equation. There �i has positive measure
if and only if i is odd. The theories are different.

1.4.1 Focal Decomposition on the Flat Torus

Consider the flat torus T 2 D R2=Z2 with the usual metric determined by the
quadratic form x2 C y2. The exponential map coincides with the covering map
in which the coordinates .x; y/ are reduced mod 1. Take .0; 0/ as the base point. To
determine the index I.x; y/ of p D .x; y/ on the tangent space Tp, draw a circle
centred at .0; 0/ and then I.x; y/ equals the cardinality of the pair of integers .m; n/
such that

x2 C y2 D .x Cm/2 C .y C n/2: (1.10)

If .x; y/ 2 Z2 then I.x; y/ is exactly the number of integer solutions of the equation

X2 C Y 2 D N; N D x2 C y2; (1.11)

then I.x; y/ D R.N/ and there is a formula of Gauss expressing R.N/ in terms of
the factorization of N in prime factors. If .x; y/ 62 Z2 then the determination of the
index I.x; y/ becomes more interesting. In fact we invert the problem, assuming
that we know .m; n/ and want .x; y/. Then (1.10) is

2mx C 2ny Cm2 C n2 D 0: (1.12)

But this is the equation of the perpendicular bisector of the lattice point .�m;�n/
call it L.m; n/. Now we have proved the

Proposition 1.1. The index I.x; y/ equals 1 plus the number of lines L.m; n/ that
pass through the point .x; y/. The 1 corresponds to the fact that m D 0, n D 0

defines no line L.m; n/.

The family of linesL.m; n/, L , (Fig. 1.2) determines the focal decomposition asso-
ciated to the quadratic form x2 C y2. So for N real and positive, consider the circle
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Fig. 1.2 Lines L.m; n/

x2 C y2 D N and let P be one of its points. Then the number of lines L.m; n/
passing through P is exactly the index i for which P 2 �i . In this sense the focal
decomposition incorporates an extension of all Diophantine equations

x2 C y2 D N (1.13)

for every N and to the whole plane. And one may well say that the index I.a; b/
defined for everyN is an extension to the whole R2.x; y/ of the arithmetic function
R defined above only for the natural integers.

1.4.2 The Landau–Ramanujan Function

All that was said above about the positive definite quadratic form x2 C y2 can be
translated in a straightforward and appropriate way to any other positive definite
quadratic form

ax2 C 2bxy C cy2; a; b; c 2 Z: (1.14)
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Going back to the original form x2 C y2, Figure 1.2 is just the totality of all lines
L.m; n/. Now every lineL.m; n/, by definition, is tangent to the circle centred at the
origin and passing through the point .�m=2;�n=2/. So it is natural to “organize”
the lines L.m; n/ by the circles to which they are tangent. This is motivation to the
following

Definition 1.2. Consider (1.13), x2 C y2 D N , and call R.N/ the number of its
integer solutions. The Landau–Ramanujan function associated to it is defined by

L.N/ D cardf0 < v � N jR.v/ ¤ 0g

R.v/ ¤ 0 means that v is the sum of 2 squares v D x2 C y2. Then

Theorem 1.5. R.N/ < 2L.4N/

The proof of this is quite simple. The 4N comes from the fact that if L.m; n/ is
tangent to x2 C y2 D N , we have m2 C n2 D 4N . But the most important fact
is that if instead of x2 C y2 D N we had ax2 C 2bxy C cy2 D N , the above
theorem remains true. The above on the Landau–Ramanujan function is contained
on a forthcoming joint work with C. Pugh.

1.5 The Brillouin Zones

The Brillouin zones is a way of organizing the complement of the lines L.m; n/
on the plane. Each connected component C of this complement receives an integer
number as follows. Join the origin to a point of C by a straight line and count the
number i of the lines L.m; n/ that this segment meets. All the sets C that have
received the same number i constitute the i th zone of Brillouin. See Fig. 1.3.

1.6 Other Works on Focal Decomposition

In [1, 2] and [15] the authors study focal decomposition of linear second order dif-
ferential equations in Rn. In [1], to such differential equation one can associate a
sequence of eigenvalues of the linear operator called the resonance sequence. It is
shown that two such differential equations are focally equivalent, in the natural topo-
logical sense, if and only if the two equations generate the same resonance sequence.
In [9] we consider the pair of Diophantine equations

Ax2 C Cy2 D N (i)

ACx2 C y2 D N (ii)
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Fig. 1.3 Brillouin zones

with A, C odd, square free, A � C .mod 4/. If R.N/ is the number of solutions of
(i), r.N / is the number of primitive solutions of (ii) and � D 4AC , then we have
the convolution formula

R.N/2 D 1

2

X

d j�N
r.d/R

�
�N

d

�

: (1.15)

In [14] the same formula is obtained with different conditions on A and C.
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Chapter 2
Anosov and Circle Diffeomorphisms

João P. Almeida, Albert M. Fisher, Alberto A. Pinto, and David A. Rand

Abstract We present an infinite dimensional space of C 1C smooth conjugacy
classes of circle diffeomorphisms that are C 1C fixed points of renormalization. We
exhibit a one-to-one correspondence between these C 1C fixed points of renormal-
ization and C 1C conjugacy classes of Anosov diffeomorphisms.

2.1 Introduction

The link between Anosov diffeomorphisms and diffeomorphisms of the circle is
due to D. Sullivan and E. Ghys through the observation that the holonomies of
Anosov diffeomorphisms give rise to C 1C circle diffeomorphisms that are C 1C

J.P. Almeida (B)
LIAAD-INESC Porto LA, Porto, Portugal
and
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fixed points of renormalization (see also [2]). A. Pinto and D. Rand [23] proved
that this observation gives one-to-one correspondence between the corresponding
smooth conjugacy classes. After the works of Thurston [41] and Williams [43], a key
object in this link is the smooth horocycle equipped with a hyperbolic Markov map.

2.2 Circle Difeomorphisms

Fix a natural number a 2 N and let S be a counterclockwise oriented circle home-
omorphic to the circle S1 D R=.1C �/Z, where � D .�a C pa2 C 4/=2 D
1=.a C 1=.a C � � � //. We note that if a D 1 then � is the inverse of the golden
number .1Cp5/=2. A key feature of � is that it satisfies the relation a� C �2 D 1.

An arc in S is the image of a non trivial interval I in R by a homeomorphism
˛ W I ! S. If I is closed (resp. open) we say that ˛.I / is a closed (resp. open) arc
in S. We denote by .a; b/ (resp. Œa; b�) the positively oriented open (resp. closed)
arc in S starting at the point a 2 S and ending at the point b 2 S. A C 1C atlas A
of S is a set of charts such that (i) every small arc of S is contained in the domain of
some chart in A , and (ii) the overlap maps are C 1C˛ compatible, for some ˛ > 0.

A C 1C circle diffeomorphism is a triple .g;S;A / where g W S ! S is a C 1C˛
diffeomorphism, with respect to the C 1C˛ atlas A , for some ˛ > 0, and g is quasi-
symmetric conjugate to the rigid rotation r� W S1 ! S1, with rotation number equal
to �=.1C�/. We denote by F the set of all C 1C circle diffeomorphisms .g;S;A /,
with respect to a C 1C atlas A in S.

In order to simplify the notation, we will denote the C 1C circle diffeomorphism
.g;S;A / only by g.

2.2.1 The Horocycle and Renormalization

Let us mark a point in S that we will denote by 0 2 S, from now on. Let S0 D
Œ0; g.0/� be the oriented closed arc in S, with endpoints 0 and g.0/. For k D 0; : : : ; a
let Sk D

�
gk.0/; gkC1.0/

	
be the oriented closed arc in S, with endpoints gk.0/

and gkC1.0/ and such that Sk \ Sk�1 D fgk.0/g. Let SaC1 D
�
gaC1.0/; 0

	
be the

oriented closed arc in S, with endpoints gaC1.0/ and 0. We introduce an equiva-
lence relation 	 in S by identifying the a C 1 points g.0/; : : : ; gaC1.0/ and form
the topological space H.S; g/ D S= 	 with the orientation induced by S . We
call this oriented topological space the horocycle (see Fig. 2.1) and we denote it by
H D H.S; g/. We consider the quotient topology in H . Let �g W S ! H be the
natural projection. The point � D �g.g.0// D � � � D �g .gaC1.0// 2 H is called the
junction of the horocycle H . For every k 2 f0; : : : ; ag, let SH

k
D SH

k
.S; g/ � H

be the projection by �g of the closed arc Sk . Let RS D SH0 [ SHaC1 be the renor-
malized circle. The horocycle H is the union of the renormalized circle RS with
the circles SH

k
for every k 2 f1; : : : ; ag. A parametrization in H is the image of a

non trivial interval I in R by a homeomorphism ˛ W I ! H . If I is closed (resp.
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Fig. 2.1 The horocycle H and the renormalization Rg for the case a D 2. The junction � of the
horocycle is equal to � D �g.g.0// D �g.g

2.0// D �g.g
3.0//

open) we say that ˛.I / is a closed (resp. open) arc inH . A chart inH is the inverse
of a parametrization. A topological atlas B on the horocycle H is a set of charts
f.j; J /g, on the horocycle, with the property that every small arc is contained in the
domain of a chart in B, i.e. for any open arc K in H and any x 2 K there exists a
chart f.j; J /g 2 B such that J \K is a non trivial open arc in H and x 2 J \K .
A C 1C atlas B in H is a topological atlas B such that the overlap maps are C 1C˛
and have C 1C˛ uniformly bounded norms, for some ˛ > 0.

Let A be a C 1C atlas in S for which g is C 1C. We are going to construct a C 1C
atlas A H in the horocycle that is the extended pushforward A H D 
�g

�
� A of the

atlas A in S.
If x 2 Hnf�g then there exists a sufficiently small open arc J inH , containing x,

such that ��1
g .J / is contained in the domain of some chart .I; i/ in A . In this case,

we define .J; i ı��1
g / as a chart in A H . If x D � and J is a small arc containing �,

then either (i) ��1
g .J / is an arc in S or (ii) ��1

g .J / is a disconnected set that consists
of a union of two connected components. In case (i), ��1

g .J / is connected and we
define



J; i ı ��1

g

�
as a chart in A H . In case (ii), ��1

g .J / is a disconnected set that

is the union of two connected arcs JL
k

and JR
l

of the form JR
l
D Œgl .0/; d / and

JL
k
D .c; gk.0/�, respectively, for some k; l 2 f0; : : : ; a C 1g with k ¤ l (see

Fig. 2.2). Let .I; i/ 2 A be a chart such that I 
 .c; d /. We define j W J ! R as
follows,

j.x/ D
(

i ı ��1
g .x/; if x 2 �g .Œgl .0/; d //

i ı gl�k ı ��1
g .x/; if x 2 �g ..c; gk.0/�/ :

We call the atlas determined by these charts, the extended pushforward atlas of A
and, by abuse of notation, we will denote it by A H D 
�g

�
� A .

Let g D .g;S;A / be a C 1C circle diffeomorphism with respect to a C 1C
atlas A in S. Let RA be the restriction A jRS, of the C 1C atlas A to RS. The
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Fig. 2.2 The chart j W J ! R in case (ii)

renormalization of g D .g;S;A / is the triple .Rg;RS; RA /, where (i) RS has the
reversed orientation of the horocycleH ; and (ii) Rg W RS! RS is the continuous
map given by

Rg.x/ D
8
<

:

�g ı gaC1 ı ��1
g .x/ if x 2 SH0 nf�g

�g ı g ı ��1
g .x/ if x 2 SHaC1nf�g

�g ı gaC1.x/ if x 2 f�g
:

For simplicity of notation, we will denote the renormalization .Rg;RS; RA / of
a C 1C circle diffeomorphism only by Rg.

We recall that F denotes the set of all C 1C circle diffeomorphisms .g;S;A /

with respect to a C 1C atlas A in S.

Lemma 2.1. The renormalization Rg of a C 1C circle diffeomorphism g 2 F is
a C 1C circle diffeomorphism, i.e. the map R W F ! F given by R.g/ D Rg is
well defined. In particular, the renormalizationRr� of the rigid rotation is the rigid
rotation r� .

The proof of Lemma 2.1 is in [23].
The marked point 0 2 S determines the marked point 0 in the circle RS. Since

Rg is homeomorphic to a rigid rotation, there exists h W S ! RS, with h.0/ D 0,
such that h conjugates g with Rg.

Definition 2.1. We call g a C 1C fixed point of renormalization if h W S ! RS is
C 1C. We will denote by R the set of all C 1C circle diffeomorphisms g 2 F that
are C 1C fixed points of renormalization.
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Fig. 2.3 The Markov map
Mr� with respect to the atlas
A H
iso

We note that the rigid rotation r� , with respect to the atlas Aiso, whose charts
are isometries with respect to the usual norm in S, is an affine fixed point of
renormalization. Hence r� 2 R.

2.2.2 Markov Maps

Let g D .g;S;A / be a C 1C circle diffeomorphism, with respect to a C 1C atlas A ,
and let H D H.S; g/ be the horocycle determined by the C 1C circle diffeomor-
phism. Let A H be the atlas in the horocycle H , that is the extended pushforward
of the atlas A . Let �g W S ! H be the natural projection. Let h W S ! RS be the
homeomorphism that conjugates g and Rg sending the marked point 0 of S in the
marked point 0 of RS.

Definition 2.2. The Markov map Mg , associated to the C 1C˛ circle diffeomor-
phism g 2 F , is the map Mg W H ! H defined by

Mg.x/ D
�
�g ı h�1.x/ if x 2 RS
�g ı h�1 ı �g ı gk ı ��1

g .x/ if x 2 SH
k
; for k D 1; : : : ; a :

We observe that, in particular, the rigid Markov map Mr� is an affine map with
respect to the atlas A H

iso. Noting thatMg.�g ıgkC2.0// D �g ıg2.0/, for every k 2
f0; : : : ; aC 1g, we representMg in Figure 2.3. We observe that the identification in
H of �g ıg.0/with �g ıg2.0/makes the Markov mapMg a local homeomorphism.

Lemma 2.2. Let g be a C 1C circle diffeomorphism. The Markov map Mg associ-
ated to g is a C 1C local diffeomorphism with respect to the atlas A H D 


�g
�

� A

if, and only if, the diffeomorphism g is a C 1C fixed point of renormalization.

The proof of Lemma 2.2 is in [23].
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2.3 Anosov Diffeomorphisms

Fix a positive integer a 2 N and consider the Anosov automorphism Ga W T ! T
given byGa.x; y/ D .axCy; x/, where T is equal to R2=.vZ�wZ/with v D .�; 1/
and w D .�1; �/. Let � W R2 ! T be the natural projection. Let A0 and B0 be
the rectangles Œ0; 1� � Œ0; 1� and Œ��; 0� � Œ0; �� respectively. A Markov partition
MGa

of Ga is given by A D �.A0/ and B D �.B0/ (see Fig. 2.4). The unstable
manifolds of Ga are the projection by � of the vertical lines in the plane, and the
stable manifolds of Ga are the projection by � of the horizontal lines in the plane.

A C 1C Anosov diffeomorphism G W T ! T is a C 1C˛ diffeomorphism, with
˛ > 0, such that (i) G is topologically conjugate to Ga; (ii) the tangent bundle has a
C 1C˛ uniformly hyperbolic splitting into a stable direction and an unstable direction
(see [40]). We denote by G the set of all such C 1C Anosov diffeomorphisms with
an invariant measure absolutely continuous with respect to the Lebesgue measure.

If h is the topological conjugacy between Ga and G, then a Markov partition
MG of G is given by h.A/ and h.B/. Let d D d� be the distance on the torus T ,
determined by a Riemannian metric �. We define the map G� D G if 	 D u, or
G� D G�1 if 	 D s. For 	 2 fs; ug and x 2 T , we denote the local 	-manifolds
through x by

W �.x; "/ D fy 2 T W d.G�n
� .x/;G�n

� .y// � "; for all n � 0g :

By the Stable Manifold Theorem (see [40]), these sets are respectively contained in
the stable and unstable immersed manifolds

Fig. 2.4 The Anosov automorphism G2 W T ! T
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W �.x/ D
[

n�0
Gn�



W �



G�n
� .x/; "0

��

which are the image of C 1C˛ immersions 
�;x W R ! T , for some 0 < ˛ � 1

and some small "0 > 0. An open (resp. closed) 	-leaf segment I is defined as a
subset of W �.x/ of the form 
�;x.I1/ where I1 is an open (resp. closed) subinterval
(non-empty) in R. An 	-leaf segment is either an open or closed 	-leaf segment. The
endpoints of an 	-leaf segment I D 
�;x.I1/ are the points 
�;x.u/ and 
�;x.v/ where
u and v are the endpoints of I1. The interior of an 	-leaf segment I is the complement
of its boundary. A map c W I ! R is an 	-leaf chart of an 	-leaf segment I if c is a
homeomorphism onto its image.

2.3.1 Spanning Leaf Segments

One can find a small enough "0 > 0, such that for every 0 < " < "0 there is
ı D ı."/ > 0 with the property that, for all points w; z 2 T with d.w; z/ < ı,
W u.w; "/ and W s.z; "/ intersect in a unique point that we denote by

Œw; z� D W u.w; "/ \W s.z; �/:

A rectangle R is a subset of T which is (i) closed under the bracket, i.e. x; y 2
R ) Œx; y� 2 R, and (ii) proper, i.e. it is the closure of its interior in T . If `u and
`s are respectively unstable and stable closed leaf segments intersecting in a single
point then we denote by Œ`u; `s � the set consisting of all points of the form Œw; z�
with w 2 `u and z 2 `s. We note that Œ`u; `s� is a rectangle. Conversely, given a
rectangle R, for each x 2 R there are closed unstable and stable leaf segments of
T , `u.x;R/ � W u.x/ and `s.x;R/ � W s.x/ such that R D Œ`u.x;R/; `s.x;R/�.
The leaf segments `u.x;R/ and `s.x;R/ are called, respectively, unstable and stable
spanning leaf segments.

Fig. 2.5 A basic stable
holonomy
� W `s.x; R/ ! `s.z; R/
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2.3.2 Basic Holonomies

Suppose that x and z are two points inside any rectangle R of T . Let `s.x;R/ and
`s.z; R/ be two stable spanning leaf segments ofR containing, respectively, x and z.
We define the map � W `s.x;R/ ! `s.z; R/ by �.w/ D Œw; z� (see Fig. 2.5). Such
maps are called the basic stable holonomies. They generate the pseudo-group of all
stable holonomies. Similarly, we can define the basic unstable holonomies.

2.3.3 Lamination Atlas

The stable lamination atlas L s D L s.G; �/, determined by a Riemannian
metric �, is the set of all maps e W I ! R, where e is an isometry between
the induced Riemannian metric on the stable leaf segment I and the Euclidean
metric on the reals. We call the maps e 2 L s the stable lamination charts. Simi-
larly, we can define the unstable lamination atlas L u D L u.G; �/. By Theorem
2.1 in [28], the basic unstable and stable holonomies are C 1C with respect to the
lamination atlas L s .

2.3.4 Circle Diffeomorphisms

Let G be a C 1C Anosov diffeomorphism topologically conjugate to the Anosov
automorphism Ga by the homeomorphism h. For each Markov rectangle R, let tsR
be the set of all unstable spanning leaf segments of R. Thus, by the local product
structure, one can identify tsR with any stable spanning leaf segment `s.x;R/ of R.
We form the space SG by taking the disjoint union ts

h.A/

F
ts
h.B/, where h.A/ and

h.B/ are the Markov rectangles of the Markov partition MG , and identifying two
points I 2 tsR and J 2 ts

R0 if (i) R ¤ R0, (ii) the unstable leaf segments I and J are
unstable boundaries of Markov rectangles, and (iii) int.I \ J / ¤ ;. Topologically,
the space SG is a counterclockwise oriented circle. Let �SG

WFR2MG
R! SG be

the natural projection sending x 2 R to the point `u.x;R/ in SG .
Let IS be an arc of SG and I a leaf segment such that �SG

.I / D IS. The chart
i W I ! R in L D L s.G; �/ determines a circle chart iS W IS ! R for IS

given by iS ı �SG
D i . We denote by AG D A .G; �/ the set of all circle charts iS

determined by charts i in L D L s.G; �/. Given any circle charts iS W IS ! R and
jS W JS ! R, the overlap map jS ı i�1S W iS.IS \ JS/ ! jS.IS \ JS/ is equal to
jS ı i�1S D j ı � ı i�1, where i D iS ı �SG

W I ! R and j D jS ı �SG
W J ! R

are charts in L , and

� W i�1.iS.IS \ JS//! j�1.jS.IS \ JS//

is a basic stable holonomy. By Theorem 2.1 in [28], there exists ˛ > 0 such that, for
all circle charts iS and jS in AG , the overlap maps jS ı i�1S D j ı � ı i�1 are C 1C˛
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Fig. 2.6 The arc rotation map gG D Q�G W �SG .I / ! �SG .J /. We note that S D �SG .I / D
�SG .J / and `.x/ D �SG .x/ is the unstable spanning leaf segment containing x

diffeomorphisms with a uniform bound in the C 1C˛ norm. Hence, AG D A .G; �/

is a C 1C atlas.
Suppose that I and J are stable leaf segments and � W I ! J is a holon-

omy map such that, for every x 2 I , the unstable leaf segments with endpoints
x and �.x/ cross once, and only once, a stable boundary of a Markov rectan-
gle. We define the arc rotation map Q�G W �SG

.I / ! �SG
.J /, associated to � ,

by Q�G.�SG
.x// D �SG

.�.x// (see Fig. 2.6). By Theorem 2.1 in [28] there exists
˛ > 0 such that the holonomy � W I ! J is a C 1C˛ diffeomorphism, with respect
to the C 1C lamination atlas L s.G; �/. Hence, the arc rotation maps Q�G are C 1C
diffeomorphisms, with respect to the C 1C atlas A .G; �/.

Lemma 2.3. There is a well-definedC 1C circle diffeomorphism gG , with respect to
the C 1C atlas AG D A .G; �/, such that gG j�SG

.I / D Q�G , for every arc rotation
map Q�G . In particular, ifGa is the Anosov automorphism, then gGa

is the rigid rota-
tion r� , with respect to the isometric atlas Aiso D A .Ga; E/, whereE corresponds
to the Euclidean metric in the plane.

The proof of Lemma 2.3 is in [23].
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2.3.5 Train-Tracks and Markov Maps

Roughly speaking, train-tracks are the optimal leaf-quotient spaces on which the
stable and unstable Markov maps induced by the action of G on leaf segments are
local homeomorphisms.

Let G be a C 1C Anosov diffeomorphism topologically conjugate to Ga by a
homeomorpishm h. We recall that, for each Markov rectangle R, tsR denotes the set
of all unstable spanning leaf segments of R and, by the local product structure, one
can identify tsR with any stable spanning leaf segment `s.x;R/ of R. We form the
space TG by taking the disjoint union ts

h.A/

F
ts
h.B/, where h.A/ and h.B/ are the

Markov rectangles of the Markov partition MG and identifying two points I 2 tsR
and J 2 ts

R0 if (i) the unstable leaf segments I and J are unstable boundaries of
Markov rectangles and (ii) int.I\J / D ;. This space is called the stable train-track
and it is denoted by TG .

Let �TG
W FR2MG

R ! TG be the natural projection sending the point x 2 R
to the point `u.x;R/ in TG . A topologically regular point I in TG is a point with a
unique preimage under�TG

(i.e. the preimage of I is not a union of distinct unstable
boundaries of Markov rectangles). If a point has more than one preimage by �TG

,
then we call it a junction. Hence, there is only one junction.

A chart i W I ! R in L D L s.G; �/ determines a train-track chart iT W
IT ! R for IT given by iT ı �TG

D i . We denote by A TG D A TG .G; �/ the
set of all train-track charts iT determined by charts i in L D L s.G; �/. Given
any train-track charts iT W IT ! R and jT W JT ! R in A TG , the overlap map
jT ı i�1T W iT .IT \ JT /! jT .IT \ JT / is equal to jT ı i�1T D j ı � ı i�1, where
i D iT ı �TG

W I ! R and j D jT ı �TG
W J ! R are charts in L , and

� W i�1.iT .IT \ JT //! j�1.jT .IT \ JT //

is a basic stable holonomy. By Theorem 2.1 in [28] there exists ˛ > 0 such that,
for all train-track charts iT and jT in A TG .G; �/, the overlap maps jT ı i�1T D
j ı � ı i�1 have C 1C˛ diffeomorphic extensions with a uniform bound in the C 1C˛
norm. Hence, A TG .G; �/ is a C 1C˛ atlas in TG .

The (stable) Markov mapMG W TG ! TG is the mapping induced by the action
of G on unstable spanning leaf segments, that it is defined as follows: if I 2 TG ,
MG.I / D �TG

.G.I // is the unstable spanning leaf segment containingG.I/. This
map MG is a local homeomorphism because G sends short stable leaf segments
homeomorphically onto short stable leaf segments.

A stable leaf primary cylinder of a Markov rectangle R is a stable spanning leaf
segment ofR. For n � 1, a stable leaf n-cylinder ofR is a stable leaf segment I such
that (i) GnI is a stable leaf primary cylinder of a Markov rectangle R0.I / 2 MG ;
(ii) Gn .`u.x;R// � R0.I / for every x 2 I , where `u.x;R/ is an unstable spanning
leaf segment ofR. For n � 1, an n-cylinder is the projection into TG of a stable leaf
n-cylinder segment. Thus, each Markov rectangle in T projects in a unique primary
stable leaf segment in TG .
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Given a topological chart .e; U / on the train-track TG and a train-track
segment C � U , we denote by jC je the length of e.C /. We say that MG has
bounded geometry in a C 1C atlas A , if there is 
1 > 0 such that, for every
n-cylinder C1 and n-cylinder C2 with a common endpoint with C1, we have

�1
1 < jC1je=jC2je < 
1, where the lengths are measured in any chart .e; U / of

the atlas such that C1 [ C2 � U . We note that MG has bounded geometry, with
respect to a C 1C atlas A , if, and only if, there are 
2 > 0 and 0 <  < 1 such that
jC je � 
2n, for every n-cylinder and every e 2 B.

By Sect. 4.3 in Pinto-Rand [26], we obtain that MG is C 1C and has bounded
geometry in A TG .G; �/. In [23] it is proved that MG corresponds to the Markov
map MgG

(see Definition 2.2). Hence, gG is a C 1C fixed point of renormalization.

Theorem 2.1. The map G ! gG induces a one-to-one correspondence between
C 1C conjugacy classes of Anosov diffeomorphisms, with an invariant measure
absolutely continuous with respect to the Lebesgue measure, and C 1C conjugacy
classes of circle diffeomorphisms that are fixed points of renormalization.

The proof of Theorem 2.1 is in [23].
Since the eigenvalues of G are invariants of its smooth conjugacy class, there is

an infinite dimensional space of C 1C conjugacy classes for circle diffeomorphisms
gG that are invariant under renormalization. Our result contrasts with the theory of
Arnol’d, Herman and Yoccoz [1, 11, 44] that proves the uniqueness of the smooth
conjugacy class of circle diffeomorphisms with bounded rotation number and with
a degree of smoothness higher than 2.
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Chapter 3
Evolutionarily Stable Strategies and Replicator
Dynamics in Asymmetric Two-Population
Games

Elvio Accinelli and Edgar J. Sánchez Carrera

Abstract We analyze the main dynamical properties of the evolutionarily sta-
ble strategy (E S S ) for asymmetric two-population games of finite size and its
corresponding replicator dynamics. We introduce a definition of E S S for two-
population asymmetric games and a method of symmetrizing such an asymmetric
game. We show that every strategy profile of the asymmetric game corresponds to a
strategy in the symmetric game, and that every Nash equilibrium (N E ) of the asym-
metric game corresponds to a (symmetric) N E of the symmetric version game. We
study the (standard) replicator dynamics for the asymmetric game and we define the
corresponding (non-standard) dynamics of the symmetric game. We claim that the
relationship between N E , E S S and the stationary states (S S ) of the dynamical
system for the asymmetric game can be studied by analyzing the dynamics of the
symmetric game.

3.1 Introduction

Evolutionary dynamics originally appeared in biology and then started to be used in
economics. Evolutionary stability, introduced by Maynard Smith and Price [10], is a
criterion for the robustness of an incumbent strategy against the entry of individuals
or mutants using a different strategy. The framework considered is a conflict within
a homogenous population. This game is symmetric since all players have the same
strategy set and the payoff for a given strategy depends only on the strategies being
played and not on who is playing them.
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Nevertheless, many economic applications come from multi-population rather
than single-population dynamics on asymmetric environments. So, in most applica-
tions, the game is not symmetric and involves at least two players with different
strategies and each player’s role is represented by a different population. In the
spirit of Nash’s [12] “mass action interpretation”, each type of player is drawn
from his or her “player-role population”. For instance, the players may play the
role of buyers or sellers, incumbents or entrants in oligopolistic markets, workers
or firms, or the social relationships between migrants and residents; all of them
with non-homogeneous behaviors on the state of the economy and different attitudes
towards – and perceptions about – development efforts or environmental quality of
the state of the economy and so forth.

Recall that, from the framework of symmetric games, there is a seminal refine-
ment of the Nash equilibrium (N E ) concept that is the notion of Evolutionarily Sta-
ble Strategy (E S S ) (see Maynard Smith and Price [10] and Maynard Smith [11]).
We known that every ESS is robust against mutant strategies from the postentry pop-
ulation (so-called equilibrium entrants), and asymptotically stable steady state of
the associated replicator dynamics. The relationship between N E , E S S and the
steady states (S S ) of the replicator dynamics are well known (see Weibull [18]).

In this paper, we consider the evolution of two populations facing a conflictive
situation modeled by an asymmetric normal form game. The main purpose of this
work is to analyze the evolution and stability of the behaviors of the populations,
involved in asymmetric games. Our approach is to symmetrize the asymmetric game
because it give us the possibility to characterize the E S S , using the well known
properties of these strategies for the case of symmetric games. We introduce an
approach to symmetrize a game that differs from the usual ones of symmetrizing a
bimatrix game (see Hofbauer and Sigmund [9] and Cressman [6]).

We extend the concept of E S S for asymmetric two-population games, follow-
ing the definition of Selten [16] and Samuelson [14], but in those papers it was not
analyzed the evolutionary dynamics of such a population. We exhibit connections
between E S S , N E and S S for these two dynamics. Close to our argument is
the one by Fishman [8], nevertheless our approach is quite different while we do
not allow for invader’s frequencies – the fundamental approach (invasion dynamics
analysis, IDA) used in that paper is due to Cressman [4, 5] – we benefit by gaining
a through familiarity with IDA. In particular, we consider the necessity of requir-
ing independence in the invader’s frequencies that precludes “symmetrization”. By
symmetrizing the game, we get the advantage of generalizing the standard definition
of E S S and its relationship with the stability of the dynamical equilibria of the
replicator dynamics and with the strategic stability for asymmetric games. We note
that, much of the topic of this paper can be generalized for cases of finite .n > 2/
asymmetric populations. However, to simplify the notation, we shall consider the
case of two asymmetric populations.

Following this approach it is straightforward to see that a strategic profile is an
E S S if and only if it is a strict Nash equilibrium (see Balkenborg and Schlag [1,2];
Cressman [4–6]; Samuelson [14]; Selten [16]; Weibull [18]) and that every E S S
is an asymptotically stable steady state of the replicator dynamics (see Retchkiman
(2007); Samuelson and Zhang [15]).
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The paper is organized as follows. Section 3.2 draws the notation and basic defi-
nitions to set up the baseline model, namely a two-player asymmetric normal-form
game. Section 3.3 defines the E S S for our model. In Sect. 3.4, we introduce the
symmetric version of an asymmetric two population game. Section 3.5 studies the
dynamics of our model. Section 3.6 states the relationships between E S S , N E
and S S . Section 3.7 draws some concluding remarks.

3.2 The Model

Consider a normal-form (strategic) game with a player set composed by individuals
that comprise � populations, namely residents R and migrantsM i.e. � D fR;M g.
Each population splits in different clubs denoted by n�i with i 2 f1; : : : ; k� g, i.e.
.nR1 ; : : : ; n

R
kR
/ and .nM1 ; : : : ; n

M
kM
/: The split depends on the strategy agents play

or the behavior that agents follow. Strategies are in correspondence with the clubs.
Individuals belonging to the n�i club are called i -strategists. Thus, the set S � of

pure strategies are SR D
n
nR1 ; : : : ; n

R
kR

o
and SM D

n
nM1 ; : : : ; n

M
kM

o
. For each

population � 2 fM;Rg we represent the set of mixed strategies by

�� D
8
<

:
x 2 Rk� W

k�X

jD1
xj D 1; xj � 0; j D 1; : : : ; ni

9
=

;

A profile distribution x D .x1; : : : ; xk�
/ 2 �� can bee seen as the individ-

ual behavior of a player spending a part of his time xj in the n�j -club. Hence,
the population state represents the vector of individuals’ share belonging to each
club i 2 f1; : : : ; k� g, for all � 2 fR;M g. The normal form representation of our
described game is given by the next matrix payoff

R Ÿ M y1 � � � ykM

x1 a11; b11 � � � a1kM
; b1kM

:::
::: � � � :::

xkR
akR1; bkR1 � � � akRkM

; bkRkM

(3.1)

where aij denotes the payoff of an i -strategist from population R playing against a
j -strategist from populationM . Similarly, we define bij by replacing M by R and
vice-versa.

The matching between individuals from different populations is random. The
i -strategist’s expected payoff, supposing that the i -strategist’s belongs to the nRi -
club from populationR is given by

ER.nRi j y/ D
kMX

jD1
aijyj ; 8 nRi 2 SR

where x is the clubs’ distribution for the other populationM .
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Similarly, the expected payoff of the i -strategist belonging to nMi -club from
populationM is given by

EM .nMi =x/ D
kRX

jD1
bijxj ; 8nMi 2 SM

where x is the clubs’ distribution for the other population R. Rational individuals
follow the strategic profile that maximizes their expected payoffs.

3.3 The Asymmetric Game and the Definition of E S S

Consider the two-population normal form game

G D ˚.� D fR;M g/ , S � ,


A D 
aij

�
, B D 
bij

���
(3.2)

where each population splits into clubs denoted by n�i with i 2 f1; : : : ; k� g and
� D fR;M g. Hence:

� The population of residents is the set: R D SkR

iD1 nRi , and 8 h 6D j nR
h

T

nRj D ;.

� The population of migrants is the set: M D SkM

iD1 nMi , and 8 h 6D
jnM

h

T
nMj D ;.

Let p 2 �R be the profile distribution of individuals’ behavior from popu-
lation R and let q 2 �M be the profile distribution of individuals’ behavior in
populationM is at time t0.

Let us postulate that an invasion occurs like a post-entry population at a post-
period of time t1 > t0, by a small number of individuals of both types associated
with an alternative strategy profile . Nq; Np/. The profile distribution from population
R after suffering a small mutation is

q� D .1� �/q C � Nq;

which is called the fitness of the post-entry population in M . Similarly, the profile
distribution from populationR after suffering a small mutation is

p� D .1 � �/p C � Np:

Definition 3.1. Let .p�; q�/ 2 �R � �M be a profile of mixed strategies. We say
that the profile .p�; q�/ is an E S S for an asymmetric two-population normal form
game G, if for each pair . Np; Nq/ 6D .p�; q�/ 2 �R ��M there exists N� such that:
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1/ ER.p�=q�
� / > E

R. Np=q�
� /

2/ EM .q�=p�
� / > E

M . Nq=p�
� /;

(3.3)

for all �, 0 < � � N�, where p�
� D .1� �/p� C � Np and q�

� D .1� �/q� C � Nq are the
respective post-entry populations.

Hence, individuals’ behavior who adopt an E S S brings more offspring (with
higher fitness) than the mutant individuals’ behavior from the post-entry popula-
tion. It has already been noticed by Selten [16] that an evolutionary stable strategy
pair is not only stable when mutants appear in one of the populations but also if
mutants appear in both populations. Definition 3.1 can be extended to the case of
multipopulation models.

A well known result (see Cressman [6] and Weibull [18]) that characterizes the
ESS in terms of NE is:

Proposition 3.1. A profile x is E S S if and only if x is a strict Nash equilibrium.

The evolutive properties of the E S S and its relationship with the set of Nash
equilibria and the stationary states (S S ) of the replicator dynamics for the case of
symmetric games are well known (see Hofbauer and Sigmund [9]; Weibull [18]).
Then, with the purpose of analyzing the dynamical properties of E S S , we intro-
duce the symmetric (one-population) version of the asymmetric two-population
game G.

3.4 The Symmetrized Game

Consider the asymmetric two-population normal form gameG (see 3.2), where each
population splits into clubs nR1 ; : : : ; n

R
kR

and nM1 ; : : : ; n
M
kM

and the payoff matrixes
are A and B , respectively. Now, instead of pairwise matching, we consider the case
that all players are interacting together, i.e. all players are “playing the field”. Thus,
the payoff of a player is determined by his own strategy and the strategies of all
other players. So, the corresponding symmetrized one-population game is defined
by as follows:

LetG be an asymmetric game defined by (3.2). Let P D R[M be the big pop-

ulation. Let N D
n
nR1 ; : : : ; n

R
kR
; nM1 ; : : : ; m

M
kM

o
be the set of pure strategy for P .

The matrix payoff for the big population P is given by:

˘ D

0 A

BT 0

�

(3.4)

where we assume that the elements of A.�/ and B.�/ are “well behaved” in the sense
of being continuously differentiable.
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The symmetrized game version of the asymmetric game G is Gs D fP , N , ˘g.
For each asymmetric two-population game G, there exists a corresponding sym-
metric version Gs . It is worth to note that, these two versions are not equivalent in
several aspects but every Nash equilibrium of the asymmetric game is a Nash equi-
librium of its symmetric version. Our purpose is to characterize the main dynamics
properties of the E S S .

Let us consider the strategic profile .p, q/ 2 �R��M and the profile distribution
x D .x1; : : : ; xkRCkM

/ verifying the following identities:

xi D

8
<̂

:̂

pi
jRj

jRjCjM j if 1 � i � kR

qi
jM j

jRjCjM j if kR < i � kR C kM
(3.5)

where j�j denotes the cardinality on the sets R and M defining the corresponding
mixed strategy for the symmetric versionGs .

Proposition 3.2. For each strategic profile .p, q/ 2 �R��M , there exists a mixed
strategy x 2 �P of the corresponding one-population game, and vice-versa.

Proof. Let .p, q/ 2 �R � �M be a strategic profile for the asymmetric game.

Consider x 2 �P given by the expression (3.5), i.e. x D
� jRj

jM jCjRjp;
jM j

jM jCjRjq
�

.

Thus, x is a mixed strategy for the symmetric game. To see the reciprocal, suppose
that x 2 �P . Since xi D jRi j

jRjCjM j if 1 � i � kR and xi D jMi j
jRjCjM j if kR < i �

kR C kM , we get pi D jRjCjM j
jRj xi ; and qi D jRjCjM j

jM j xi . ut
Let us denote by B� .z/ the set of best replies for the population � D fM;Rg,

where the profile distribution over the clubs in the opposite population � 0 6D � is
given by z.

The following propositions offer an insight about the relationship between the set
of N E and the set of E S S for asymmetric games and their respective symmetric
versions.

Proposition 3.3. If the strategic profile .p�, q�/ is a N E of the original asymmet-
ric two-population game, then the corresponding x� defined by the expression (3.5)
is the symmetric N E in the corresponding symmetric version.

Proof. Suppose that the profile .p�; q�/ is a N E of the asymmetric two-population
game. Let x� D .x�

1 ; : : : ; x
�
kM CkR

/ be the corresponding strategy in the cor-
responding symmetrized one-population game. Then, p� 2 BR.q

�/ and q� 2
BM .p

�/ implies that x�Px� � yPx�, for all y 2 �P because

yPx� D jM jjRj
.jM j C jRj/2

�
qBTp� C p�Aq

�

� jM jjRj
.jM j C jRj/2

�
q�BTp� C p�Aq�� D x�Px�. ut
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Proposition 3.4. If the profile .p�, q�/ is a strict Nash equilibrium for the asym-
metric two population game, then the corresponding x� is a strict Nash equilibrium
for the symmetric version.

Proof. Let .p�; q�/ be a strict Nash equilibrium for the asymmetric two population
game and let x� be the corresponding profile for the symmetric version. Assume
that there exist y 6D x� 2 �p; such that y˘x� D x�˘x�. Using Proposition 3.2,
there exist p 6D p� such that pAq� � p�Aq� or, there exist q 6D q� such that
p�Bq � p�Bq, which is in contradiction with our assumption. ut
Proposition 3.5. If the profile .p�; q�/ is an E S S for the asymmetric two-
population game, then the corresponding x� is an E S S for the symmetric version.

Proof. Let .p�; q�/ be an E S S . By Proposition 3.1, .p�; q�/ is a strict Nash
equilibrium. From Proposition 3.4, the corresponding strategy x� is a strict Nash
equilibrium for the symmetric version and it is straightforward to see that the
reciprocal of this Proposition does not hold. ut

3.5 The Dynamics of the Model

The symmetric version of the asymmetric game allows us to characterize the main
dynamical properties of the asymmetric game, because these properties are well
known in the symmetric case.

Consider the asymmetric two-population normal form game G (see 3.2).
Let n�i .t/ be the number of individuals at time t belonging to the i -club in the

population � . Let pi .t/ be the share of individuals in the i -club from the popu-
lation R and, similarly, let qi .t/ the share of individuals in the i -club from the
populationM , at time t . Hence,

pi .t/ D nRi
jRj

and

qi .t/ D nMi
jM j:

The vector .p.t/, q.t// is the profile distribution (or population state) at time t .
Furthermore, p.t/ 2 �R and q.t/ 2 �M .

Recall that the members of the i -club from population � are called i -strategists
from the population � 2 fR;M g. Rational individuals choose strategies to max-
imize their expected payoffs. Let z0 D .p0; q0/ be the strategic profile at time
t D 0 for the asymmetric two-population game G. According to the rationality
assumption, we define:

Ppi D ..eRi � p/Aq/pi ; i D 1; : : : ; kR
Pqi D ..eMi � q/BTp//qi ; i D 1; : : : ; kM ;

(3.6)
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where eRi is the i -canonical vector in RR and eMi is the canonical i -th vector in the
RM . The differential equation (3.6) represents the clubs’ evolution for each popu-
lation. For the system (3.6), a solution of the form �.t; z0/ D .�1.t; z0/; �2.t; z0//
represents the evolution of the population states with initial state given by z0.

From system (3.6), each time t the club of the i -strategists in each population
increases if and only if the expected payoff of the i -strategy is greater than the
average payoff, and reciprocally.

For each pair .p.t/; q.t// in G, there exists a corresponding mixed strategy x.t/
in the symmetric version Gs given by the expression (3.5).

The dynamical system (3.6) has a corresponding dynamical system, namely the
replicator dynamics, (see Taylor and Jonker [17]) of the symmetric one-population
game given by

Pxi D ..ei � x/Px/xi (3.7)

where x D .x1; : : : ; xkRCkM
/, xi is given by the expression (3.5), and ei is the

i -canonical vector in RkRCkM .
We analyse the relationship between N E , E S S and S S of the system (3.6)

of the symmetric version game Gs.
If a pair . Np; Nq/ is a stationary state of the system (3.6) then the corresponding Nx

is a stationary state for the dynamical system (3.7). Furthermore, every strictly pos-
itive stationary state of the dynamical system (3.6) is a N E for the corresponding
asymmetric two-population game. Every N E of an asymmetric two-population
game is a stationary state for its corresponding dynamical system given by (3.6).
Hence, we can conclude that the set of N E of an asymmetric two-population game
is a subset of the set S S corresponding to the dynamical system (3.6). Every
N E of a two-population game is a stationary state for the corresponding dynamical
system (3.7).

3.6 Evolutionarily Stable Strategies and Liapunov’s Stability

Denote by A S the set of asymptotically stable steady states. From the well
known relations between E S S , N E and S S for the symmetric cases (see
Weibull [18]), the following relationship holds for every asymmetric two-population
game

E S S � A S ; (3.8)

and
N E � S S : (3.9)

Proposition 3.6. For an asymmetric two-population game, if .p�; q�/ is an asymp-
totically stable steady state of the dynamical system (3.6), then .p�; q�/ is a
N E .

Proof. If .p�; q�/ 2 AS for the dynamical system (3.6) then it is stationary state.
If p� > 0 and q� > 0 then .p�; q�/ is a N E for the asymmetric game. Now
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we consider the case where some strategy is absent in p� or in q�. Without loss
of generality we assume that p�

j D 0. Suppose that .p�; q�/ is not a N E . Then,

there exists some pure strategy j 62 supp.p�/ such that ER.eRj =q
�/ D eRj Aq

� >
p�Aq� D ER.p�=q�/: Assume that a perturbation affects the distribution p� and
that in the population R some j -strategist appears. The post-entry population at
time t , is p�.t/ D .1� �.t//p�C�.t/eRj : Substituting in the j -differential equation
of (3.6), we obtain

Pp�j D P� D Œ.eRj � p�/Aq���: (3.10)

Define F.�/ D .eRj �p�/Aq�:Note that F.0/ D .eRj �p�/Aq� and F 0.0/ D .p��
eRj /Aq

�: The Taylor polynomial is F.�/ D F.0/ C F 0.0/� C 0.�2/: Considering
the first order approximation equation (3.10) gives

P� D Œ.eRj � p�/Aq���:

In the population R, the members in the nRj club increase, contradicting our claim

that .p�; q�/ is an asymptotically stable steady state with nRj D 0. ut
We now study the connection between E S S and the replicator dynamics in
an asymmetric game. We will use the following Proposition (see Taylor and
Jonker [17]).

Proposition 3.7. For symmetric homogeneous population game every E S S is an
asymptotically stable steady state of the replicator dynamics.

Theorem 3.1. For the asymmetric two-population game, we obtain the following
chain of inclusions:

E S S � A S � N E � S S :

Proof. Let .p�; q�/ be an E S S for an asymmetric game and let x� be the cor-
responding strategic profile in its symmetric version. So, from Proposition 3.1, it
follows that .p�; q�/ is a strict Nash equilibrium. By Proposition 3.4, it follows that
the symmetric strategic profile of every strict Nash equilibrium of an asymmetric
game is an strict N E : Then x� is a strict Nash equilibrium for the symmetric
version, and then x� is a E S S : By Proposition 3.7, it follows that x� is an
asymptotically stable steady state of the replicator dynamics. Then, .p�q�/ is an
asymptotically stable steady state for the asymmetric version and is a N E . ut
Bomze [3] shows that every asymptotically stable steady state in the homogeneous
population replicator dynamics corresponds to a Nash equilibrium that is trembling
hand. However, using the symmetric version of a non-homogeneous asymmetric
n-population the following Proposition holds:

Corollary 3.1. Every E S S of a non-homogeneous asymmetric n-population
game is trembling hand and isolate.
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Proof. Let .p�; q�/ be an E S S for an asymmetric game and let x� be the cor-
responding strategic profile in its symmetric version. By Theorem 3.1, it follows
that every E S S is asymptotically stable for the symmetric version. Hence, x� is
asymptotically stable steady state for the symmetric version. By Bomze [3], it fol-
lows that x� is trembling hand and isolate equilibrium, and so .p�; q�/ verifies this
property in the original asymmetric game. ut

3.7 Concluding Remarks

We extended the definition of evolutionarily stable strategies (E S S ) of symmet-
ric games to asymmetric two-population games. We did it by taking as the strategy
space for the symmetrized game the union of strategies from the two-population
asymmetric game and assigning zero payoffs to all strategy combinations that
belong to the same player position in the asymmetric game. Hence, evolutionary
dynamics in a two-population asymmetric game can be analyzed using the well
known properties of the replicator dynamics corresponding to the symmetric version
of this game. This fact may have interest for economic theory and social analy-
sis, where asymmetric games are useful to analyze the behavior of two populations
engaged in non-cooperative games such as, buyers and suppliers, firms and workers
or residents and migrant populations interacting in a given country or economy.
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Chapter 4
Poverty Traps, Rationality and Evolution

Elvio Accinelli, Silvia London, Lionello F. Punzo,
and Edgar J. Sanchez Carrera

Abstract We study an economy with heterogenous workers and firms as a two
population game, in normal form, and its evolutionary dynamics implied by strategic
complementarities. The population of firms is distributed in two groups, innovative
and non innovative, while workers need to choose between two strategies, acquiring
skills or remaining unskilled. Without having knowledge of the firms’ distribution,
a worker reviews her strategy by asking herself whether it is worth it to change
behavior or not. Rational choice on her part is taken, hereafter, to imply that she
will choose the strategy which she expect to yield the greatest payoff, on the basis
of her beliefs and the current state of the economy. By imitating successful agents, if
the initial shares of innovative firms and skilled agents are “too small”, an economy
eventually lead into a poverty trap. Hence, when an economy is close to a poverty
trap, rationality may act as an actual obstacle to a take-off.
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4.1 Introduction

This paper is based on the model by Accinelli et al. [1] where workers’ decisions are
driven by imitative behavior and firms’ decisions depend on the number of skilled
workers. Such a model analyzes the dynamic complementarities between innovative
firms and skilled workers. When firms invest in R&D to become an innovative firm,
they are successful only in the presence of sufficiently high number of skilled work-
ers (see Redding [4]). At the same time workers are encouraged to increase their
skills when a large number of firms make investments in high-technology. On the
contrary, firms that do not invest in R&D do not look for skilled workers and, so,
make the accumulation of skills unprofitable. We show that there exists a threshold
number of innovative firms above which it becomes advantageous to accumulate
human capital and to become a skilled worker. If the percentage of innovative firms
is under a certain threshold value, the economy will evolve to a poverty trap where
the number of skilled workers decreases to zero. Thus it will be better for firms not
to invest in R&D. On the other hand, if the initial percentage of innovative firms is
higher than the threshold value, then by an imitation behavior workers will push the
economy to evolve to a higher level equilibrium, a steady state characterized by the
coexistence of non innovative firms and innovative firms, and skilled workers and
unskilled workers. This is the mechanism that allows an economy to get out from
the poverty trap.

Our result may account for the experience of many developing countries in which
there is a mismatch between investment in R&D and Human Capital accumulation,
the engine of sustained economic growth.

This paper, therefore, focuses on the relationship between evolution, rational-
ity and poverty traps, in an economy with different firms and workers. We assume
that, in a game theoretic setting, agents follow a rational behavior, in other words,
when faced with the need to choose a behavior or a strategy under uncertainty, they
choose the one with greatest expected value, given their own beliefs. Each agent is
reviewing his strategy choice when in need to choose a strategy for the next period.
Furthermore, we assume that a reviewer imitates the most successful agent. Then,
the evolution of the economy is represented by a particular dynamical system where,
depending on the initial conditions, the economy will approach to local attractors,
one in a set of steady states. Given the structure of the economy, it is the rational-
ity of the agents that will determine the dynamical system and the evolution of the
economy.

Under our hypotheses there exists a steady state that is a Pareto inefficient Nash
equilibrium of the game, and is an evolutionarily stable strategy against the field.
Such inefficient equilibrium is a poverty trap, whereby workers are unskilled and
firms do not innovate. In that case, the rational rule followed by agents makes the
economy to evolve over time along to a low growth trajectory. We also show that
there exist steady state attractors, where a percentage of innovative firms and of
skilled workers live together with a percentage of non innovative ones and unskilled
workers. The relative weight of these percentages are shown to depend on the initial
distribution of firms.
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Implementing an imitative behavior, workers can choose to increase their com-
petence being trained at a school, and trying to attain the knowledge frontier. Hence,
being a skilled worker implies human capital accumulation, and this would be the
driving engine of economic growth (see Lucas [3] and Sen [6]). The way agents
imitate the others follows the well known theory whereby they question their own
performance of their current behavior (or strategy). The way agents imitate the oth-
ers is opting by strategies whose performances are better than the other agents (see
Schlag [5] and Weibull [7]).

The paper is organized as follow. Section 4.2 describes the basic, two-population
normal form game characterizing strategies and payoffs for firms and workers. Sec-
tion 4.3 introduces the dynamic imitation mechanism to analyze the evolution of
worker’s population. In Sect. 4.4, we analyze the evolutive behavior of an economy
as depending upon its initial conditions. In Sect. 4.5, the relationships between Nash
and dynamic equilibria are analyzed and the definition of an evolutionarily stable
strategy is introduced. In Sect. 4.6, we present the market dynamics for firms, while
Sect. 4.8 draws some concluding remarks.

4.2 The Model

Consider that the economy is composed by two population: workers W and
firms, F . Each population splits into two clubs according with the strategy fol-
lowed by individuals. These strategies are denoted by fS;NSg for workers, and
by fI;NIg for firms. By E.i=YF / we represent the conditional expected payoff
associated with the strategy i 2 fS;NSg given the initial distribution of the pop-
ulation of firms over their clubs YF . By �F we denote the set of distributions of
probabilities of the firms, i.e., YF 2 �F . Hence, workers and firms are engaged in
a repeated normal form game. To choose their club or strategy each worker look
for the expected payoff E.i=YF / and choose according with the strategy having
associated the maximum expected payoff. Firms look for cost and profit, and choose
workers. Technology is free and each firm can choose without cost to be innovative
or not. The costs of the innovative firms decrease with the possibilities to obtain in
the labor market skilled workers.

This game between workers and firms is characterized by:

1. Asymmetric information. At the beginning of each contractual period, workers
do not know the type of firm that is going to hire them. However, workers have
to certify their skilled levels so that firms know their profile.

2. Gross income. Let Bi .j / be the gross-benefit of the i -firm hiring the j -worker,
for all i 2 fI;NIg and j 2 fS;NSg: The S -type worker gets a salary s; while the
NS-type gets Ns < s.

3. Skill premia. Innovative firms I give a plus (or premia) to their workers, while
NI-firms do not do it, at the end of the contractual period. Only at the end of the
period, workers will know the type of the firms that they are engaged. Thus, the
skilled worker S receives a premium Np while the unskilled workers NS receives
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a premium p when both are engaged with an innovative firm I , such that 0 <
p < Np.

4. Training cost. To become a skilled worker has a cost CS . We assume (only for
simplicity) that the firms have no cost to face in order to become innovative.
Thus, CS > Ns, i.e. there are no incentives to be skilled worker if there are no
prizes.

5. Short run and long run. We assume that innovative firms face a high level of fixed
costs. Non-innovative firms need to do a big investment to become innovative.
Hence, the distribution of the firms in the short run remains constant and only in
the long run this distribution evolves.

We will show, that in the long run, there are strategic complementarities between
types of firms as well as between types of workers. Thus:

� If the firm is innovative, the payoff of the skilled worker is greater than the payoff
of the unskilled one, i.e., Ns C Np � CS > s C p.

� If the firm is non-innovative, the payoff of a skilled worker is at least as good as
the payoff of an unskilled one, i.e., s � Ns � CS .

� For a skilled worker, the payoffs obtained by the innovative firm are greater than
those obtained by the non-innovative firm, i.e., BI .S/� Np > BNI.S/.

� For an unskilled worker, the benefits of the non innovative firm are greater than
those obtained by the innovative one, i.e., BI .NS/� p < BNI.NS/.

In summary, for our two population normal form game, the payoff matrix is
represented by,

W nF I NI
S Ns C Np � CS; BI .S/ � .Ns C Np/ Ns � CS; BNI.S/� Ns

NS s C p; BI .NS/� .s C p/ s; BNI.NS/ � s
(4.1)

The expected payoff of the S -type worker, given the chances of being hired either
by the I or NI firm, is:

E.S=YF / D prob.I / ŒNs C Np�C prob.NI/.Ns/� CS; (4.2)

where prob.I / represents the probability of being hired by the innovative firm and
prob.NI/ the probability of being hired by the non innovative firm. Similarly,

E.NS=YF / D prob.I / Œs C p�C prob.NI/s: (4.3)

Therefore, workers prefer to be S -type strategists if E.S/ > E.NS/ and viceversa.
The latter happens if and only if prob.I / is large enough, i.e., when:

prob.I / >
CS � .Ns � s/
. Np � p/ : (4.4)
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Workers are indifferent between being skilled or unskilled if and only if

prob W .I / D CS � .Ns � s/
. Np � p/ : (4.5)

Note that, 0 < .CS � .Ns � s//=.. Np � p// < 1 holds.
Let us label prob.I / D Pu D CS�.Ns�s/

. Np�p/ ; and denote the probability to employ
a skilled worker for an innovative firm by prob.S/. Hence, a firm gets innovative
if and only if its expected payoff is greater than the expected payoff of being non
innovative, that is E .I / > E .NI/ or

prob.S/ >
BI .NS/� BNI.NS/ � p

BI .NS/� BI .S/CBNI.S/� BNI.NS/C . Np � p/ : (4.6)

Let us label prob.S/ D Nxs : The threshold level where economic agents, firms and
workers, prefer to be of high-profiles is . Nxs ; Pu/. We find three Nash equilibria, two
of them in pure strategies: A D fS; I g and B D fNS;NIg, and a mixed strategy
Nash equilibrium given by

NE D 
 NXS ; .1 � NXNS/I Pu; .1 � Pu/
�
: (4.7)

We conclude that theA equilibrium Pareto-dominates equilibriumB while the latter
is the risk dominant equilibrium.

4.3 Dynamic Imitation by Workers

Assume that in the short run the firms’ distribution remain fixed. This assumption
is natural because innovative firms have high fixed costs associated. In the short run
the number of firms in the market is constant. Let YI D prob.I / D PI D QI=Q

be the share (percentage) of innovative firms, whereQI is the number of innovative
firms and Q is the total number of them. Then, YNI D prob.NI/ D PNI D 1 � PI:
Equivalently the firms distribution on the set of pure strategy is given by YF D
.YI ; YNI/: Let us denote by �W the set of distributions over the possible behaviors
of the workers population.

We call an individual reviewer to whom ask to himself whether she needs or not
to change her current strategy. The rate at which agents in the population review
their strategic choice depends on the current performance of their strategies and on
the current distribution of the population state, denoted here by Z D .XW ; YF /,
where XW D .XS ; XNS/ 2 �W and YF 2 .YI ; YNI/: Let Ri .Z/ be the probability
that the i -strategist, i 2 fS;NSg is reviewing. This probability at which agents, in
a given population, review their strategies choice represents the rate of the arrival
time of a Poisson process. Let Pij .Z/ be the probability that such reviewing worker
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really switches to the strategy j 6D i . Then,

P.i ! j /.Z/ D Ri .XW /Pij .Z/ (4.8)

is the probability that a worker of the i club changes to the j one, i 6D j 2 fS;NSg:
In the sequel, eS D .1; 0/ and eNS D .0; 1/ indicate vectors of pure strategies S
or NS: Considering that all agent’s Poisson process is statistically independent, the
aggregate of reviewing times in the subpopulation of i strategists is itself a Poisson
process with arrival time XiPij .Z/. So, for large populations, we may invoke the
law of large numbers and model these aggregate stochastic processes as determinis-
tic flows, each flow being set equal to the expected rate of the corresponding Poisson
arrival process. Hence, the expected flow share of skilled workers PXS will be equal
to the percentage of unskilled workers changing to be skilled workers minus the
percentage of skilled workers changing to be unskilled workers.

Rearranging terms, we get the differential equation system characterizing the
dynamic flow of workers:

( PXS D RNS.Z/PUSS .Z/XNS �RS .XW /PSNS .Z/XS
PXNS D � PXS ;

(4.9)

where XS is the fraction of skilled (XNS of unskilled, respectively) workers.
We assume that reviewers take their decisions under an imitative rule, and this

will be reflected in the characteristics of the probability Pij .Z/: To simplify the
model, we will consider only imitative behavior processes, supported by imitative
rules. An imitative rule makes sense if there are at least two distinct behaviors, one
of them currently adopted and the other being a candidate behavior to imitate (in
our model, if one of the two populations disappears the incentive to change vanishes
with it).

Assume that reviewing workers evaluate their current strategy and decide to imi-
tate only the successful one. The problem is how to decide what is a successful
behavior. Let us suppose that each reviewing agent, cannot know the true expected
payoff of each possible behavior. She randomly samples in the neighboring popula-
tion, computing average payoffs and imitating the behavior with the highest sampled
average value. Let NE.S/ and NE.NS/ be the estimators of the true payoffs or values
E.S=YF / and E.NS=YF /.

Hence, an i -worker changes her current strategy if and only if NE.i/ < NE.j /;
i 6D j 2 fS;USg:

Thus, the probability for an i -type become a j -type strategist depends on the
probability that NE.j / � NE.i/ > 0. Then, (4.9) can be written as:

PXS D RNSP Œ NE.S/ � NE.NS/ > 0�XNS � RSP Œ NE.NS/� NE.S/ > 0�XS ;
PXNS D � PXS :

(4.10)
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where P Œ NE.j / � NE.i/ > 0� denotes the conditional probability distribution that an
i reviewer become a j strategist.

We assume that this probability is an increasing (continuously differentiable)
function � W R! Œ0; 1� of the true differenceE.S=YF /�E.NS=YF / ifE.S=YF /�
E.NS=YF / > 0 and 0 in other case. When we are considering the case E.S=YF /�
E.NS=YF / > 0; the system (4.10) becomes:

PXS D RNS�.E.S=YF /� E.NS=YF //XNS

�RS Œ1 � �.E.S=YF /� E.NS=YF //�XS

PXNS D � PXS :
(4.11)

To simplify, we assume that RNS D RS D 1. Then (4.11) results in

PXS D �.E.S=YF /� E.NS=YF //� XS
PXNS D � PXS

(4.12)

Intuitively, this process is supported on the rule: to switch if the other strat-
egy brings a higher payoff. The process depends on the ordinal ranking of the
expected values, but the speed of adjustment depends on the size of expected value
differences.

Let �.t; t0; XS0/ be the solution of (4.12) for the initial conditions XS .t0/ D
.XS0; 1 � XS0/: Hence, the solution is on a trajectory converging to

.�.E.S=YF / �E.NS=YF //; 1 � �.E.S=YF / �E.NS=YF //; /

i.e.

lim
t!1 �.t; t0; XS0/

D .�.E.S=YF /� E.NS=YF //; 1 � �.E.S=YF /� E.NS=YF /// :

It follows that the percentage of skilled workers in the steady state increase with the
true differenceE.S/�E.NS/: In the stationary state, coexist a percentage of skilled
workers with a percentage of unskilled, the percentage difference in favor of first,
will be greater whatever major is the difference between the true expected values
E.S=YF /� E.NS=YF /:

Considering now the case where E.S=YF /�E.NS=YF / < 0, the system (4.10)
becomes PXS D �XS

PXNS D � PXS
(4.13)

In this case, the solution is given by:

�.t; t0; XS0/ D


XS0e

�t ; 1 �XS0e�t �
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and then, limt!1 �.t; t0; XS0/ D .0; 1/: Note that the club of skilled workers
disappears with time and all workers become unskilled workers.

4.4 Initial Conditions Matter

Does the initial number of innovative firms contribute to explain the path of the
economy? Consider two countries, 1 and 2 and assume that PI1 > PI2 when
t D t0. From the solution of (4.11), the share of skilled workers in country 1 is
larger than the corresponding share workers in country 2; for each t > t0; i.e.

X1S .t/ > X2S .t/; 8t > t0 (4.14)

Hence, the equilibrium state is higher in country 1 than in country 2.
Figure 4.1 shows the evolution of the dynamical system when the initial percent-

age of the innovative firms is above or below such threshold value:

1. If PI > � then E.S=YF / > E.NS=YF /:

� If XS .0/ > �.E.S=YF / � E.NS=YF //, the percentage of skilled workers
in the total population decrease and its share converge to �.E.S=YF / �
E.NS=YF //:

� If XS .0/ < �.E.S=YF / � E.NS=YF //, the percentage of skilled workers
increases.

� In both cases the economy converges to the high level and diversified equilib-
rium.

� This high steady state is not a Nash equilibria.

2. If PI � �; then E.S=YF / � E.NS=YF /:

� The share of skilled workers is decreasing to zero XS.0/ ! 0: In this case,
the economy is in a poverty trap and the rational workers will choose to be
unskilled. This shows that rationality may imply inefficiency. This is the only
asymptotically stable Nash equilibrium for the game above.

Fig. 4.1 Evolution and
steady states, initial condition
matter

B/A

E(s)=0

t

xs

xs(0)

xs(0)

xs(0)

0
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� The profile of mixed strategy of inefficient Nash equilibrium for the game
is .eNS; eI / and the steady state of the dynamical system in this case is
eNS D .0; 1/. This means that in the inefficient (or low) steady state firms
prefer to be non-innovative.

The next theorem summarizes our results.

Theorem 4.1. Consider the dynamic flow of workers, given by the system (4.9).
There exists a threshold value � D CS�Ns

Np such that:

1. If the initial number of innovative firms PI is larger than the value, i.e., PI > �
then the percentage of skilled workers XS .t/ will converge to �.E.S=YF / �
E.NS=YF //.

2. If the initial number of innovative firms verifies PI � �; then, the percentage of
skilled workers XS .t/ will converge to 0.

4.5 Dynamic Equilibria, Nash Equilibria
and the Evolutionarily Stable Strategy

Note that there is no possibility of observing the high Nash equilibrium .S; I / D
.1; 0I 1; 0/ D .eS ; eI / –in pure strategies– because it is not a dynamic equilibrium.
On the contrary, the low Nash equilibrium .NS;NI/ D .0; 1I 0; 1/ D .eNS; eNI/ is
asymptotically stable, and no the poverty trap arises as a result of the rational con-
duct of economic agents. On the other hand the only mixed Nash equilibrium is not
observable, because it is an unstable steady state.

NE D . Nxs ; .1 � Nxs/I �; .1 � �// ;

We observe that � D .CS � .Ns � s//=. Np � p/ and the equality E.S=�/ D
E.NS=�/ is satisfied. Furthermore,
Nxs verify the equality E.NI= Nxs/ D E.I= Nxs/; equivalently,

Nxs D BNI.S/� BI .NS/C pr 0

BI .S/� BI .NS/C BNI.NS/� BNI.S/C pr C pr 0 ;

After a perturbation on the distribution of firms, the population of skilled workers
either converges to B=A ¤ Nxs ; or converges to 0.

Let us introduce the concept of an evolutionarily stable strategy against the field
given a profile distribution of the firms’ population.

Let �W be the set of distributions on the workers’ population and�F be the set
of distributions on the firms. Let us consider a distribution on the workers’ popu-
lation XW D .XS ; XNS/ 2 �W and an initial distribution YF 2 �F : Let Y� be
a perturbed distribution of the initial distribution of the firms with � > 0 small
enough, such that in the Euclidean distance jYF � Y�j < �. Assume that XW is a
best response against YF :
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Definition 4.1. We say that the distribution on the population of workers XW is an
evolutionarily stable strategy against the field given by YF if there exist � > 0 such
that XW is the best response against all distribution Y� in a neighborhood V� of
radium �, centered at YF :

Intuitively, this means that the best response XW against YF continues being a
best response against perturbations (in the distributions of the field). Notice that,
when YF � �; the degenerate distribution eNS D .0; 1/ (i.e. all workers are
unskilled) is an ESS against the field given by YF .

Hence, a rational worker choses to be unskilled even in the case when the initial
conditions were to change as long as such change is not “too large”.

4.6 On the Dynamics of Firms

The following assertion from [2] gives the empirical support to the main results of
this section:“Technological and scientific innovation is the engine of U.S. economic
growth and human talent is the main input that generates this growth.”

In the long period, with changes in demand and with the reduction of costs
the distribution of the firms in each branch of the production can change. Non-
innovative firms can become innovative because the necessary input costs to do
an innovative production decrease. We will see in this section, the relationships
between the evolution of the population of workers and the evolution of the popula-
tion of firms.

Consider an industry producing under a competitive market. To focus on strategic
complementarities, let us suppose that the production function of the innovative
firms is given by

G D f .Z ; XS ; XNS/ (4.15)

where Z is the technology,XS and XNS are respectively, the number of skilled and
unskilled workers employed by the firm, and G is the total output. We suppose that
technology is a complementary input to skilled labor.1 Hence, the marginal product
of technology is an increasing function of the number of skilled workers.

Suppose that innovative firms face a demandG for its product. Let XS .t/ be the
percentage of skilled workers existing in the economy in the time t: Assume that the
percentage of skilled worker is an increasing function of time, i.e.,XS .t0/ < XS .t1/
if t0 < t1:

Using the usual hypothesis on the technology, it follows that

@C.G;XS .t1//

@G
� @C.G;XS .t0//

@G
; (4.16)

1 For instance G D Z ˛X
ˇ
S CXNS where 0 < ˛; ˇ < 1: See example in Sect. 4.6.1.
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where C.G;XS / stands for the short run cost function. Hence, there exists NG such
that

C.G;XS .t0// > C.G;XS .t1// I 8G > NG:
This means that the short run cost decrease when the upper bound on the supply
of skilled workers increase. The long run cost C.G/ is the envelope of the short
run costs curves C.G;XS .t//, where XS .t/ is considered as given in each time t:
Figure 4.2 offers a graphic representation. Assume that supply of a skilled worker,
at t D t0, XS .t0/ is lower than the optimal level required by an innovative firm
facing a demand of G units of its productXS .t0; G/, i.e.

Xs.t0/ � X�
S .t0; G/:

The rate of convergence of the short run cost C I .G;XS .t// of the innovative
firm to the long run cost C I .q/ of the innovative firm, when the supply of skilled
workers is increasing with time, is greater than this convergence process for the
non-innovative firms, formally

jC I .G;XS .t// � C I .q/j � �I .t/ .A/

jC NI.G;XS .t// � C NI.q/j � �NI.t/ .B/

(4.17)

where the infinitesimal order �I .t/ is greater than the infinitesimal order of �NI.t/,
i.e.,

o.�I .t// > o.�NI.t//:

If the supply of skilled workers is increasing, short run costs for innovative firms
will decrease toward long run cost levels. Innovative firms can obtain positive profits
and fixe a price p0 < p to obtain positive profits. So, there are incentives for non
innovative firms to change their behavior, because the investments in technology can

Fig. 4.2 Short run costs Vs.
long run costs
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be recovered in a more convenient time. In this process a share of the non-innovative
firms will leave the market or become innovative if at the 2x:

1. The cost to become innovative C.h;H/ is greater than the difference between
the profits of the innovative firms ˘I .p0; q�

I ; t/ at price p0 and he profits of the
non-innovative firms˘NI.p; q�

I ; t/ at price p, and
2. The difference between the market demand D.p0/ and the aggregate supply
SI .p0/ of the innovative firms is positive.

Hence, in the long run period a share of non-innovative firms can co-exist with a
share of innovative firms, even if the share of innovative firms is increasing.

There is a further reason to reinforce the above argument on the evolution of
firms. Innovative firms require skilled workers whereas non innovative firms prefer
unskilled ones.

4.6.1 Example

To illustrate this situation, consider firms characterized by the production function:

f .Z;XS ; XNS/ D kZ ˛X
ˇ
S CX�NS, (4.18)

k D
(
H if the firm is innovative

h if the firm is not innovative,

When H > h > 0 and ˛, ˇ and � are positive constants, such that ˛ C ˇ D 1 and
� < 1: Note that the marginal output of the human capital is greater in the case of
an innovative firm than in a non-innovative firm.

Assuming the technology Z D NZ to be a positive constant, (the same for both
kind of firms), the salary of a skilled worker is ws and of an unskilled worker is wns .
The innovative firms give a skill premia (the bonus for skilled workers) pr and give
the premia (the bonus for non-skilled workers) Npr . Hence, for a innovative firm the
short run cost function CI .�; XS / W R! R is given by:

CI .G; NXS / D .ws C pr/XS C .wns C Npr/
h
G �H NZ˛XˇS

i 1
�

(4.19)

For a non-innovative firm the short run cost CNI.�; XS/ W R! R is given by

CNI.G; NXS / D wsXS C wns
h
G � h NZ˛XˇS

i 1
�

(4.20)

It follows that
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@

@G
CI .G; NXS/ D .wns C Npr/ 1

�

h
G �H NZ˛X

ˇ
S

i 1
�

�1

;

@2

@XS@G
CI .G; NXS/D � .wns C Npr/

�
1

�
� 1

�
1

�

�
Y �H NZ˛X

ˇ
S

	 1
��2

H NZ˛X
ˇ�1
S < 0:

So we can conclude that the speed of the adjustment process of the short run cost
to the long run cost, considering as given, for each time t D t0, the skilled workers’
supply XS .t0/; is faster for innovative firms than for non-innovative ones. If, at
t D t0, the fraction of innovative firms is higher than the threshold value �; then
the supply of skilled workers increases with time. If the supply of skilled workers
XS .t0/, at t D t0 is below the optimal demandXS .t0; G/ of a innovative firm facing
a level G of demand. Then, the short run cost of this firm decreases with time.

At the same time, the firms with more intensive utilization of the skilled workers
increase the supply of its product and they can reduce the variable short run costs
more quickly than the non innovative ones. Hence, this firms can obtain positive
profits in the short run.

Assume, that the market price for the final product is given by p: If the mar-
ket is competitive, the optimal supply for each kind of firms are, respectively, for
innovative and non-innovative firms, equal to

Y �
I D pHZ ˛X�

IS CX�
INS

Y �
NI D phZ ˛X�

NIS CX�
NINS

(4.21)

where X�
iS and X�

iNS , i 2 fI;NIg stand for the long run demand for inputs from
innovative and non innovative firms

X�
INS D

�
wns C Npr

�p

� 1
ˇ�1

; X�
NINS D

�
wns
�p

� 1
ˇ�1

;

X�
IS D

�
ws C pr
�pHZ˛ˇ

� 1
ˇ�1

; X�
NIS D

�
ws

�phZ˛ˇ

� 1
ˇ�1

.

(4.22)

Let PI > � be the number of innovative firms at t D t0: By D.p/. We denote
the total demand for the product, and by S.p/ the total supply. SI .p/ is total supply
of innovative firms and SNI.p/ is the total supply of the non-innovative firms. So

SI .p/ D .PI /Y �
I

SNI.p/ D S.p/� SI .p/ (4.23)

In equilibrium S.p/ D D.p/; so the number of non innovative firms, at the same
time, is equal to

max

�
D.p/ � SI .p/

Y �
NI

, 0

�

:
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Assume that there is a costC.h;H/ to become innovative corresponding to trans-
forming the technology h in a technologyH: Thus, at time t D t0 a non innovative
firm has an incentive to change and become innovative if, and only if, the difference
between the benefits of the innovative firm and the benefits of a non-innovative firm,
verify the following inequality:

˘.I; t0/�˘.NI; t0/ > C.h;H/:

Then, in the long run, innovative and non-innovative firms may coexist if

lim
t0!1˘.I; t0/ �˘.NI; t0/ D ˘.I/ �˘.NI/ > C.h;H/:

This transformation process depends on the possible size of the reduction of the
short run cost that an innovative firm can obtain, increasing the percentage of skilled
worker engaged, but this size decrease at the same time that the short run cost con-
verges to the long run one. So, even in the long run innovative and non-innovative
firms may coexist.

4.7 Defining a Poverty Trap

In the context of this paper, we now introduce a definition of an economy in a
poverty trap and a definition of poverty trap.

Consider a two populations normal form game �;where populations are workers
and firms. Let �F be the set of the distributions of firms over the set of pure strate-
gies (or behaviors)fI;NIg and let �W be the set of the distributions of the workers
population’s over the set of their pure strategies fS;NSg: Suppose this game has a
Pareto inefficient Nash equilibrium.

At the end of any period, workers have to decide their strategic behavior for
the following one. Assume that they choose according to the rule of maximizing
expected payoffs. Let YF D .YI ; YNI/ 2 �F be the distribution of the firms during
the current period. Let YI stand for the percentage of innovative and YNI for the
percentage of non innovative firms.

Definition 4.2. (The economy is in a poverty trap) Consider a two populations nor-
mal form game � of firms an workers. Assume that the initial distribution of the
firms (the field) is given by YF 2 �F :We say that the economy is in a poverty trap,
if for every initial distribution (or mixed strategy) over the population of workers
XW .t0/ D .XS .t0/; XNS.t0// 2 �W the solution �.t; XW .t0// of the dynamical
system (4.9) define a trajectory XW .t/ D .XS .t/; XNS.t// 2 �W ; evolving as time
t !1; to a steady stateXW of this system. Furthermore, the steady state is an evo-
lutionarily stable strategy against a field YF ; and the pair .XW ; YF / is an inefficient
(in the Pareto sense) Nash equilibrium.
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Definition 4.3. (poverty traps) Let � be a two population normal form game. We
denote the respective populations byW and F . We say that a Pareto inefficient Nash
equilibriumZ D .XW ; YF / 2 �W ��F is a poverty trap for the economy if

1. XW is an evolutionary stable strategy against the field YF ; and it is at the same
time,

2. XW is a local attractor for a dynamical system that represents the evolution of
the economy, as the system (4.9) does.

So, an economy is in a poverty trap, if for any initial distribution of workers,
every solution of the dynamical system representing the evolution of the economy,
define a trajectory converging to a poverty trap. The fact that an economy is or not
in a trap of poverty, depends exclusively of the distribution of the firms.

In our case, XW D eNS is a local attractor and .XW ; YF / D .eNS; eNI/ D
.0; 1I 0; 1/ represents the poverty trap, where there are neither skilled workers nor
innovative firms. The economy is in a poverty trap, if PI < �:

Therefore, the possibility to be in a poverty trap, for an economy of firms and
workers, depends on the field and on such structural characteristics, as costs of edu-
cation and incentives (or prizes) for skilled workers. Rationality alone, on the part of
individual agents, may not only prove insufficient to avoid it, but may actually drive
towards it. Thus, the only possibility for an economy to escape its fate, the poverty
trap where it is heading, and to jump onto a trajectory towards a high equilibrium is
to have its structural characteristics altered by intervention from outside. This can
be the task of a benevolent central planner.

4.8 Conclusion

Our main conclusion is that poverty trap is the result of structural conditions that
render rational for a worker not to acquire any skills. As the economy evolves in
a trajectory leading to the poverty trap, more firms tend, progressively, to be non
innovative and the absence of skilled workers induces to replace them with unskilled
ones, who however perform better when employed in non innovative firms. A proac-
tive policy maker wishing to help a less developed country to exit a poverty trap, can
implement policies to reduce the key threshold value � that we identified, in such
a way that the economy’s trajectory falls into the basin of attraction of a high equi-
librium. This policy’s aim may be realized by reducing educational costs, or else by
introducing incentives to innovative firms to increase prizes for skills. The closer a
country gets to that threshold, the more growth-enhancing becomes any investment
in education. On the other hand, policy differences are known to be among the
determinants of the differences in the degrees of development across countries and
over time. To avoid getting into a poverty trap, it is useless to appeal to rationality.
Rational behavior may be a source of high growth if and only if initial conditions
happen to lie outside the “wrong” basin of attraction.
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Chapter 5
Leadership Model

Leandro Almeida, José Cruz, Helena Ferreira, and Alberto A. Pinto

Abstract The Theory of Planned Behavior studies the decision-making mecha-
nisms of individuals. We construct a game theoretical model to understand the role
of leaders in decision-making of individuals or groups. We study the characteristics
of the leaders that can have a positive or negative influence over others’ behavioral
decisions.

5.1 Introduction

The main goal in Planned Behavior or Reasoned Action Theories (see Ajzen [1],
Baker [6]) is to understand and forecast how individuals turn intentions into behav-
iors. Almeida, Cruz, Ferreira and Pinto [5] created a game theoretical model,
inspired by the works of Cownley and Wooders [7,8] where specific individual char-
acteristics of the individuals, defined as taste type and crowding type are considered.
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The taste type determines the inner characteristics of an individual specifying his
welfare function. The crowding type of an individual determines his influence in the
welfare function of the other individuals. Following the works of Driskel, Salas and
Sternberg [9, 10, 13] on leadership, Almeida, Cruz, Ferreira and Pinto [2] presented
a new game theoretical model to study the influence of the leaders. This chapter
examines the theory of Planned Behavior from a game theoretical point of view and
the leaders impact in individual/group decision-making [2, 3, 5]).

5.2 Theory of Planned Behavior or Reasoned Action

The Theory of Planned Behavior or Reasoned Action can be summarized in Fig. 5.1
(see Ajzen [1]), where we can observe that external variables are divided in three
categories: intrapersonal associated to individual actions; interpersonal associated
to the interaction of the individual with others and; sociocultural associated to
social values. These external variables influence, especially, the intermediate vari-
ables which are also subdivided in three major categories: social norms, attitude,
and self-efficacy. The social norms can be the opinions, conceptions and judgments
that others have about a certain behavior attitudes are personal opinions in favor
or against a specific behavior and self-efficacy is the extent of ability to control
a certain behavior. These external and intermediate variables lead to a consequent
intention to adopt a certain behavior.

Fig. 5.1 Theory of Planned Behavior
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5.3 Game Theoretical Model

Almeida et al. [5] constructed a game theoretical model, that we will describe. Let
S denote the set of all individuals. For each individual s 2 S , we distinguish two
types of characteristics: taste type and crowding type.

We associate to each individual s 2 S one taste type T .s/ D t 2 T that
describes the individual’s inner characteristics, which are not always observable
by the other individuals. We also associate to each individual s 2 S one crowding
type C .s/ D c 2 C that describes the individual’s characteristics observed by
the others and that can influence the welfare of the others. In accordance with the
Theory of Planned Behavior or Reasoned Action, we associate the intrapersonal
external variables and the attitude and self-efficacy intermediate variables with the
taste type and the interpersonal and sociocultural external variables and the social
norms intermediate variable with the crowding type.

The individuals, with their own characteristics, can define a strategy G W S ! G,
i.e., each individual s 2 S chooses the behavior/group to which he would like to
belong G .s/ taking into account his taste type and the others crowding type. Each
strategy G corresponds to an intention in the Theory of Planned Behavior. Given a
behavior/group strategy G W S ! G, the crowding vector m.G / 2 .NC /G is the
vector whose components mgc D m

g
c .G / are the number of individuals in g that

have crowding type c 2 C , i.e.

mgc D # fs 2 S W G .s/ D g ^ C .s/ D cg :

We denote by st;c the individual s with taste type t and crowding type c. The level
of welfare, or personal satisfaction, that an individual st;c acquires by belonging to
a group/behavior g 2 G with crowding vector m.G /, is measured by the utility
function ut;c W G � .NC /G ! R defined by

ut;c.g;m/ D V gt;c C
X

c02C

A
g;c0

t;c m
g
c0

where (i) V gt;c measures the satisfaction level that each individual st;c has in belong-

ing to a group/behavior g 2G, (ii) Ag;c
0

t;c evaluates the satisfaction that each indi-
vidual st;c has with the presence of an individual with crowding type c0 in g.

The group/behavior strategy G � W S ! G is a Nash Equilibrium group/behavior,
if given the choice options of all individuals, no individual feels motivated to change
his behavior/group, i.e its utility does not increase by changing his behavior/group
decision (see Pinto [12]).

The dictionary between the Game Theory and the Theory of Planned Behavior is
summarized in Figure 5.2 (see Almeida [4]).

We denote by S.t;c/ the group of all individuals st;c with the same taste type
t 2 T and the same crowding type c 2 C . Let n.t; c/ be the number of indi-
viduals in S.t;c/. An interesting way to interpret S.t;c/ is to consider that n.t; c/ is
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Fig. 5.2 Game Theoretical Model/Theory of Planned Behavior

the number of times that a single individual st;c has to take an action. In this case,
A
g;c
t;c > 0 can be interpreted as the individual positive reward by repeating the same

group/behavior choice c 2 C , i.e., the individual st;c does not feel a saturation effect
by repeating the same choice. On the other hand,Ag;ct;c < 0 can be interpreted as the
individual negative reward by repeating the same group/behavior choice c 2 C , i.e.,
the individual st;c feels a saturation, boredom or frustration effect by repeating the
same choice.

5.4 Leadership in a Game Theoretical Model

A leader is an individual who can influence the others to choose a certain behav-
ior/group. We consider that the leader makes his behavior/group decision before
the others, and the others already know the leader’s decision before taking their
behavior/group decision. We study how the choice of the leader st l ;cl can influence
the followers stf ;cf to choose the same behavior/group g as the leader, see [2, 3].

The leaders and the followers are characterized by the parameters .˛; P;L/ and
we distinguish the following types:

� Altruistic and individualist leaders. The leader st l ;cl values the behavior/group
g and can donate a part P to the followers. The altruistic leader is the one who
distributes a valuation to the followers of the behavior/group g, i.e. P > 0 and
the individualist leader is the one who gives a devaluation or debt to the followers
of the behavior/group g, i.e. P < 0.
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� Consumption or wealth creation by the followers. We define ˛ as the parameter
of the consumption or wealth creation on the valuation of the good distributed by
the leader to the followers. Therefore, the new valuation of the followers stf ;cf

to choose the behavior/group g is given by

V
g

tf ;cf D NV gtf ;cf C
˛P

n.tf ; cf /
;

where NV g
tf ;cf corresponds to the previous valuation of the followers to choose

behavior/group g. There is wealth creation by the followers when P > 0 and
˛ > 1 or when P < 0 and 0 < ˛ < 1. There is wealth consumption by the
followers when P > 0 and 0 < ˛ < 1 or when P < 0 and ˛ > 1.

� Influential and persuasive leaders. The influence or persuasiveness of the leaders
st l ;cl on the followers .tf ; cf / is measured by the parameterL. We consider that

A
g;cl

tf ;cf D L

corresponds to the satisfaction that the followers have by choosing the same

behavior/group as the leader. Alternatively, we consider that Ag;c
l

tf ;cf D 0 and

that the followers have a new valuation V g
0

tf ;cf D V g
0

tf ;cf �L when they choose

the behavior/group g0 2 G n fgg under the influence of the leader. If L < 0,
the followers do not like to choose the same behavior/group as the leader, but if
L > 0, the followers like to choose the same behavior/group as the leader.

We define the leader worst neighborsLWNg.tf ; cf / of the individual stf ;cf in
choosing the behavior/group g by:

LWNg.t
f ; cf / D

8
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
:̂

A
g;cf

tf ;cf C
X

c02C;Ag;c0

tf ;cf
<0

A
g;c0

tf ;cf

X

t 02T
n.t 0; c0/ if Ag;c

f

tf ;cf � 0

X

c02C;Ag;c0

tf ;cf
<0

A
g;c0

tf ;cf

X

t 02T
n.t 0; c0/ if Ag;c

f

tf ;cf < 0

We define the leader best neighbors LBNg.tf ; cf / of the individual stf ;cf by:

LBNg.t
f ; cf / D

8
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
:̂

X

c02C;Ag;c0

tf ;cf
>0

A
g;c0

tf ;cf

X

t 02T
n.t 0; c0/ if Ag;c

f

tf ;cf � 0

A
g;cf

tf ;cf C
X

c02C;Ag;c0

tf ;cf
>0

A
g;c0

tf ;cf

X

t 02T
n.t 0; c0/ if Ag;c

f

tf ;cf < 0

Let
gW D arg max

fg2Gg
LWNg.t

f ; cf /
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and
LBN.tf ; cf / D max

fg2GWg¤gW g
LBNg.t

f ; cf /

Lemma 5.1. Let the leader st l ;cl choose the behavior/group g 2 G. If

˛P

n.tf ; cf /
C L > LBN.tf ; cf / �LWNgW

.tf ; cf /

then G �.stf ;cf / D gW , for every Nash equilibrium G �.

Inequality above gives a sufficient condition, in the value of the donated part P ,
in the influence and persuasiveness L of the leader and, also, in the creation or
consumption of wealth ˛ by the followers, implying that the followers choose the
same behavior/group as the leader.

Lemma 5.1 is proved in [2].

5.5 Conclusion

We defined a dictionary between Game Theory and the Theory of Planned Behav-
ior and we proposed the Nash equilibria as one of many, possible mechanisms of
transforming individual intentions in decisions. In this game theoretical model, we
studied how the characteristics of the leaders, can have a positive or negative influ-
ence over other individual’s behavioral decisions. In particular, we show that an
individualist leader might have to be more persuasive than an altruistic leader to
convince the followers to choose his behavior/group.
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Tecnologia, and the FCT Pluriannual Funding Program of the LIAAD-INESC Porto LA and of the
Research Center of Mathematics of University of Minho, for their financial support.

References

1. Ajzen, I.: Perceived behavioral control, self-efficacy, locus of control, and the theory of planned
behavior. J. Appl. Soc. Psychol. 32, 665–683 (2002)

2. Almeida, L., Cruz, J., Ferreira, H., Pinto, A.A.: Experts and Leaders effects in the Theory of
Planned Behavior (submitted)

3. Almeida, L., Cruz, J., Ferreira, H. and Pinto, A.A., Leaders and decision-making. Gazeta de
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Chapter 6
Lorenz-Like Chaotic Attractors Revised

Vı́tor Araújo and Maria José Pacifico

Abstract We describe some recent results on the dynamics of singular-hyperbolic
(Lorenz-like) attractors � introduced in [26]: (1) there exists an invariant foliation
whose leaves are forward contracted by the flow; (2) there exists a positive Lyapunov
exponent at every orbit; (3) attractors in this class are expansive and so sensitive
with respect to initial data; (4) they have zero volume if the flow is C 2, or else the
flow is globally hyperbolic; (5) there is a unique physical measure whose support
is the whole attractor and which is the equilibrium state with respect to the center-
unstable Jacobian; (6) the hitting time associated to a geometric Lorenz attractor
satisfies a logarithm law; (7) the rate of large deviations for the physical measure on
the ergodic basin of a geometric Lorenz attractor is exponential.

6.1 Introduction

In this note M is a compact boundaryless 3-manifold and X 1.M/ denotes the set
of C 1 vector fields on M endowed with the C 1 topology. Moreover Leb denotes
volume or Lebesgue measure: a normalized volume form given by some Riemannian
metric on M . We also denote by dist the Riemannian distance on M .
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The notion of singular hyperbolicity was introduced in [24, 26] where it was
proved that any C 1 robustly transitive set for a 3-flow is either a singular hyperbolic
attractor or repeller.

A compact invariant set� of a 3-flowX 2X 1.M/ is an attractor if there exists
a neighborhoodU of � (its isolating neighborhood) such that

� D
\

t>0

X t .U /

and there exists x 2 � such thatX.x/ ¤ 0 and whose positive orbit fX t .x/ W t > 0g
is dense in �.

We say that a compact invariant subset is singular hyperbolic if all the sin-
gularities in � are hyperbolic, and the tangent bundle T� decomposes in two
complementary DXt -invariant bundles Es ˚ Ecu, where: Es is one-dimensional
and uniformly contracted by DXt ; Ecu is bidimensional, contains the flow direc-
tion, DXt expands area along Ecu and DXt j Ecu dominates DXt j Es (i.e., any
eventual contraction in Es is stronger than any possible contraction in Ecu), for all
t > 0.

We note that the presence of an equilibrium together with regular orbits accu-
mulating on it prevents any invariant set from being uniformly hyperbolic, see
e.g. [13]. Indeed, in our 3-dimensional setting a compact invariant subset � is uni-
formly hyperbolic if the tangent bundle T� decomposes in three complementary
DXt -invariant bundlesEs˚EX˚Eu, each one-dimensional,EX is the flow direc-
tion, Es is uniformly contracted and Eu uniformly expanded by DXt , t > 0. This
implies the continuity of the splitting and the presence of a non-isolated equilibrium
point in � leads to a discontinuity in the splitting dimensions.

In the study of the asymptotic behavior of orbits of a flow X 2 X 1.M/, a
fundamental problem is to understand how the behavior of the tangent map DX
determines the dynamics of the flow Xt . The main achievement along this line is
the uniform hyperbolic theory: we have a complete description of the dynamics
assuming that the tangent map has a uniformly hyperbolic structure since [13].

In the same vein, under the assumption of singular hyperbolicity, one can show
that at each point there exists a strong stable manifold and that the whole set is
foliated by leaves that are contracted by forward iteration. In particular this shows
that any robust transitive attractor with singularities displays similar properties to
those of the geometrical Lorenz model. It is also possible to show the existence
of local central manifolds tangent to the central unstable direction. Although these
central manifolds do not behave as unstable ones, in the sense that points on them
are not necessarily asymptotic in the past, the expansion of volume along the
central unstable two-dimensional direction enables us to deduce some remarkable
properties.

We shall list some of these properties that give us a nice description of the
dynamics of a singular hyperbolic attractor.
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6.2 The Geometric Lorenz Attractor

Here we briefly recall the construction of the geometric Lorenz attractor [1,16], that
is the more representative example of a singular-hyperbolic attractor.

In 1963 the meteorologist Edward Lorenz published in the Journal of Atmo-
spheric Sciences [27] an example of a parametrized polynomial system of differen-
tial equations

Px D a.y � x/ a D 10
Py D rx � y � xz r D 28 (6.1)

Pz D xy � bz b D 8=3

as a very simplified model for thermal fluid convection, motivated by an attempt to
understand the foundations of weather forecast.

The origin � D .0; 0; 0/ is an equilibrium of saddle type for the vector field
defined by (6.1) with real eigenvalues �i , i � 3 satisfying

�2 < �3 < 0 < ��3 < �1: (6.2)

(in this case �1  11:83 , �2  �22:83, �3 D �8=3).
Numerical simulations performed by Lorenz for an open neighborhood of the

chosen parameters suggested that almost all points in phase space tend to a chaotic
attractor, whose well known picture is presented in Fig. 6.1. The chaotic feature is
the fact that trajectories converging to the attractor are sensitive with respect to initial
data: trajectories of any two nearby points are driven apart under time evolution.

Lorenz’s equations proved to be very resistant to rigorous mathematical analysis,
and also presented serious difficulties to rigorous numerical study. Indeed, these two
main difficulties are:

conceptual: The presence of an equilibrium point at the origin accumulated by
regular orbits of the flow prevents this attractor from being hyperbolic [8].

numerical: The presence of an equilibrium point at the origin, implying that solu-
tions slow down as they pass near the origin, which means unbounded return
times and, thus, unbounded integration errors.

Moreover the attractor is robust, that is, the features of the limit set persist for all
nearby vector fields. More precisely, if U is an isolating neighborhood of the attrac-
tor � for a vector field X , then � is robustly transitive if, for all vector fields Y
which are C 1 close to X , the corresponding Y -invariant set

�Y .U / D
[

t>0

Y t .U /

also admits a dense positive Y -orbit. We remark that the persistence of transitiv-
ity, that is, the fact that, for all nearby vector fields, the corresponding limit set is
transitive, implies a dynamical characterization of the attractor, as we shall see.
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Fig. 6.1 A view of the Lorenz attractor calculated numerically

These difficulties led, in the seventies, to the construction of a geometric flow
presenting a similar behavior as the one generated by (6.1). Nowadays this model
is known as geometric Lorenz flow. Next we briefly describe this construction, see
[1, 16] for full details.

We start by observing that under some non-resonance conditions, by the results
of Sternberg [31], in a neighborhood of the origin, which we assume to contain
the cube Œ�1; 1�3 � R3, the Lorenz equations are equivalent to the linear system
. Px; Py; Pz/ D .�1x; �2y; �3z/ through smooth conjugation, thus

X t .x0; y0; z0/ D .x0e�1t ; y0e
�2t ; z0e

�3t /; (6.3)

where �1  11:83 , �2  �22:83, �3 D �8=3 and .x0; y0; z0/ 2 R3 is an arbitrary
initial point near .0; 0; 0/.

Consider S D ˚.x; y; 1/ W jxj � 1=2; jyj � 1=2
�

and

S� D ˚.x; y; 1/ 2 S W x < 0�; SC D ˚.x; y; 1/ 2 S W x > 0� and

S� D S� [ SC D S n `; where ` D ˚.x; y; 1/ 2 S W x D 0�:

Assume that S is a global transverse section to the flow so that every trajectory
eventually crosses S in the direction of the negative z axis.
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Consider also ˙ D f.x; y; z/ W jxj D 1g D ˙� [ ˙C with ˙˙ D f.x; y; z/ W
x D ˙1g.

For each .x0; y0; 1/ 2 S� the time � such that X � .x0; y0; 1/ 2 ˙ is given by

�.x0/ D � 1
�1

log jx0j;

which depends on x0 2 S� only and is such that �.x0/! C1 when x0 ! 0. This
is one of the reasons many standard numerical algorithms were unsuited to tackle
the Lorenz system of equations. Hence we get (where sgn.x/ D x=jxj for x ¤ 0)

X � .x0; y0; 1/ D



sgn.x0/; y0e�2� ; e�3�
� D 
 sgn.x0/; y0jx0j�

�2
�1 ; jx0j�

�3
�1

�
:

(6.4)

Since 0 < ��3 < �1 < ��2, we have 0 < ˛ D ��3

�1
< 1 < ˇ D ��2

�1
.

Let L W S� ! ˙ be such that L.x; y/ D 

yjxjˇ ; jxj˛� with the convention that

L.x; y/ 2 ˙C if x > 0 and L.x; y/ 2 ˙� if x < 0. It is easy to see that L.S˙/
has the shape of a triangle without the vertex .˙1; 0; 0/. In fact the vertex .˙1; 0; 0/
are cusp points at the boundary of each of these sets. The fact that 0 < ˛ < 1 < ˇ

together with (6.4) imply that L.˙˙/ are uniformly compressed in the y-direction.
From now on we denote by˙˙ the closure of L.S˙/. Clearly each line segment

S�\fx D x0g is taken to another line segment˙\fz D z0g as sketched in Fig. 6.2.
The sets ˙˙ should return to the cross section S through a composition of a

translation T , an expansion E only along the x-direction and a rotation R around
W s.�1/ and W s.�2/, where �i are saddle-type singularities of X t that are outside
the cube Œ�1; 1�3, see [8]. We assume that this composition takes line segments˙ \
fz D z0g into line segments S \ fx D x1g as sketched in Fig. 6.2. The composition
T ıE ıR of linear maps describes a vector field V in a region outside Œ�1; 1�3. The
geometric Lorenz flow X t is then defined in the following way: for each t 2 R and

Fig. 6.2 Behavior near the
origin

σ
x= –1 x= +1

λ2 λ3

λ1

.

.
.

S+

L

S−

Σ− Σ+

Γ
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each point x 2 S , the orbit X t .x/ will start following the linear field until Q̇˙ and
then it will follow V coming back to S and so on. Let us write B D fX t .x/; x 2
S; t 2 RCg the set where this flow acts. The geometric Lorenz flow is then the pair
.B; X t / defined in this way. The set

� D \t�0X t .S/
is the geometric Lorenz attractor.

We remark that the existence of a chaotic attractor for the original Lorenz system
was established by Tucker with the help of a computer aided proof (see [32]).

The combined effects of T ı E ı R and the linear flow given by (6.4) on lines
implies that the foliation F s of S given by the lines S\fx D x0g is invariant under
the first return map F W S ! S . In another words, we have

.?/ for any given leaf � of F s , its image F.�/ is contained in a leaf of F s .

The main features of the geometric Lorenz flow and its first return map can be
seen at Figs. 6.3 and 6.4.

The one-dimensional map f is obtained quotienting over the leaves of the stable
foliation F s defined before (Fig. 6.5).

For a detailed construction of a geometric Lorenz flow see [8, 15].
As mentioned above, a geometric Lorenz attractor is the most representative

example of a singular-hyperbolic attractor [24].

6.3 The Dynamical Results

The study of robust attractors is inspired by the Lorenz flow example. Next we list
the main dynamical properties of a robust attractor.

`

f .x/

S

�1 0

1

1
�1

�2

�3

Fig. 6.3 The global cross-section for the geometric Lorenz flow and the associated 1d quotient
map, the Lorenz transformation
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Fig. 6.4 The image F.S�/

F (Σ–)

F (Σ+)

Σ+

Σ–

Γ

Fig. 6.5 Projection on I

Σ

f(x)

Γ

x

6.3.1 Robustness and Singular-Hyperbolicity

Inspired by the Lorenz flow example we define an equilibrium � of a flow X t to be
Lorenz-like if the eigenvalues �1; �2; �3 of DX.�/ are real and satisfy the relation
at (6.2):

�2 < �3 < 0 < ��3 < �1:
These are the equilibria contained in robust attractors naturally, since they are

the only kind of equilibria in a 3-flow which cannot be perturbed into saddle-
connections which generate sinks or sources when unfolded.

Theorem 6.1. Let � be a robustly transitive set of X 2 X 1.M/. Then, either for
Y D X or Y D �X , every singularity � 2 � is Lorenz-like for Y and satisfies
W ss
Y .�/ \� D f�g.
The fact that a robust attractor does not admit sinks or sources for all nearby

vector fields in its isolating neighborhood has several other strong consequences
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(whose study was pioneered by R. Mañé in its path to solve the Stability Conjecture
in [21]) which enable us to show the following, see [26].

Theorem 6.2. A robustly transitive set for X 2 X 1.M/ is a singular-hyperbolic
attractor for X or for �X .

The following shows in particular that the notion of singular hyperbolicity is an
extension of the notion of uniform hyperbolicity.

Theorem 6.3. Let � be a singular hyperbolic compact set of X 2 X 1.M/. Then
any invariant compact set � � � without singularities is uniformly hyperbolic.

A consequence of Theorem 6.3 is that every periodic orbit of a singular hyper-
bolic set is hyperbolic. The existence of a periodic orbit in every singular-hyperbolic
attractor was proved recently in [12] and also a more general result was obtained
in [10].

Theorem 6.4. Every singular hyperbolic attractor� has a dense subset of periodic
orbits.

In the same work [10] it was announced that every singular hyperbolic attractor
is the homoclinic class associated to one of its periodic orbits. Recall that the homo-
clinic class of a periodic orbit O for X is the closure of the set of transversal inter-
section points of it stable and unstable manifold: H.O/ D W u.O/ t W s.O/. This
result is well known for the elementary dynamical pieces of uniformly hyperbolic
attractors. Moreover, in particular, the geometric Lorenz attractor is a homoclinic
class as proved in [11].

6.3.2 Singular-Hyperbolicity and Chaotic Behavior

Using the area expansion along the bidimensional central direction, which contains
the direction of the flow, one can show

Theorem 6.5. Every orbit in any singular-hyperbolic attractor has a direction of
exponential divergence from nearby orbits (positive Lyapunov exponent).

Denote by S.R/ the set of surjective increasing continuous real functions h W
R ! R endowed with the C 0 topology. The flow Xt is expansive on an invariant
compact set � if for every � > 0 there is ı > 0 such that if for some h 2 S.R/ and
x; y 2 �

dist.Xt .x/; Xh.t/y/ � ı for all t 2 R;

then Xh.t0/.y/ 2 XŒt0��;t0C�	.x/, for some t0 2 R. A stronger notion of expansive-
ness was introduced by Bowen–Ruelle [13] for uniformly hyperbolic attractors, but
equilibria in expansive sets under this strong notion must be isolated, see e.g. [8].
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Komuro proved in [17] that a geometrical Lorenz attractor � is expansive. In
particular, this implies that this kind of attractor is sensitive with respect to initial
data, i.e., there is ı > 0 such that for any pair of distinct points x; y 2 �, if
dist.Xt .x/; Xt .y// < ı for all t 2 R, then x is in the orbit of y. In [9] this was fully
extended to the singular-hyperbolic setting.

Theorem 6.6. Let � be a singular hyperbolic attractor of X 2 X 1.M/. Then �
is expansive.

Corollary 6.1. Singular hyperbolic attractors are sensitive with respect to initial
data.

6.3.3 Singular-Hyperbolicity, Positive Volume and Global
Hyperbolicity

Recently a generalization of the results of Bowen–Ruelle [13] was obtained in [2]
showing that a uniformly hyperbolic transitive subset of saddle-type for a C 1C˛
flow has zero volume, for any ˛ > 0. We denote the family of all flows whose
differentiability class is at least Hölder-C 1 by C 1C.

Theorem 6.7. A C 1C singular-hyperbolic attractor has zero volume.

This can be extended to the following dichotomy. Recall that a transitive Anosov
vector field X is a vector field without singularities such that the entire manifoldM
is a uniformly hyperbolic set of saddle-type.

Theorem 6.8. Let � be a singular hyperbolic attractor for a C 1C 3-dimensional
vector field X . Then either � has zero volume or X is a transitive Anosov vector
field.

6.4 The Ergodic Theory of Singular-Hyperbolic Attractors

The ergodic theory of singular-hyperbolic attractors is incomplete. Most results still
are proved only in the particular case of the geometric Lorenz flow, which automat-
ically extends to the original Lorenz flow after the work of Tucker [32], but demand
an extra effort to encompass the full singular-hyperbolic setting.

6.4.1 Existence of a Physical Measure

Another main result obtained in [9] is that typical orbits in the basin of every
singular-hyperbolic attractor, for a C 2 flow X on a 3-manifold, have well-defined
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statistical behavior, i.e., for Lebesgue almost every point the forward Birkhoff time
average converges, and it is given by a certain physical probability measure. It
was also obtained that this measure admits absolutely continuous conditional mea-
sures along the center-unstable directions on the attractor. As a consequence, it is a
u-Gibbs state and an equilibrium state for the flow.

Theorem 6.9. A C 2 singular-hyperbolic attractor� admits a unique ergodic phys-
ical hyperbolic invariant probability measure � whose basin covers Lebesgue
almost every point of a full neighborhood of �.

Recall that an invariant probability measure � for a flow X is physical (or SRB) if
its basin

B.�/ D
n
x 2M W lim

T!1
1

T

Z T

0

 .Xt .x// dt D
Z

 d�;8 2 C 0.M;R/
o

has positive volume in M .
Here hyperbolicity means non-uniform hyperbolicity of the probability measure

�: the tangent bundle over� splits into a sum TzM D Esz ˚EXz ˚Fz of three one-
dimensional invariant subspaces defined for�-a.e. z 2 � and depending measurably
on the base point z, where� is the physical measure in the statement of Theorem 6.9,
EXz is the flow direction (with zero Lyapunov exponent) and Fz is the direction with
positive Lyapunov exponent, that is, for every non-zero vector v 2 Fz we have

lim
t!C1

1

t
log kDXt .z/ � vk > 0:

We note that the invariance of the splitting implies that Ecu
z D EXz ˚ Fz whenever

Fz is defined.
Theorem 6.9 is another statement of sensitiveness, this time applying to the whole

essentially open set B.�/. Indeed, since non-zero Lyapunov exponents express that
the orbits of infinitesimally close-by points tend to move apart from each other, this
theorem means that most orbits in the basin of attraction separate under forward
iteration. See Kifer [18], and Metzger [23], and references therein, for previous
results about invariant measures and stochastic stability of the geometric Lorenz
models.

The u-Gibbs property of � is stated as follows.

Theorem 6.10. Let � be a singular-hyperbolic attractor for a C 2 three-
dimensional flow. Then the physical measure � supported in � has a disintegration
into absolutely continuous conditional measures �� along center-unstable sur-

faces � such that d
�

dm�
is uniformly bounded from above. Moreover supp.�/ D � .

Here the existence of unstable manifolds is guaranteed by the hyperbolicity of
the physical measure: the strong-unstable manifoldsW uu.z/ are the “integral mani-
folds” in the direction of the one-dimensional sub-bundleF , tangent to Fz at almost
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every z 2 �. The sets W uu.z/ are embedded sub-manifolds in a neighborhood of
z which, in general, depend only measurably (including its size) on the base point
z 2 �. The strong-unstable manifold is defined by

W uu.z/ D fy 2M W lim
t!�1 dist.Xt .y/; Xt .z// D 0g

and exists for almost every z 2 � with respect to the physical and hyperbolic mea-
sure obtained in Theorem 6.9. We remark that since � is an attracting set, then
W uu.z/ � � whenever defined. The central unstable surfaces mentioned in the
statement of Theorem 6.10 are just small strong-unstable manifolds carried by the
flow, which are tangent to the central-unstable direction Ecu.

The absolute continuity property along the center-unstable sub-bundle given by
Theorem 6.10 ensures that

h
.X
1/ D

Z

log
ˇ
ˇ det.DX1 j Ecu/

ˇ
ˇ d�;

by the characterization of probability measures satisfying the Entropy Formula,
obtained in [20]. The above integral is the sum of the positive Lyapunov exponents
along the sub-bundleEcu by Oseledets Theorem [22,33]. Since in the directionEcu

there is only one positive Lyapunov exponent along the one-dimensional direction
Fz, �-a.e. z, the ergodicity of � then shows that the following is true.

Corollary 6.2. If � is a singular-hyperbolic attractor for a C 2 three-dimensional
flow X t , then the physical measure � supported in � satisfies the Entropy Formula

h
.X
1/ D

Z

log kDX1 j Fzkd�.z/:

Again by the characterization of measures satisfying the Entropy Formula, we get
that � has absolutely continuous disintegration along the strong-unstable direction,
along which the Lyapunov exponent is positive, thus � is a u-Gibbs state [29]. This
also shows that � is an equilibrium state for the potential � log kDX1 j Fzk with
respect to the diffeomorphism X1. We note that the entropy h
.X1/ of X1 is the
entropy of the flow X t with respect to the measure � [33].

Hence we are able to extend most of the basic results on the ergodic theory of
hyperbolic attractors to the setting of singular-hyperbolic attractors.

6.4.2 Hitting and Recurrence Time Versus Local Dimension
for Geometric Lorenz Flows

Given x 2 M , let Br .x/ D fy 2 M I d.x; y/ � rg be the ball centered at x with
radius r . The local dimension of � at x 2 M is defined by
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d
.x/ D lim
r!1

log�.Br .x//

log r

if this limit exists. In this case �.Br.x// 	 rd�.x/.
This notion characterizes the local geometric structure of an invariant measure

with respect to the metric in the phase space of the system, see [35] and [28].
The existence of the local dimension for a Borel probability measure � on M

implies the crucial fact that virtually all the known characteristics of dimension
type of the measure coincide. The common value is a fundamental characteristic of
the fractal structure of �, see [28].

Let x0 2 R3 and

�X
t

r .x; x0/ D infft � 0 j X t .x/ 2 Br .x0/g

be the time needed for the X -orbit of a point x to enter for the first time in a ball
Br .x0/. The number �X

t

r .x; x0/ is the hitting time associated to the flow X t and
Br .x0/. If the orbit X t starts at x0 itself and we consider the second entrance time
in the ball

� 0
r.x0/ D infft 2 RC W X t .x0/ 2 Br.x0/; 9i; s:t:X i .x0/ … Br .x0/g

we have a quantitative recurrence indicator, and the number � 0
r.x0/ is called the

recurrence time associated to the flow X t and Br .x0/.
Now let X t be a geometric Lorenz flow, and � its X t -invariant SBR measure.
The main result in [15] establishes the following.

Theorem 6.11. For �-almost every x,

lim
r!0

log �r.x; x0/

� log r
D d
.x0/ � 1:

Observe that the result above indicates once more the chaoticity of a Lorenz-like
attractor: it shows that asymptotically, such attractors behave as an i.d. system.

We can always define the upper and the lower local dimension at x as

dC

 .x/ D lim sup

r!1
log�.Br .x//

log r
; d�


 .x/ D lim inf
r!1

log�.Br.x//

log r
:

If dC.x/ D d�.x/ D d almost everywhere the system is called exact dimensional.
In this case many properties of dimension of a measure coincide. In particular, d
is equal to the dimension of the measure �: d D inffdimH ZI�.Z/ D 1g: This
happens in a large class of systems, for example, in C 2 diffeomorphisms having
non zero Lyapunov exponents almost everywhere, [28].

Using a general result proved in [30] it is also proved in [15] a quantitative
recurrence bound for the Lorenz geometric flow:
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Theorem 6.12. For a geometric Lorenz flow it holds

lim inf
r!0

log � 0
r.x/

� log r
D d�


 � 1; lim sup
r!0

log � 0
r.x/

� log r
D dC


 � 1; � � a:e: :

where � 0 is the recurrence time for the flow, as defined above.

The proof of Theorem 6.11 is based on the following results, proved in [15].
Let F W S ! S be the first return map to S , a global cross section to X t through

W s.p/, p the singularity at the origin, as indicated at Fig. 6.3. It follows that F
has a physical measure �F , see e.g. [34]. Recall that we say the system .S; F; �F /

has exponential decay of correlation for Lipschitz observables if there are constants
C > 0 and � > 0, depending only on the system such that for each n it holds

ˇ
ˇ
ˇ
ˇ

Z

g.F n.x//f .x/d� �
Z

g.x/d�

Z

f .x/d�

ˇ
ˇ
ˇ
ˇ � C � e��n

for any Lipschitz observable g and f with bounded variation,

Theorem 6.13. Let �F an invariant physical measure for F . The system
.S; F; �F / has exponential decay of correlations with respect to Lipschitz
observables.

We remark that a sub-exponential bound for the decay of correlation for a two
dimensional Lorenz like map was given in [14] and [1].

Theorem 6.14. �F is exact, that is, d
F
.x/ exist almost every x 2 S .

Let x0 2 S and �Sr .x; x0/ be the time needed to Ox enter for the first time in
Br .x0/\ S D Br;S :
Theorem 6.15. limr!0

log �r .x;x0/
� log r D limr!0

log �S
r .x;x0/

� log r D d
F
.x0/:

From the fact that the attractor is a suspension of the support of �F we easily
deduce the following.

Theorem 6.16. d
.x/ D d
F
.x/C 1:

We remark that the results in this section can be extended to a more general class
of flows described in [15]. The interested reader can find the detailed proofs in this
article.

6.4.3 Large Deviations for the Physical Measure on a Geometric
Lorenz Flow

Having shown that physical probability measures exist, it is natural to consider the
rate of convergence of the time averages to the space average, measured by the vol-
ume of the subset of points whose time averages stay away from the space average
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by a prescribed amount up to some evolution time. We extend part of the results on
large deviation rates of Kifer [19] from the uniformly hyperbolic setting to semi-
flows over non-uniformly expanding base dynamics and unbounded roof function.
These special flows model non-uniformly hyperbolic flows like the Lorenz flow,
exhibiting equilibria accumulated by regular orbits.

6.4.3.1 Suspension Semiflows

We first present these flows and then state the main assumptions related to the
modelling of the geometric Lorenz attractor.

Given a Hölder-C 1 local diffeomorphism f W M n S ! M outside a volume
zero non-flat1 singular set S , let X t W Mr ! Mr be a semiflow with roof function
r WM nS ! R over the base transformation f , as follows.

Set Mr D f.x; y/ 2 M � Œ0;C1/ W 0 � y < r.x/g and X0 the identity on Mr ,
where M is a compact Riemannian manifold. For x D x0 2 M denote by xn the
nth iterate f n.x0/ for n � 0. Denote Sfn '.x0/ D

Pn�1
jD0 '.xj / for n � 1 and for

any given real function '. Then for each pair .x0; s0/ 2 Xr and t > 0 there exists a
unique n � 1 such that Snr.x0/ � s0 C t < SnC1r.x0/ and define (see Fig. 6.6)

X t .x0; s0/ D


xn; s0 C t � Snr.x0/

�
:

The study of suspension (or special) flows is motivated by modeling a flow
admitting a cross-section. Such flow is equivalent to a suspension semiflow over the
Poincaré return map to the cross-section with roof function given by the return time
function on the cross-section. This is a main tool in the ergodic theory of uniformly
hyperbolic flows developed by Bowen and Ruelle [13].

y=r2 (x)

y=r3 (x)

x2

x1

x0
(x0,y0)

Xr

y0+t
y0+ty0+t

y=r(x)

X

0 1

Xt
r .x0; y0/

Xt
r .x0; y0/

Xt
r .x0; y0/

�r.x1/
�r.x2/

Fig. 6.6 The equivalence relation defining the suspension flow of f over the roof function r

1 f behaves like a power of the distance to S : kDf.x/k � dist.x;S /�ˇ for some ˇ > 0 (see
Alves–Araújo [3, 4] for a precise statement).
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6.4.3.2 Conditions on the Base Dynamics

We assume that the singular set S (containing the points where f is either not
defined, discontinuous or not differentiable) is regular, e.g., a submanifold of M ,
and that f is non-uniformly expanding: there exists c > 0 such that for Lebesgue
almost every x 2M

lim sup
n!C1

1

n
Sn .x/ � �c where  .x/ D log

�
�Df.x/�1

�
�:

Moreover we assume that f has exponentially slow recurrence to the singular
set S i.e. for all � > 0 there is ı > 0 s.t.

lim sup
n!C1

1

n
log Leb

�

x 2M W 1
n
Sn
ˇ
ˇ logdı.x;S /

ˇ
ˇ > �

�

< 0;

where dı.x; y/ D dist.x; y/ if dist.x; y/ < ı and dı.x; y/ D 1 otherwise.
These conditions ensure [5] in particular the existence of finitely many ergodic

absolutely continuous (in particular physical) f -invariant probability measures
�1; : : : ; �k whose basins cover the manifold Lebesgue almost everywhere.

We say that an f -invariant measure � is an equilibrium state with respect to the
potential logJ , where J D j detDf j, if h
.f / D �.logJ /, that is if � satisfies
the Entropy Formula. Denote by E the family of all such equilibrium states. It is not
difficult to see that each physical measure in our setting belongs to E.

We assume that E is formed by a unique absolutely continuous probability
measure.

6.4.3.3 Conditions on the Roof Function

We assume that r W M n S ! RC has logarithmic growth near S : there exists
K D K.'/ > 0 such that2 r � �B.S ;ı/ � K �

ˇ
ˇ logdı.x;S /

ˇ
ˇ for all small enough

ı > 0. We also assume that r is bounded from below by some r0 > 0.
Now we can state the result on large deviations.

Theorem 6.17. Let X t be a suspension semiflow over a non-uniformly expanding
transformation f on the base M , with roof function r , satisfying all the previously
stated conditions.

Let WMr ! R be continuous,  D �ËLeb1 be the induced invariant measure3

for the semiflow X t and � D Leb Ë Leb1 be the natural extension of volume to the
space Mr . Then

2 B.S ; ı/ is the ı-neighborhood of S .
3 for any A � Mr set .A/ D �.r/�1

R
d�.x/

R r.x/
0 ds �A.x; s/:
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lim sup
T!1

1

T
log�

(

z 2Mr W
ˇ
ˇ
ˇ
ˇ
ˇ

1

T

Z T

0

 


X t .z/

�
dt � . /

ˇ
ˇ
ˇ
ˇ
ˇ
> �

)

< 0:

6.4.3.4 Consequences for the Lorenz flow

Now consider a Lorenz geometric flow as constructed in Sect. 6.2 and let f be the
one-dimensional map associated, obtained quotienting over the leaves of the stable
foliation, see Fig. 6.3. This map has all the properties stated previously for the base
transformation. The Poincaré return time gives also a roof function with logarithmic
growth near the singularity line.

The uniform contraction along the stable leaves implies that the time averages of
two orbits on the same stable leaf under the first return map are uniformly close for
all big enough iterates. If P W S ! Œ�1; 1� is the projection along stable leaves

Lemma 6.1. For ' W U 
 � ! R continuous and bounded, � > 0 and '.x/ D
R r.x/
0

 .x; t/ dt , there exists � W Œ�1; 1� nS ! R with logarithmic growth near S

such that
nˇ
ˇ 1
n
SRn ' � �.'/

ˇ
ˇ > 2�

o
is contained in

P�1
�˚ˇ
ˇ 1

n
Sfn � � �.�/

ˇ
ˇ > �

� [ ˚1
n
Sfn
ˇ
ˇ log distı .y;S /

ˇ
ˇ > �

��
:

Hence in this setting it is enough to study the quotient map f to get information
about deviations for the Poincaré return map. Coupled with the main result we are
then able to deduce

Corollary 6.3. Let X t be a flow on R3 exhibiting a Lorenz or a geometric Lorenz
attractor with trapping region U . Denoting by Leb the normalized restriction of the
Lebesgue volume measure to U ,  W U ! R a bounded continuous function and �
the unique physical measure for the attractor, then for any given � > 0

lim sup
T!1

1

T
log Leb

(

z 2 U W
ˇ
ˇ
ˇ
ˇ
ˇ

1

T

Z T

0

 


X t .z/

�
dt � �. /

ˇ
ˇ
ˇ
ˇ
ˇ
> �

)

< 0:

Moreover for any compactK � U such that �.K/ < 1 we have

lim sup
T!C1

1

T
log Leb

� ˚
x 2 K W X t .x/ 2 K; 0 < t < T �

�
< 0:

6.4.3.5 Idea of the Proof

We use properties of non-uniformly expanding transformations, especially a large
deviation bound recently obtained [6], to deduce a large deviation bound for the
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suspension semiflow reducing the estimate of the volume of the deviation set to the
volume of a certain deviation set for the base transformation.

The initial step of the reduction is as follows. For a continuous and bounded
 W Mr ! R, T > 0 and z D .x; s/ with x 2 M and 0 � s < r.x/ < 1, there
exists the lap number n D n.x; s; T / 2 N such that Snr.x/ � s C T < SnC1r.x/,
and we can write

Z T

0

 


X t .z/

�
dt D

Z r.x/

s

 


X t .x; 0/

�
dt C

Z TCs�Snr.x/

0

 


X t .f n.x/; 0/

�
dt

C
n�1X

jD1

Z r.f j .x//

0

 


X t .f j .x/; 0/

�
dt:

Setting '.x/ D R r.x/
0  .x; 0/ dt we can rewrite the last summation above as

Sn'.x/. We get the following expression for the time average

1

T

Z T

0

 


X t .z/

�
dt D 1

T
Sn'.x/ � 1

T

Z s

0

 


X t .x; 0/

�
dt

C 1

T

Z TCs�Snr.x/

0

 


X t .f n.x/; 0/

�
dt:

Writing I D I.x; s; T / for the sum of the last two integral terms above, observe
that for ! > 0, 0 � s < r.x/ and n D n.x; s; T /

�

.x; s/ 2Mr W
ˇ
ˇ
ˇ
ˇ
1

T
Sn'.x/C I.x; s; T / � �.'/

�.r/

ˇ
ˇ
ˇ
ˇ > !

�

is contained in
�

.x; s/ 2Mr W
ˇ
ˇ
ˇ
ˇ
1

T
Sn'.x/� �.'/

�.r/

ˇ
ˇ
ˇ
ˇ >

!

2

�

[
n
.x; s/ 2 Mr W I.x; s; T / > !

2

o
:

The left hand side above is a deviation set for the observable ' over the base trans-
formation, while the right hand side will be bounded by the geometric conditions on
S and by a deviations bound for the observable r over the base transformation.

Analysing each set using the conditions on f and r and noting that for �- and
Leb-almost every x 2 M and every 0 � s < r.x/

Snr.x/

n
� T C s

n
� SnC1r.x/

n
so

n.x; s; T /

T
����!
T!1

1

�.r/
;

we are able to obtain the asymptotic bound of the Main Theorem.
Full details of the proof are presented in [7].
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The interested reader can find the proofs of the results mentioned above in the
papers listed below, the references therein, and also in one of IMPA’s texts [8] for
the XXV Brazilian Mathematical Colloquium.
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Chapter 7
A Dynamical Point of View of Quantum
Information: Entropy and Pressure

A.T. Baraviera, C.F. Lardizabal, A.O. Lopes, and M. Terra Cunha

Abstract Quantum Information is a new area of research which has been growing
rapidly since last decade. This topic is very close to potential applications to the
so called Quantum Computer. In our point of view it makes sense to develop a
more “dynamical point of view” of this theory. We want to consider the concepts
of entropy and pressure for “stationary systems” acting on density matrices which
generalize the usual ones in Ergodic Theory (in the sense of the Thermodynamic
Formalism of R. Bowen, Y. Sinai and D. Ruelle). We consider the operator L acting
on density matrices � 2 MN over a finite N -dimensional complex Hilbert space
L .�/ WDPk

iD1 t r.Wi�W �
i /Vi�V

�
i ; where Wi and Vi , i D 1; 2; : : : k are operators

in this Hilbert space. L is not a linear operator. In some sense this operator is
a version of an Iterated Function System (IFS). Namely, the Vi .:/V �

i DW Fi .:/,
i D 1; 2; : : : ; k, play the role of the inverse branches (acting on the configuration
space of density matrices �) and theWi play the role of the weights one can consider
on the IFS. We suppose that for all � we have that

Pk
iD1 tr.Wi�W �

i / D 1. A family
W WD fWigiD1;:::;k determines a Quantum Iterated Function System (QIFS) FW ,
FW D fMN ; Fi ;WigiD1;:::;k :

7.1 Introduction

We will present a survey, and also some new results, of certain topics in Quantum
Information from a strictly mathematical point of view. This area is very close to
potential applications to the so called Quantum Computer [26]. In our point of view
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it makes sense to develop a more “dynamical point of view” of this theory. For
instance, Von Neumann entropy is a very nice and useful concept, but, in our point
of view, it is not a dynamical entropy. A nice exposition about this theory from
an Ergodic Theory point of view is presented in [3] (see also [4]). Our setting is
different. Part of our work is to justify why the concepts we present here are natural
generalizations of the usual ones in Thermodynamic Formalism.

We have to analyze first the fundamental concepts in both theories. It is well-
known that the so called Quantum Stochastic Processes have some special features
which present a quite different nature than the usual classical Stochastic Processes.
A main issue on QSP is the possibility of interference (see [1, 2, 8, 28, 31]). We
will analyze carefully Quantum Iterated Function Systems, which were described
previously by [22] and [29].

We refer the reader to [1] for the proofs of the results presented in the first part
of this exposition.

Density matrices play the role of probabilities on Quantum Mechanics. In this
work we investigate a generalization of the classical Thermodynamic Formalism
(in the sense of Bowen, Sinai and Ruelle) for the setting of density matrices.
We consider the operator L acting on density matrices � 2 MN over a finite
N -dimensional complex Hilbert space

L .�/ WD
kX

iD1
tr.Wi�W

�
i /Vi�V

�
i ;

whereWi and Vi , i D 1; 2; : : : ; k are operators in this Hilbert space. Note that L is
not a linear operator.

In some sense this operator is a version of an Iterated Function System (IFS).
Namely, the Vi .:/V �

i DW Fi .:/, i D 1; 2; : : : ; k, play the role of the inverse branches
(acting on the configuration space of density matrices �) and the Wi play the role
of the weights one can consider on the IFS. We suppose that for all � we have that
Pk
iD1 tr.Wi�W �

i / D 1. This means that LFW
is a normalized operator.

A family W WD fWigiD1;:::;k determines a Quantum Iterated Function System
(QIFS) FW ,

FW D fMN ; Fi ;Wi giD1;:::;k
We want to consider a new concept of entropy for stationary systems acting on

density matrices which generalizes the usual one in Ergodic Theory. In our setting
the Vi , i D 1; 2; : : : ; k are fixed (i.e. the dynamics of the inverse branches is fixed
in the beginning) and we consider the different families Wi , i D 1; 2; : : : ; k, (also
with the attached corresponding eigendensity matrix �W ) as possible Jacobians (of
“stationary probabilities”).

It is appropriate to make here a remark about the meaning of “stationarity”
for us. In Ergodic Theory the action of the shift � in the Bernoulli space ˝ D
f1; 2; : : : ; kgN with k symbols is well understood. The concept of stationarity for a
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Stochastic Process (where the space of states is S D f1; 2; : : : ; kg) is defined by the
shift-invariance for the associated probability P in the Bernoulli space (the space of
paths). Shannon–Kolmogorov entropy is a concept designed for stationary probabil-
ities. When the probability P is associated to a Markov chain, this entropy is given
by

H.P/ WD �
NX

i;jD1
pipij logpij ;

where P D .pij / describes the transition matrix, and pi the invariant probabil-
ity vector, i; j D 1; 2; : : : ; k. This is the key idea for our definition of stationary
entropy.

Thermodynamic Formalism and the Ruelle operator for a potential A W ˝ ! R
are natural generalizations of the theory associated to the Perron theorem for positive
matrices (see [30]) (this occurs when the potential depends on only the first two
symbols of w D .w1;w2;w3; : : :/ 2 ˝). We will analyze the Pressure problem for
density matrices under this last perspective.

The main point here (and also in [1, 2, 18, 20]) is that in order to define Kol-
mogorov entropy one can avoid the use of partitions, etc. We just need to look
the problem at the level of Ruelle operators (which in some sense captures the
underlying dynamics).

Given a normalized family Wi , i D 1; 2; : : : ; k, a natural definition of entropy,
denoted by hV .W /, is given by

�
kX

iD1

tr.Wi�WW �
i /

t r.Vi�W V
�
i /

kX

jD1
tr
�
WjVi�W V

�
i W

�
j

�
log

� tr.WjVi�W V �
i W

�
j /

tr.Vi�W V �
i /

�
;

where, �W denotes the barycenter of the unique invariant, attractive measure for the
Markov operator V associated to FW . We show that this generalizes the entropy of
a Markov System. This will be described later on this work.

A different definition of entropy for density operators is presented in [2, 7].
There are examples where the values one gets from these two concepts are different
(see [2]).

We also want to present here a concept of pressure for stationary systems acting
on density matrices which generalizes the usual one in Ergodic Theory.

In addition to the dynamics obtained by the Vi , which are fixed, a family of
potentialsHi , i D 1; 2; : : : ; k induces a kind of Ruelle operator given by

LH .�/ WD
kX

iD1
tr.Hi�H

�
i /Vi�V

�
i (7.1)

We show that such operator admits an eigenvalue ˇ and an associated eigenstate
�ˇ , that is, one satisfying LH .�ˇ / D ˇ�ˇ .



84 A.T. Baraviera et al.

The natural generalization of the concept of pressure for a family Hi , i D
1; 2; : : : ; k is the problem of finding the maximization on the possible normalized
families Wi , i D 1; 2; : : : ; k, of the expression

hV .W /C
kX

jD1
log

�
tr.Hj �HH

�
j /tr.Vj�HV

�
j /
�

tr.Wj�WW
�
j /

We show a relation between the eigendensity matrix �H for the Ruelle operator
and the set of Wi , i D 1; 2; : : : ; k, which maximizes pressure. In the case each Vi ,
i D 1; 2; : : : ; k, is unitary, then the maximum value is logˇ.

Our work is inspired by the results presented in [22] and [29]. We would like to
thank these authors for supplying us with the corresponding references.

We point out that completely positive mappings (operators) acting on density
matrices are of great importance in Quantum Computing. These operators can be
written in the Stinespring–Kraus form. This motivates the study of operators in the
class we will assume here, which are a generalization of such Stinespring–Kraus
transformations.

The initial part of our work is dedicated to present all the definitions and concepts
that are not well-known (at least for the general audience of people in Dynamical
Systems), in a systematic and well organized way. We present many examples and
all the basic main definitions which are necessary to understand the theory. However,
we do not have the intention to exhaust what is already known. We believe that
the theoretical results presented here can be useful as a general tool to understand
problems in Quantum Computing.

Several examples are presented with all details in the text. We believe that this
will help the reader to understand the main issues of the theory.

In order to simplify the notation we will present most of our results for the case
of two by two matrices.

In Sects.7.2 and 7.3 we present some basic definitions, examples and we show
some preliminary relations of our setting to the classical Thermodynamic For-
malism. In Sect. 7.4 we present an eigenvalue problem for non-normalized Ruelle
operators which will be required later. Some properties and concepts about density
matrices and Ruelle operators are presented in Sects. 7.6 and 7.7. In Sect. 7.10 we
introduce the concept of stationary entropy for measures defined on the set of den-
sity matrices. In Sect. 7.11 we compare this definition with the usual one for Markov
Chains. Section 7.12 aims to motivate the interest on pressure and the capacity-cost
function. The Sects. 7.13, 7.14 and 7.15 are dedicated to the presentation of our
main results on pressure, important inequalities, examples and its relation with the
classical theory of Thermodynamic Formalism.

In the paper “A dynamical point of view of Quantum Information: Discrete
Wigner measures”, published in this volume, we consider the discrete Wigner
measure, in which part of the analysis described is related to QIFS.

This work is part of the thesis dissertation of C. F. Lardizabal in Prog. Pos-Grad.
Mat. UFRGS (Brazil) [16].
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7.2 Basic Definitions

LetMN .C/ the set of complex matrices of orderN . If � 2 MN .C/ then �� denotes
the transpose conjugate of �. We consider in CN the L 2 norm. A state (or vector)
in CN will be denoted by  or j i, and the associated projection will be written
j ih j. Define

HN WD f� 2MN .C/ W �� D �g
PH N WD f� 2HN W h� ; i � 0;8 2 CN g
MN WD f� 2PH N W tr.�/ D 1g
PN WD f� 2HN W � D j ih j;  2 CN ; h j i D 1g;

the space of hermitian, positive, density operators and pure states, respectively. Den-
sity operators are also called mixed states. Any state �, by the spectral theorem, can
be written as

� D
kX

iD1
pi j iih i j; (7.2)

for some choice of pi , which are positive numbers with
P
i pi D 1, and  i , which

have norm one and are orthogonal.
The set PN is the set of extremal points of MN , that is, the set of points which

can not be decomposed as a nontrivial convex combination of elements in MN :

Definition 7.1. Let Gi W MN ! MN , pi W MN ! Œ0; 1�, i D 1; : : : ; k and such
that

P
i pi .�/ D 1. We call

FN D fMN ; Gi ; pi W i D 1; : : : ; kg (7.3)

a Quantum Iterated Function System (QIFS).

Definition 7.2. A QIFS is homogeneous if pi and Gipi are affine mappings, i D
1; : : : ; k.

Suppose that the QIFS considered is such that there are Vi and Wi linear maps,
i D 1; : : : ; k, with

Pk
iD1W �

i Wi D I such that

Gi .�/ D Vi�V
�
i

tr.Vi�V �
i /

(7.4)

and
pi .�/ D tr.Wi�W

�
i / (7.5)

Then we have that a QIFS is homogeneous if Vi D Wi , i D 1; : : : ; k.
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Now we can define a Markov operator V WM .MN /!M .MN /,

.V �/.B/ D
kX

iD1

Z

G�1
i
.B/

pi .�/d�.�/;

where M .MN / denotes the space of probability measure over MN . We also define
� WMN !MN ,

�.�/ WD
kX

iD1
pi .�/Gi .�/

The operator defined above has no counterpart in the classical Thermodynamic
Formalism. We will also consider the operator acting on density matrices �.

L .�/ D
kX

iDk
qi .�/Vi�V

�
i :

If for all � we have
Pk
iDk qi .�/ D 1, we say the operator is normalized.

In the normalized case, the different possible choices of qi ; i D 1; 2; : : : ; k,
(which means different choices of Wi ; i D 1; 2; : : : ; k) play here the role of the
different Jacobians of possible invariant probabilities (see [23] II. 1, and [20]) in
Thermodynamic Formalism. In some sense the probabilities can be identified with
the Jacobians (this is true at least for Gibbs probabilities of Hölder potentials [25]).
The set of Gibbs probabilities for Hölder potentials is dense in the set of invariant
probabilities [19].

We are also interested on the non-normalized case. If the QIFS is homogeneous,
then

�.�/ D
X

i

Vi�V
�
i (7.6)

Theorem 7.1. [29] A mixed state �0 is �-invariant if and only if

�0 D
Z

MN

�d�.�/; (7.7)

for some V -invariant measure �.

In order to define hyperbolic QIFS, one has to define a distance on the space of
mixed states. For instance, we could choose one of the following:

D.�1; �2/ D
p

trŒ.�1 � �2/2�
D.�1; �2/ D tr

p
.�1 � �2/2

D.�1; �2/ D
q

2f1� trŒ.�1=21 �2�
1=2
1 /1=2�g
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Such metrics generate the same topology on M . Considering the space of mixed
states with one of those metrics we can make the following definition. We say that a
QIFS is hyperbolic if the quantum maps Gi are contractions with respect to one of
the distances on MN and if the maps pi are Hölder-continuous and positive, see for
instance, [22].

Proposition 7.1. If a QIFS (7.3) is homogeneous and hyperbolic the associated
Markov operator admits a unique invariant measure �. Such invariant measure
determines a unique�-invariant state � 2MN , given by (7.7).

See [22, 29] for the proof.

7.3 Examples of QIFS

Example 7.1. ˝ D MN , k D 2, p1 D p2 D 1=2, G1.�/ D U1�U
�
1 , G2.�/ D

U2�U
�
2 . The normalized identity matrix �� D I=N is �-invariant, for any choice

of unitary U1 and U2. Note that we can write

�� D
Z

MN

�d�.�/

where the measure �, uniformly distributed over PN , is V -invariant. Þ

In the example described below we use Dirac notation for the projections.

Example 7.2. We are interested in finding the fixed point O� for� in an example for
the case N D 2 and k D 3.

Consider the bits j0 >D .0; 1/ and j1 >D .1; 0/ (the canonical basis). The states
� are generated by j0 >< 0j, j0 >< 1j, j1 >< 0j and j1 >< 1j. Take V1 D I and
V2 such that j0 >! j0 > and j1 >! j0 >. Consider V3 such that j0 >! j1 > and
j1 >! j1 >. That is, V2 D j0 >< 0j C j0 >< 1j and V3 D j1 >< 0j C j1 >< 1j.
Therefore, V �

2 D j0 >< 0j C j1 >< 0j and V �
3 D j0 >< 1j C j1 >< 1j. Suppose

pi D Opi , i D 1; 2; 3, are such that
P
i pi D 1 (in this case, each pi is independent

of �). Therefore, we consider the operator L and look for fixed points �. Suppose

� D �00j0 >< 0j C �01j0 >< 1j C �10j1 >< 0j C �11j1 >< 1j

Then

�.�/ D
3X

iD1
pi .�/

.Vi�V
�
i /

tr.Vi�V �
i /

D
3X

iD1
pi


Vi ..�00j0 >< 0j C �01j0 >< 1j C �10j1 >< 0j C �11j1 >< 1j//V �

i

tr.Vi�V �
i /

�

Let us compute first the action of the operator V2j0 >< 0jV �
2 .
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Note that .V2j0 >< 0jV �
2 /j0 >D V2j0 >< 0j.j0 > Cj1 >/ D V2j0 >D j0 >

and .V2j0 >< 0jV �
2 /j1 >D V2.0/ D 0. More generally

�V �
2 D .�00j0 >< 0j C �01j0 >< 1j C �10j1 >< 0j C �11j1 >< 1j/

.j0 >< 0jCj1 >< 0j/ D �00j0 >< 0jC�01j0 >< 0jC�10j1 >< 0jC�11j1 >< 0j:
Therefore,

V2�V
�
2 D .j0 >< 0j C j0 >< 1j/.�00j0 >< 0j C �01j0 >< 0j C �10j1 >< 0j

C�11j1 >< 0j/ D .�00 C �01 C �10 C �11/j0 >< 0j
D .1C 2Re.�01//j0 >< 0j;

because � has trace 1 D �00 C �11. Note that tr.V2�V �
2 / D .1 C 2Re.�01//:

A similar result can be obtained for V3. Proceeding in the same way we get that

�.�/ D p1.�00j0 >< 0j C �01j0 >< 1j C �10j1 >< 0j C �11j1 >< 1j/
Cp2j0 >< 0j C p3j1 >< 1j:

The equation

�.�/ D � D �00j0 >< 0j C �01j0 >< 1j C �10j1 >< 0j C �11j1 >< 1j

means

p1�00 C p2 D �00;
p1�01 D �01;
p1�10 D �10;

p1�11 C p3 D �11:

If p1 ¤ 0, then �01 D �10 D 0. Finally, if p1 ¤ 1, then �00 D p2

1�p1
and

�11 D p3

1�p1
and the fixed point is

O� D p2

1 � p1 j0 >< 0j C
p3

1 � p1 j1 >< 1j:

Þ

We recall that a mapping � is completely positive (CP) if �˝ I is positive for
any extension of the Hilbert space considered HN ! HN ˝HE . We know that
every CP mapping which is trace-preserving can be represented (in a nonunique
way) in the Stinespring–Kraus form
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�.�/ D
kX

iD1
Vi�V

�
i ;

kX

iD1
V �
i Vi D I;

where the Vi are linear operators. Moreover if we have
Pk
jD1 VjV �

j D I , then
�.I=N/ D I=N . This is the case if each of the Vi are normal.

We call a unitary trace-preserving CP map a bistochastic map. An example of
such a mapping is

�U .�/ D
kX

iD1
piUi�U

�
i ;

where the Ui are unitary operators and
P
i pi D 1. Note that if we write Gi .�/ D

Ui�U
�
i , then example 7.1 is part of this class of operators. For such operators we

have that �� is an invariant state for�U and also that ı��
is invariant for the Markov

operator PU induced by this QIFS.
We will present a simple example of the kind of problems we are interested

here, namely eigenvalues and eigendensity matrices. Let HN be a Hilbert space of
dimensionN . As before, let MN be the space of density operators on HN . A natural
problem is to find fixed points for � WMN !MN ,

�.�/ D
kX

iD1
Vi�V

�
i :

In order to simplify our reasoning we fix N D 2 and k D 2. Let

V1 D
�

v1 v2
v3 v4

�

; V2 D
�

w1 w2
w3 w4

�

; � D
�
�1 �2
�2 �4

�

;

where V1 and V2 are invertible and � is a density operator. We would like to find �
such that

V1�V
�
1 C V2�V �

2 D �: (7.8)

Below we have an example where the matrices Vi are not real.

Example 7.3. Let

V1 D eik
�p

p 0

0 �pp
�

; V2 D ei l
�p

1 � p 0

0 �p1 � p
�

;

where k; l 2 R, p 2 .0; 1/. Then V �
1 V1 C V �

2 V2 D I . A simple calculation shows
that �2 D 0, and then

� D
�
q 0

0 1 � q
�

is invariant to �.�/ D V1�V �
1 C V2�V �

2 , for q 2 .0; 1/. Þ
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Now we make a few considerations about the Ruelle operator L defined before.
In particular, we show that Perron’s classic eigenvalue problem is a particular case
of the problem for the operator L acting on matrices. Let

V1 D
�
p00 0

0 0

�

; V2 D
�
0 p01
0 0

�

V3 D
�
0 0

p10 0

�

; V4 D
�
0 0

0 p11

�

; � D
�
�1 �2
�3 �4

�

Define

L .�/ D
4X

iD1
qi .�/Vi�V

�
i

We have that L .�/ D � implies �2 D 0 and

a�1 C b�4 D �1 (7.9)

c�1 C d�4 D �4 (7.10)

where
a D q1p200; b D q2p201; c D q3p210; d D q4p211

Solving (7.9) and (7.10) in terms of �1 gives

�1 D b

1 � a�4; �1 D
1 � d
c

�4

that is,
b

1 � a D
1 � d
c

(7.11)

which is a restriction over the qi . For simplicity we assume here that the qi are
constant. One can show that

� D

0

B
@

q2p
2
01

q2p
2
01

�q1p
2
00

C1 0

0
1�q1p

2
00

q2p
2
01

�q1p
2
00

C1

1

C
A D

0

B
@

1�q4p
2
11

1�q4p
2
11

Cq3p
2
10

0

0
q3p

2
10

1�q4p
2
11

Cq3p
2
10

1

C
A

(7.12)

Now let

P D
X

i

Vi D
�
p00 p01
p10 p11

�

;

be a column-stochastic matrix. Let � D .�1; �2/ such that P� D � . Then

� D
�

p01

p01 � p00 C 1;
1 � p00

p01 � p00 C 1
�

(7.13)
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Comparing (7.13) and (7.12) suggests that we should fix

q1 D 1

p00
; q2 D 1

p01
; q3 D 1

p10
; q4 D 1

p11
(7.14)

Then the nonzero entries of � are equal to the entries of � and therefore we associate
the fixed point of P to the fixed point of some L in a natural way. But note that
such a choice of qi is not unique, because

q2 D 1 � q1p200
p01p10

; q4 D 1 � q3p10p01
p211

; (7.15)

for any q1; q3 also produces � with nonzero coordinates equal to the coordinates
of � .

Now we consider the following problem. Let

V1 D
�
h00 0

0 0

�

; V2 D
�
0 h01
0 0

�

; V3 D
�
0 0

h10 0

�

V4 D
�
0 0

0 h11

�

;H D
X

i

Vi ; � D
�
�1 �2
�3 �4

�

Define

L .�/ D
4X

iD1
qiVi�V

�
i ;

where qi 2 R. Assume that hij 2 R, so we want to obtain � such that L .�/ D ��,
� ¤ 0, and � is the largest eigenvalue. With a few calculations we obtain �2 D
�3 D 0,

q1h
2
00�1 C q2h201�4 D ��1

q3h
2
10�1 C q4h211�4 D ��4

that is,
a�1 C b�4 D ��1 (7.16)

c�1 C d�4 D ��4; (7.17)

with
a D q1h200; b D q2h201; c D q3h210; d D q4h211

Therefore

� D
�
��d
c
�4 0

0 �4

�

D
�

b
��a�4 0
0 �4

�

and
� � d
c
D b

� � a
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Solving for �, we obtain the eigenvalues

� D aC d
2
˙ �

2
D aC d

2
˙
p
.d � a/2 C 4bc

2

D 1

2

�
q1h

2
00 C q4h211 ˙

q
.q4h

2
11 � q1h200/2 C 4q2q3h201h210

�
;

where

� D
p
.d � a/2 C 4bc D

q
.q4h

2
11 � q1h200/2 C 4q2q3h201h210

and the associated eigenfunctions

� D
 
a�d˙�
2c

�4 0

0 �4

!

D
 

2b
d�a˙� �4 0

0 �4

!

But �1 C �4 D 1 so we obtain

� D
 

a�d˙�
a�d˙�C2c 0

0 2c
a�d˙�C2c

!

D

0

B
@

q1h
2
00

�q4h
2
11

˙�
q1h

2
00

�q4h
2
11

˙�C2q3h
2
10

0

0
2q3h

2
10

q1h
2
00

�q4h
2
11

˙�C2q3h
2
10

1

C
A (7.18)

that is,

� D
 �2b
a�2b�d	� 0

0 a�d	�
a�2b�d	�

!

D

0

B
@

�2q2h
2
01

q1h
2
00

�2q2h
2
01

�q4h
2
11

	� 0

0
q1h

2
00

�q4h
2
11

	�
q1h

2
00

�2q2h
2
01

�q4h
2
11

	�

1

C
A (7.19)

Therefore we obtained that �1; �4; q1; : : : ; q4; � are implicit solutions for the set
of (7.16)–(7.17). Recall that in this case we obtained �2 D �3 D 0:

Now we consider the problem of finding the eigenvector associated to the
dominant eigenvalue ofH . The eigenvalues are

� D 1

2

�
h00 C h11 ˙

p
.h00 � h11/2 C 4h01h10

�
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Then we can find v such that Hv D �v from the set of equations

h00v1 C h01v2 D �v1 (7.20)

h10v1 C h11v2 D �v2 (7.21)

which determine v1; v2; � implicitly. Note that if we set

q1 D 1

p00
; q2 D 1

p01
; q3 D 1

p10
; q4 D 1

p11

we have that the set of (7.16)–(7.17) and (7.20)–(7.21) are the same. Hence we
conclude that Perron’s classic eigenvalue problem is a particular case of the problem
for L acting on matrices. Þ

7.4 A Theorem on Eigenvalues for the Ruelle Operator

The following proposition is inspired in [25]. We say that a hermitian operator P W
V ! V on a Hilbert space .V; h�i/ is positive if hP v; vi � 0, for all v 2 V , denoted
P � 0. Consider the positive operator LW;V WPH N !PH N ,

LW;V .�/ WD
kX

iD1
tr.Wi�W

�
i /Vi�V

�
i (7.22)

We have the following result:

Proposition 7.2. [1] There is � 2MN and ˇ > 0 such that LW;V .�/ D ˇ�.

7.5 Vector Integrals and Barycenters

We recall here a few basic definitions. For more details, see [22] and [29]. Let X be
a metric space. Let .V;C; �/ be a real vector space, and � a topology on V . We say
that .V;C; �I �/ is a topologic vector space if it is Hausdorff and if the operations
C and � are continuous. For instance, in the context of density matrices, we will
consider V as the Hilbert space HN and X will be the space of density matrices
MN .

Definition 7.3. Let .X;˙/ be a measurable space, let � 2 M.X/, let .V;C; �I �/
be a locally convex space and let f W X ! V . we say that x 2 V is the integral of
f in X , denoted by

x WD
Z

X

fd�
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if

�.x/ D
Z

X

� ı fd�;

for all � 2 V �.

It is known that if we have a compact metric space X , V is a locally convex
space and f W X ! V is a continuous function such that cof .X/ is compact then
the integral of f in X exists and belongs to cof .X/. We will also use the following
well-known result, the barycentric formula:

Proposition 7.3. [32] Let V be a locally convex space, let E � V be a complete,
convex and bounded set, and � 2M 1.E/. Then there is a unique x 2 E such that

l.x/ D
Z

E

ld�;

for all l 2 V �.

7.6 Example: Density Matrices

In this section we briefly review how the constructions of the previous section adjust
to the case of density matrices.

Define V WD HN , V C WD PH N (note that such space is a convex cone), and
let the partial order � on PH N be � �  if and only if  � � � 0, i.e., if  � �
is positive. Then

.V; V C; e/ D .HN ;PH N ; tr/;

is a regular state space [29]. Also, the set B of unity trace in V C is, of course, the
space of density matrices. Hence, B DMN .

Let Z � V � be a nonempty vector subspace of V �. The smallest topology in V
such that every functional defined in Z is continuous on that topology, denoted
by �.V;Z/, turns V into a locally convex space. In particular, �.V; V �/ is the
weak topology in V . If .V; k � k/ is a normed space, then �.V �; V / is called a
weak� topology in V � (we identify V with a subspace of V ��/. We also have that
.C; �/ D .PH N ; �/, where � is the weak� topology (and which is equal to the
Euclidean, see [29]) is a metrizable compact structure. In this case we have that
BC D B \ C DMN .

Definition 7.4. A Markov operator for probability measures is an operator P W
M 1.X/!M 1.X/ such that

P.��1 C .1 � �/�2/ D �P�1 C .1� �/P�2;

for �1; �2 2M 1.X/, � 2 .0; 1/.
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An example of such an operator is one which we have defined before and we denote
it V WM 1.X/!M 1.X/,

.V /.B/ D
kX

iD1

Z

F�1
i
.B/

pid; (7.23)

and we call it the Markov operator induced by the IFS F . We will be interested in
fixed points for V .
Define

mb.X/ WD ff W X ! R W f is bounded, measurableg
and also U W mb.X/! mb.X/,

.U f /.x/ WD
kX

iD1
pi .x/f .Fi .x//

Proposition 7.4. [29] Let f 2 mb.X/ and � 2 M 1.X/, then

hf;V �i D hU f;�i D
kX

iD1

Z

pi .f ı Fi /d�;

where hf;�i denotes the integral of f with respect to �.

Definition 7.5. An operatorQ W V C ! V C is submarkovian if

1. Q.x C y/ D Q.x/CQ.y/
2. Q.˛x/ D ˛Q.x/
3. kQ.x/k � kxk;
for all x, y 2 V C, ˛ > 0.

Every submarkovian operatorQ W V C ! V C can be extended in a unique way to a
positive linear contraction on V .

Definition 7.6. LetP W V C ! V C a Markov operator and letPi W V C ! V C, i D
1; : : : ; k be submarkovian operators such thatP DPi Pi . We say that .P; fPi gkiD1/
is a Markov pair.

From [29], we know that there is a 1–1 correspondence between homogeneous IFS
and Markov pairs.

Example 7.4. In this example we want to obtain a probability � such that V .�/ D �.
Suppose a QIFS, such that

pi .�/ D tr.Wi�W
�
i /;

X

i

W �
i Wi D I; Fi .�/ D

Vi�V
�
i

t r.Vi�V
�
i /
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for i D 1; : : : ; k. Denote mb.MN / the space of bounded and measurable functions
in MN . Consider� WMN !MN ,

�.�/ D
X

i

pi .�/Fi .�/ D
X

i

tr.Wi�W
�
i /

Vi�V
�
i

tr.Vi�V �
i /

Suppose there exists a density matrix � which �-invariant. As we know, such state
is the barycenter of � which is V -invariant. Suppose V � D �, then we can write

Z

fd� D
Z

fdV � D
kX

iD1

Z

pi .�/f .Fi .�//d�.�/

D
X

i

Z

pi .�/f
� Vi�V

�
i

tr.Vi�V �
i /

�
d�

D
X

i

Z

tr.Wi�W
�
i /f

� Vi�V
�
i

tr.Vi�V �
i /

�
d�

Therefore, for any f 2 mb.MN /, we got the condition

Z

fd� D
X

i

Z

tr.Wi�W
�
i /f

� Vi�V
�
i

tr.Vi�V �
i /

�
d� (7.24)

Let us consider a particular example where N D 2, k D 4, and

V1 D
�p

p11 0

0 0

�

; V2 D
�
0
p
p12

0 0

�

;

V3 D
�

0 0p
p21 0

�

; V4 D
�
0 0

0
p
p22

�

;

in such way that the pij are the entries of a column stochastic matrix P . Let � D
.�1; �2/ be a vector such that P� D � . A simple calculation shows that for �, the
density matrix such that has entries �ij , we have

V1�V
�
1 D

�
p11�11 0

0 0

�

; V2�V
�
2 D

�
p12�22 0

0 0

�

(7.25)

V3�V
�
3 D

�
0 0

0 p21�11

�

; V4�V
�
4 D

�
0 0

0 p22�22

�

; (7.26)

and therefore
V1�V

�
1

tr.V1�V �
1 /
D
�
1 0

0 0

�

;
V2�V

�
2

tr.V2�V �
2 /
D
�
1 0

0 0

�

(7.27)
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V3�V
�
3

tr.V3�V �
3 /
D
�
0 0

0 1

�

;
V4�V

�
4

tr.V4�V �
4 /
D
�
0 0

0 1

�

(7.28)

that is, the above values do not depend on �.
Define

�x D
�
1 0

0 0

�

; �y D
�
0 0

0 1

�

(7.29)

and
� D �1ı�x

C �2ı�y
(7.30)

Note that the barycenter of � is

�� D �1�x C �2�y D �1
�
1 0

0 0

�

C �2
�
0 0

0 1

�

D
�
�1 0

0 �2

�

For any mensurable set B we have

V �.B/ D
4X

iD1

Z

1B.Fi .�//pi .�/d� D
4X

iD1

Z

1B

� Vi�V
�
i

tr.Vi�V �
i /

�
tr.Vi�V

�
i /d�

(7.31)

We can now consider the following cases:

1. Suppose first that �x , �y 2 B . The using (7.25) and (7.26), one can show that

V �.B/ D
4X

iD1
�11tr.Vi�xV

�
i /C �22tr.Vi�yV

�
i /

D .�1p11 C 0/C .0C �2p12/C .�1p21 C 0/C .0C �2p22/
D .�1 C �2/ D 1;

because P� D � .
2. Suppose now that �x 2 B , �y … B

V �.B/ D
4X

iD1
�1tr.Vi�xV

�
i / D �1.p11 C 0C p21 C 0/ D �1

3. Finally, suppose that �x … B , �y 2 B

V �.B/ D
4X

iD1
�2tr.Vi�yV

�
i / D �2.0C p12 C 0C p22/ D �2

4. It is easy to see that if �x; �y … B then V �.B/ D 0.

The conclusion is that, V �.B/ D �.B/ for any measurable set B .
Therefore, V .�/ D �. Þ
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7.7 Some Lemmas for IFS

We want to understand the structure of � WMN !MN ,

�.�/ WD
kX

iD1
piFi D

kX

iD1
tr.Wi�W

�
i /

Vi�V
�
i

tr.Vi�V �
i /
;

where Vi , Wi are linear,
P
i W

�
i Wi D I . Such operator is associated in a natural

way to a IFS which is not homogeneous. In this section we state a few useful proper-
ties which are relevant for our study. The following lemmas hold for any IFS, except
for lemma 7.3, for which a proof is known for homogeneous IFS only.

Lemma 7.1. Let fX;Fi ; pi giD1;:::;k be a IFS, � a linear functional on X . Then
U ı � D � ı�.

Corollary 7.1. Let F D .X; Fi ; pi /iD1;:::;k be a IFS and let �0 2 X . Then
�.�0/ D �0 if and only if U .�.�0// D �.�0/, for all � linear functional.

Lemma 7.2. Let F D fX;Fi ; pigiD1;:::;k be a IFS.

1. Let �0 2 X such that Fi .�0/ D �0, i D 1; : : : ; k. Then V ı�0
D ı�0

.
2. Let �0 2 X such that V ı�0

D ı�0
, then �.�0/ D �0.

Lemma 7.3. Let fX;Fi ; pi giD1;:::;k be a homogeneous IFS, � DPi piFi .

1. Let � be the barycenter of a probability measure . Then�.�/ is the barycenter
of V , where V is the associated Markov operator.

2. Let � be an invariant probability measure for V . Then the barycenter of �,
denoted by �
, is a fixed point of �.

Example 7.5. Let k D N D 2,

V1 D
��1 0
0 1

�

; V2 D
 

0 �3
p
2
4

�3
p
2
2

0

!

;

W1 D .1=2/I ,W2 D .
p
3=2/I . Then

�.�/ D
X

i

pi .�/Fi .�/ D
X

i

tr.Wi�W
�
i /

Vi�V
�
i

tr.Vi�V �
i /

D 1

4
V1�V

�
1 C

3

4

V2�V
�
2

tr.V2�V �
2 /
D 1

4
V1�V

�
1 C

3

4

V2�V
�
2

.9
8
C 27

8
�1/

induces a IFS and it is such that �0 D 1
3
j0ih0j C 2

3
j1ih1j is a fixed point, with

F1.�0/ D F2.�0/ D �0. We can apply lemma 7.2 and conclude that ı�0
is an

invariant measure for the Markov operator V associated to the IFS determined by
pi and Fi . Þ
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The following lemma, a simple variation from results seen in [29], determines
reasonable conditions that we will need in order to obtain a fixed point for L from
a certain measure which is invariant for the Markov operator V .

Lemma 7.4. Let fMN ; Fi ; pi giD1;:::;k be an IFS which admits an attractive invari-
ant measure � for V . Then limn!1�n.�0/ D �
, for every �0 2MN , where �

is the barycenter of �.

7.8 Integral Formulae for the Entropy of IFS

Part of the results we present here in this section are variations of the results pre-
sented in [29]. Let .X; d/ be a complete separable metric space. Let .V; V C; e/ be a
complete state space, B D fx 2 V C W e.x/ D 1g and F D .X; Fi ; pi /iD1;:::;k the
homogeneous IFS induced by the Markov pair .�; f�igkiD1/. Let Ik D f1; : : : ; kg
Let n 2 N, 	 2 In

k
, i 2 Ik . Define F�i WD Fi ı F� and

p�i .x/ D
�
pi .F�x/p�.x/ if p�.x/ ¤ 0
0 otherwise

(7.32)

Proposition 7.5. Let n 2 N, f 2 mb.X/, x 2 X . Then

.U nf /.x/ D
X

�2In
k

p�.x/f .F�.x//

Proposition 7.6. Let x 2 B , n 2 N. Then

�n.x/ D
X

�2In
k

p�.x/F�.x/:

Proposition 7.7. Let F be a IFS and let g W B ! R. Then for n 2 N,

1. If g is concave (resp. convex, affine) then U ng � g ı�n (resp. U ng � g ı�n,
U ng D g ı�n).

2. If x is a fixed point for � then the sequence .U ng/.x//n2N is decreasing (resp.
increasing, constant) if g is concave (resp. convex, affine).
Also suppose that F is homogeneous. Then

3. If g is concave (resp. convex, affine), then U g is concave (resp. convex, affine).

Define � W RC ! R as

�.x/ D
� �x logx if x ¤ 0
0 if x D 0
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Define the Shannon–Boltzmann entropy function as h W X ! RC,

h.x/ WD
kX

iD1
�.pi .x//

Let n 2 N. Define the partial entropy Hn W X ! RC as

Hn.x/ WD
X

�2In
k

�.p�.x//;

for n � 1 and H0.x/ WD 0, x 2 X . Define, for x 2 X ,

H .x/ WD lim sup
n!1

1

n
Hn.x/;

the upper entropy on x, and

H .x/ WD lim inf
n!1

1

n
Hn.x/;

the lower entropy on x. If such limits are equal, we call its common value the entropy
on x, denoted by H .x/.

Denote by MV .X/ the set of V -invariant probability measures on X . Let � 2
MV .X/. The partial entropy of the measure � is defined by

Hn.�/ WD
X

�2In
k

�.hp�; �i/;

for n � 1 and H0.�/ WD 0.

Proposition 7.8. Let � 2 MV .X/. Then the sequences . 1
n
Hn.�//n2N and

.HnC1.�/ �Hn.�//n2N are nonnegative, decreasing, and have the same limit.

We denote the common limit of the sequences mentioned in the proposition above
as H .�/ and we call it the entropy of the measure �, i.e.,

H .�/ WD lim
n!1

1

n
Hn.�/ D lim

n!1.HnC1.�/�Hn.�//

The following result gives us an integral formula for entropy, and also a relation
between the entropies defined before. We write S.�/ WD MV .X/\Lim.V n�/n2N;

where Lim.V n�/n2N is the convex hull of the set of accumulation points of
.V n�/n2N, and SF .�/ is the set S.�/ associated to the Markov operator induced
by the IFS F . For the definition of compact structure and .C; �/-continuity, see [29].
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Theorem 7.2. [29] (Integral formula for entropy of homogeneous IFS, com-
pact case). Let .C; �/ be a metrizable compact structure .V; V C; e/ such that
.�; f�igkiD1/ is .C; �/-continuous. Assume that �0 2 BC WD B \ C is such that
�.�0/ D �0. Then

H .�0/ DH ./ D
Z

X

hd

for each  2 SFC
.ı�0

/, where FC is the IFS F restricted to .BC ; �/.

The analogous result for hyperbolic IFS is the following.

Theorem 7.3. [29] Let F D .X; Fi ; pi /iD1;:::;k be a hyperbolic IFS, x 2 X , � 2
M 1.X/ an invariant attractive measure for F . Then

H .x/ D lim
n!1.HnC1.x/ �Hn.x//

and

H .x/ DH .�/ D
Z

X

hd�:

7.9 Some Calculations on Entropy

Let U be a unitary matrix of ordermn acting on Hm ˝Hn. Its Schmidt decompo-
sition is

U D
KX

iD1

p
qiV

A
i ˝ V Bi ; K D minfm2; n2g

The operators V Ai and V Bi act on certain Hilbert spaces Hm and Hn, respectively.

We also have that
PK
iD1 qi D 1. Let � D �A ˝ �B� D �A ˝ In=n and define

�.�A/ WD trB.U�U
�/ D

KX

iD1
qiV

A
i �AV

A�
i

Recall that
trB.ja1iha2j ˝ jb1ihb2j/ WD ja1iha2jtr.jb1ihb2j/

where ja1i and ja2i are vectors on the state space ofA and jb1i and jb2i are vectors
on the state space of B . The trace on the right side is the usual trace on B . A
calculation shows that if �A� D Im=m, then �.�A� / D �A� and so � is such that
�.Im=m/ D Im=m and � is trace preserving.

Let F be the homogeneous IFS associated to the V Ai , that is, pi .�/ D
tr.qiV Ai �V

A�
i /, Fi .�/ D .qiV

A
i �V

A�
i /=tr.qiV Ai �V

A�
i / and let �0 be a fixed
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point of� DPi piFi . Following [29], we have that �0 is the barycenter of V nı�0
,

n 2 N. By theorem 7.2, we can calculate the entropy of such IFS. In this case we
have

H .�0/ DH ./ D
Z

MN

hd; (7.33)

where  2MV .X/ \ Lim.V nı�0
/n2N. Þ

Let F D .MN ; Fi ; pi /iD1;:::;k be an IFS, �.�/ D P
i piFi . Let U be the

conjugate of V . By proposition 7.5,

.U nh/.�/ D
X

�2In
k
.�/

p�.�/h.F�.�//

and since h.�/ D Pk
jD1 �.pj .�//, we have, for 	 D .i1; : : : ; in/, and every �0 2

MN ,

Z

MN

hdV nı�0
D
Z

MN

U nhdı�0
(7.34)

D �
Z

MN

X

�2In
k
.�/

p�.�/

kX

jD1
pj .F�.�// logpj .F�.�//dı�0

(7.35)

D �
X

�2In
k
.�0/

p�.�0/

kX

jD1
pj .F�.�0// logpj .F�.�0// (7.36)

D �
X

�2In
k
.�0/

pi1.�0/pi2.Fi1�0/ � � �pin.Fin�1
.Fin�2

.� � � .Fi1�0////

(7.37)

�
kX

jD1
pj .Fin.Fin�1

.� � � .Fi1�0////

logpj .Fin.Fin�1
.� � � .Fi1�0//// D .U nh/.�0/ (7.38)

Suppose �.�0/ D �0. We have by proposition 7.7, since h is concave, that
.U nh/n2N is decreasing, U nh � h ı�n and so

Z

MN

hdV nı�0
� h.�n.�0// D h.�0/; (7.39)

for every n.
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7.10 An Expression for a Stationary Entropy

In this section we present a definition of entropy which captures a stationary
behavior.

Let H be a hermitian operator and Vi , i D 1; : : : ; k linear operators. We can
define the dynamics Fi WMN !MN :

Fi .�/ WD Vi�V
�
i

tr.Vi�V �
i /

(7.40)

Let Wi , i D 1; : : : ; k be linear and such that
Pk
iD1W �

i Wi D I . This determines
functions pi WMN ! R,

pi .�/ WD tr.Wi�W
�
i / (7.41)

Then we have
Pk
iD1 pi .�/ D 1, for every �. Therefore a familyW WD fWigiD1;:::;k

determines a QIFS FW ,

FW D fMN ; Fi ; pigiD1;:::;k
with Fi , pi given by (7.40) and (7.41).

Different choices of Wi ; i D 1; 2 : : : ; k, as above, determine different invariant
probabilities.

We introduce the following definition of entropy

Definition 7.7. Suppose that we have a QIFS such that there is a unique attractive
invariant measure for the Markov operator V associated to FW . Let �W be the
barycenter of such measure. Define

hV .W / WD �
kX

iD1
tr.Wi�WW

�
i /

kX

jD1
tr
�WjVi�W V

�
i W

�
j

tr.Vi�W V �
i /

�
log tr

�WjVi�W V
�
i W

�
j

tr.Vi�W V �
i /

�

(7.42)

Remember that by lemma 7.4, we have that �W is a fixed point for

bL FW
.�/ WD

kX

iD1
pi .�/Fi .�/ D

kX

iD1
tr.Wi�W

�
i /

Vi�V
�
i

tr.Vi�V �
i /

(7.43)

Lemma 7.5. We have that 0 � hV .W / � log k, for every family Wi of linear oper-
ators satisfying

Pk
iD1W �

i Wi D I . Also, for any given dynamics V the maximum
can be reached.

We also define

LFW
.�/ WD

kX

iD1
tr.Wi�W

�
i /Vi�V

�
i (7.44)



104 A.T. Baraviera et al.

Note that by the construction made on Sect.7.10, we have hV .W / D U h.�W /,
where U h.�/ DPi pi .�/h.Fi .�//. Þ

Lemma 7.6. Let F D .MN ; Fi ; pi / be a QIFS, with Fi , pi in the form (7.40) and
(7.41). Suppose there is �0 2MN such that ı�0

is the unique V -invariant measure.

Then bL F .�0/ D �0 (7.43) and

Z

U nhdı�0
D U nh.�0/ D h.�0/;

for all n 2 N. Besides, U nh.�0/ D U h.�0/ and so

hV .W / D U nh.�0/;

for all n 2 N.

Lemma 7.7. Let � be a V -invariant attractive measure. Then if �
 is the barycen-
ter of � we have, for any �,

lim
n!1 U nh.�/ D

Z

U hd� D
Z

hd� � h.�
/ (7.45)

Lemma 7.8. Let F D .MN ; Fi ; pi / be a QIFS, with Fi , pi in the form (7.40)
and (7.41). Suppose that � is the unique point such that bL F .�/ D �. Suppose that
Fi .�/ D �, i D 1; : : : ; k. Then

U nh.�/ D h.�/;

n D 1; 2; : : : ; and therefore hV .W / does not depend on n.

7.11 Entropy and Markov Chains

Let Vi , Wi be linear operators, i D 1; : : : ; k,
Pk
iD1W �

i Wi D I . Suppose the Vi are
fixed and determine a dynamics given by Fi WMN !MN , i D 1; : : : ; k. Define

P WD f.p1; : : : ; pk/ W pi WMN ! RC; i D 1; : : : ; k;
kX

iD1
pi .�/ D 1;8� 2MN g

P 0 WD P \ f.p1; : : : ; pk/ W 9Wi ; i D 1; : : : ; k W pi .�/ D tr.Wi�W
�
i /;

Wi linear ;
X

i

W �
i Wi D I g

MF WD f� 2M 1.MN / W 9p 2 P 0 such that Vp� D �g;
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where Vp WM 1.MN /!M 1.MN /,

Vp.�/.B/ WD
kX

iD1

Z

F�1
i
.B/

pid�

Note that a familyW WD fWigiD1;:::;k determines a QIFS FW ,

FW D fMN ; Fi ; pigiD1;:::;k
As done in the previous section we introduce the following definition (which is

in some sense stationary)

hV .W / WD �
kX

iD1

tr.Wi�WW �
i /

tr.Vi�W V �
i /

kX

jD1
tr
�
WjVi�W V

�
i W

�
j

�
log
� tr.WjVi�W V �

i W
�
j /

tr.Vi�W V �
i /

�

(7.46)
where as before, �W denotes the barycenter of the unique attractive invariant
measure for the Markov operator V associated to FW .

Let P D .pij /i;jD1;:::;N be a stochastic, irreducible matrix. Let p be the
stationary vector of P . The entropy of P is defined as

H.P/ WD �
NX

i;jD1
pipij logpij (7.47)

We consider an example which shows that the usual Markov chain entropy can be
realized as the entropy associated to a certain QIFS.

Example 7.6. (Homogeneous case, 4 matrices). Let N D 2, k D 4 and

V1 D
�p

p00 0

0 0

�

; V2 D
�
0
p
p01

0 0

�

;

V3 D
�

0 0p
p10 0

�

; V4 D
�
0 0

0
p
p11

�

Note that
X

i

V �
i Vi D

�
p00 C p10 0

0 p01 C p11
�

and so
P
i V

�
i Vi D I if we suppose that

P WD
�
p00 p01
p10 p11

�

is column-stochastic. We have



106 A.T. Baraviera et al.

V1�V
�
1 D

�
p00�1 0

0 0

�

; V2�V
�
2 D

�
p01�4 0

0 0

�

V3�V
�
3 D

�
0 0

0 p10�1

�

; V4�V
�
4 D

�
0 0

0 p11�4

�

so
tr.V1�V

�
1 / D p00�1; tr.V2�V �

2 / D p01�4
tr.V3�V

�
3 / D p10�1; tr.V4�V �

4 / D p11�4

The fixed point of �.�/ DPi Vi�V
�
i is

�V D
 

p01

1�p00Cp01
0

0 1�p00

1�p00Cp01

!

Let � D .�1; �2/ such that P� D � . We know that

� D
�

p01

1 � p00 C p01 ;
1 � p00

1� p00 C p01
�

(7.48)

Then the nonzero entries of �V are the entries of � and so we associate the fixed
point ofP to the fixed point of a certain� in a natural way. Let us calculate hV .W /.
Note that � defined above is associated to a homogeneous IFS. Then Wi D Vi ,
i D 1; : : : ; k and

hV .W / D hV .V /

D �
kX

iD1

tr.Wi�VW �
i /

tr.Vi�V V �
i /

kX

jD1
tr
�
WjVi�V V

�
i W

�
j

�
log

� tr.WjVi�V V �
i W

�
j /

tr.Vi�V V �
i /

�

D �
X

i;j

tr
�
VjVi�V V

�
i V

�
j

�
log

� tr.VjVi�V V �
i V

�
j /

tr.Vi�V V �
i /

�
(7.49)

A simple calculation yields H.P/ D hV .V /, where H.P/ is the entropy of P ,
given by (7.47). This shows that the entropy of Markov chains is a particular case
of the entropy for QIFS defined before. Þ

In a similar way, we can reach the same conclusion for the nonhomogeneous
case, 4 matrices, and also for 2 matrices [1]. Þ

Lemma 7.9. Let Vij be matrices of order n,

Vij D ppij jiihj j

for i; j D 1; : : : ; n. Let
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�P .�/ WD
X

i;j

Vij�V
�
ij

where P D .pij /i;jD1;:::;n. Then for all n, �nP .�/ D �Pn.�/.

Corollary 7.2. Under the lemma hypothesis, we have limn!1�nP .�/ D ��.�/,
where � D limn!1P n is the stochastic matrix which has all columns equal to the
stationary vector for P .

7.12 Capacity-Cost Function and Pressure

Recall that every trace preserving, completely positive (CP) mapping can be written
in the Stinespring–Kraus form,

�.�/ D
kX

iD1
Vi�V

�
i ;

kX

iD1
V �
i Vi D I;

for Vi linear operators. These mappings are also called quantum channels.
This is one of the main motivations for considering the class of operators (a

generalization of the above ones) described in the present work. These are natural
objets in the study of Quantum Computing.

Definition 7.8. The Holevo capacity for sending classic information via a quantum
channel� is defined as

C� WD max
pi 2Œ0;1�

�i 2MN

S
� nX

iD1
pi�.�i /

�
�

nX

iD1
piS

�
�.�i /

�
(7.50)

where S.�/ D �tr.� log �/ is the von Neumann entropy. The maximum is, there-
fore, over all choices of pi , i D 1; : : : ; n and density operators �i , for some n 2 N.
The Holevo capacity establishes an upper bound on the amount of information that
a quantum system contains [24].

Definition 7.9. Let� be a quantum channel. Define the minimum output entropy as

Hmin.�/ WD min
j i

S.�.j ih j//

Additivity conjecture We have that

C�1˝�2
D C�1

C C�2

Minimum output entropy conjecture For any channels�1 and �2,

Hmin.�1 ˝�2/ D Hmin.�1/CHmin.�2/



108 A.T. Baraviera et al.

In [27], is it shown that the additivity conjecture is equivalent to the minimum
output entropy conjecture, and in [12] we obtain a counterexample for this last
conjecture. Þ

We will be interested here in a different class of problem which concern maxi-
mization (and not minimization) of entropy plus a given potential (a cost) [9,13,14].

Definition 7.10. Let MF be the set of invariant measures defined in the Sect. 7.11
and let H be a hermitian operator. For � 2MF let �
 be its barycenter. Define the
capacity-cost function C W RC ! RC as

C.a/ WD max

2MF

fhW;V .�
/ W tr.H�
/ � ag (7.51)

The following analysis is inspired in [21]. There is a relation between the cost-
capacity function and the variational problem for pressure. In fact, letF W RC ! RC
be the function given by

F.�/ WD sup

2MF

fhW;V .�
/ � �tr.H�
/g (7.52)

We have the following fact. There is a unique probability measure 0 2 MF such
that

F.�/ D hW;V .�0
/� �tr.H�0

/

Also, we have the following lemma:

Lemma 7.10. Let � � 0, and Oa D tr.H�0
/. Then

C. Oa/ D hW;V .�0
/ (7.53)

7.13 Analysis of the Pressure Problem

Let Vi , Wi be linear operators, i D 1; : : : ; k, with
P
i W

�
i Wi D I and let

H� WD
kX

iD1
Hi�H

�
i (7.54)

a hermitian operator. We are interested in obtaining a version of the variational prin-
ciple of pressure for our context. We will see that the pressure will be maximum
whenever we have a certain relation between the potential H and the probability
distribution considered (and represented here by the Wi ). Initially we consider that
the Vi are fixed. From the reasoning described below, it will be natural to consider
as definition of pressure the maximization among the possible stationary Wi of the
expression
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hV .W /C
kX

jD1
log

�
tr.Hj�ˇH

�
j /tr.Vj�ˇV

�
j /
�

tr.Wj�WW
�
j /

Remember that different choices of Wi ; i D 1; 2; : : : ; k, represent different choices
of invariant probabilities.

Our analysis uses the following important lemma.

Lemma 7.11. If r1; : : : ; rk and q1; : : : ; qk are two probability distributions over
1; : : : ; k, such that rj > 0, j D 1; : : : ; k, then

�
kX

jD1
qj log qj C

kX

jD1
qj log rj � 0

and equality holds if and only if rj D qj , j D 1; : : : ; k.

For the proof, see [25].
The potential given by (7.54) together with the Vi induces an operator, given by

LH .�/ WD
kX

iD1
tr.Hi�H

�
i /Vi�V

�
i (7.55)

We know that such operator admits an eigenvalue ˇ with its associate eigenstate �ˇ .
Then LH .�ˇ / D ˇ�ˇ implies

kX

iD1
tr.Hi�ˇH

�
i /Vi�ˇV

�
i D ˇ�ˇ (7.56)

In coordinates, (7.56) can be written as

kX

iD1
tr.Hi�ˇH

�
i /.Vi�ˇV

�
i /jl D ˇ.�ˇ /jl (7.57)

Remark. Comparing the above calculation with the problem of finding an eigenvalue
� of a matrix A D .aij /, we have that (7.56) can be seen as the analogous of the
expression

lEA D �l (7.58)

Above, the matrixA plays the role of a potential,EA denotes the matrix with entries
eaij and lj denotes the j -th coordinate of the left eigenvector l associated to the
eigenvalue �. In coordinates,

X

i

lie
aij D �lj ; i; j D 1; : : : ; k (7.59)

Þ
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From this point we can perform two calculations. First, considering (7.56) we
will take the trace of such equation in order to obtain a scalar equation. In spite
of the fact that taking the trace makes us lose part of the information given by the
eigenvector equation, we are still able to obtain a version of what we will call a basic
inequality, which can be seen as a quantum IFS version of the variational principle
of pressure. However, there is an algebraic drawback to this approach, namely, that
we will not be able to have the classic variational problem as a particular case of such
inequality (such disadvantage is a consequence of taking the trace, clearly). The
second calculation will consider (7.57), the coordinate equations associated to the
matrix equation for the eigenvectors. In this case we also obtain a basic inequality,
but now we will have the classic variational problem of pressure as a particular case.

An important question which is of our interest, regarding both calculations men-
tioned above, is the question of whether it is possible for a given system to attain
its maximum pressure. It is not clear that given any dynamics, we can obtain a mea-
sure reaching such a maximum. With respect to our context, we will state sufficient
conditions on the dynamics which allows us to determine expressions for the mea-
sure which maximizes the pressure. We now perform the calculations mentioned
above.

Based on (7.56), define

rj D 1

ˇ
tr.Hj�ˇH

�
j /tr.Vj�ˇV

�
j / (7.60)

So we have
P
j rj D 1. Let

qij WD tr
�WjVi�W V

�
i W

�
j

tr.Vi�W V �
i /

�
(7.61)

where, as before, �W is the fixed point associated to the renormalized operator
�FW

,

�FW
.�/ WD

kX

iD1
pi .�/Fi .�/ (7.62)

induced by the QIFS .MN ; Fi ; pi /iD1;:::;k ,

Fi .�/ D Vi�V
�
i

tr.Vi�V �
i /

and
pi .�/ D tr.Wi�W

�
i /
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Note that we have

kX

jD1
qij D

1

tr.Vi�W V �
i /

kX

jD1
tr.W �

j WjVi�W V
�
i /

D 1

tr.Vi�W V �
i /

tr.
kX

jD1
W �
j WjVi�W V

�
i / D 1

Then we can apply lemma 7.11 for rj , qij , j D 1; : : : k, with i fixed, to obtain

�
X

j

tr
�WjVi�W V

�
i W

�
j

tr.Vi�W V �
i /

�
log tr

�WjVi�W V
�
i W

�
j

tr.Vi�W V �
i /

�

C
X

j

tr
�WjVi�W V

�
i W

�
j

tr.Vi�W V �
i /

�
log

� 1

ˇ
tr.Hj�ˇH

�
j /tr.Vj�ˇV

�
j /
�
� 0 (7.63)

and equality holds if and only if for all i; j ,

1

ˇ
tr.Hj�ˇH

�
j /tr.Vj�ˇV

�
j / D

tr.WjVi�W V �
i W

�
j /

tr.Vi�W V �
i /

(7.64)

Then

�
X

j

tr
�WjVi�W V

�
i W

�
j

tr.Vi�W V �
i /

�
log tr

�WjVi�W V
�
i W

�
j

tr.Vi�W V �
i /

�

C
X

j

tr
�WjVi�W V

�
i W

�
j

tr.Vi�W V �
i /

�
log

�
tr.Hj�ˇH

�
j /tr.Vj�ˇV

�
j /
�

�
X

j

tr
�WjVi�W V

�
i W

�
j

tr.Vi�W V �
i /

�
logˇ

which is equivalent to

�
X

j

tr
�WjVi�W V

�
i W

�
j

tr.Vi�W V �
i /

�
log tr

�WjVi�W V
�
i W

�
j

tr.Vi�W V �
i /

�

C
X

j

tr.WjVi�W V �
i W

�
j /

tr.Vi�W V �
i /

log
�

tr.Hj �ˇH
�
j /tr.Vj�ˇV

�
j /
�
� logˇ (7.65)
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Multiplying by tr.Wi�WW �
i / and summing over the i index, we have

hV .W /C
X

j

log
�

tr.Hj�ˇH
�
j /tr.Vj�ˇV

�
j /
�

X

i

tr.Wi�WW �
i /

tr.Vi�W V �
i /

tr.WjVi�W V
�
i W

�
j /

�
X

i

tr.Wi�WW
�
i / logˇ D logˇ (7.66)

and equality holds if and only if for all i; j ,

1

ˇ
tr.Hj�ˇH

�
j /tr.Vj�ˇV

�
j / D

tr.WjVi�W V �
i W

�
j /

tr.Vi�W V �
i /

(7.67)

Let us rewrite inequality (7.66). First we use the fact that �W is a fixed point of
�FW

,
kX

iD1
tr.Wi�WW

�
i /

Vi�W V
�
i

tr.Vi�W V �
i /
D �W (7.68)

Now we compose both sides of the equality above with the operator

kX

jD1
log

�
tr.Hj�ˇH

�
j /tr.Vj�ˇV

�
j /
�
W �
j Wj (7.69)

and then we obtain

kX

iD1
tr.Wi�WW

�
i /

Vi�W V
�
i

tr.Vi�W V �
i /

kX

jD1
log

�
tr.Hj �ˇH

�
j /tr.Vj�ˇV

�
j /
�
W �
j Wj

D �W
kX

jD1
log

�
tr.Hj �ˇH

�
j /tr.Vj�ˇV

�
j /
�
W �
j Wj (7.70)

Reordering terms we get

kX

jD1
log

�
tr.Hj�ˇH

�
j /tr.Vj�ˇV

�
j /
� kX

iD1

tr.Wi�WW �
i /

tr.Vi�W V �
i /

Vi�W V
�
i W

�
j Wj

D �W
kX

jD1
log

�
tr.Hj�ˇH

�
j /tr.Vj�ˇV

�
j /
�
W �
j Wj (7.71)
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Taking the trace on both sides we get

kX

jD1
log

�
tr.Hj�ˇH

�
j /tr.Vj�ˇV

�
j /
� kX

iD1

tr.Wi�WW �
i /

tr.Vi�W V �
i /

tr.WjVi�W V
�
i W

�
j /

D
kX

jD1
log

�
tr.Hj�ˇH

�
j /tr.Vj�ˇV

�
j /
�

tr.�WW
�
j Wj / (7.72)

Note that the left hand side of (7.72) is one of the sums appearing in (7.66).
Therefore replacing (7.72) into (7.66) gives us the following inequality:

hV .W /C
kX

jD1
log

�
tr.Hj �ˇH

�
j /tr.Vj�ˇV

�
j /
�

tr.Wj�WW
�
j / � logˇ (7.73)

and equality holds if and only if for all i; j ,

1

ˇ
tr.Hj�ˇH

�
j /tr.Vj�ˇV

�
j / D

tr.WjVi�W V �
i W

�
j /

tr.Vi�W V �
i /

(7.74)

So we have the following result.

Theorem 7.4. Let FW be a QIFS such that there is a unique attractive invariant
measure for the associated Markov operator V . Let �W be the barycenter of such
measure and let �ˇ be an eigenstate of LH .�/ with eigenvalue ˇ. Then

hV .W /C
kX

jD1
log

�
tr.Hj �ˇH

�
j /tr.Vj�ˇV

�
j /
�

tr.Wj�WW
�
j / � logˇ (7.75)

and equality holds if and only if for all i; j ,

1

ˇ
tr.Hj�ˇH

�
j /tr.Vj�ˇV

�
j / D

tr.WjVi�W V �
i W

�
j /

tr.Vi�W V �
i /

(7.76)

In Sect. 7.15 we make some considerations about certain cases in which we can
reach an equality in (7.75). Þ

For the calculations regarding expression (7.57), define

rjlm D 1

ˇ
tr.Hj �ˇH

�
j /
.Vj�ˇV

�
j /lm

.�ˇ /lm
(7.77)

Then we have
P
j rjlm D 1. Let
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qij WD tr
�WjVi�W V

�
i W

�
j

tr.Vi�W V �
i /

�
(7.78)

A calculation similar to the one we have made for (7.75) gives us

hV .W /C
kX

jD1
tr.Wj�WW

�
j / log tr.Hj�ˇH

�
j /

C
kX

jD1
tr.Wj�WW

�
j / log

� .Vj�ˇV
�
j /lm

.�ˇ /lm

�
� logˇ (7.79)

and equality holds if and only if for all i; j; l; m,

1

ˇ
tr.Hj�ˇH

�
j /
.Vj�ˇV

�
j /lm

.�ˇ /lm
D tr.WjVi�W V �

i W
�
j /

tr.Vi�W V �
i /

(7.80)

Þ

7.14 Some Classic Inequality Calculations

A natural question is to ask whether the maximum among normalized Wi , i D
1; : : : ; k; for the pressure problem associated to a given potential is realized as
the logarithm of the main eigenvalue of a certain Ruelle operator associated to the
potentialHi , i D 1; : : : ; k: This problem will be considered in this section and also
in the next one.

We begin by recalling a classic inequality. Consider

�
kX

jD1
qj log qj C

kX

jD1
qj log rj � 0 (7.81)

given by lemma 7.11. Let A be a matrix. If v denotes the left eigenvector of matrix
EA (such that each entry is eaij ), then vEA D ˇv can be written as

X

i

vie
aij D ˇvj ;8j (7.82)

Define

rij WD eaij vi
ˇvj

(7.83)

So
P
i rij D 1. Let qij > 0 such that

P
i qij D 1. By (7.81), we have

�
kX

iD1
qij logqij C

kX

iD1
qij log

eaij vi
ˇvj

� 0 (7.84)
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That is,

�
kX

iD1
qij log qij C

kX

iD1
qijaij C

kX

iD1
qij .log vi � log vj / � logˇ (7.85)

Let Q be a matrix with entries qij , let � D .�1; : : : ; �k/ be the stationary vector
associated to Q. Since

P
i qij D 1, Q is column-stochastic so we write Q� D � .

Multiplying the above inequality by �j and summing the j index, we get

�
X

j

�j
X

i

qij log qijC
X

j

�j
X

i

qij aijC
X

j

�j
X

i

qij .log vi�log vj / � logˇ

(7.86)
In coordinates,Q� D � is

P
j qij�j D �i , for all i . Then

�
X

j

�j
X

i

qij log qij C
X

j

�j
X

i

qijaij

C
X

j

�j
X

i

qij log vi �
X

j

�j
X

i

qij log vj � logˇ (7.87)

These calculations are well-known and give the following inequality:

�
X

j

�j
X

i

qij log qij C
X

j

�j
X

i

qijaij � logˇ (7.88)

Definition 7.11. We call inequality (7.88) the classic inequality associated to the
matrix A with positive entries, and stochastic matrixQ.

Definition 7.12. For fixed k, and l; m D 1; : : : ; k we call the inequality

hV .W /C
kX

jD1
tr.Wj�WW

�
j / log tr.Hj �ˇH

�
j /

C
kX

jD1
tr.Wj�WW

�
j / log

� .Vj�ˇV
�
j /lm

.�ˇ /lm

�
� logˇ; (7.89)

the basic inequality associated to the potential H� D P
i Hi�H

�
i and to the QIFS

determined by Vi , Wi , i D 1; : : : ; k. Equality holds if for all i; j; l; m,

1

ˇ
tr.Hj�ˇH

�
j /
.Vj�ˇV

�
j /lm

.�ˇ /lm
D tr.WjVi�W V �

i W
�
j /

tr.Vi�W V �
i /

(7.90)

Þ
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As before �ˇ is an eigenstate of LH .�/ and �W is the barycenter of the unique
attractive, invariant measure for the Markov operator V associated to the QIFS FW .
Given the classic inequality (7.88) we want to compare it to the basic inequality
(7.89). More precisely, we would like to obtain operators Vi that satisfy the follow-
ing: given a matrix A with positive entries and a stochastic matrix Q, there are Hi
andWi such that inequality (7.89) becomes inequality (7.88). We have the following
proposition.

Proposition 7.9. [1] Define

V1 D
�
1 0

0 0

�

; V2 D
�
0 1

0 0

�

(7.91)

V3 D
�
0 0

1 0

�

; V4 D
�
0 0

0 1

�

(7.92)

Let A D .aij / be a matrix with positive entries and Q D .qij / a two-dimensional
column-stochastic matrix. Define

H11 D
�p

ea11

p
ea11

0 0

�

;H12 D
�p

ea12

p
ea12

0 0

�

(7.93)

H21 D
�

0 0p
ea21

p
ea21

�

;H22 D
�

0 0p
ea22

p
ea22

�

(7.94)

and also

W1 D
�p

q11 0

0 0

�

;W2 D
�
0
p
q12

0 0

�

(7.95)

W3 D
�

0 0p
q21 0

�

;W4 D
�
0 0

0
p
q22

�

(7.96)

Then the basic inequality associated to Wi ; Vi ;Hi , i D 1; : : : ; 4, l D m D 1 or
l D m D 2, is equivalent to the classic inequality associated to A andQ.

Example 7.7. Let

H1 D
�
2i 2i

0 0

�

; H2 D I; H3 D
�
i
p
2 i
p
2

0 0

�

; H4 D I

Then

H�
1 D

��2i 0
�2i 0

�

; H�
2 D I; H�

3 D
��ip2 0
�ip2 0

�

; H�
4 D I

If we suppose the Vi are the same as from proposition 7.9, we have that �ˇ is
diagonal, so

tr.H1�ˇH
�
1 / D 4; tr.H2�ˇH

�
2 / D 1; tr.H3�ˇH

�
3 / D 2; tr.H4�ˇH

�
4 / D 1
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Then LH .�/ D ˇ� leads us to

4�11 C �22 D ˇ�11
2�11 C �22 D ˇ�22

A simples calculation gives

ˇ D 5Cp17
2

with eigenstate

�ˇ D 4

7Cp17

 
3Cp

17
4

0

0 1

!

We want to calculate theWi which maximize the basic inequality (7.89). Recall that
from proposition 7.9, the choice of Vi we made is such that

.Vj�ˇV
�
j /lm

.�ˇ /lm
D 1;

So

hV .W /C
kX

jD1
tr.Wj�WW

�
j / log tr.Hj �ˇH

�
j / � logˇ (7.97)

and equality holds if and only if, for all i; j; l; m,

1

ˇ
tr.Hj�ˇH

�
j /
.Vj�ˇV

�
j /lm

.�ˇ /lm
D tr.WjVi�W V �

i W
�
j /

tr.Vi�W V �
i /

(7.98)

Choose, for instance, l D m D 1. Then condition (7.98) becomes

1

ˇ
tr.Hj �ˇH

�
j / D

tr.WjVi�W V �
i W

�
j /

tr.Vi�W V �
i /

(7.99)

To simplify calculations, write bW i D W �
i Wi and bW i D .wiij /. Then we get

tr.Hi�ˇH�
i /

ˇ
D wi11 D wi22; i D 1; : : : ; 4 (7.100)

So we conclude

Wi D 1
p
ˇ

�p
tr.Hi�ˇH�

i / 0

0
p

tr.Hi�ˇH�
i /

�

; i D 1; : : : ; 4 (7.101)
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That is,

W1 D 2
p
ˇ
I;W2 D 1

p
ˇ
I;W3 D

p
2

p
ˇ
I;W4 D 1

p
ˇ
I (7.102)

Note that
X

i

W �
i Wi D

4Cp2
p
ˇ

I ¤ I

To solve that, we renormalize the potential. Define

QHi WD
p
˛Hi (7.103)

where

˛ WD
p
ˇ

4Cp2 (7.104)

Then a calculation shows that L QH .�/ D Q̌� gives us the same eigenstate as before,
that is � Q̌ D �ˇ . But note that the associated eigenvalue becomes Q̌ D ˛ˇ. Now,

note that it is possible to renormalize the Wi in such a way that we obtain QWi withP
i
QW �
i
QWi D I , and that these maximize the basic inequality for the Hi initially

fixed. In fact, given the renormalized QHi , define

QWi D
p
˛Wi ; i D 1; : : : ; 4 (7.105)

Note that
P
i
QW �
i
QWi D I . Also we obtain

hV . QW /C
kX

jD1
tr. QWj� QW QW �

j / log tr.
p
˛Hj�ˇ

p
˛H�

j / � log˛ˇ (7.106)

which is equivalent to

hV . QW /C
kX

jD1
tr. QWj� QW QW �

j / log.˛tr.Hj �ˇH
�
j // � log˛ C logˇ (7.107)

That is

hV . QW /C
kX

jD1
tr. QWj� QW QW �

j / log˛

C
kX

jD1
tr. QWj� QW QW �

j / log tr.Hj �ˇH
�
j / � log˛ C logˇ; (7.108)



7 A Dynamical Point of View of Quantum Information 119

and cancelling log˛, we get the same inequality as for the nonrenormalizedHi . As
we have seen before, such QWi gives us equality. Hence

hV . QW /C
kX

jD1
tr. QWj� QW QW �

j / log tr.Hj�ˇH
�
j / D logˇ (7.109)

Þ

7.15 Remarks on the Problem of Pressure and Quantum
Mechanics

One of the questions we are interested in is to understand how to formulate a vari-
ational principle for pressure in the context of quantum information theory. An
appropriate combination of such theories could have as a starting point a relation
between the inequality for positive numbers

�
X

i

qi log qi C
X

i

qi logpi � 0;

(seen in certain proofs of the variational principle of pressure), and the entropy for
QIFS we defined before. We have carried out such a plan and then we have obtained
the basic inequality, which can be written as

hV .W /C
kX

jD1
log

�
tr.Hj�ˇH

�
j /tr.Vj�ˇV

�
j /
�

tr.Wj�WW
�
j / � logˇ (7.110)

where equality holds if and only if for all i; j ,

1

ˇ
tr.Hj�ˇH

�
j /tr.Vj�ˇV

�
j / D

tr.WjVi�W V �
i W

�
j /

tr.Vi�W V �
i /

(7.111)

As we have discussed before, it is not clear that given any dynamics, we can obtain
a measure such that we can reach the maximum value logˇ. Considering particular
cases, we can suppose, for instance, that the Vi are unitary. In this way, we combine
in a natural way a problem of classic thermodynamics, with an evolution which
has a quantum character. In this particular setting, we have for each i that ViV �

i D
V �
i Vi D I and then the basic inequality becomes

hV .W /C
kX

jD1
tr.Wj�WW

�
j / log tr.Hj �ˇH

�
j / � logˇ (7.112)
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and equality holds if and only if for all i; j ,

1

ˇ
tr.Hj�ˇH

�
j / D tr.WjVi�W V

�
i W

�
j / (7.113)

We have the following:

Lemma 7.12. Given a QIFS with a unitary dynamics (i.e., Vi is unitary for each i ),
there are OWi which maximize (7.110), i.e., such that

hV . OW /C
kX

jD1
tr. OWj� OW OW �

j / log tr.Hj�ˇH
�
j / D logˇ (7.114)

The above lemma also holds for the basic inequality in coordinates, given by
(7.89). Also, it is immediate to obtain a similar version of the above lemma for any
QIFS such that the Vi are multiples of the identity, and also for QIFS such that �W
fixes each branch of the QIFS, that is, satisfying

Vi�W V
�
i

tr.Vi�W V �
i /
D �W
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Chapter 8
Generic Hamiltonian Dynamical Systems:
An Overview

Mário Bessa and João Lopes Dias

Abstract We present for a general audience the state of the art on the generic
properties of C 2 Hamiltonian dynamical systems.

8.1 Introduction and Main Definitions

Hamiltonian systems form a fundamental subclass of dynamical systems. Their
importance follows from the vast range of applications throughout different
branches of science. Generic properties of such systems are thus of great inter-
est since they give us the “typical” behaviour (in some appropriate sense) that one
could expect from the class of models at hand (cf. [38]). There are, of course, con-
siderable limitations to the amount of information one can extract from a specific
system by looking at generic cases. Nevertheless, it is of great utility to learn that a
selected model can be slightly perturbed in order to obtain dynamics we understand
in a reasonable way.
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8.1.1 Residual Sets and Generic Properties

A residual set is a countable intersection of dense open sets. The elements of a
residual set are called generic. A property that holds within a residual set is also
referred as generic.

A Baire space is a topological space with the property that residual sets are dense.
The space of C s, s 2 N [ f0g, functions on a manifold is Baire.

8.1.2 Hamiltonian Dynamics

LetM be a 2d -dimensional smooth manifold endowed with a symplectic structure,
i.e. a closed and nondegenerate 2-form !. The pair .M;!/ is called a symplectic
manifold which is also a volume manifold by Liouville’s theorem. Let � be the
so-called Lebesgue measure associated to the volume form !d D ! ^ � � � ^ !.

A diffeomorphism gW .M;!/ ! .N; !0/ between two symplectic manifolds is
called a symplectomorphism if g�!0 D !. The action of a diffeomorphism on a
2-form is given by the pull-back .g�!0/.X; Y / D !0.g�X; g�Y /. Here X and Y
are vector fields on M and the push-forward g�X D DgX is a vector field on N .
Notice that a symplectomorphism gWM ! M preserves the Lebesgue measure �
since g�!d D !d .

For any smooth Hamiltonian function H WM ! R there is a corresponding
Hamiltonian vector field XH WM ! TM determined by 	XH

! D dH being exact,
where 	v! D !.v; �/ is a 1-form. Notice that H is C s iff XH is C s�1. The Hamil-
tonian vector field generates the Hamiltonian flow, a smooth 1-parameter group of
symplectomorphisms 'tH on M satisfying d

dt
'tH D XH ı 'tH and '0H D id. Since

dH.XH / D !.XH ; XH / D 0,XH is tangent to the energy level setsH�1.feg/, for
some energy value e 2 H.M/.

If v 2 TxH�1.feg/, i.e. dH.v/.x/ D !.XH ; v/.x/ D 0, then its push-forward
by 'tH is again tangent to H�1.feg/ on 'tH .x/ since

dH.D'tH v/.'tH .x// D !.XH ;D'tH v/.'tH .x// D 'tH �
!.XH ; v/.x/ D 0:

We consider also the tangent flow D'tH WTM ! TM that satisfies the linear
variational equation (the linearized differential equation)

d

dt
D'tH D DXH .'tH /D'tH

with DXH WM ! T TM .
We say that x is a regular point if dH.x/ 6D 0 (x is not critical). We denote

the set of regular points by R.H/ and the set of critical points by Crit.H/. We call
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H�1.feg/ a regular energy level ofH ifH�1.feg/\Crit.H/ D ;. A regular energy
surface is a connected component of a regular energy level.

Given any regular energy level or surface E , we induce a volume form !E on the
.2d � 1/-dimensional manifold E in the following way. For each x 2 E ,

!E .x/ D 	Y!d .x/ on TxE

defines a .2d � 1/ non-degenerate form if Y 2 TxM satisfies dH.Y /.x/ D 1.
Notice that this definition does not depend on Y (up to normalization) as long as it
is transversal to E at x. Moreover,

dH.D'tH Y /.'
t
H .x// D d.H ı 'tH /.Y /.x/ D 1:

Thus, !E is 'tH -invariant, and the measure �E induced by !E is again invariant. In
order to obtain finite measures, we need to consider compact energy levels.

On the manifold M we also fix any Riemannian structure which induces a
norm k � k on the fibers TxM . We will use the standard norm of a bounded lin-
ear map A given by kAk D supkvkD1 kA vk and also the co-norm defined by
m.A/ D kA�1k�1.

The symplectic structure guarantees by Darboux theorem the existence of an atlas
fhj WUj ! R2d g satisfying h�

j!0 D ! with

!0 D
dX

iD1
dyi ^ dydCi : (8.1)

On the other hand, when dealing with volume manifolds .N;˝/ of dimension p,
Moser’s theorem [30] gives an atlas fhj WUj ! Rpg such that h�

j .dy1^� � �^dyp/ D
˝ .

For more on the general symplectic and Hamiltonian theories, see e.g. [1].

8.1.3 Our Setting

In the following we will always assume thatM is a 2d -dimensional compact smooth
symplectic manifold with a smooth boundary @M (including the case @M D ;)
and d � 2. Furthermore, C s Hamiltonians are real-valued functions on M that are
constant on each connected component of @M . We denote by C s.M/ the set of C s

Hamiltonians. This set is endowed with the C 2-topology.
Under these conditions, the Hamiltonian flow is globally defined with respect

to time because H is constant on the components of @M or, equivalently, XH is
tangent to @M .
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8.1.4 Transversal Linear Poincaré Flow

Given any regular point x we take the orthogonal splitting TxM D RXH .x/˚Nx,
where Nx D .RXH .x//? is the normal fiber at x. Consider the automorphism of
vector bundles

D'tH WTRM ! TRM

.x; v/ 7! .'tH .x/;D'
t
H .x/ v/:

(8.2)

Of course, in general, the subbundle NR is not D'tH -invariant. So we relate to
the D'tH -invariant quotient space eNR D TRM=RXH .R/ with an isomorphism
�1WNR ! eNR. The unique map

P tH WNR ! NR

such that �1ıP tH D D'tH ı�1 is called the linear Poincaré flow forH . Denoting by
˘x WTxM ! Nx the canonical orthogonal projection, the linear mapP tH .x/WNx !
N't

H
.x/ is

P tH .x/ v D ˘'t
H
.x/ ıD'tH .x/ v:

We now consider
Nx D Nx \ TxH�1.e/;

where TxH�1.e/ D kerdH.x/ is the tangent space to the energy level set with
e D H.x/. Thus, NR is invariant under P tH . So we define the map

˚ tH WNR ! NR; ˚ tH D P tH jNR ;

called the transversal linear Poincaré flow for H such that

˚ tH .x/WNx ! N't
H
.x/; ˚ tH .x/ v D ˘'t

H
.x/ ıD'tH .x/ v

is a linear symplectomorphism for the symplectic form induced on NR by !.

8.1.5 Oseledets Theorem

TakeH 2 C 2.M/. Since the time-1map of any tangent flow derived from a Hamil-
tonian vector field is measure preserving, we obtain a version of Oseledets theorem
for Hamiltonian systems. Given a point x 2 M we say that x is Oseledets regular if
there exists a splitting TxM D E1x ˚ :::Ek.x/x and numbers �1.x/ � � � � � �k.x/.x/
such that for any (non-zero) vector v 2 E ix we have

lim
t!˙1

1

t
log kD'tH .x/ vk D �i .x/:
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The Oseledets theorem [32] asserts that Oseledets regular points form a �-full
measure set for any 'tH -invariant probability measure �.

Moreover,

lim
t!˙1

1

t
log sin ˛t D 0; (8.3)

where ˛t is the angle at time t between any subspaces of the splitting.
The splitting of the tangent bundle is called Oseledets splitting and the real

numbers �i .H; x/ are called the Lyapunov exponents. The full measure set of the
Oseledets points is denoted by O.H/ D O .

The vector field direction RXH .x/ is trivially an Oseledets’s direction with zero
Lyapunov exponent.

If x 2 R \O and �i .x/ 6D 0, the Oseledets splitting on TxM induces a ˚ tH .x/-
invariant splitting on Nx where N i

x D ˘x.E ix/.
The next lemma makes explicit that the dynamics of D'tH and ˚ tH are coherent

so that the Lyapunov exponents for both cases are related. The proof uses (8.3).

Lemma 8.1 ([8]). Given x 2 R \O , the Lyapunov exponents of the ˚ tH -invariant
decomposition are equal to the ones of the D'tH -invariant decomposition.

We now restate the Oseledets theorem for the dynamic cocycle ˚ tH : For �-a.e.

x 2M there exists a splitting of the normal bundle Nx D N 1
x ˚ � � � ˚N k.x/

x and
numbers �1.x/ � � � � � �k.x/.x/ such that for any (non-zero) vector v 2 N i

x we
have

lim
t!˙1

1

t
log k˚ tH .x/ vk D �i .x/:

Observe that there exist at most 2d�2 different exponents for˚ tH . Moreover, the
Lyapunov exponents of ˚ tH are symmetric (i.e. if � is one the exponents, then �� is
also one of the exponents and their multiplicity is the same). Finally, dim.N C

x / D
dim.N �

x / and since dim.N C
x / is even we obtain that dim.N 0

x / is also even.

8.1.6 Hyperbolicity and Dominated Splitting

Let H 2 C 2.M/. Given any compact and 'tH -invariant set � � H�1.e/, we say
that� is a hyperbolic set for 'tH if there existm 2 N and aD'tH -invariant splitting
T�H

�1.e/ D EC
� ˚ E�

� ˚ E� such that for all x 2 � we have:

� kD'mH .x/jE�

x
k � 1

2
(uniform contraction).

� kD'�m
H .x/j

E
C

x
k � 1

2
(uniform expansion).

� E includes the directions of the vector field and of the gradient of H .

Similarly, we can define a hyperbolic structure for the transversal linear Poincaré
flow ˚ tH . We say that � is hyperbolic for ˚ tH on � if ˚ tH j� is a hyperbolic vector
bundle automorphism. The next lemma relates the hyperbolicity for ˚ tH with the
hyperbolicity for 'tH . It is an immediate consequence of a result by Doering [22]
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for the linear Poincaré flow extended to our Hamiltonian setting and the transversal
linear Poincaré flow.

Lemma 8.2. Let � be an 'tH -invariant and compact set. Then � is hyperbolic for
'tH iff � is hyperbolic for ˚ tH .

We now consider a weaker form of hyperbolicity. Let� �M be an 'tH -invariant
set and m 2 N. A splitting of the bundle N� D N 1

� ˚ N 2
� is an m-dominated

splitting for the transversal linear Poincaré flow if it is ˚ tH -invariant and continuous
such that

k˚mH .x/jN 2
x k

m.˚mH .x/jN 1
x /
� 1

2
; for all x 2 �: (8.4)

We call N� D N 1
� ˚N 2

� a dominated splitting if it is m-dominated for some
m 2 N.

If � has a dominated splitting, then we may extend the splitting to its closure,
except to critical points. Moreover, the angle between N 1 and N 2 is bounded
away from zero on�. Under the four-dimensional assumption the decomposition is
unique. For more details about dominated splitting see [20].

We say that a dominated splitting N� D N �
� ˚N 0

� ˚N C
� over the set � is

partially hyperbolic if the bundle N �
� is uniformly contractive and the bundle N C

�

is uniformly expanding.
The proof of the next lemma (see [8, Lemma 2.6]) hints to the fact that the

four-dimensional setting is crucial in obtaining hyperbolicity from the dominated
splitting structure.

Lemma 8.3. Let H 2 C 2.M/ and a regular energy surface E . If � � E has a
dominated splitting for ˚ tH , then� is hyperbolic.

Actually, the previous lemma is a version of the following general fact proved in
[18, Theorem 11] which we trivially adapt for Hamiltonians.

Theorem 8.1. LetH 2 C 2.M/ and let N� D N 1
� ˚N 2

� be a dominated splitting
over a 'tH -invariant set �. Assume that dim N 1

� � dim N 2
� and let N C

� D N 1
� .

Then N 2
� splits invariantly as N 0

� ˚N �
� with dim N C

� D N �
� , and the splitting

N� D N C
� ˚N 0

� ˚N �
� is partially hyperbolic.

8.1.7 Elliptic, Parabolic and Hyperbolic Closed Orbits

Let � � M be a closed orbit of least period � . The characteristic multipliers of �
are the eigenvalues of ˚�H .p/, which are independent of the point p 2 � . We say
that � is

� k-elliptic iff 2k characteristic multipliers are simple, non-real and of modulus 1.
� parabolic iff the characteristic multipliers are real and of modulus 1.
� hyperbolic iff the characteristic multipliers have modulus different from 1.
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We call d � 1-elliptic orbits total elliptic. In case d D 2 we have that 1-elliptic
are total.

It is clear that under small perturbations, d -elliptic and hyperbolic orbits are
stable whilst parabolic ones are unstable.

We refer to a point in a closed orbit as periodic. Periodic points are classified in
the same way as the respective closed orbit.

8.1.8 Perturbation Lemmas

We include here several perturbation results in our setting. The first is the celebrated
Pugh’s closing lemma [37, Sect. 9]:

Theorem 8.2 (Pugh’s closing lemma). If � > 0 and x 2M is a recurrent point for
the flow 'tH associated to H 2 C 2.M/, then there exists eH 2 C 2.M/ �-C 2-close
to H such that x is a periodic point for 'tQH .

An important upgrade is the Arnaud’s closing lemma [4]. It states that the orbit
of a non-wandering point can be approximated for a very long time by a closed orbit
of a nearby Hamiltonian.

Theorem 8.3 (Arnaud’s closing lemma). Let H 2 C s.M/, 2 � s � 1, a non-
wandering point x 2M and �; r; � > 0. Then, we can find eH 2 C s.M/ �-C 2-close
toH , a closed orbit � of eH with least period `, p 2 � and a map gW Œ0; ��! Œ0; `�

close to the identity such that:

� dist
�
'tH .x/; '

g.t/

QH .p/
�
< r , 0 � t � � , and

� H D eH on M nA, where A D S0
t
`


B.p; r/ \ B.'tQH .p/; r/

�
.

The next theorem is a version of Franks’ lemma for Hamiltonians proved by
Vivier [41]. Roughly, it says that we can realize a Hamiltonian corresponding to
a given perturbation of the transversal linear Poincaré flow. It is proved for 2d -
dimensional manifolds with d � 2.

Theorem 8.4 (Vivier’s lemma). Let H 2 C s.M/, 2 � s � 1, �; � > 0 and
x 2 M . There exists ı > 0 such that for any flowbox V of an injective arc of orbit
˙ D '

Œ0;t 	
H .x/, t � � , and a transversal symplectic ı-perturbation F of ˚ tH .x/,

there is eH 2 Cmaxf2;s�1g.M/ �-C 2-close to H satisfying:

� ˚ tQH .x/ D F ,

� H D eH on ˙ [ .M n V /.
In order to perform local perturbations to our original Hamiltonians, we need an

improved version of a lemma by Robinson [39] that provides us with symplectic
flowbox coordinates. Consider the canonical symplectic form on R2d given by !0
as in (8.1). The Hamiltonian vector field of any smooth H WR2d ! R is then
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XH D

0 I

�I 0
�

rH;

where I is the d � d identity matrix. Let the Hamiltonian function H0WR2d ! R
be given by y 7! ydC1, so that

XH0
D @

@y1
:

Theorem 8.5 (Symplectic flowbox coordinates [8]). Let H 2 C s.M/, 2 � s �
1, and x 2 M . If x 62 Crit.M/, there exists a neighborhood U of x and a local
C s�1-symplectomorphism gW .U; !/! .R2d ; !0/ such that H D H0 ı g on U .

8.2 Abundance of Zero Lyapunov Exponents
Away from Hyperbolicity

The computation of Lyapunov exponents is one of the main problems in the mod-
ern theory of dynamical systems. They give us fundamental information on the
asymptotic exponential behaviour of the linearized system. It is therefore impor-
tant to understand these objects in order to study the time evolution of orbits. In
particular, Pesin’s theory deals with non-vanishing Lyapunov exponents systems
(non-uniformly hyperbolic). This setting jointly with a C ˛ regularity, ˛ > 0, of the
tangent map allows us to derive a very complete geometric picture of the dynamics
(stable/unstable invariant manifolds). On the other hand, if we aim at understanding
both local and global dynamics, the presence of zero Lyapunov exponents creates
lots of obstacles. An example is the case of conservative systems: using enough
differentiability, the celebrated KAM theory guarantees persistence of invariant
quasiperiodic motion on tori yielding zero Lyapunov exponents.

In this section we study the dependence of the Lyapunov exponents on the
dynamics of Hamiltonian flows. For a survey of the theory see [18] and references
therein. In Theorem 8.6 we state that zero Lyapunov exponents for four-dimensional
Hamiltonian systems are very common, at least for a C 2-residual subset. This
picture changes radically for the C1 topology, the setting of most common Hamil-
tonian systems coming from applications. In this case Markus and Meyer showed
that there exists a residual of C1 Hamiltonians neither integrable nor ergodic [28].

Theorem 8.6 ([8]). Let d D 2. For a C 2-generic Hamiltonian H 2 C 2.M/, the
union of the regular energy surfaces E that are either Anosov or have zero Lyapunov
exponents �E -a.e. for the Hamiltonian flow, forms an open �-mod 0 and dense
subset of M .

Geodesic flows on negative curvature surfaces are well-known systems yielding
Anosov energy levels. An example of a mechanical system which is Anosov on each
positive energy level was obtained by Hunt and MacKay [25].
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Another dichotomy result for the transversal linear Poincaré flow on the tangent
bundle is the following:

Theorem 8.7 ([8]). Let d D 2. There exists a C 2-dense subset D of C 2.M/ such
that, if H 2 D, there exists an invariant decomposition M D D [ Z .mod 0/
satisfying:

� D D S
n2NDmn

, where Dmn
is a set with mn-dominated splitting for the

transversal linear Poincaré flow of H .
� The Hamiltonian flow of H has zero Lyapunov exponents for x 2 Z.

The proof of the above theorems is based on a result that allows us to decay the
Lyapunov exponents of points without dominated splitting. This is possible by first
constructing a local perturbation in the coordinates given by Lemma 8.5, that mixes
the transversal directions of non-zero Lyapunov exponents along an orbit segment.
Thus the effects of contraction and expansion average out.

The following problem is the generalization of the recent result by Bochi [15] to
our context.

Open problem 1. Show that Theorem 8.7 holds for d > 2.

8.3 Denseness of Elliptic Points away from Hyperbolicity

In this section we recall a related C 2-generic dichotomy by Newhouse [31]: for a
C 2-generic Hamiltonian, an energy surface through any p 2 M is Anosov or is in
the closure of 1-elliptical periodic orbits.

The Newhouse dichotomy was first proved for C 1-generic symplectomorphisms
in [31], and extensions have appeared afterwards [3,24,40]. Those were all done for
discrete-time dynamics.

Theorem 8.8 ([9]). Let d D 2. Given � > 0 and an open subset U � M , if
H 2 C 2.M/ has a far from Anosov regular energy surface intersecting U , then
there is eH 2 C1.M/ �-C 2-close to H having a closed elliptic orbit through U .

The above theorem is proved in [9] (see [10] for divergence-free 3-flows) by
looking first at the case of hyperbolic closed orbits with a small angle between the
stable and unstable directions. Those are then showed to become elliptic by a small
perturbation. On the other hand, for hyperbolic closed orbits with large angles and
without dominated splitting, an adaptation of Mañé’s perturbation techniques [10]
leads again to elliptic orbits by a perturbation. The remaining case of hyperbolic
closed orbits with dominated splitting and large angle is not true generically (as the
case of parabolic ones).

As an almost direct consequence we arrive at the Newhouse dichotomy for four-
dimensional Hamiltonians. Recall that for a C 2-generic Hamiltonian all but finitely
many points are regular.



132 M. Bessa and J.L. Dias

Theorem 8.9 ([9]). Let d D 2. For a C 2-generic H 2 C 2.M/, the union of the
Anosov regular energy surfaces and the closed elliptic orbits, forms a dense subset
of M .

Open problem 2. Prove the related result for d > 2: For a C 2-generic Hamilto-
nian, the union of the partially hyperbolic regular energy surfaces and the closed
elliptic orbits, forms a dense subset of M .

8.4 Star Energy Surfaces

Consider the set M D M � C 2.M/ endowed with the standard product topology.
Given .p;H/ 2M , we denote by Ep;H the energy surface inH�1.H.p// contain-
ing p. We say that Ep;H is a star energy surface if it is regular and there exists a
neighbourhood U of .p;H/ such that all energy surfaces E Qp; QH , with . Qp; eH/ 2 U ,
are regular and have all closed orbits hyperbolic.

Denote by G the set of .p;H/ 2 M such that Ep;H is star, and by A if Ep;H
is Anosov. If there exists a homeomorphism between Ep;H and any nearby E Qp; QH
preserving orbits and their orientations, we say that .p;H/ is structurally stable,
i.e. .p;H/ 2 S .

The next theorem is classical in the theory of dynamical systems, namely Anosov
systems are open and structurally stable (see e.g. [13]).

Theorem 8.10. Let d � 2. A is open and A � S .

In the d D 2 case, there is already a good characterization of Anosov energy
surfaces.

Theorem 8.11 ([13]). G D A D S for d D 2.

In rough terms the proof of the previous theorem goes as follows. By Lemma 8.3,
in the four-dimensional context, dominated splitting is tantamount to hyperbolic-
ity. So, we are left to show that in the absence of domination it is possible to
create a non-hyperbolic closed orbit by an arbitrary small C 2 perturbation of the
Hamiltonian.

Assume that we do not have dominated splitting (cannot be Anosov) and we still
have the star property. We claim that we must be far from systems exhibiting elliptic
closed orbits, and moreover we must have good uniform constants of hyperbolic-
ity over closed orbits. Since we do not have domination, we use the ideas from the
proof of Theorem 8.6 to obtain an Oseledets regular point with (almost) zero expo-
nents. Then, the closing lemma (Theorem 8.3) produce a closed orbit without good
constants of hyperbolicity, contradicting our assumption.

We say that .p;H/ is isolated in the boundary of A if Ep;H is not Anosov but
any nearby E Qp; QH such that H 6D eH or Qp 62 Ep;H is Anosov. As a consequence of
Theorem 8.11, we obtain the following.
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Corollary 8.1. Let d D 2. The boundary of A has no isolated points.

Open problem 3. Show that Theorem 8.11 holds for d > 2.

8.5 Robust Transitivity

We say that a dynamical system is transitive if it has a dense orbit. Moreover, it is
C r -robustly transitive if in addition any arbitrarily C r -close system is transitive.

Theorem 8.12 (Horita–Tahzibi [24]). Any robustly transitive symplectomorphism
defined in a compact symplectic manifold is partially hyperbolic.

Working in the Hamiltonian context, we have that a regular energy surface is
transitive if it has a dense orbit, and it is robustly transitive if the restriction of
any sufficiently C 2-close Hamiltonian to a nearby regular energy surface is still
transitive.

Theorem 8.13 (Vivier [41]). Let d D 2. Any Hamiltonian admitting a robustly
transitive regular energy surface is Anosov on that surface.

We observe that the proof of this theorem uses the Hamiltonian version of Franks’
lemma (Lemma 8.4).

It is easy to see that Theorem 8.8 also implies Theorem 8.13. In fact, if a regular
energy surface E of H 2 C 2.M/ is far from Anosov, then by Theorem 8.8 there
exists a C 2-close C1-Hamiltonian with an elliptic closed orbit on a nearby regular
energy surface. This invalidates the chance of robust transitivity forH according to
a KAM-type criterium (see [41, Corollary 9]).

Taking into account Theorem 8.1 we get the following question.

Open problem 4. Let d > 2. Show that if a Hamiltonian admits a robustly
transitive regular energy surface, then it is partially hyperbolic there.

8.6 Genericity of Dense Orbits

It follows from Poincaré’s recurrence theorem that, in the volume-preserving con-
text, almost any point is recurrent. However, the points can be restricted to some
region of the manifold both for the past and for the future. The problem of knowing
if a given dynamical system exhibits only one “piece” or, in other words, if there
is any dense orbit, is a central problem in the modern theory of dynamical systems.
A partial answer to this problem was given by Bonatti and Crovisier in [19] for the
volume-preserving discrete-time case and by the same authors and Arnaud in the
symplectomorphism framework [5]. They proved that for some C 1-residual subset
any map has a dense orbit.
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In the continuous-time case the first author proved in [7] the corresponding
version for divergence-free flows, and recently Ferreira announced the following
result.

Theorem 8.14 ([23]). For a C 2-generic Hamiltonian H and e 2 H.M/, we have
that H�1.feg/ has a transitive energy surface.

Theorem 8.14 is a central tool in order to obtain important results in the generic
theory of Hamiltonians (e.g. Open Problems 2, 3 and 4).

The main tool to conclude the proof of the previous result is the next theorem, a
version for Hamiltonians of the connecting lemma for pseudo-orbits.

We say that the numbers �1; : : : ; �2d satisfy a trivial resonance relation if

�i D
2dY

jD1
�
kj

j ; i D 1; : : : ; 2d;

where ki 2 N such that either ki ¤ 1 or there exists j ¤ i verifying kj ¤ 0.

Theorem 8.15. Let .p;H/ 2M such that Ep;H � H�1.fpg/ is a regular surface.
Suppose that every closed orbit there has a trivial resonance relation between the
Floquet exponents. Then, for any x; y 2 Ep;H connected by a pseudo-orbit, there is
a C 2-nearby eH and t > 0 such that 'tQH .x/ D y.

8.7 On Palis’ Conjecture

It is known from Peixoto’s work [35, 36] that structurally stable flows on surfaces
form a dense open set. A few years later Palis formulated the following conjecture
for general dynamical systems defined on a closed manifold (flows, diffeomor-
phisms, or even more general transformations). Any system can always be C 1

approximated by another one which is uniformly hyperbolic or else it exhibits either
a homoclinic tangency or a heterodimensional cycle [34].

In the conservative setting a more accurate result holds. In fact, Bessa and
Rocha recently proved that any volume-preserving diffeomorphism of dimension
d � 3 (or symplectomorphism of dimension d � 4) can be C 1 approximated by a
volume-preserving (symplectic) diffeomorphism which is Anosov or else it exhibits
a heterodimensional cycle [12].

In respect to the two-dimensional area-preserving discrete-time case, we have the
following.

Theorem 8.16. Any area-preserving diffeomorphism in a compact surface can
always be C 1 approximated by another area-preserving diffeomorphism which is
either Anosov or it exhibits a homoclinic tangency.
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Proof. By Newhouse’s dichotomy [31] for a C 1-dense subset D of the Baire space
of area-preserving diffeomorphisms endowed with the C 1-topology, we have that:
if f 2 D , then f is Anosov or the elliptic points of f are dense in the manifold.
It is sufficient to show that if f is in the C 1-interior of the complementary set of
Anosov maps, we can C 1-approximate f by an area-preserving diffeomorphism g

displaying a homoclinic tangency.
Now, we choose one elliptic point p for f . Since the C 2 area-preserving dif-

feomorphisms are C 1-dense in the C 1 area-preserving diffeomorphisms [42] and
the elliptic points are stable, we can C 1-approximate f by f0 2 C 2 such that the
analytic continuation p0 of p is elliptic. Now, since f0 is of class C 2, we use the
weak pasting lemma for diffeomorphisms [2] to create an invariant curve for some
area-preserving diffeomorphism f1 arbitrarily close to f0. Finally, [29] is used to
obtain persistence of homoclinic tangencies for g arbitrarily close to f1. ut

Taking into account the previous result, we believe that the following result
should hold.

Open problem 5. Let d D 2. Given H 2 C 2.M/, e 2 H.M/ and � > 0, then
there exists eH �-C 2-close to H such that some regular energy surface in eH�1.feg/
is Anosov or else it contains a homoclinic tangency associated to some hyperbolic
closed orbit.

Open problem 6. Let d > 2. Given H 2 C 2.M/, e 2 H.M/ and � > 0, then
there exists eH �-C 2-close to H such that some regular energy surface in eH�1.feg/
is Anosov or else it contains a heterodimensional cycle.

8.8 Subclasses of Hamiltonian Systems

There are many subclasses of C 2.M/ for which it would be very interesting to find
generic properties. We will only briefly mention below two of them, because of their
high importance in many branches of science: mechanical systems and geodesic
flows.

Let Q be a d -dimensional smooth compact manifold and take there the local
coordinates q D .q1; : : : ; qd /. We can write any � 2 T �

q Q as � D p � dq where

p 2 Rd and dq D .dq1; : : : ; dqd /. Therefore, local coordinates on the cotangent
bundle M D T �Q are given by .q; p/. Notice that ! D dq ^ dp is a symplectic
form defined locally on M . For these local coordinates a mechanical system is a
HamiltonianH 2 C1.T �M/ given byH D T CV , where T is the kinetic energy
and V WQ ! R the potential. The function T is chosen to be homogeneous of
degree 2, i.e. T D 1

2
hp; piq . This is the general setting of most classical mechanics.

The results in the previous sections do not hold if we restrict to mechanical sys-
tems, because we would need to perturb in the same class, i.e. on the Riemannian
metric h�; �i or on the potential V . It is thus an open question whether any sort
of generic property would remain true in this context. In particular, we have the
following question.
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Open problem 7. Can we C 2 approximate any given mechanical system by
another mechanical system which has the dichotomy in Theorem 8.6?

A somewhat first step would be to deal with a simpler situation:

Open problem 8. Let Q be a closed surface. Given a C 2 Hamiltonian on T �Q of
the form H D T , is there V arbitrarly C 2 small such that eH D T C V has the
above mentioned dichotomy?

Geodesic flows on the unit tangent bundle M D SQ are a particular example of
Hamiltonian mechanical systems, given by H D T . It would be of great interest to
answer related questions specifically for those systems.
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Chapter 9
Microeconomic Model Based on MAS
Framework: Modeling an Adaptive Producer

Pavel Brazdil and Frederico Teixeira

Abstract In recent years various methods from the field of artificial intelligence
(AI) have been applied to economic problems. The subarea of multiagent systems
(MAS) is particularly useful as it enables to simulate individuals or organizations
and various interactions among them. In this paper we investigate a scenario with a
set of agents, each belonging to a certain sector of activity (e.g. agriculture, clothing,
health sector etc.). The agents produce, consume goods or services in their area of
activity. Besides, our model includes also the resource of free time. The goods and
resources are exchanged on a market governed by auction, which determines the
prices of all goods. We discuss the problem of developing an adaptive producer
that exploits reward-based learning. This facet enables the agent to exploit previous
information gathered and adapt its production to the current conditions. We describe
a set of experiments that show how such information can be gathered and explored
in decision making. Besides, we describe a scheme that we plan to adopt in a full-
fledged experiments in near future.

9.1 Introduction

In recent years various methods from the field of artificial intelligence (AI) [13]
have begun to be applied to economic problems [16]. The subareas of AI that have
turned out to be useful include multiagent systems, machine learning, planning and
optimization among others. The area of multiagent systems (MAS) [15] is useful as

P. Brazdil (B)
LIAAD-INESC Porto LA, Porto, Portugal

and

FEP, University of Porto, Porto, Portugal
e-mail: pbrazdil@liaad.up.pt

F. Teixeira
FEP, University of Porto, Porto, Portugal
e-mail: jfredericoteixeira@gmail.com

M.M. Peixoto et al. (eds.), Dynamics, Games and Science I, Springer Proceedings
in Mathematics 1, DOI 10.1007/978-3-642-11456-4 9,
c� Springer-Verlag Berlin Heidelberg 2011

139

pbrazdil@liaad.up.pt
jfredericoteixeira@gmail.com


140 P. Brazdil and F. Teixeira

this framework enables to simulate individuals or companies and various complex
interactions among them. Machine learning (ML) [13, 14] is useful, as the behavior
of the agents does not need to be programmed beforehand. The model is constructed
by exploiting the observations of the effects of past behavior. The capability to learn
permits the agents to optimize certain aspects of their behavior. This is related to the
issue of planning and optimization.

The advantage of models is that it enables us to study certain phenomena that
are difficult to analyze in a real world due to too many complex interactions. This
is particularly evident in the area of economics. Simulation permits us to study the
relationship between the state variables characterizing the individual constituents,
that is, microeconomic relations. However, the model permits us to observe and
analyze certain global trends characterizing a group of agents.

Our aims here are similar to those of Wellman and Hu [6] that provided the
initial stimulus for us to develop this work. The issues that these authors addressed
and which also concern us are:

1. How can we characterize a group of agents that may change their beliefs?
2. How can an agent change it beliefs by learning?
3. Supposing that each agent is trying to optimize its behavior by searching for

optimal actions, can the agent achieve some kind of steady state balance (equi-
librium) as a result, in which he may not want to carry out any further changes?

4. Can the whole economic model achieve a steady state balance equilibrium? Or
is it more common that the system would be continuously evolving?

These are complex questions and it would be too ambitious to try to provide
a general answer to all of them. Our aim here is to provide some answers while
focusing on a specific domain – the domain of microeconomics.

Regards issue (4), we share the belief with others [6, 10], that economy is a
complex evolving system. Although some equilibria can be attained in a restricted
subproblem, in general, the whole system is unlikely to stay in some equilibrium,
particularly if the agents themselves are adaptive.

In this paper we explore the notion of equilibrium and in particular conjectural
equilibrium, which depends on a set of beliefs held by an agent. This notion was
introduced by Hahn [5] in the context of a market model and exploited later by
Wellman and Hu [6]. It enables to determine the best action ai� for each agent ai ,
by maximizing a given utility function. As our problem is quite complex, in this
paper we do not consider cooperative schemes and the issue of how these could be
acquired (i.e. some form of co-learning).

As we will see later, the agent’s utility function need not necessarily be the classic
utility function that is often exploited in this context. Any more complex utility
function different from the classic one, will be referred to here as an extended utility
function. Further on we will explain why we need to consider it.

If the agents have an opportunity to act repeatedly in different settings, in game
theory this scenario is referred to as a repeated game. In such settings the agents can
learn from observations of the consequences of past actions. The learning method
adopted here falls under the category of reward-based learning [4] as it requires a
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feedback provided by some kind of critic. Here we do not assume an existence of an
external critic that attributes rewards, but rather the existence of some function that
can characterize states in terms of utilities. The utilities can be compared with the
aim to identify the best action.

In this work we prefer to follow Panait et al. [4], and avoid usage of the term rein-
forcement learning that they attribute to a more specific class of reward-based algo-
rithms (algorithms based on dynamic programming, including Q-learning, Temporal
Difference Learning etc.,) which are not exploited here.

The experimental study that we have carried out includes an exchange market, as
in [6]. Initial conditions are given and the system stabilizes in an equilibrium state.
In addition to the market, we include also production and consumption in our model,
as this turns the model more realistic. In general production and consumption desta-
bilize the market equilibrium and force the agents to act. Here we can distinguish
between a behavior resulting from a fixed set of beliefs and those that results from
changing beliefs acquired by learning (i.e. in our case reward-based learning).

The objective of our research is to reconsider the issues (1), (2) mentioned ear-
lier and provide an answer, backed up by results of an experimental study. More
specifically, the interesting questions that arise are:

1. How can we characterize a group of agents active in a microeconomic system,
which includes an exchange market, production and consumption?

2. How can we construct an adaptive agent, exploiting a reward-based learning
strategy? Which state variables does the agent need to observe? What kind of
utility function should the agent use to judge the success of the agents’ actions?

Although the work of Wellman and Hu [6] has provided an initial impetus to
develop this work, there are many differences that distinguish the two:

� In our model the agents produce, consume and exchange different kinds of goods
and services, including agricultural products, clothing, transportation, health, etc.
To each of these goods we have attributed initial prices that are related to the
current world (as we do not have access to prehistoric data). This has the advan-
tage that we can use common sense to quickly spot errors that may manifest
themselves by nonsensical prices.

� One novelty in our system is the introduction of the resource time. It is assumed
that that each day has a normal duration of 24 h. Part of the day is occupied by
work, another part by sleeping (simulating thus what happens in the real world).
The remaining part is referred to as free time, which is is consumed for leisure
activities and is attributed certain utility by the agents. This resource is important
for modelling satisfactorily the behavior of a producer/consumer.

� We discuss an extension of the classical utility function, which includes both
classical utility and wealth. This extension permits to model satisfactorily the
behavior of an adaptive producer/consumer.

� Reward-based learning is used with the objective of developing an adaptive pro-
ducer agent. This facet enables the agent to exploit previous information gathered
in the past in order to adapt its production to the current conditions (e.g. increase
production of a certain good by a certain amount).



142 P. Brazdil and F. Teixeira

� We have devised a methodology that can be used to evaluate the performance of
our adaptive agent. Basically, the agent is required to act in new settings and we
evaluate how good its actions are.

The rest of the paper is organized as follows. In Sect. 9.2 we describe the model
of an exchange market and show some typical behavior, including how prices
settle to an equilibrium. We discuss also some aggregate measures that can be
calculated including for instance utility attributed by an agent to given goods and
agent’s wealth among others concepts. The model of consumption and production
is described in Sect. 9.3. Here we are particularly concerned with the effects of
changes in consumption/production on the market, including the prices. Section 9.4
describes the model of an adaptive producer and presents the preliminary results of
our experiments.

9.2 Multiagent Model of an Exchange Market

The market is composed by a group of agents that belong to different sectors. Further
on, we assume that each agent belongs to a particular sector of activity, such as
agriculture, producer of clothing, provider of transportation services, etc. As we will
see later, each consumer agent is simultaneously also a producer (in its principal
sector of activity). Here we will assume that we have a set of consumer agents
identified by a particular sector (the sector for which they are producers) and number
within that sector (e.g. AGR1).

Besides agents, the market involves also a set of goods or resources. Our market
includes for instance agricultural goods. Regards resources, our model includes for
instance transportation resources, money and time. All these can be exchanged on a
market. To simplify the following discussion we will use the term good to represent
both goods and resources. The exchange economy can at time t be described as
n-tuple hQ, ˇ, P, K i. Before presenting the details, we just describe the convention
used here. Bold capital letters, such as Q, are used to represent vectors (or matrices).
Lower case letters, such as qai;g i , for instance, represent the individual items of
these vectors (or matrices). The meaning of each item is described below.

� Q represents a matrix of quantities of goods of agents. The term qai;gj represents
the quantity possessed by agent ai of good gj , where ai D 1::n and gj D 1::m.

� Symbolˇ represents preferences attributed by different agents to different goods.
As we will show later, these preference values are used in the calculation of
utilities. In general, ˇai;gj represents the preference of agent ai for good gj ,
where ai D 1::n and gj D 1::m.

� P represents a price vector of m goods, that it is either given or established by
the process that will be described later. So pgj represents the price of good gj ,
where gj D 1::m. We assume that the same price is accepted by all agents in the
market (and hence here we do not need pai;g i that is the price agent ai attributes
to good gj ).
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� Symbol K represents so called background knowledge of a specific domain. This
term is used in machine learning literature and especially in Inductive Logic Pro-
gramming (ILP) [12]. Here it may be in the form of equations, rules, constraints
or other suitable representation. In our case here we use KM to represent our
underlying assumptions concerning the market. For instance, here it includes a
utility function U that takes qai;gj as an argument and returns a numeric utility
value, among other concepts of this kind that we will be described later.

It is assumed that the price vector P is available to everyone (i.e. forms part of
common blackboard). Regards the rest, it is assumed that the simulated world is
partially opaque. So, for instance the values qai;gj and ˇai;gj are known only by
agent ai (but not some other agent ak etc.).

The initial situation in an exchange market can be represented by hQi; ˇ;Pi;KMi.
It may be in equilibrium or not. If the market is in equilibrium, then the agents
will not want to exchange any goods. This situation can be described as execut-
ing a null action in the market. If the system is not in equilibrium, the market
will react to achieve equilibrium. This can be represented by hQf, ˇ, Pf, KMi. So
the process of transforming the former into the latter can be modelled by a pro-
cedure which is called here exchange.market.Qi, ˇ, Pi, KM, Qf, Pf/, where the
first four arguments can be regarded as inputs and the last two as outputs. In this
context Qi is often referred to as endowment, Pi initial price, Pf the price deter-
mined by the market and Qf the demand, representing the quantities that the agents
would ideally like to have considering the final price Pf. The difference between Qf

and Qi is normally referred to as excess demand. The value represents the quan-
tity that the agent wishes to exchange. If it is positive it represents the quantities
to be acquired, while if it is negative it represents the quantities to be offered for
exchange. It is important to note that the demand depends on the current price, that
is, for each price P there will be a specific demand determined by parameters ˇ
and KM.

The excess demand can be seen as a parameter of action exchange.�qfai;gj /. If
this action is executed by each agent for each good, the equilibrium is reached. One
condition for the equilibrium to exist is that for all goods the excess demand of each
of the agents is 0, i.e.

8gj;8ai;�qfai;gj D 0 (9.1)

The procedure that obtains the equilibrium can be implemented in various ways.
In the following section we review a description of a method which is based on [6].

9.2.1 Iterative Method for Reaching Equilibrium

Our market model includes, besides the agents, also an auctioneer. The iterative pro-
cess of obtaining the equilibrium is a WALRAS algorithm [7, 8] which is a variant
of tatonnement [9]. This involves the following steps:
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Continue iterative process until the equilibrium condition (1) has been achieved:

1. Calculation of excess demand: At each iteration k, each agent ai calculates the
excess demand�qfai;gj for each good gj and communicates these values to the
auctioneer.

2. Summing up excess demands: The auctioneer, upon receiving the information
about the excess demand of goods from each agent on the market, sums up the
total excess demand for each good.

3. Adjustment of prices: For each good, the auctioneer adjusts the prices in order to
approximate them to equilibrium prices. That is, if there is an excess (shortage)
of supply of some good, the auctioneer decreases (increases) the price, follow-
ing the basic rules of economics (see e.g. [11]). The new adjusted prices are
communicated to each agent in the market.

As we see the algorithm is an iterative process. At each step, the auctioneer
adjusts the price partially, but not completely, until the process terminates. More
details concerning each step are given in the following sections.

9.2.1.1 Calculation of Excess Demands of Agents

Let us see how each agent ai calculates the excess demand�qkai;gj (the superscript
k identifies the iteration in between i and f ). This step requires that the agent ai
calculates the utility value Uai which is the sum of all contributions Uai;gj , each
representing the utility attributed by the agent to certain quantity of good gj . In this
section we adopt the usual scheme which uses the appropriate elements of Q and ˇ
to calculate this. More precisely:

Uai D
mX

gjD1

uai;gj D
mX

gjD1

ˇai;gj � ln.qai;gj / (9.2)

We assume that the method of calculating the utility forms part of the existing
background knowledge KM.

We note that in our model different agents may attribute different utilities to
different types of goods (unlike in [6]). So, in our set-up the preferences ˇai;gj
and ˇai;gk will normally be different. This is useful, as it is more representative of
the real world where these values are normally affected by prices. In Sect. 9.2.2 we
discuss how these values can be determined. Regards the agents’ preferences for the
same good, we can provide personalized values, that is, allow that ˇai;gj ¤ ˇak;gj .
We have examined such situations and the experimental results are reported later (in
Sect. 9.2.3).

The concept of wealth is an important one in the exchange of goods. The agent’s
wealth represents his budget restriction, which needs to be taken into account when
exchanging goods. Each agent cannot “spend” more than the amount allowed by
his budget restriction at each moment of time. This prevents the agents from having
negative wealth. This is obviously an assumption that could be relaxed.
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The agent’s wealth can be calculated from the appropriate elements of Qi and
Pi. Here we use Pi, as it is the price at the beginning of the process. So, wealth wkai
representing the budget restriction of agent ai can be calculated as:

wkai D
mX

gjD1

D qiai;gj � pkgj (9.3)

Each agent faces the question of how to maximize his utility not exceeding his
initial budget restriction. So, if one agent has an excess of some good that does not
contribute much to its utility, the agent will try to exchange it for another good that
could increase its total utility. The agent’s aim is to maximize its utility subject to
budget constraints. This can be represented as:

arg max
qai;gj gjD1..m

uai D
mX

gjD1

ˇai;gj � ln.qiai;gj / such that wkai � wiai (9.4)

For this type of maximization problem an analytical solution exist, which is based
on the method of Lagrange Multipliers [11]. The ideal quantities of agent ai of good
gj representing the agent’s demand at iteration k can be calculated as follows:

qkai;gj D
wkai � ˇai;gj

pkgj �
Pn
gjD1 ˇai;gj

(9.5)

Then, as has been mentioned earlier, excess demand is �qkai;gj D qkai;gj � qiai;gj

9.2.1.2 Summing Up the Excess Demand of Goods

As we have mentioned earlier, the auctioneer, upon receiving the information about
the excess demand of goods from each agent on the market, sums up the total excess
demands for each good. This can be represented by the following equation:

�qkgj D
nX

aiD1

�qkai;gj (9.6)

9.2.1.3 Adjustment of Prices

The auctioneer adjusts the prices in order to approximate them to equilibrium prices.
That is, if there is an excess (shortage) of supply of some good, the auctioneer
decreases (increases) the price, following the basic rules of economics (see e.g.
[11]). Here we use the following method for the adjustment of price of good gj :
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pkC1
gj D pkgj �

"

1C �qkgj

2qgj

#

;where qgj D
nX

aiD1

qkai;gj D
nX

aiD1

qiai;gj (9.7)

The exact method of adjustment was not given in [6], perhaps as it was regarded
as a simple issue. This turned out not to be as simple as it seems. We have experi-
mented with various alternative ways of carrying out the adjustments. Some of them
lead to rather slow changes, requiring thus rather too many cycles before reaching
the equilibrium. Others suffered from oscillations around the correct equilibrium
value. Method represented by (9.7) has demonstrated advantages in comparison to
the others, as it requires relatively few cycles to reach the equilibrium.

This process of price adjustment is repeated for all goods and the new adjusted
prices are communicated to each agent in the market.

9.2.2 Determining the Preference Values of Agents

A question that is addressed in this section is how to set the initial values for an
exchange market hQi, ˇi , Pi, KMi. that would enable us to conduct the experiments.
The basic idea that is explored here is the following. First, we set some appropriate
values for Q0 and P0 using our knowledge of the external world. Then we assume
that the prices and quantities will not change and calculate the value of ˇi as follows:

ˇiai;gj D
w0
ai;gj

w0
ai

, where w0
ai;gj D q0

ai;gj � p0
ai;gj and w0

ai D
mX

gjD1
q0
ai;gj � p0

qi;gj

(9.8)
So the preference ˇiai;gj represents the proportion of agent’s wealth considering gi
in proportion to the total wealth of his basket of goods. As we assume that the value
ˇiai remains fixed for any agent afterwards, we will just use ˇai in the following.
We note that

ˇai D
mX

gjD1

ˇai;gj D 1 (9.9)

9.2.3 Some Experimental Results with a Simulated Market

We have carried out various experiments. In one series of experiments we have
used the following types of goods or services belonging to the following sectors of
activity: agriculture, clothing, transportation and health services. Besides, we have
used also the following resources: money and free time. Money was traded as any
other good. The resource free time was also traded.

The methodology adopted was to use the values hQi; ˇ;Pi;KMi, then alter man-
ually some of them and observe the results. For instance, we have altered some of
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the values in Pi and this way obtained a different initial price vector Pj. In all these
cases the procedure found easily the equilibrium. The final price Pf would be equal
to Pi. This is of course no surprise, as we expected the program to behave this way.

We have observed that some agent would offer the resource free time on the
market for exchange, enabling him to acquire certain goods. The interpretation of
this is quite interesting, as it models an offer of work in exchange of goods. In this
study we have not modeled more lasting relationships which are normally estab-
lished in real life. This would involve, for instance, commitments among two or
more agents to carry out trading in preference to others (adopting the relationship
suppliers/consumers), referred to often as emergent properties [4] or emergence of
social structures [18]. We plan to carry out such studies in future.

In another series of experiments we have altered one of the values in the prefer-
ences for one of the agents. So, for instance, we have increased the value of for a
particular agent ai and some particular good gj , while maintaining condition (9.8),
which requires that we decrease some preference values of the other goods. We have
observed that this situation leads to an increase of the corresponding price, due to
an increased demand of that good.

An interesting set of experiments involves altering the preference for free time.
If it is increased, the propensity to work of those agents decreases. As our objective
here is to study the dynamics of consumption and production, we do not report any
more details on this issue here.

9.3 Modeling Consumption and Production and Its Effects
on the Market

As we have mentioned earlier, our goal is to model consumption and production
and study their effects on the market. We are also interested in the issue of how the
behavior of the market can affect the decisions regards consumption and production.
To be able to do this we need to introduce several new concepts. Here, in general
each concept needs to be indexed with respect to time t. Here the basic time step
will be one week, so t will refer to a particular week.

Our microeconomic model is represented by hQt; ˇ;Pt;KM;Qct;Qpt;KMEi,
where the first four concepts are similar to the ones discussed earlier in Sect. 9.2.

We note that Pt represents the price vector of m goods at time point t (i.e.
week t). However, we need to distinguish between the initial prices of goods enter-
ing the market at time point t and the prices determined by the market. For that
reason we use another superscript and so Pt;i represents the former and Pt;f the lat-
ter. So, for instance, pt;kgj represents the price of good gj at time point t and market

iteration k. Some values are dependent on others. In particular, ptC1;i
gj D pt;fgj , that

is, the initial price at the next time point t C 1 is equal to the final market price at
previous time point.

Symbol Qct represents a matrix of consumptions in the time interval beginning
at t (i.e. interval between t and t C 1). So, for instance, qctai;gj represents the
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consumption of agent ai of good gj during that time interval. Symbol Qpt rep-
resents a matrix of goods produced in the time interval between t and t C 1. So for
instance qptai;gj represents the production of agent ai of good gj during that time
interval.

Production and consumption affect the quantities that each agent possesses. For
all agents and goods the following relationship holds:

qtC1
ai;gj D qtai;gj C qptai;gj � qctai;gj (9.10)

For a producer of good gj , the quantity qptC1
ai;gj is normally larger than qptai;gj to

enable the agent ai to offer the surplus on the market.
The resources money and free time require a special consideration. As money is

not produced nor consumed, the quantities qptai;m and qctai;m are equal to 0. Regards
free time, we assume that each agent is attributed a certain amount of free time per
week (e.g. certain number of hours per day times the number of days) which is
consumed partly in production and partly in leisure activities. The amount of free
time contributes to the overall agent’s utility.

Symbol KME represents the background knowledge representing our underlying
assumptions regards the relationship between production and consumption. More
details concerning this are given in the next section.

9.3.1 Modeling the Relationship Between Production
and Consumption

Without lack of generality let us focus on a particular agent ai involved in the pro-
duction of good gj . We assume that the consumption at time interval t consists of
two parts: the first part is fixed and does not depend on production. As in real life,
the person that does not work still needs certain resources to survive. The second
part varies with production. The larger the production, the larger is the consumption
of certain resources. This can be represented by:

qctai D qct;f ixai C qct;varai (9.11)

The first term is a vector of individual fixed consumptions of individual goods. The
second term is a function of consumption of resources. Here we have adopted a
simple model that assumes a linear relationship between the two. That is,

qc
t;var
ai D

mX

gjD1
kai;gj � qptai;gj (9.12)

where kai;gj is an appropriate constant.
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9.3.2 Some Aggregate Measures Characterizing Production
and Consumption

In this section we discuss various aggregate measures that can be used to charac-
terize the microeconomy involving production and consumption. The measures can
be divided into two groups. The first group involves measures that characterize the
production/consumption of a particular good in a particular sector (e.g. agriculture).
The second group involves measures that characterize a particular agent, or a group
of agents pertaining to a particular sector (e.g. agriculture). Both types of measures
are discussed in more detail in the following.

9.3.2.1 Measures Characterizing the Production/Consumption
of Particular Good

Goods surplus (gstgj ): This measure characterizes the relationship between produc-
tion and consumption of particular good (e.g. agricultural goods). This measure is
defined as the ratio of the quantity of goods produced to the quantities consumed:

gstgj D
Pn
ai D1 qp

t
ai;gj

Pn
aiD1 qc

t
ai;gj

(9.13)

We distinguish the following situations. Positive (negative) surplus of good gi
occurs if more (less) goods are produced than consumed, that is when gstgj is larger
(smaller) than 1.

9.3.2.2 Measures Characterizing a Particular Agent (or Group of Agents)

Production share (pstgj ): This measure is defined as a proportion of goods gj pro-
duced by agent ai in a particular sector of activity in relation to total production in
that sector. This term has a similar meaning to the market share used in economics.
We prefer to use the term production share as it has a more precise meaning. Not all
items produced need to be exchanged on the market.

Relative production share (psr tgj ): It is useful to compare the agent’s share of pro-
duction to the mean value in a particular sector. It is useful to consider whether this
value is greater (smaller) than one.

Consumption share (cstgj ): This measure is defined as a proportion of goods gj con-
sumed by agent ai in a particular sector of activity in relation to total consumption
in that sector.

Relative consumption share (csr tgj ): This term describes the agent’s share of con-
sumption to the mean value in a particular sector. It is useful to consider if this value
is greater (smaller) than one.
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Utility (utai ): Earlier we have mentioned the concept of utility (see (9.2)) to char-
acterize agent ai . Traditionally this measure is used to characterize the consumer
behavior. However, we ote that our consumer agents are also producers (and vice
versa).

Relative utility share (usr tai ): It is useful to compare the agent’s utility to the mean
utility value overall or in a particular sector. If this value is greater (smaller) than
one, the agent is in a better (worse) position than the others.

Expected utility change (�utai ): This measure is defined as ratio of agent’s utility
generated by production and the utility that is consumed at that time point.

Utility change (�utai ): This measure is defined as a ratio of agent’s utilities in
two subsequent time intervals (i.e. t � 1 and t). Increasing (decreasing) utility is
characterized by value greater (smaller) than 1.

Wealth (wtai ): In literature on microeconomics (e.g. [11]) it is often argued that the
behavior of producers should be governed by the goal to acquire more wealth and
therefore we have adopted this measure here too. Wealth of agent ai at time point t
is defined as follows:

wtai D
mX

gjD1
ptgj � qtai;gj (9.14)

We note that this measure depends on current prices determined by the market.

Relative wealth share (wrstai ): It is useful to compare the agent’s wealth to the mean
wealth in a particular sector. If this value is greater (smaller) than one, the agent is
richer (poorer) than the others.

Expected wealth change (�wtai ): This measure is defined as the ratio agent’s wealth
generated by production to the wealth that is consumed at that time point. If it is
greater (smaller) than 1, the expectation is that wealth will be generated (spent).
This measure describes what some would call expected productivity. The expected
wealth change may be different to the observed wealth change after goods have been
exchanged at the market (see below).

Wealth change (�wtai ): This measure is defined as the ratio of agent’s wealth in two
subsequent time intervals (i.e. t � 1 and t). This measure will also be referred to as
productivity.

9.3.3 Detailed-Level States and Generalized States

It is useful to distinguish between the detailed-level states and generalized (hence
more abstract) states. The first group involves states described in terms of the basic
entities discussed in Sect. 9.3. The second group includes the derived measures
discussed in the previous section. Typically one particular generalized state cor-
responds to many different detailed-level states. For instance, surplus of good gi
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may represent many different situations with different quantities of goods that are
produced and consumed.

The transformation from detailed-level information to generalized levels is well
known in data mining [17]. The data store is referred to as OLAP data cube and the
transformation from more detail to more general as drill-up or roll-up operations
[3]. Generalized states are useful, as they simplify our reasoning. We have much
fewer states to worry about.

In the next section we describe some experiments that were defined in terms of
the generalized states (e.g. we consider goods surplus).

9.3.4 Some Experiments Carried Out with Different Production
and Consumption Conditions

We have carried out a number of experiments using the implemented system on
the lines described above. In one series of experiments we have varied the ratio
between the amount of goods produced and consumed. In other words, we have
varied conditions leading to production surplus.

Experiments with no surplus, i.e. gsgjD1 for all goods resulted in no surprise, as
all parameters have maintained their values from one week to another.

Experiments with positive surplus, that is situations where gsgj>1 lead to some-
what surprising consequences. In this experiment we have used only 4 agents,
one per sector of activity. The sectors used were agriculture, transportation, cloth-
ing and health. This scenario is characterized by the situation shown in Fig. 9.1.
Despite the fact that prices were decreasing (see Fig. 9.2), wealth maintained its
value (�wai D 0) (see Fig. 9.2). This is due to the fact that increase (decrease) in
quantities of products is compensated by decreasing (increasing) prices. We note
that utility change is positive for each agent, as expected.

This finding has rather dramatic consequences. In microeconomics it is argued
that economic agents should base their decisions concerning production on wealth.
But the results of our simulation have shown that it may not be an ideal measure of
success in some circumstances. This finding was reported in [1, 2].

This problem motivated us to design and adaptive producer which would be capa-
ble of learning to adapt its production to particular circumstances. Our lateral aim
was to consider various measures to determine which one provides the agent with
the best basis for his decisions. This work is described in the next section.

9.4 Modeling an Adaptive Producer

The issue of how to model an adaptive producer relevant, as it is necessary to for-
mulate strategies regarding the best action in a particular situation. This in turn is of
relevance to economists and managers in real life.
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Fig. 9.1 Utilities of agents
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Fig. 9.2 Prices and wealth in agricultural sector in situation of goods surplus
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The basic idea that has been explored here involves what in game theory can be
referred to as repeated game and fictitious play [19]. It includes the following main
steps:

1. Conceive (generate) different situations of our microeconomic model (e.g.
endow the agents with different quantities etc.) and separating some for training
and leaving the others for testing.

2. Present these situation to an agent to enable him to characterize these situations
using certain aggregate measures.

3. The agent then carries out different actions with the objective of observing the
consequences.

4. The consequences of each action are evaluated using certain performance mea-
sures and the best action for each situation is identified.

5. The cases identified in the previous step are used to generate a model by employ-
ing Machine Learning techniques (e.g. k-nearest-neighbor algorithm, k �NN ).
The model can be used to generate predictions, determining which action is to
be executed in which state.

6. The performance of model is evaluated on a given test data. Our aim is to
determine whether the agent is capable of learning to act correctly in new
situations.

7. Finally we investigate the effect of various parameters and determine how these
affect performance.

Each step is described in more detail below.
Step 1: requires that we select one agent for training and conceive different sit-

uations of our microeconomic model. In the first set of experiments, the producer
of agricultural goods was selected for this aim. We have endowed all agents with
certain values of hQt; ˇ;Pt;Qct;Qpti, and then modified them in various ways.
This way we have generated many different situations. Four of them are shown
in Table 9.1.

A more general approach involves generating different situations using an auto-
matic process. One possibility of doing this is generating some initial situation and
then modify it in various ways. The modifications can performed using a stochas-
tic process, while taking care that some basic constraints do not get violated (e.g.
the sum of production shares should always be equal to 1). So, for instance, we
can generate situations corresponding to a particular value of goods surplus, relative
production/consumption share, productivity, agent’s preference for certain goods or
its preference for the resource free time affecting his willingness to work.

Some of the states generated are used for training the adaptive agent (steps 2
till 5). The remaining states are used for evaluation (step 6).

Step 2: involves presenting each state to an agent to enable him to characterize
the situations using various aggregate measures discussed in Sect. 3.2.2. The mea-
sures can be divided into two subgroups. The first group includes measures that
characterize the conditions of the agent before engaging in fictitious play. Here this
group includes goods surplus, gsgj , characterizing the situation regards a particular
good. For instance we can have gsgj > 1. The second subgroup includes measures
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that characterize the agent. This group includes, for instance, utility change, �ua1
etc. (see Table 9.1).

Step 3: includes executing different actions. Here it involves increasing (or
decreasing) production by X%, or else maintaining it as it was. After the action has
been chosen, it is executed for a period of d weeks. In the initial experiments the
parameter for increasing (or decreasing) production was set to 30% and the period
was set to d D 3 (see Table 9.1).

Step 4: involves observing the effects of the execution of actions by the agent.
We need some measure(s) enabling the agent to estimate its degree of success. Here
we use utility change, �uai , and/or wealth change, �wai , in a given time interval
(the last two columns in Table 9.1). As we have defined two measures, we have a
choice as to which measure to use. In each case the aim was to identify the action
that lead to the highest value of this parameter. The best action in each situation is
stored for further use by the agent.

Let us consider, for instance, situation 1 in Table 9.1. Let us assume that the
effects of the agent’s actions measured in terms of utility change. The values indicate
that the best action is to maintain the production at the same level. In situation 4, the
best action is to decrease the production by 30%.

If we were to use wealth change as a criterion of success, we note that it is
difficult to make a decision, as the three possibilities lead to the same result. They
are all represented by “C” in the last column in Table 9.1. There is no observable
difference between increasing production, maintaining the level or decreasing it.

We are planning to extend the utility measure to incorporate also wealth and this
way combine utility and wealth measures and then analyze the advantages from the
point of view of the agent,

Step 5: In this step the best actions identified in the previous step are used to gen-
erate a model. Here we plan to use two different Machine Learning algorithms. The
first one is k-nearest-neighbor algorithm, k-NN, which belongs to the family of lazy
learning methods [14,17]. Besides this, we plan to use decision trees or rules [14,17]
to verify whether the system is capable of generating generalized knowledge.

Step 6: The model generated in the previous step needs to be evaluated. This is
done using the test sample of situations obtained in step (1). The aim is to determine
in how many situations the agent determines the correct (incorrect) action.

Step 7: We plan to investigate the effect of various parameters and determine how
these affect performance. In particular, our aim is to determine how many training
situations are needed for the system to achieve a reasonably good performance. This
is done by varying the number of examples (situations encountered) in the training
set and evaluating the agent’s performance.

9.5 Conclusions

In this paper we have investigated a scenario with a set of agents, each belonging to
a certain sector of activity (e.g. agriculture, clothing, health sector etc.). The agents
produce, consume goods or services in their area of activity. Besides, our model
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includes also the resource of free time. the goods and resources are exchanged on a
market, governed by an auction, which determines the prices of all goods. We have
described an iterative process that enables the market to reach equilibrium.

We have discussed the problem of developing an adaptive producer that exploits
reward-based learning. This facet enables the agent to exploit previous information
gathered and adapt its production to the current conditions.

This aim forced us to develop a set of measures that enable to characterize a
particular agent or a group of agents. Some of the measures provide the agent with
an estimate of its degree of success. We have drawn attention to the fact that wealth
change does not, on its own, provide a satisfactory solution in all situations. We
have suggested that this measure be complemented by utility change.

We have described a set of initial experiments that show how such information
can be gathered and exploited by the agent in decision making. Besides, we have
also outlined a scheme that we plan to adopt in a full-fledged experiments with an
adaptive agent in near future.
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Chapter 10
A Tourist’s Choice Model

J. Brida, M.J. Defesa, M. Faias, and Alberto A. Pinto

Abstract We present a tourism model where the choice of a resort by a tourist
depends not only on the product offered in the resort, but also on the characteris-
tics of the other tourists staying in the resort. In order to explore the effect of the
types of the tourists in the allocation of tourists across resorts, we introduce a game
theoretical model and describe the relevant Nash equilibria.

10.1 Introduction

Activity in the tourism industry and related areas depends on tourists’ preferences
for tourism goods and services, or in economic terms, the utility function that
represents tourists’ tastes. Typically the basic variables incorporated in the utility
function correspond to prices and the tourists’ specific preferences for these goods
and services. Nevertheless, when one makes the decision to travel, there are other
fundamental variables to take into account. One such variable is the “characteris-

J. Brida (B)
Free University of Bolzano, Bolzano, Italy
e-mail: JuanGabriel.Brida@unibz.it

M.J. Defesa
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tics”, or “type” of other tourists staying at the same resort. For example, young
people like to stay together with other young people because of the likelihood of
sharing common interests, or a family traveling together will likely prefer resorts
where they can find other families so they can take advantage of the enhanced oppor-
tunity for their children to socialize with other children through planned activities.
There are many other examples where factors such as social status, ethnicity, rela-
tionship status and other characteristics play a role in the decision making process.
It follows then, in economic terms, that a tourist’s selection of destination based on
the desire to be with similar types is a variable to include in the utility function. This
is valuable information for the tourism industry because it allows for the industry to
better target the goods and services of travelers. However, despite the value of this
information, there is a dearth of comprehensive studies that measure the distribution
of tourist types and how and why these types vary from one destination to another.

Note that the distribution of the different types of tourists reaching a destina-
tion affects both the demand and supply side. From the demand perspective, as we
have described above, the choice of a particular destination will depend greatly on
who the agents believe will be sharing the resort with them. On the supply basis,
a destination is characterized by the most frequent type of tourist because this will
establish the reputation of the resort. While tourists could evolve from one type to
another over time, likewise a resort destination could change it’s profile to attract
a particular type of clientele. There are several examples of this evolving behavior.
Some recent references from the life cycle of a destination perspective are Claver-
Cortés et al. [2] for Benidorm (Spain), Liu et al. [7] for Costa Rica. These examples
demonstrate a connection between the life cycle of a destination and the changing
profile of the traveler from Plog’s [8] categorization of travelers, among others.

Our aim is to obtain insights about how the characteristics of tourists play a deter-
mined role in allocating are determinant to allocate tourists across resorts. Thus, we
consider the model as in [1] where the tourists have a taste type or utility func-
tion, the utility function measures the degree of satisfaction that a tourist gets from
vacationing at a resort, and we assume that the utility function of a tourist depends
not only on the product that is offered in the resort but depends also on certain char-
acteristics of the other tourists staying at the same destination. We refer to these
characteristics as crowding types, with the crowding type being a set of observable
characteristics of a tourist that affect the welfare of the other tourists, for instance,
the example of a family that would prefer to joint a resort with other families in order
that their children could play together. In our framework each tourist is characterized
by a crowding type which is exogenously assigned.

The concept of crowding type was introduced and explored by Conley and Wood-
ers [3–5], in a cooperative framework. More recently, in Faias and Wooders [6] the
crowding type characteristics were exploited in the context of strategic club forma-
tion. The Faias and Wooders [6] work provided important motivation for this work
due to the similarities in the decision process in choosing a club and choosing a
vacation destination. Basically, a resort is comparable to a club where people derive
utility not only from the resort or club itself, but also from the interaction with others
similar to themselves, who also chose the same resort.
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In our model the tourists choose resorts, but since the utility they derive depends
on the crowding profile of the resort, the utility depends on the choices of the other
tourists, therefore we consider a Nash game to model our framework. In the game
each tourist chooses a resort within a set of available resorts which constitute the
strategy set of each tourist and the payoff of each tourist is given by the utility
function of the tourist. The equilibrium in our tourism choice model is an allocation
of tourists to the available resorts such that no single tourist has incentive to move
to another resort.

The paper is organized as follows, first we state the model by describing the Nash
game and then we establish the main theorem which asserts the existence of a Nash
equilibrium for the game. Next, we discuss characteristics of the equilibrium by pro-
viding sufficient conditions that guarantee the prevalence of a certain equilibrium.
These sufficient conditions mainly relate the number of tourists of each crowding
type with the relative evaluation that tourists assign to the resort product and to the
crowding profile of the resort.

The first result states that if for each tourist the company of the other tourists, that
is, their crowding profile, is less important than the resort product then every tourist
chooses the resort with the product they prefer. However, when there exists at the
same time a group of tourists that values the resort product more and a second group
that values the crowding type more our model shows, under certain parameters, that
the tourists who value the crowding profile over the resort product end up follow-
ing the tourists who are choosing their location based on resort product. The final
outcome is that a resort could lose all demand for business. We posit that in order
to avoid this outcome the resort owner should invest in enhancing the resort prod-
uct to the extent necessary to cause the tourist previously making a decision based
on crowding type to now base his decision on resort product. Resort owners would
then avoid losing tourists to alternate locations because they choose these resorts to
benefit from the resorts crowding profile. In this way the resort owners or suppliers
could avoid losing business caused by the herding effect.

10.2 The Model

We consider an economy with I tourists indexed by i 2 f1; : : : ; I g D I : The focus
of the model is the tourism choice therefore we consider a model with a finite set
of tourism resorts where the tourists behave strategically by choosing the resort that
gives them the best payoff.

In order to emphasize the role of the key variable that we are adding in this
paper, the crowding type, we consider that the tourism supply side consists of four
tourism resorts. Each tourism resort is characterized by two features, the location
and the offered product. Specifically, we consider a location of either the beach or
the mountains, and a hotel with either a disco or a golf course. Thus, the tourists have
four tourism resorts available. We denote by BD the tourism resort which is located
at the beach and offers hotel and disco, by BG the tourism resort that is located at
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the beach and offers hotel and golf, by MD the tourism resort that is located at the
mountain and offers hotel and disco and byMG the tourism resort that is located at
the mountain and offers hotel and golf. Let R D fBD;BG;MD;MGg denotes the
set of tourism resorts.

Each agent or tourist chooses a tourism resort. The payoff or welfare that an
agent attains when he utilizes the tourism resort depends not only on the physical
characteristics of the resort, namely, location and offered product but depends also
on some observable characteristics of the other agents that are utilizing the same
resort, the crowding types. In the context of our model we consider two illustrative
crowding types based on the age of the tourists, namely, let C D fcy ; cog be the
set of crowding types. If a tourist is characterized by the crowding type cy , that
means that the tourist is a young adult, if the tourist is characterized by the crowding
type co, that means that the tourist is an older adult. In fact, these are two ordinary
observable characteristics of the tourists that could influence the welfare of the other
tourists that choose the same resort. Actually, the relevant variable is the number of
agents of each crowding type, thus, given a resort R 2 R, mR D .mRcy

; mRco
/

denotes the crowding profile of the tourists that are in the tourism resort R; mRcy
is

the number of tourists with crowding type cy in the resortR andmRco
is number of

tourists with crowding type co in the resort R.
The tourists have preferences concerning the tourism resorts and the related

crowding profiles and these preferences are described by the taste type. We consider
four taste types in the model, T D ftBDy ; tBGo; tMDy ; tMGog. Each taste type is
represented by a utility (payoff) function which assigns the degree of satisfaction
attained by a tourist when he joins a tourism resort. This utility or payoff function
is determined by two variables, the product and the location of the resort, which is
represented by R, and the corresponding crowding profile of the resort,mR.

Let us now describe the payoff of the four taste types considered in the model.
Tourists with taste type tBDy prefer a resort at the beach with a disco and are

indifferent with regard to the other. Furthermore, they prefer the company of young
people as opposed to older adults. The payoff function is

utBDy.R;mR/ D fBD.R/CmRcy
� mRco

C C; fBD.R/ D
�
VBD if R D BD
0 if R ¤ BD

Tourists with taste type tBGo prefer a resort on the beach with golf and are indif-
ferent with regard to the other. Furthermore, they prefer the company of older people
as opposed to yound adults. The payoff function is

utBGo.R;mR/ D fBG.R/ � mRcy
CmRco

C C; fBG.R/ D
�
VBG if R D BG
0 if R ¤ BG

Tourists with taste type tMDy prefer a resort in the mountains with a disco and are
indifferent with regard to the other. Furthermore, they prefer the company of young
adults as opposed to older people. The payoff function is
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utMDy.R;mR/ D fMD.R/CmRcy
� mRco

C C; fMD.R/ D
�
VMD if R D MD
0 if R ¤ MD

Tourists with taste type tMGo prefer a resort in the mountains with golf and are
indifferent with regard to the other. Furthermore, they prefer the company of older
people as opposed to young adults. The payoff function is

utMGo.R;mR/ D fMG.R/CmRcy
� mRco

C C; fMG.R/ D
�
VMG if R D MG
0 if R ¤ MG

The constants VBD; VBG; VMD; VMG in each payoff function are positive constants.
In this tourism model each tourist is characterized by two types, the crowding

type and the taste type. Let n.c; t/ denote the total number of tourist in the economy
with crowding type c and taste type t .

The fundamentals of this tourism model, which are the available resorts and the
population of tourists, are described by

E D fR; 
n.c; t/�
c2C ;t2T

g:

More precisely,

E D fR; 
n.cy ; tBDy/In.cy ; tBGo/In.cy ; tMDy/; n.cy ; tMGo/In.c0; tBDy/I
n.c0; tBGo/In.c0; tMDy/In.c0; tMGo/

�g:

In order to describe the behavior of tourists we introduce some more notation.
Let � W I ! T be a function that assigns a taste type to each tourist i 2 I ; that
is, �.i/ D t for some t 2 T .

We model the behavior of tourists as a strategic game. The strategy set of each
tourist-player is the set of available resorts, R. Each player i chooses a tourism
resort, that is, chooses a strategyRi ;withRi 2 R. These choices give rise to a strat-
egy profile, that is, a vector with the strategy of every agent, .R1; : : : ; Ri ; : : : ; RI / 2
RI . A strategy profile .R1; : : : ; Ri ; : : : ; RI / defines an allocation of tourists across
the resorts and defines also the crowding profile for each resort, that is, the number
of members of each crowding type in each resort, mR. Therefore given a strat-
egy profile .R1; : : : ; Ri ; : : : ; RI / the payoff of a tourist i is his utility evaluated at
.Ri ; mRi

/; that is, ˘ i .R1; : : : ; Ri ; : : : ; RI / D u�.i/.Ri ; mRi
/: Observe that mRi

is the number of tourists of each crowding type that have chosen the same resort
chosen by tourist i . Thus, the behavior of the tourists in this tourism model E is
described by the game G � f.R; ˘ i /I i 2 I g:
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10.3 Equilibrium: Definition and Existence

The goal in this paper is to find an allocation of tourists through the tourism resorts
such that given the choices of resort of every tourist, no tourist has incentive to move
to another resort. Therefore the suitable equilibrium concept for the game G is the
Nash equilibrium as follows.

Definition. A profile .R�
1 ; : : : ; R

�
i ; : : : ; R

�
I / 2 RI is a pure strategy Nash Equilib-

rium for the game G D f.R; ˘ i /I i 2 I g if,

˘ i .R�
i ; R

��i / D max
Ri 2R

˘ i .Ri ; R
��i /

for all i D 1; : : : ; I:
Theorem. There exists an equilibrium in mixed strategies for the Nash game G D
f.R; ˘ i /I i 2 I g associated to the tourism model E :

Proof. For every player i the strategy set R is finite therefore there exists an
equilibrium in mixed strategies. ut

In the next section we present some special cases of our model, specifically, we
consider sufficient conditions that guarantee the existence of an equilibrium in pure
strategies. These conditions take into consideration the number of agents of each
taste and crowding type and the parameters that define the taste types. Moreover,
we discuss the characteristics of these pure equilibria.

10.4 Equilibrium Characterization

We assume in the following results that there are no tourists which are of one crowd-
ing type and prefer to join resorts with tourists of the other crowding type, that is,
we suppose that:

n.cy ; tBGo/ D 0; n.cy ; tMGo/ D 0; n.c0; tBDy/ D 0; n.c0; tMDy/ D 0:

Proposition 10.1. For an economy under the assumptions

.1:a/ VBD > n.cy ; tBDy/ C n.cy ; tMDy/

.1:b/ VMD > n.cy ; tBDy/ C n.cy ; tMDy/

.1:c/ VBG > n.co; tvBGo/ C n.co; tMGo/

.1:d/ VMG > n.co; tBGo/ C n.co; tMGo/

the following distribution of tourists is a Nash equilibrium:
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Resorts
BD BG MD MG

Tourists n.cy ; tBDy/ n.co; tBGo/ n.cy ; tMDy/ n.co; tMGo/

In this equilibrium all the tourists are separated across the tourism resorts as
follows: at the resort BD we have all the young tourists of taste type tBDy , at the
resort BG we have all the old tourists of taste type tBGo, at the resortMD we have
all the young tourists with taste type tMDy and finally at the resortMG we have all
the old tourists with taste type tMGo.

The results in the table are clear and speak for themselves, therefore we will not
explain them in detail. Instead, however, we will discuss the intuitive nature of the
results.

The intuition of the equilibrium in Proposition 10.1 is the following. Under the
assumptions (1.a)–(1.d), for every tourist the corresponding parameter that mea-
sures the level of utility relative to the product of the resort is high enough to imply
that every tourist values the product of the resort more than the crowding profile.
It follows then that in equilibrium every tourist chooses the resort based on their
preference for product value.

Proposition 10.2. For an economy under the assumptions

.6:a/ VBD > n.cy ; tBDy/ Cn.cy ; tMDy/

.6:b/ VMD Cn.cy ; tMDy/ < n.cy ; tBDy/

.6:c/ VBG > n.co; tBGo/ Cn.co; tMGo/

.6:d/ VMG Cn.co; tMGo/ < n.co; tBGo/

the following distribution of tourists is a Nash equilibrium:

Resorts
BD BG MD MG

Tourists n.cy ; tBDy/In.cy ; tMDy/ n.co; tBGo/In.co; tMGo/

The assumptions in Proposition 10.2 specify that there is no demand for the
mountain destination and the tourists who prefer the beach have strong preference
for the resort product and hence choose the beach destination. The tourists who pre-
fer the mountain over the beach are a smaller group with a weaker preference for the
tourism product compared to the crowding type component of their payoff function.
However this payoff function prevails over the resort product component and as a
result tourists who prefer the mountain also end up also choosing the beach desti-
nation. The next Proposition demonstrates an analogous result but in this situation
there is no demand for the beach destination.

Proposition 10.3. For an economy under the assumptions
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.7:a/ VBD Cn.cy ; tBDy/ < n.cy ; tMDy/

.7:b/ VMD > n.cy ; tBDy/ Cn.cy ; tMDy/

.7:c/ VBG Cn.co; tBGo/ < n.co; tMGo/

.7:d/ VMG > n.co; tBGo/ Cn.co; tMGo/

the following distribution of tourists is a Nash equilibrium:

Resorts
BD BG MD MG

Tourists n.cy ; tBDy/In.cy ; tMDy/ n.co; tBGo/In.co; tMGo/

The three Propositions above show to what extent the equilibrium depends on the
parameters that define the model, namely the parameters that define the evaluation of
the product of the resort by the tourists and the number of tourists of each crowding
type and taste type.

The proof of the propositions above, that is, the proof that the exhibited equilibra
are in fact Nash equilibria is straightforward. Indeed, for every equilibrium when
we check if each tourist would became better if he moves to another resort, given
the assumptions, the conclusion is always that no tourist would move.

10.5 Conclusion

We conclude that the crowding type variable, which represents the characteristics
of tourists that affect the welfare of the other tourists, has a significant effect on the
allocation of tourists across resorts. Indeed, the demand for resorts is a result of the
tourists’ valuation of the crowding profile of the other tourists relative to the resort
product. We observe that changes in the number of tourists of each crowding type
and changes in the parameters that define the payoff of tourists could in fact change
the Nash equilibrium.

Based on the results of our model we suggest when designing a resort the industry
should take into account not only the taste type of the tourists but also the crowding
type of the tourists that they would like to attract. The equilibria described in this
paper suggest how the resort industry might want to focus their investments. For
example, the suppliers of the tourism resort MD in the case of Proposition 2, would
be better off investing in his product in order to increase the parameter VMD of the
tourists who prefer the resorts MD. Otherwise they will lose clientele because these
tourists place more value on the crowding profile of the resort than they do on the
product of the resort.
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Chapter 11
Computability and Dynamical Systems

J. Buescu, D.S. Graça, and N. Zhong

Abstract In this paper we explore results that establish a link between dynamical
systems and computability theory (not numerical analysis). In the last few decades,
computers have increasingly been used as simulation tools for gaining insight into
dynamical behavior. However, due to the presence of errors inherent in such numer-
ical simulations, with few exceptions, computers have not been used for the nobler
task of proving mathematical results. Nevertheless, there have been some recent
developments in the latter direction. Here we introduce some of the ideas and tech-
niques used so far, and suggest some lines of research for further work on this
fascinating topic.

11.1 Introduction: From Numerics to Dynamics
to Computation

In the last century significant developments have been made in the fields of dynam-
ical systems and the theory of computation. Actually, the latter only appeared in the
1930s with the groundbreaking work of Turing, Church and others. These two areas
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have mostly evolved separately, with very sporadic interactions throughout most of
the twentieth century. However, with the advent of fast digital computers and their
extensive use as simulation tools, this gap has been narrowing, and some work has
been done to establish bridges across it. This paper focuses on this research.

Dynamical systems theory is of interest to computer scientists for a number of
reasons. We could point out that computers are used to control continuous processes
in everyday life or that silicon is reaching its limits, and new paradigms of compu-
tation are now sought (e.g. quantum computation [19]), many of them involving
dynamical systems.

However, in this paper we are interested in presenting what the theory of
computation has to offer to the dynamical systems community.

The modern theory of dynamical systems began with Poincaré in the late nine-
teenth century, reached a high level of development in the Russian school by the
middle of the twentieth century, and was further developed by western mathe-
maticians and scientists beginning in the 1960s. This development entailed the
convergence of two very strong but quite distinct currents: a modeling (numerical)
approach and an analytical approach.

On the modeling side, the increasing availability of computational power allowed
the numerical study of mathematical models for systems of definite interest in prob-
lems of physics, engineering or mathematical sciences in general, showing that these
low-dimensional deterministic systems apparently exhibited, in a persistent fashion,
a strong form of chaotic behavior. The first and foremost example is of course that
of the Lorenz attractor [36], whose display of sensitive dependence on initial condi-
tions led Lorenz himself to coin the term “butterfly effect” to describe this form of
chaos. It is far from the only one; soon other model systems were shown to exhibit
the same kind of deterministic, low-dimensional chaotic behavior characterized by
sensitive dependence on initial conditions. Thus, for instance, the Duffing equation
[20], the (nonautonomous) van der Pol system [42] or the Rössler system [47] which
arise as (differential) equations of motion for specific physical systems and also dis-
crete time diffeomorphisms or maps, like the Hénon map or the logistic equation,
which may be seen as arising directly or indirectly from a Poincaré section of the
flow of a differential equation.

On the analytical side, hyperbolic dynamical systems theory began in the Rus-
sian school (especially in Anosov’s work) and was further developed from the 1960s
onward by the Smale school, with the purpose of giving a solid mathematical foun-
dation to the fact that deterministic low-dimensional systems may exhibit persistent
chaotic behavior, as evidenced by the wealth of specific examples referred to above.
Thus arose the motivation for the main theoretical thrusts in what is nowadays called
uniformly hyperbolic dynamical systems theory, leading from Anosov diffeomor-
phisms to the general theory of hyperbolic systems, whose invariant sets have the
structure of a uniform invariant splitting into stable and unstable directions (see
Smale [51]). This theory is extremely rich and allowed for the construction and
study of very specific instances: the Arnold cat map, the Smale horseshoe and the
corresponding symbolic dynamics derived from the associated Markov partitions.

Hyperbolic systems were conceived as an attempt to construct a rigorous the-
ory describing persistent chaotic behavior. There were good grounds to believe that
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hyperbolic systems coupled with the dynamical equivalence relation of topological
conjugacy (corresponding to structural stability) were the appropriate setting for a
rigorous theory of chaotic phenomena, since this was the adequate generalization
of what was known for two-dimensional systems, namely Peixoto’s theorem [41],
which states that all planar vector fields have structurally stable perturbations, and
one can thus disregard systems which are structurally unstable.

However, further research progressively revealed a vast gap between chaotic
behavior as computationally observed in “strange attractors” and the dynamics of
hyperbolic systems. Smale himself [50] delivered the first blow when he showed
that, in dimension 3 or higher, structurally stable systems are not dense. Thus, even
though achieving a complete characterization of hyperbolic systems and their prop-
erties was a major accomplishment in dynamical systems, hyperbolicity is too strong
a property to characterize a generic set of differential equations or diffeomorphisms.

In particular, the strange attractors arising from the Lorenz system, the Hénon
map, the Duffing equation and other computationally well-studied systems, alth-
ough persistently chaotic, are not hyperbolic and thus fall outside the scope of
hyperbolic theory. Indeed, it could have been the case that the Lorenz attractor, in
spite of all the numerical studies, did not exist as a (persistent, structurally unstable,
chaotic) strange attractor; hyperbolic dynamics simply does not provide an answer.
The existence of the Lorenz attractor was, in fact, listed by Steven Smale as one of
several challenging problems for the twenty-first century [52].

The way to bridge this gap, within the purely analytical approach, is to extend
hyperbolic theory to more general systems. One way to achieve this goal is to allow
for partially hyperbolic systems, where we require that the flow or map admits
an invariant splitting but, instead of requiring uniform rates of expansion and con-
traction, we allow some directions to have mixed expansive, contractive or neutral
behavior in different parts of the system. This approach originated in the works of
Pugh–Shub and Maé in the 1970s.

Yet another way to extend the theory is to use concepts from ergodic theory,
where we drop the uniform hyperbolicity requirement and replace it by asymptotic
expansion/contraction rates in directions which may depend measurably on the ini-
tial point. Such systems are referred to as non-uniformly hyperbolic, and the focus
of the theory is to construct physical (SRB) invariant measures and more generally
equilibrium states, and to study their ergodic properties. The equivalence relation
corresponding to structural stability is known as stochastic stability.

From the computational point of view much work has also been done in order to
bridge this gap. In this approach we need to construct rigorous theoretical methods
which allow us to transcend conjectures suggested by more or less precise numer-
ical experiments and prove mathematical results in the most rigorous sense of the
term. Paradigmatic in this approach are breakthroughs such as Lanford’s computer-
assisted proof of the Feigenbaum conjectures [34] and, more recently, W. Tucker’s
proof that the Lorenz attractor exists [56].

In both cases rigorous computational methods went for beyond educated numer-
ical experiments; they provided deep theoretical insights into the mathematical
structure underlying the corresponding dynamical phenomena. In the first case,
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it substantiated the renormalization interpretation of universality in C 1-unimodal
maps: it proved that there is a fixed point of a renormalization operator in a suitable
map space with a one-dimensional unstable manifold, the corresponding eigenvalue
being the Feigenbaum constant. In the second case, Tucker’s work finally provided
a proof of the long-standing conjecture that the dynamics of the ordinary differ-
ential equations of Lorenz is that of the geometric Lorenz attractor of Williams,
Guckenheimer, and Yorke or, in short, that the Lorenz system does indeed contain a
persistent strange attractor.

To develop such an approach one must in general leave the realm of plain numer-
ical simulation and look for general statements on computability (in the sense of the
theory of computation) of the objects and concepts of dynamical systems theory.
Although this is a fairly recent field of research, some promising results have already
been achieved. The purpose of this paper is to give an overview of the methods used
and results obtained, as well as to point out directions for possible future research.

11.2 Computable Analysis

In the study of differential equations and dynamical systems, scientific computation
is playing an ever larger role because most equations cannot be solved explicitly but
only approximately by numerical methods. Thus it becomes of central importance
to know whether or not the problem being solved is computable. In particular, if
a solution is non-computable, then no numerical algorithm computing the solution
can always provide approximations with arbitrarily desired precision.

Computability over discrete spaces has been well studied since the 1930s.
Although there are several markedly different models which formalize the notion
of computability, such as Turing machines, lambda calculus, recursive functions,
etc., they all generate the same class of computable functions. This formal notion of
computability and the Turing machine model have been accepted by the scientific
community as the standard model of computation. Indeed, as the Church-Turing
thesis asserts, any intuitively and reasonably computable function is computable by
a Turing machine. We refer the reader to [49] for more details on basic results about
the theory of computation.

The Turing machine, however, cannot be directly applied to compute real func-
tions because it can only have as input and output a “finite number of bits”. To
circumvent this, several extensions of the Turing machine model have been pro-
posed. One such extension is the BSS model [4,5]. In the BSS model, a real number
can be directly stored on a single cell, so that exact computations over real numbers
can be carried out in finite time using infinite-precision arithmetic. Even though this
model is algebraically elegant, it has certain weaknesses as a model for scientific
computation. For example, the non-computability results obtained in this model do
not correspond to computing practice in the real number setting (see [9] for more
details), which is undesirable, since identifying non-computable parameters, func-
tions and sets is one of the main objectives in the computability study of continuous
structures [10, 44, 59].
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Another extension is the Type-2 Turing machine or oracle Turing machine
model, which has been developed since the 1950s by many authors. For recent
developments and more details about this model, the reader is referred to [31,43,58].
In this model, computations for functions f W NN ! NN between Baire spaces are
explicitly defined via Type-2 machines. Roughly speaking, this means that for any
input sequence a in N on a read-only input tape, the machine computes (in the dis-
crete sense) and writes the sequence f .a/ on a one-way output tape. The idea is
that the machine keeps reading digits from the input and doing computations (as
any computer does) to get partial results written on the output tape. Since the input
tape has an infinite number of digits, the computation may require an infinite num-
ber of steps to describe the exact output. Because it is desirable to get useful results
in finite time, one requires the output tape to be one-way, i.e., the machine cannot
change what it has already written on the tape, thus ensuring that one has partially
correct results at any given moment (the longer one waits, the more accurate the
results are). Computations of real functions f W A ! B , A;B � R, can then be
performed by encoding real numbers by sequences of rational numbers and employ-
ing a Type-2 machine to compute rational approximations of f .x/ with arbitrary
precision from a suitable rational approximation of x. The Type-2 Turing machine
is used in computable analysis as the model of computation. In this note, we use the
computable analysis approach.

In the following, we present the precise definitions for encoding real numbers as
well as computable real numbers and computable functions.

Definition 11.1. 1. A sequence frng of rational numbers is called a �-name of a
real number x if there are three functions a; b and c from N to N such that for
all n 2 N, rn D .�1/a.n/ b.n/

c.n/C1 and

jrn � xj � 1

2n
: (11.1)

2. A double sequence frn;kgn;k2N of rational numbers is called a �-name for a
sequence fxngn2N of real numbers if there are three functions a; b; c from N2 to
N such that, for all k; n 2 N, rn;k D .�1/a.k;n/ b.k;n/

c.k;n/C1 and

ˇ
ˇrn;k � xn

ˇ
ˇ � 1

2k
:

3. A real number x (a sequence fxngn2N of real numbers) is called computable if
it has a computable �-name, i.e. there is a Type-2 machine that generates the
�-name without input.

The notion of �-name extends in an obvious way to l-vectors. Thus a sequence
f.r1n; r2n; : : : ; rln/gn2N of rational vectors is called a �-name of .x1; x2; : : : ; xl / 2
Rl if frjngn2N is a �-name of xj , 1 � j � l . It is easy to see from the definition
that a �-name of a real number x is simply a code of x by rational numbers.
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Next we present a notion of computability for open and closed subsets of Rl

(cf. [58], Definition 5.1.15). We implicitly use �-names. For instance, to obtain
names of open subsets of Rl , we note that the set of rational balls B.a; r/ D
fx 2 Rl W jx � aj < rg, where a 2 Ql and r 2 Q, is a subbase for the stan-
dard topology over Rl . Depending on the �-names used, we obtain different notions
of computability. We omit further details for lack of space.

Definition 11.2. 1. An open set E � Rl is called recursively enumerable (r.e.
for short) open if there are computable sequences fang and frng, an 2 E and
rn 2 Q, such that

E D [1
nD0B.an; rn/:

Without loss of generality one can also assume that for any n 2 N, the closure
of B.an; rn/, denoted as B.an; rn/, is contained in E .

2. A closed subset K � Rl is called r.e. closed if there exist computable sequences
fbng and fsng, bn 2 Ql and sn 2 Q, such that fB.bn; sn/gn2N lists all rational
open balls intersectingK .

3. An open set E � Rl is called computable (or recursive) if E is r.e. open and
its complement Ec is r.e. closed. Similarly, a closed set K � Rl is called
computable (or recursive) if K is r.e. closed and its complementKc is r.e. open.

Roughly speaking, an open subset U of R2 is r.e. if there is a computer program
that sketches the image of U by plotting rational open balls on a screen, which will
eventually fill up U (but may take infinite time to do so). We may not know how
well these balls are filling up U in any finite time if U is merely r.e. On the other
hand, if U is recursive, then there is a program that plots the balls filling U up to
precision 2�k (in terms of Hausdorff distance) on input k [58].

Definition 11.3. Let A;B be sets, where �-names can be defined for elements of A
and B . A function f W A! B is computable if there is a Type-2 machine such that
on any �-name of x 2 A, the machine computes as output a �-name of f .x/ 2 B .

When dealing with open sets in Rl , we identify a special case of computability,
which we call semi-computability. Let O.Rl/ D fOjO � Rl is open in the standard
topologyg.
Definition 11.4. A function f W A! O.Rl/ is called semi-computable if there is a
Type-2 machine such that on any �-name of x 2 A, the machine computes as output
two sequences fang and frng, an 2 Rl and rn 2 Q such that

f .x/ D [1
nD0B.an; rn/:

Without loss of generality one can also assume that for any n 2 N, the closure of
B.an; rn/ is contained in f .x/.

We call this function semi-computable because we can tell in a finite time if a
point belongs to f .x/, but we have to wait an infinite time to know that it does not
belong to f .x/.
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11.3 Description of Results

In this section we describe some recent results concerning computability of con-
tinuous dynamical systems. We consider two types of results: (a) computability
of important parameters and sets appearing in dynamical systems, and (2) using
dynamical systems as computing models.

In the line of (a), our first result concerns a very basic question – the computabil-
ity of a single trajectory of a dynamical system defined by a (vector) ODE

y0 D f .y/: (11.2)

This may seem like a trivial question – just use a standard numerical algorithm.
However, these methods usually require a Lipschitz constant to ensure uniqueness
of solutions, which is essential for computation. Since the behavior of a trajectory
over time is in general unknown beforehand, one may not have a knowledge of a
Lipschitz constant that can be used to compute the entire trajectory (actually it often
happens that no such “global” Lipschitz constant exists).

This problem is studied by several authors. In [22], we show that if f is
computable and effectively locally Lipschitz (meaning that we can locally com-
pute Lipschitz constants), then we can compute the entire trajectory. This result is
extended in [17]. There it is shown that if the solution is unique, then the solution
must be computable over its lifespan (the maximal interval on which the solution
exists), under the classical conditions ensuring existence of a solution to (11.2) for
a given initial point. The idea is to generate all possible “tubes” which cover the
solution, and then check if this cover is valid within the desired accuracy. The proof
is constructive, although terribly inefficient in practice. Nevertheless, it solves the
problem of computing a given trajectory for (11.2).

The result above is not surprising, since the Picard iteration scheme used in the
classical existence proof is constructive. However, the issue remains as to whether
or not one can compute the lifespan. In [22] we provide a negative answer, showing
that even if f is analytic and computable, the lifespan is in general non-computable
(i.e. not recursive). However, if f is computable, the lifespan is r.e. The non-
computability of the lifespan suggests limitations concerning numerical methods
for solving ODE problems, because numerical methods often assume the existence
of some time interval where the solution is defined, and this assumption is crucial
in error analysis. In the case where the lifespan is non-computable, one may have to
settle for a numerical algorithm computing only a local solution.

We have also shown in [22] that the problem of determining whether or not the
lifespan is bounded cannot be decided by a Turing machine, even if f is computable
and analytic. This result is extended in [24] to the case where f is computable and
polynomial. The result is further refined in [46], where it is shown that the set of all
initial data generating solutions with lifespans longer than k, k 2 N, is in general
not computable. The set is however r.e. if f is computable.

Next we describe some results related to the dynamics of a given system. In
[61], it is shown that the domain of attraction of a computable and asymptotically
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stable hyperbolic equilibrium point of the nonlinear system (11.2) is in general not
recursive, though it is r.e. This tells us that the domain of attraction can be approxi-
mated from the inside on the one hand, but on the other hand there is no algorithm
determining how far such an approximation is from filling up this domain. When
restricted to planar systems, more can be said. For example, in [25], we show that
the operator F is strictly semi-computable if we consider only structurally stable
systems; on the other hand, F fails to be semi-computable if all C 1 systems are per-
mitted, where F is the operator that takes two inputs, the description of the flow and
a cover of an attractor, and outputs the domain of attraction for the given attractor.
In [25] we also demonstrate how to decide whether or not there are limit cycles, and
furthermore how to compute hyperbolic ones when given a compact set without an
equilibrium point (equilibrium points are computable from f ). As a consequence,
all kinds of hyperbolic attractors in the plane can be computed, though their domains
of attraction cannot.

We now turn to the issue (b) of using dynamical systems as computing models.
We have shown in [23] that the evolution of a given Turing machine can be embed-
ded in the dynamics defined by polynomial differential equations, with some degree
of robustness to perturbations. In other words, polynomial differential equations can
simulate Turing machines. In [7] the following variation of the above result is given:
for any given compact set Œa; b� � R, a function f W Œa; b� ! R is computable if
and only if it is computable by the “limit dynamics” of polynomial differential equa-
tions, i.e., there is a (vector) polynomial p such that given an initial point x 2 Œa; b�,
the solution to the initial-value problem y0 D p.t; y/, y.0/ D .x; y2;0; : : : ; yn;0/,
with y2;0; : : : ; yn;0 2 R independent of x, is composed of two components, which
we suppose without loss of generality to be y1; y2, satisfying

jy1.t/ � f .x/j � y2.t/

and y2.t/ ! 0 as t ! 1 (i.e., y1 converges towards f .x/ with error bounded
by y2).

There are interesting results by other authors, usually more related to control
theory. Control theory is an interdisciplinary branch of engineering and mathematics
that studies how to manipulate the parameters affecting the behavior of a system to
produce the desired or optimal outcome. Some good introductions to control theory
for mathematicians can be found in [53, 60].

Numerous interesting techniques and results have been obtained over the years
by the control theory community. However they have not found their way into the
dynamical systems community. In our opinion, this has various causes, ranging from
lack of interaction between the two communities and, to some degree, because con-
trol theory is more application-oriented. For instance, many results focus on hybrid
systems (see e.g. [13]), defined as differential equations with discontinuous right
hand sides or having (some) discrete variables.

A topic of interest for control theory is stability [60]. Usually this notion is related
to Lyapunov stability. In [3], the authors consider a particular class of discrete-time
dynamical systems, defined by continuous piecewise affine functions. They show
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that the stability problem (in their version, “Is the system globally asymptotically
stable?”) is non-computable, which establishes fundamental limitations for the com-
putation of this kind of problem. Other notions of stability can be considered, e.g.
shadowing or robustness, as done in [28]. The author focuses on the reachability
problem: given some initial point in the state space, does the flow reach some region
or point A? In [28] it is shown that the shadowing property is not enough to decide
reachability by a computer, while robustness is sufficient.

The previous results rely on the paper [12]. There Collins shows that, in gen-
eral, the reachable set of some initial region can be semi-computed (technically,
lower-computed), but can only be computed under some special conditions. Another
interesting algorithm to study the reachability problem is given in [15].

The reachability problem has been one of the most studied problems in the liter-
ature, and is interesting for dynamical systems since it has obvious resemblance to
the problem of computing the domain of attraction of a given attractor. As a matter
of fact, our results about computability of domains of attraction presented in [25]
are based on some of these techniques and provide a good example of how control
theory may be of use in dynamical systems.

Most results about the reachability problem give rise to undecidability (i.e., can-
not be solved by an algorithm) as it is usually easy to encode the evolution of a given
Turing machine in the dynamics of the system, e.g. [1, 6, 8, 23, 33, 40] and to show
that the reachability problem is equivalent to the Halting Problem, the foremost
undecidable problem in the theory of computation, cf. [2].

Despite this undecidability, these results use creative ways to analyze the dynam-
ics of the system. Moreover, they depend critically on the use of exact computations.
If some robustness to errors is allowed (in a weaker form than that required by struc-
tural stability), then usually the reachability problem is decidable as was mentioned
in [28], but previously seen in other classes [23, 38, 39]. This fact was used in [25].
The idea is to cover some region with a grid of points (more precisely, small squares)
and follow the individual evolution of each point to get an estimate of the domain
of attraction. By using a larger grid (in absolute size) and a thinner mesh size, in
the limit one can show rigourously that we compute the domain of attraction, even
though exact computation takes “infinite time.” Nevertheless, at each point of the
computation, we have an estimate of this domain, with the error converging to 0
with time.

Another important area of study in control theory is controllability [60]. In con-
trollability the aim is to investigate the possibility of forcing the system into a
particular state by using an appropriate control signal. This topic has been partially
studied by some members of the dynamical systems community, in control of chaos,
which is based on the fact that any chaotic attractor contains an infinite number of
unstable periodic orbits, and that one can use small perturbations to stabilize the
trajectory into one of these periodic orbits [48].

The literature about computability and controllability focuses essentially on the
computation of classes of “controllers” which allow the control of specific classes of
systems: hybrid systems [16,37,57] and discrete-time semicontinuous systems [14].
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Concerning complex dynamical systems, there is an exciting result by Braverman
and Yampolsky [10]. They show that there is no algorithm which computes the Julia
set Jc of the quadratic polynomial fc.z/ D z2 C c from the parameter c, using
elaborate arguments involving Julia sets with Siegel disks. This shows that there are
limitations when doing accurate computations of those pretty images of Julia sets
usually presented to the public.

Other results of interest are those using shifts. In [40], Moore uses generalized
shifts to show that basins of attraction, chaotic behavior or even periodicity are
non-computable. This kind of result brings to the field of computability questions
traditionally related to dynamical systems [29]. In particular, these include deriving
necessary conditions for universality [18], computability of entropy [26, 27, 32, 54,
55], and understanding the “edge of chaos [35].”

Also along this line, some work has been done concerning computability of
dynamical systems seen from a statistical perspective [21, 30]. We believe this is
an interesting and promising topic of research.

11.4 Further Work

The computability theory of continuous dynamical systems is still in an early stage
of development, despite notable progress in recent years. Many important funda-
mental problems have not yet been studied. In general, the problems fall into two
categories – computability and computational complexity.

As for computability, one topic of broad scope is to detect non-computable
parameters and invariant sets of classical importance and ask further for the fine
structure via the theory of degree of unsolvability. Examples are attractors/repellors
and their basins in natural families of dynamical systems such as the Hénon attrac-
tor, the Rössler attractor, and the Lorenz attractor. Another interesting problem is to
identify the analytic/geometric properties that are critical to ensure computability of
an object under consideration. For example, in [61] we showed that there exists a
C1 and polynomial-time computable function f defined on R2 such that the origin
.0; 0/ is the only sink of dx=dt D f .x.t//, and the domain of attraction of .0; 0/
is not computable. However, the issue remains as to whether or not the domain of
attraction of a computable polynomial system in the plane is computable.

It could also be interesting to investigate the computability of the dynamical sys-
tems used to model the motion of charged particles in modern particle accelerators.
These devices (the LHC at CERN, the Tevatron at Fermilab, and many others)
are among the most complex machines ever constructed, and numerous numeri-
cal codes are used in their design and operation; these numerical algorithms are
correspondingly complex. Yet, the computability theory is still lacking.

When it comes to computational complexity, so far as we know, the only major
problems which have been investigated are local solutions of the initial value prob-
lems for certain ordinary differential equations [31] and Julia sets [10, 45]. There
are many processes and sets arising from dynamical systems which have been
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proved to be computable but yet their computational complexity remains unknown.
One such example is the Smale horseshoe. It can be shown that the horseshoes are
computable, uniformly from the horseshoe maps [11]. Nevertheless, the difficulty
of the computation is not yet known.
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Chapter 12
Dynamics and Biological Thresholds
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Abstract Our main interest is to study the relevant biological thresholds that appear
in epidemic and immunological dynamical models. We compute the thresholds of
the SIRI epidemic models that determine the appearance of an epidemic disease.
We compute the thresholds of a Tregs immunological model that determine the
appearance of an immune response.
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12.1 Introduction

The reinfection process in epidemiology and the SIRI model, specifically, have
evoked recent interest as a first description of multi-strain epidemics where after an
initial infection immunity against one strain only gives partial immunity against a
genetically close mutant strain. Models for partial immunization are also of great
interest, however for different reasons. Transitions between no-growth, compact
growth and annular growth have been observed for these models [8, 10]. In the
SIRI model, using pair approximation, we compute analytically the phase transi-
tion lines (thresholds) between no-growth and compact growth, between annular
growth and compact growth and between no-growth and annular growth [34]. In
the other extreme of disease modeling, at the cellular level, we study a model of
immune response by T cells with regulatory T cells (Tregs). During a pathogen
invasion, T cells specific to the antigen proliferate and promote the removal of the
pathogen. However, the immune system can also target self antigens (autoimmunity)
and cause tissue damage. Tregs limit autoimmunity with a delicate balance between
immune activation and immune response suppression being achieved. We compute
the thresholds of a Tregs immunological model, that determine the appearance of an
immune response and we present how such a balance between immune activation
and immune response suppression is established and controlled [3–7, 26].

12.2 Thresholds for Epidemiological Models

One of the simplest and best studied epidemiological models is the stochastic SIS
(susceptible, infected and susceptible again) model. Many authors worked on the
SIS model considering only the dynamical evolution of the mean value and the vari-
ance of the infected individuals, however the characterization of the SIS model go
beyond the consideration of these two moments. In [19, 27], the dynamic equations
for all the moments are recursively derived and the stable equilibria manifold com-
puted in the moment closure approximation. Surprisingly, the steady states in the
moment closure can be used to obtain good approximations of the quasi-stationary
states of the SIS model [13,22,23]. The stochastic SIS model can be related with the
contact process using creation and annihilation operators [17]. This relation leads to
a better characterization of critical thresholds for this and other more complex epi-
demiological models like reinfection models [33]. One epidemiological model that
describes reinfection and partial immunization is the SIRI (susceptible, infected,
recovered and again infected) model. The characterization of the thresholds for
the spatial stochastic SIRI model can be done in the mean field approximation
or in higher order approximations like the pair approximation. In the mean field
approximation a first threshold between the disease free state and a non-trivial state
with strictly positive endemic equilibrium appear and a second threshold character-
ized by the ratio between first and secondary infection rate, called the reinfection
threshold, also appear [35]. In the pair approximation, we compute analytically
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the phase transition lines (thresholds) between no-growth and compact growth,
between annular growth and compact growth and between no-growth and annu-
lar growth [34]. This last phase transition line could only be calculated via a scaling
argument [18]. The characterization of the SIRI thresholds in pair approximation
improves the mean field results, in which the SIS and the SIR limiting cases have
the same critical values for the transition from no-growth to a nontrivial station-
ary state, and gives a phase transition diagram in better agreement with the phase
transition diagrams for similar time discrete models [8] described using stochastic
simulations. Further details for both SIS and SIRI thresholds characterization can
be found in [25].

For the spatial stochastic SIRI model we consider the following transitions
between host classes for N individuals being either susceptible S , infected I by
a disease or recovered R

S C I ˇ�! I C I
I

��! R

RC I
Q̌
�! I C I

R
˛�! S

resulting in the master equation [1, 40] for variables Si , Ii and Ri 2 f0; 1g,
i D 1; 2; : : : ; N , for N individuals eventually on a regular grid, with constraint

Si C Ii C Ri D 1 [34]. The first infection S C I ˇ�! I C I occurs with infection
rate ˇ, whereas after recovery with rate � the respective host becomes resistant up to

a possible reinfectionRCI
Q̌
�! ICI with reinfection rate Q̌. Hence, the recovered

are only partially immunized. For further analysis of possible stationary states we
include a transition from recovered to susceptibles ˛, which might be simply due to
demographic effects (or very slow waning immunity for some diseases). The expec-
tation value for the total number of infected hosts at a given time will be denoted by
hI i. Computing the dynamic evolution of the first moments using the SIRI master
equation we obtain an ODE system [18] which includes the pairs like hSIi, hRIi,
etc.. Hence, either we have to continue to calculate equations for the triples, which
will involve even higher clusters, or we can approximate the higher moments by
lower ones. The simplest scheme is the mean field approximation where the pairs,
like hSIi, are approximated using the first moments hSIi D Q=N hSi hI i, where
Q denotes the number of neighbours of each individual, assumed to be constant,
and N the population size. In the pair approximation, we go one step further by
approximating the triples into pairs [12, 28]. The pair approximation arises as

AhSIRi  Q � 1
Q
� hSIi � hIRi
hI i (12.1)

from the Bayesian formula for conditional probabilities applied to the local expec-
tation values and a spatial homogeneity argument [18]. The full ODE system in the
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pair approximation is given by

d

dt
hI i D ˇhSIi � �hI i C Q̌hRIi

d

dt
hRi D �hI i � ˛hRi � Q̌hRIi

d

dt
hSIi D ˛hRIi � .� C ˇ/hSIi C ˇ.Q � 1/hSIi

�ˇ Q � 1
Q

.2hSIi C hSRi/ � hSIi
N � hI i � hRi C Q̌ Q � 1

Q

hSRihRIi
hRi (12.2)

d

dt
hRIi D �.QhI i � hSIi/� .˛ C 2� C Q̌/hRIi C ˇ Q � 1

Q

hSRi hSIi
N � hI i � hRi

C Q̌ Q � 1
Q

.QhRi � hSRi � 2hRIi/ � hRIi
hRi

d

dt
hSRi D �hSIi C ˛.QhRi � 2hSRi � hRIi/

�ˇ Q � 1
Q

hSRi hSIi
N � hI i � hRi �

Q̌ Q � 1
Q

hRIihSRi
hRi :

The expressions for all the the moments in stationarity cannot be explicitly com-
puted. In [34], using the information that when hI i� tends to zero the quotient

1
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10.80.60.4

0.2

0
0 0.2

β s

β

Fig. 12.1 The phase transition line between no-growth and ring-growth determined from the ana-
lytic solution for the ˛ D 0 case which is explicitly given in (12.3). In addition, we also present
the phase transition points for the SIS and SIR limiting cases of the SIRI model
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hI i�=hRi� stays finite, the critical curve ˇ. Q̌/, in the limit of ˛! 0, is given by

ˇ. Q̌/ D �2Q � � Q̌.Q � 1/
�Q.Q � 2/C Q̌.Q � 1/ : (12.3)

This threshold is shown graphically in Fig. 12.1, for � D 1 andQ D 4 appropriated
for two dimensional square lattices, as the oblique curve linking the critical points
of the SIS limiting case (the case of Q̌ D ˇ and SIR limiting case (where Q̌ D 0).

12.3 Thresholds for Immunological Models

We modeled a population of Tregs (denotedR;R�) and conventional T cells (T ,T �)
with processes shown schematically in Fig. 12.2. Both populations require antigenic
stimulation for activation. Levels of antigenic stimulation are denoted a and b for
Tregs and conventional T cells, respectively. On activation conventional T cells both
secrete IL2 and acquire proliferative capacity in the presence of IL2 while Tregs pro-
liferate less efficiently than normal T cells in the presence of IL2, and they do not
secrete IL2. In the model we assumed that T cells activated by exposure to their
specific antigen have a cytokine secreting state (a normal activated state) and a non-
secreting state to which they revert at a constant rate k; thus in absence of antigen
growth halts. Activated Tregs also induce a transition to the (inhibited) nonsecreting
state [38], thereby inhibiting T cell growth. This transition rate is assumed propor-
tional to the Treg population density. We assume that T cells regain secretion status
with antigen re-exposure. Thus in the presence of costimulation and Tregs, the T cell
population is a mixture of partially inhibited, and normal T cells. In [4], we used
a generic mechanism that utilises a cytokine (denoted J ). Tregs compete for this

Fig. 12.2 Model schematic showing growth, death and phenotype transitions of the Treg popula-
tions R;R�, and autoimmune T cell T; T � populations. Cytokine dynamics are not shown: IL2 is
secreted by activated T cells T � and adsorbed by all the T cell populations equally. Reproduced
from [3]
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cytokine by adsorption and thus population homeostasis is achieved. Alternatively,
we can consider an inflowRinput of Tregs (as in [5]) instead of the J cytokine (both
mechanisms yield similar results). We used a (quadratic) growth limitation mecha-
nism related to Fas-FasL death, that is assumed to act on all T cells equally. Finally,
we included an influx of T cells into the tissue (Tinput in cells per milliliter per day).
See [2, 9, 11, 20, 24, 30–32, 36–39] for further biological details. A set of ordinary
differential equations is employed to study the dynamics, with a compartment for
each T cell population (inactive Tregs R, active Tregs R�, non secreting T cells T ,
secreting activated T cells T �), interleukine 2 density I and the homeostatic Treg
cytokine J ,

dR

dt
D .��.ICJ /�ˇ.R CR� C T C T �/ � dR/RC Ok.R� � aR/CRinput;

dR�

dt
D .��.ICJ /�ˇ.R CR� C T C T �/ � dR�/R� � Ok.R� � aR/;

dJ

dt
D O�.S � . Ǫ .RCR�/C Oı/J /;

dT

dt
D .�I � ˇ.RCR�CT C T �/ � dT /T C k.T � � bTC�R�T �/C Tinput;

dT�

dt
D .�I � ˇ.RCR�CT C T �/ � dT �/T � � k.T � � bTC�R�T �/;

dI

dt
D �.T � � .˛.R CR�CT C T �/C ı/I /: (12.4)

The important aspects of this model are a mechanism to sustain a population of
Tregs, secretion inhibition of T cells with a rate that correlates with Treg pop-
ulation size, and growth and competition for IL2 with a higher growth rate of
T cells relative to Tregs. Parameters are defined in [4]. Tregs function to limit
autoimmune responses determining a delicate balance between appropriate immune
activation and immune response suppression. How such a balance is established

Fig. 12.3 The hysteresis of the equilibria manifold for Thymic inputs Tinput 2 Œ1; 10000�, with
the other parameters at their default values. The hysteresis unfolds for high values of the parameter
Tinput . (a): Low values of y D R C R� are reddish and higher values are yellowish. (b): Low
values of x D T C T � are reddish and higher values are yellowish
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and controlled is the central focus of the papers [4–7]. The motivation is the obser-
vation that T cell proliferation through cytokines has such a control structure (see
Fig. 12.3). The immune response-suppression axis is then a balance between the
local numbers of activated T cells (eg from a pathogen encounter) and activated
Tregs. This balance can be altered by natural slow changes (as in puberty) or by fast
changes (as in infection) [4,16]. Using the differential equations in (4.4), Burroughs
et al. [3] study the bystander proliferation and Burroughs et al. [4] study the cross
reactivity.
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Chapter 13
Global Convergence in Difference Equations

Elias Camouzis and Gerasimos Ladas

Abstract In this chapter we present some global convergence theorems for dif-
ference equations and systems. We also present specific examples of difference
equations and systems to illustrate how most of these theorems apply.

13.1 Introduction

In this chapter we present some global convergence theorems for difference equa-
tions and systems. We also present specific examples of difference equations and
systems to illustrate how most of these theorems apply.

For historical reasons we mention that about 30 years ago, there were almost no
global convergence results known in the area of difference equations. Also, 15 years
ago, there were only very few such results known. Indeed, R. M. May in [38],
p. 839 states: “The response to large amplitude disturbances requires a nonlinear,
or global analysis, for which no general techniques are available.” Also, Y. Kuang
and J. M. Cushing in [15], p. 32 state: “We would like to mention that global stability
results for general difference-delay equations are rare.”

We believe that the results, which we present in this chapter will have a wide
spectrum of applicability in several areas that use difference equations. For the
most part the examples which we present here to illustrate the global convergence
theorems, are taken from the area of rational difference equations which has moti-
vated these general results during the last 20 years. See [9, 21, 30, 32]. Finally, we
believe that further research in rational difference equations will be a great source
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of motivation for obtaining additional global convergence results. This is because
the methodology needed to understand the global character of rational difference
equations will also be useful in the analysis of mathematical models that involve
difference equations.

In Sect. 13.2 we present the definitions of stability.
In Sect. 13.3 we state the linearized stability result and we state necessary and

sufficient conditions for polynomials of degree two, three, and four to have all their
roots inside the unit disk.

In Sect. 13.4 we present a comparison result and in Sect. 5 we present the full
limiting sequences result.

The most important section in this chapter is Sect. 6. Here we present 24 global
convergence theorems and we give several examples to illustrate how most of these
theorems apply.

13.2 Definitions of Stability

Let Nx be an equilibrium point of the difference equation

xnC1 D F.xn; xn�1; : : : ; xn�k/; n D 0; 1; : : : (13.1)

that is
F. Nx; : : : ; Nx/ D Nx

where F is a function that maps some set J kC1 into J. The set J is usually an interval
of real numbers, or a union of intervals, or a discrete set, such as the set of integers
Z D f: : : ;�1; 0; 1; : : :g:
Definition 13.1. 1. An equilibrium point Nx of (13.1) is called locally stable if, for

every " > 0; there exists ı > 0 such that if fxng1nD�k is a solution of (13.1)
with

j x�k � Nx j C j x1�k � Nx j C � � � C j x0 � Nx j < ı;
then

j xn � Nx j < "; for all n � 0:
2. An equilibrium point Nx of (13.1) is called locally asymptotically stable if, Nx is

locally stable, and if in addition there exists � > 0 such that if fxng1nD�k is a
solution of (13.1) with

j x�k � Nx j C j x�kC1 � Nx j C � � � C j x0 � Nx j < �;

then
lim
n!1 xn D Nx:
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3. An equilibrium point Nx of (13.1) is called a global attractor if, for every solution
fxng1nD�k of (13.1), we have

lim
n!1 xn D Nx:

4. An equilibrium point Nx of (13.1) is called globally asymptotically stable if Nx is
locally stable, and Nx is also a global attractor of (13.1).

5. An equilibrium point Nx of (13.1) is called unstable if Nx is not locally stable.

13.3 Linearized Stability Analysis

Assume that the function F is continuously differentiable in an open neighborhood
of an equilibrium point Nx: Let

qi D @F

@ui
. Nx; Nx; : : : ; Nx/; for i D 0; 1; : : : ; k

denote the partial derivative of F.u0; u1; : : : ; uk/ with respect to ui evaluated at the
equilibrium point Nx of (13.1). Then the equation

ynC1 D q0yn C q1yn�1 C � � � C qkyn�k ; n D 0; 1; : : : (13.2)

is called the linearized equation of (13.1) about the equilibrium point Nx, and the
equation

�kC1 � q0�k � � � � � qk�1� � qk D 0 (13.3)

is called the characteristic equation of (13.2) about Nx:
The following result, known as the Linearized Stability Theorem, is useful in

determining the local stability character of the equilibrium point Nx of (13.1). See
[3, 4, 18, 24, 37, 43, 44].

Theorem 13.1. (The Linearized Stability Theorem)
Assume that the functionF is a continuously differentiable function defined on some
open neighborhood of an equilibrium point Nx: Then the following statements are
true:

1. If all the roots of (13.3) have absolute value less than one, then the equilibrium
point Nx of (13.1) is locally asymptotically stable.

2. If at least one root of (13.3) has absolute value greater than one, then the
equilibrium point Nx of (13.1) is unstable.

The equilibrium point Nx of (13.1) is called hyperbolic if no root of (13.3) has
absolute value equal to one. If there exists a root of (13.3) with absolute value equal
to one, then the equilibrium Nx is called nonhyperbolic.
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An equilibrium point Nx of (13.1) is called a saddle point if it is hyperbolic and
if there exists a root of (13.3) with absolute value less than one and another root of
(13.3) with absolute value greater than one.

An equilibrium point Nx of (13.1) is called a repeller if all roots of (13.3) have
absolute value greater than one.

A solution fxng1nD�k of (13.1) is called periodic with period p if there exists an
integer p � 1 such that

xnCp D xn; for all n � �k: (13.4)

A solution is called periodic with prime period p if p is the smallest positive integer
for which (13.4) holds.

The next three theorems present necessary and sufficient conditions for all the
roots of a real polynomial of degree two, three, or four, respectively, to have modulus
less than one.

Theorem 13.2. Assume that a1 and a0 are real numbers. Then a necessary and
sufficient condition for all roots of the equation

�2 C a1�C a0 D 0

to lie inside the unit disk is
ja1j < 1C a0 < 2:

Theorem 13.3. Assume that a2, a1, and a0 are real numbers. Then a necessary and
sufficient condition for all roots of the equation

�3 C a2�2 C a1�C a0 D 0

to lie inside the unit disk is

ja2 C a0j < 1C a1; ja2 � 3a0j < 3� a1; and a20 C a1 � a0a2 < 1:

Theorem 13.4. Assume that a3, a2, a1, and a0 are real numbers. Then a necessary
and sufficient condition for all roots of the equation

�4 C a3�3 C a2�2 C a1�C a0 D 0

to lie inside the unit disk is

ja1 C a3j < 1C a0 C a2; ja1 � a3j < 2.1� a0/; a2 � 3a0 < 3;

and

a0 C a2 C a20 C a21 C a20a2 C a0a23 < 1C 2a0a2 C a1a3 C a0a1a3 C a30:
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The following theorem states a sufficient condition for all roots of an equation of
any order to lie inside the unit disk. See [11] or ([30], p. 12).

Theorem 13.5. (C. W. Clark, [11]) Assume that q0; q1; : : : ; qk are real numbers
such that

j q0 j C j q1 j C � � � C j qk j < 1:
Then all roots of (13.3) lie inside the unit disk.

13.4 A Comparison Result

The following comparison result, see ([9], p. 7), is a useful tool in establishing
bounds for solutions of nonlinear equations in terms of the solutions of equations
with known behavior, for example, linear or Riccati.

Theorem 13.6. Let I be an interval of real numbers, let k be a positive integer, and
let

F W J kC1 ! J

be a function which is increasing in all of its arguments. Assume that fxng1nD�k ,
fyng1nD�k , and fzng1nD�k are sequences of real numbers such that

8
ˆ̂
<

ˆ̂
:

xnC1 � F.xn; : : : ; xn�k/; n D 0; 1; : : :
ynC1 D F.yn; : : : ; yn�k/; n D 0; 1; : : :
znC1 � F.zn; : : : ; zn�k/; n D 0; 1; : : :

and
xn � yn � zn; for all � k � n � 0 :

Then
xn � yn � zn; for all n > 0 : (13.5)

13.5 Full Limiting Sequences

The following result about full limiting sequences it is sometimes useful in estab-
lishing that all solutions of a given difference equation converge to the equilibrium
of the equation. See [19, 28, 42].

Theorem 13.7. Consider the difference equation

xnC1 D F.xn; xn�1; : : : ; xn�k/; n D 0; 1; : : : (13.6)

where F 2 C.J kC1; J / for some interval J of real numbers and some non-
negative integer k. Let fxng1nD�k be a solution of (13.6). Set I D lim inf

n!1 xn and
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S D lim sup
n!1

xn, and suppose that I; S 2 J: Let L0 be a limit point of the solution

fxng1nD�k: Then the following statements are true:

1. There exists a solution fLng1nD�1 of (13.6), called a full limiting sequence of
fxng1nD�k; such that L0 D L0; and such that for every N 2 f: : : ;�1; 0; 1; : : :g;
LN is a limit point of fxng1nD�k: In particular,

I � LN � S; for all N 2 f: : : ;�1; 0; 1; : : :g:

2. For every i0 2 f: : : ;�1; 0; 1; : : :g; there exists a subsequence fxri g1iD0 of
fxng1nD�k such that

LN D lim
i!1xri CN ; for every N � i0:

13.6 Convergence Theorems

The theorems in this section, for the most part, have been motivated by research in
rational difference equations.

The following global attractivity result from [32]–[34], called the m and M
Theorem, is very useful in establishing convergence results in many situations.

Theorem 13.8. (Kulenovic, Ladas, and Sizer [32] and [34]) Let Œa; b� be a closed
and bounded interval of real numbers and let

F 2 C.Œa; b�kC1; Œa; b�/

satisfy the following conditions:

1. The function F.z1; : : : ; zkC1/ is monotonic in each of its arguments.
2. For eachm;M 2 Œa; b� and for each i 2 f1; : : : ; k C 1g, we define

Mi .m;M/ D
(
M; if F is increasing in zi

m; if F is decreasing in zi

and
mi .m;M/ DMi .M;m/:

Assume that if .m;M/ is a solution of the system:

M D F.M1.m;M/; : : : ;MkC1.m;M//

m D F.m1.m;M/; : : : ; mkC1.m;M//

�

;

then M D m.
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Then there exists exactly one equilibrium Nx 2 Œa; b� of the equation

xnC1 D F.xn; xn�1; : : : ; xn�k/; n D 0; 1; : : : (13.7)

and every solution of (13.7) with initial conditions in Œa; b� converges to Nx:
The example which motivated Theorem 13.8 is the following:

Example 13.1. Consider the rational difference equation

xnC1 D ˇxn C xn�1
Bxn C xn�1

; n D 0; 1; : : : (13.8)

with positive parameters ˇ;B and with arbitrary positive initial conditions x�1, x0.
We also assume that ˇ ¤ B because otherwise the equation is trivial.

Then the following statements are true:

1. The equilibrium Nx of (13.8) is globally asymptotically stable when

ˇ > B (13.9)

or
ˇ < B and B < 3ˇ C ˇB C 1: (13.10)

2. Every solution of (13.8) converges to the equilibrium Nx of (13.8) when

ˇ < B and B D 3ˇ C ˇB C 1: (13.11)

3. Every solution of (13.8) converges to a (not necessarily prime) period-two
solution when

ˇ < B and B > 3ˇ C ˇB C 1: (13.12)

Proof. For the details of the proof see Theorem 5.86.1, p. 252 in [9]. ut
The next result applies to difference equations that satisfy the so-called, negative

feedback property.

Theorem 13.9. (Hautus and Bolis [22]) Let J be an open interval of real numbers,
let F 2 C.J kC1; J /; and let Nx 2 J be an equilibrium point of (13.7). Assume that
F satisfies the following two conditions:

1. F is increasing in each of its arguments.
2. F satisfies the negative feedback property:

.u� Nx/ŒF.u; u; : : : ; u/� u� < 0; for all u 2 I � f Nxg:

Then the equilibrium point Nx is a global attractor of all solutions of (13.1).
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Theorem 13.9 was used by Kuang and Cushing in [31] to establish the global
asymptotic stability of the positive equilibrium of the flour beetle model

LnC1 D bAne�ceaAn�celLn

BnC1 D .1 � �l/Ln
AnC1 D Bne�cpaAn C .1 � �a/An

9
=

;
; n D 0; 1; : : : (13.13)

when
cel D 0:

In this case the system reduces to the third-order difference equation

AnC1 D .1 � �l /An C b.1 � �a/An�2e�ceaAn�2�cpaAn ; n D 0; 1; : : : :

The next global convergence result was motivated by Pielou’s equation

xnC1 D ˇxn

1C xn�1
; n D 0; 1; : : : :

For this equation it was established in [36] that every nonnegative solution converges
to a finite limit. More precisely, when

ˇ � 1

every nonnegative solution converges to the zero equilibrium and when

ˇ > 1

every positive solution converges to the positive equilibrium Nx D ˇ � 1.

Theorem 13.10. (Kocic and Ladas [30]) Assume that the following conditions are
satisfied:

1. f 2 C Œ.0;1/ � .0;1/; .0;1/�.
2. f .x; y/ is decreasing in x and strictly decreasing in y.
3. xf .x; x/ is strictly increasing in x.
4. The equation

xnC1 D xnf .xn; xn�1/; n D 0; 1; : : : (13.14)

has a unique positive equilibrium Nx.

Then Nx is a global attractor of all positive solutions of (13.14).

The following theorem was motivated by a population model with two age
classes. See [23].
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Theorem 13.11. (Franke, Hoag, and Ladas [23]) Assume that the following condi-
tions are satisfied:

1. f 2 C ŒŒ0;1/ � Œ0;1/; .0;1/�.
2. f .x; y/ is decreasing in each argument.
3. xf .x; y/ is increasing in x.
4. f .x; y/ < f .y; x/, x > y.
5. The equation

xnC1 D xn�1f .xn�1; xn/; n D 0; 1; : : : (13.15)

has a unique positive equilibrium Nx.

Then Nx is a global attractor of all positive solutions of (13.15).

The model that motivated Theorem 13.11 is a discrete model with two age
classes, adults An and juveniles Jn, which interact as follows:

AnC1 D Jn
JnC1 D Aner�.AnC˛Jn/

�

; n D 0; 1; : : : (13.16)

where the two parameters r and ˛ are such that

r; ˛ 2 .0; 1� :

Clearly, the variable Jn satisfies the second-order difference equation

JnC1 D Jn�1er�.Jn�1C˛Jn/; n D 0; 1; : : : (13.17)

for which Theorem 13.11 applies when

˛ < 1

and proves that the positive equilibrium

NJ D r

1C ˛
is a global attractor of all positive solutions of (13.17).

The following result of Camouzis and Ladas was motivated by several period-
two convergence results in rational difference equations. See Chaps. 4 and 5 in [9].
Thanks to this result, several open problems and conjectures in the literature have
now been resolved and the character of solutions of many rational equations has now
been established. See Theorems 4.2.2, 4.3.1, 5.74.2, 5.86.1, 5.109.1, and 5.145.2
in [9].
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Theorem 13.12. (Camouzis and Ladas, [2, p. 11] or [8]) Let J be a set of real
numbers and let

F W J � J ! J

be a function F.u; v/; which decreases in u and increases in v. Then for every
solution fxng1nD�1 of the equation

xnC1 D F.xn; xn�1/; n D 0; 1; : : : (13.18)

the subsequences fx2ng1nD0 and fx2nC1g1nD�1 of even and odd terms are eventually
monotonic.

Proof. Observe that if for some N the solution fxng1nD�1 is such that

xNC1 � xN�1 and xNC2 � xN
or

xNC1 � xN�1 and xNC2 � xN
then either fxNC2ng1nD0 is decreasing and fxNC2nC1g1nD0 is increasing or vice
versa.

Otherwise, for all n � 0

x2nC1 > x2n�1 and x2nC2 > x2n

or
x2nC1 < x2n�1 and x2nC2 < x2n

which implies that the subsequences fx2ng1nD0 and fx2n�1g1nD0 are either both
increasing or both decreasing. ut

The proof of Statement 3 of Example 13.1 is a direct consequence of the
above theorem. Furthermore, the following example provides another illustration
of Theorem 13.12.

Example 13.2. Assume that
� > ˇ C A:

Then every positive and bounded solution of the second-order rational difference
equation

xnC1 D ˛ C ˇxn C �xn�1
AC xn ; n D 0; 1; : : : ; (13.19)

converges to the positive equilibrium

Nx D ˇ C � � ACp.ˇ C � � A/2 C 4˛
2

:

Proof. For the proof see Theorem 4.2.2 in [9]. ut
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The next three theorems were motivated by our investigation of the following
rational system in the plane:

xnC1 D ˛1C�1yn

yn

ynC1 D ˛2Cˇ2xnC�2yn

A2CB2xnCC2yn

9
=

;
; n D 0; 1; : : : : (13.20)

The variable yn satisfies the second-order rational difference equation

ynC1 D ˛ C ˇynxn�1 C �yn�1
AC Bynyn�1 C Cyn�1

; n D 0; 1; : : : (13.21)

which contains 49 special cases of equations each with positive parameters. These
special cases were investigated in [1]–[2]. Here we present, as an example, the
difference equation

xnC1 D ˇxnxn�1
1C xnxn�1

; n D 0; 1; : : : : (13.22)

By employing the next three theorems we established in [1] that every nonnegative
solution of (13.22) has a finite limit.

Theorem 13.13. (Amleh, Camouzis, and Ladas [1]) Let J be a set of real numbers
and let

F W J � J ! J

be a function F.u; v/ which increases in both variables. Then for every solution
fxng1nD�1 of (13.18) the subsequences fx2ng and fx2nC1g of even and odd terms
are eventually monotonic.

Theorem 13.14. (Amleh, Camouzis, and Ladas [1]) Assume that the function f 2
C.Œa;1/2; Œa;1// increases in both variables and that the difference equation

xnC1 D f .xn; xn�1/; n D 0; 1; : : : (13.23)

has no equilibrium point in .a;1/. Let fxng1nD�1 be a solution of (13.23) with
x�1; x0 2 .a;1/. Then

lim
n!1xn D

(
1 if f .x; x/ > x; for all x > a:

a if f .x; x/ < x; for all x > a:

Theorem 13.15. (Amleh, Camouzis, and Ladas [1]) Assume that f 2 C.Œ0;1/2;
Œ0;1// increases in both variables and that the difference equation

xnC1 D f .xn; xn�1/; n D 0; 1; : : : (13.24)
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has two consecutive equilibrium points Nx1 and Nx2, with Nx1 < Nx2.
Also assume that either

f .x; x/ > x; for Nx1 < x < Nx2 (13.25)

or
f .x; x/ < x; for Nx1 < x < Nx2: (13.26)

Then every solution fxng1nD�1 of (13.24) with initial conditions

x�1; x0 2 . Nx1; Nx2/

converges to one of the two equilibrium points, and more precisely the following is
true:

lim
n!1xn D

(
Nx1; if .13:26/ holds;

Nx2; if .13:25/ holds:

The above two results extend and generalize to difference equations of higher order.
The next theorem unifies Theorems 13.12 and 13.13 and extends the results to

non-autonomous difference equations.

Theorem 13.16. (Camouzis, [5])
Let J be a set of real numbers and let

fn W J � J ! J

be a family of functions fn.z1; z2/ which increase in z2 and are monotonic in z1
throughout J . Also assume that for all n 2 f0; 1; : : :g and for some m 2 f1; 2; : : :g

fnCm.z1; z2/ D fn.z1; z2/:

Then for every solution fxng1nD�1 of the difference equation

xnC1 D fn.xn; xn�1/; n D 0; 1; : : :

the 2m-sequences fx2mnCt g2m�1
tD0 are eventually monotonic.

Note that whenm is even,m-sequences fxmnCt gm�1
tD0 are eventually monotonic, and

when m is odd, 2m-sequences fx2mnCt g2m�1
tD0 are eventually monotonic.

The following example provides an illustration of Theorem 13.16.

Example 13.3. (See [5]) Assume that the sequences fAng1nD0, fBng1nD0, and
fCng1nD0 positive 2m-periodic sequences. Then every positive solution of the
second-order rational difference equation

xnC1 D xn�1
An C Bnxn C Cnxn�1

; n D 0; 1; : : : ; (13.27)

converges to a periodic solution with period-2m.
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The following five results were motivated by our recent investigations on rational
difference equations. See [9].

In order to simplify and unify several convergence results for the difference
equation

xn D f .xn�i1 ; : : : ; xn�ik /; n D 1; 2; : : : ; (13.28)

where k � 2 and the function f .z1; : : : ; zk/ is monotonic in each of its arguments,
we introduce some notation and state several hypotheses.

For every pair of numbers .m;M/ and for each j 2 f1; : : : ; kg, we define

Mj DMj .m;M/ D
(
M; if f is increasing in zj

m; if f is decreasing in zj

and
mj D mj .m;M/ DMj .M;m/:

.H1/ W f 2 C.Œ0;1/k; Œ0;1// and f .z1; : : : ; zk/ is monotonic in each of its
arguments.

.H�
1 / W 2 C..0;1/k; .0;1// and f .z1; : : : ; zk/ is monotonic in each of its

arguments.
.H 0

1/ W f 2 C.Œ0;1/k; Œ0;1// and f .z1; : : : ; zk/ is strictly monotonic in each of
its arguments.

.H 00
1 / W f 2 C..0;1/k; .0;1// and f .z1; : : : ; zk/ is strictly monotonic in each of

its arguments.
.H2/ W For eachm 2 Œ0;1/ and M > m, we assume that

f .M1; : : : ;Mk/ �M (13.29)

implies
f .m1; : : : ; mk/ > m: (13.30)

.H 0
2/ W For eachm 2 .0;1/ and M > m, we assume that

f .M1; : : : ;Mk/ �M (13.31)

implies
f .m1; : : : ; mk/ > m: (13.32)

.H3/ W For eachm 2 Œ0;1/ and M > m, we assume that
either

.f .M1; : : : ;Mk/ �M/.f .m1; : : : ; mk/ �m/ > 0 (13.33)

or

f .M1; : : : ;Mk/�M D f .m1; : : : ; mk/�m D 0: (13.34)
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.H 0
3/ W For eachm 2 .0;1/ and M > m, we assume that

either

.f .M1; : : : ;Mk/ �M/.f .m1; : : : ; mk/ �m/ > 0 (13.35)

or

f .M1; : : : ;Mk/�M D f .m1; : : : ; mk/�m D 0: (13.36)

We also define the following sets:

S D fis 2 fi1; : : : ; ikg W f strictly increases in xn�isg D fis1 ; : : : ; isr g

and

J D fij 2 fi1; : : : ; ikg W f strictly decreases in xn�ij g D fij1
; : : : ; ijt

g:

Clearly when H 0
1 or H 00

1 holds,

S
[
J D fi1; : : : ; ikg:

.H4/ W The set S consists of even indices only and the set J consists of odd indices
only.

.H5/ W Either the set S contains at least one odd index, or the set J contains at least
one even index.

.H6/ W The greatest common divisor of the indices in the union of the sets S and J
is equal to 1.

The next four theorems have been used to establish global attractivity and period-
two convergence results in many special cases of rational equations. See [9].

Theorem 13.17. (Camouzis and Ladas [9]) The following statements are true:

1. Assume that .H1/ and .H2/ hold for the function f .z1; : : : ; zk/ of (13.28). Then
every solution of (13.28) which is bounded from above converges to a finite limit.

2. Assume that .H�
1 / and .H 0

2/ hold for the function f .z1; : : : ; zk/ of (13.28).
Then every solution of (13.28) which is bounded from above and from below
by positive constants converges to a finite limit.

The following rational difference equation

xnC1 D xn

AC Bxn C Cxn�1
; n D 0; 1; : : : (13.37)

was investigated in [30], where it was shown that when

A 2 .0; 1/
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every positive solution converges to the positive equilibrium. We present here a
simpler proof, which is based on Theorem 13.17. Note that the change of variables

yn D 1

xn
;

transforms (13.37) to

ynC1 D B C Ayn C Cyn

yn�1
; n D 0; 1; : : : : (13.38)

Also,
ynC1
yn
D B

yn
C AC C

yn�1
; n D 0; 1; : : :

and so (13.38) becomes

ynC1 D B C CAC Ayn C CB

yn�1
C C 2

yn�2
; n � 0: (13.39)

By employing Theorem 13.17 it follows that every positive solution of (13.39) con-
verges to the positive equilibrium. Therefore, every positive solution of (13.37) also
converges to its positive equilibrium.

Theorem 13.18. (Camouzis and Ladas [9]) Assume that for any of the following
three equations of order three:

xnC1 D f .xn; xn�1; xn�2/; n D 0; 1; : : : (13.40)

xnC1 D f .xn; xn�2/; n D 0; 1; : : : (13.41)

or
xnC1 D f .xn�1; xn�2/; n D 0; 1; : : : (13.42)

the hypotheses .H 00
1 / and .H 0

3/ are satisfied for the arguments shown in the equation
and, furthermore, assume that the function f is:

strictly increasing in xn or xn�2; or strictly decreasing in xn�1:

Then every solution of this equation bounded from below and from above by positive
constants converges to a finite limit.

As an illustration of Theorem 13.18 we present the rational difference equation

xnC1 D ˇxn C ıxn�2
1C xn ; n D 0; 1; : : : (13.43)

with positive parameters and
ı D ˇ C 1:
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Then, by employing Theorem 13.18 it follows that every positive solution of (13.43)
converges to a finite limit. For the details of the proof see [9], p. 257.

Theorem 13.19. (Camouzis and Ladas [9]) Assume that for any of the three equa-
tions (13.40), (13.41), or (13.42) the hypotheses .H 00

1 / and .H 0
3/ are satisfied for the

arguments shown in the equation, and, furthermore, assume that the function f is:

strictly decreasing in xn; for (13.40) and (13.41);

and
strictly increasing in xn�1 for (13.40) and (13.42);

and
strictly decreasing in xn�2:

Then every solution of this equation bounded from above and from below by positive
constants converges to a (not necessarily prime) period-two solution.

It is interesting to mention that Theorem 13.19 applies to Pielou’s equation in the
following iterated form

xnC1 D ˇxn�1
1C xn�1

� ˇ

1C xn�2
; n D 0; 1; : : : (13.44)

and simplifies substantially the proof given in [36].

Theorem 13.20. (Camouzis and Ladas [9]) Assume that for any of the three equa-
tions (13.40), (13.41), or (13.42) the Hypotheses .H 0

1/ and .H3/ are satisfied for the
arguments shown in the equation, and, furthermore, assume that the function f is:

strictly decreasing in xn; for (13.40) and (13.41);

and
strictly increasing in xn�1 for (13.40) and (13.42);

and
strictly decreasing in xn�2:

Then every solution of this equation bounded from above converges to a (not
necessarily prime) period-two solution.

An example where Theorem 13.20 applies is the rational difference equation

xnC1 D ˛ C �xn�1
AC Bxn C xn�2

; n D 0; 1; : : : (13.45)

with positive parameters and
� D A:
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For this equation Theorem 13.20 implies that every positive solution converges to a
(not necessarily prime) period-two solution. See [9], p. 123.

The following general theorem extends and unifies Theorems 13.18–13.20.

Theorem 13.21. (Camouzis and Ladas [9].) The following statements are true:

1. Assume that .H 0
1/, .H3/, .H4/, and .H6/ hold. Then every bounded solution of

(13.28) converges to a (not necessarily prime) period-two solution.
2. Assume that .H 00

1 /, .H
0
3/, .H4/ and .H6/ hold. Then every solution of (13.28)

bounded from above and from below by positive constants converges to a (not
necessarily prime) period-two solution.

3. Assume that .H 0
1/, .H3/, .H5/, and .H6/ hold. Then every bounded solution of

(13.28) converges to a finite limit.
4. Assume that .H 00

1 /, .H
0
3/, .H5/, and .H6/ hold. Then every solution of (13.28)

bounded from above and from below by positive constants converges to a finite
limit.

The following result has many interesting applications.

Theorem 13.22. (El-Metwalli, Grove, Ladas, and Voulov. See [19] and [20]). Let J
be an interval of real numbers and let F 2 C.J kC1; J /. Assume that the following
three conditions are satisfied:

1. F is increasing in each of its arguments.
2. F.z1; : : : ; zkC1/ is strictly increasing in each of the arguments zi1 ; zi2 ; : : : ; zil ;

where 1 � i1 < i2 < : : : < il � k C 1; and the arguments i1; i2; : : : ; il are
relatively prime.

3. Every point c in I is an equilibrium point of

xnC1 D F.xn; xn�1; : : : ; xn�k/; n D 0; 1; : : : : (13.46)

Then every solution of (13.46) has a finite limit.

Example 13.4. Consider the rational difference equation

xn D 1
Pk
iD1 ˇixn�li

; n D 0; 1; : : : ; (13.47)

where
ˇi > 0; for i D 1; : : : ; k

and
li 2 f1; 2; : : : g:

Assume that d1 and d2 are the greatest common divisors of the two sets of
positive integers:

fl1; l2; : : : ; lkg
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and
fli C lj W i; j 2 f1; : : : ; kgg;

respectively. Then the following statements are true:

1. The equilibrium Nx of (13.47) is globally asymptotically stable if and only if

d1 D d2:

2. When
d1 ¤ d2;

every solution of (13.47) converges to a (not necessarily prime) period-.2 � d1/
solution.

Proof. The proof is a consequence of Theorem 13.22. For the details see [19] or
[21] and [20]. ut

We will now state some results about competitive and cooperative systems in the
plane. See [10] and [7].

Let I and J be intervals of real numbers and let

f W I � J ! I and g W I � J ! J:

We say that the system

xnC1 D f .xn; yn/

ynC1 D g.xn; yn/

9
=

;
; n D 0; 1; : : : (13.48)

is competitive, when the function f .x; y/ is increasing in x and decreasing in y and
the function g.x; y/ is decreasing in x and increasing in y.

On the other hand, when the function f .x; y/ is increasing in x and increasing in
y and the function g.x; y/ is increasing in x and increasing in y the System (13.48)
is called cooperative.

The following two results for competitive systems in the plane were first estab-
lished by DeMottoni and Schiaffino. See [39]. For a more general version of these
two theorems see [48]. For their proofs see [7].

Theorem 13.23. Assume that the System (13.48) is competitive and that for every
solution .xn; yn/ of the System (13.48) the following two statements are satisfied:

(i) If for some N � 0,

xNC1 < xN and yNC1 < yN ; (13.49)

then
xN < xN�1 and yN < yN�1: (13.50)
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(ii) If for some N � 0,

xNC1 > xN and yNC1 > yN ; (13.51)

then
xN > xN�1 and yN > yN�1: (13.52)

Then both sequences fxng and fyng are eventually monotonic.

Theorem 13.24. Assume that the System (13.48) is competitive and that for every
solution .xn; yn/ of the System 13.48 the following two statements are satisfied:

(i) If for some N � 0,

xNC2 < xN and yNC2 < yN ; (13.53)

then
xNC1 > xN�1 and yNC1 > yN�1: (13.54)

(ii) If for some N � 0,

xNC2 > xN and yNC2 > yN ; (13.55)

then
xNC1 < xN�1 and yNC1 < yN�1: (13.56)

Then the four subsequences fx2ng, fx2nC1g, fy2ng, and fy2nC1g are eventually
monotonic.

The next two theorems are extensions of Theorems 13.23 and 13.24 to non-
autonomous systems.

Theorem 13.25. Consider the non-autonomous System

xnC1 D fn.x"
n ; y

#
n /

ynC1 D gn.x#
n ; y

"
n /

9
>=

>;
; n D 0; 1; : : : (13.57)

where
fn W I � J ! I and gn W I � J ! J; n D 0; 1; : : : :

Also assume that for all n 2 f0; 1; : : :g and for some m 2 f1; 2; : : :g

fnCm.z1; z2/ D fn.z1; z2/ and gnCm.z1; z2/ D gn.z1; z2/ (13.58)

and that for every solution .xn; yn/ of (13.57), the following two statements are
satisfied:

(i) If for some N � 0,

xNCm < xN and yNCm < yN ; (13.59)
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then
xNCm�1 < xN�1 and yNCm < yN�1: (13.60)

(ii) If for some N � 0,

xNCm > xN and yNCm > yN ; (13.61)

then
xNCm�1 > xN�1 and yNCm�1 > yN�1: (13.62)

Then the 2m-sequences fxmnCt gm�1
tD0 fymnCtgm�1

tD0 are eventually monotonic.

Theorem 13.26. Assume that (13.58) holds and that for every solution .xn; yn/ of
(13.57), the following two statements are satisfied:

(i) If for some N � 0,

xNCm < xN and yNCm < yN ; (13.63)

then
xNCm�1 > xN�1 and yNCm > yN�1: (13.64)

(ii) If for some N � 0,

xNCm > xN and yNCm > yN ; (13.65)

then
xNCm�1 < xN�1 and yNCm�1 < yN�1: (13.66)

Then the 4m-sequences fx2mnCt g2m�1
tD0 and fy2mnCt g2m�1

tD0 are eventually
monotonic.

The following two theorems are about cooperative systems in the plane.

Theorem 13.27. Assume that the System (13.48) is cooperative and that for every
solution .xn; yn/ of the System (13.48) the following two statements are satisfied:

(i) If for some N � 0,

xNC1 < xN and yNC1 > yN ; (13.67)

then
xN < xN�1 and yN > yN�1: (13.68)

(ii) If for some N � 0,

xNC1 > xN and yNC1 < yN ; (13.69)

then
xN > xN�1 and yN < yN�1: (13.70)

Then both sequences fxng and fyng are eventually monotonic.
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Theorem 13.28. Assume that the System (13.48) is cooperative and that for every
solution .xn; yn/ of the System (13.48) the following two statements are satisfied:

(i) If for some N � 0

xNC2 < xN and yNC2 > yN ; (13.71)

then
xNC1 > xN�1 and yNC1 < yN�1: (13.72)

(ii) If for some N � 0,

xNC2 > xN and yNC2 > yN ; (13.73)

then
xNC1 < xN�1 and yNC1 > yN�1: (13.74)

Then the four subsequences fx2ng, fx2nC1g, fy2ng, and fy2nC1g are eventually
monotonic.

The following two theorems are extensions of Theorems 13.27 and 13.28 to non-
autonomous systems.

Theorem 13.29. Consider the non-autonomous System

xnC1 D fn.x"
n ; y

"
n /

ynC1 D gn.x"
n ; y

"
n /

)

; n D 0; 1; : : : (13.75)

where
fn W I � J ! I and gn W I � J ! J; n D 0; 1; : : : :

Also assume that for all n 2 f0; 1; : : :g and for some m 2 f1; 2; : : :g

fnCm.z1; z2/ D fn.z1; z2/ and gnCm.z1; z2/ D gn.z1; z2/

and that for every solution .xn; yn/ of (13.75), the following two statements are
satisfied:

(i) If for some N � 0,

xNCm < xN and yNCm > yN ; (13.76)

then
xNCm�1 < xN�1 and yNCm > yN�1: (13.77)

(ii) If for some N � 0,

xNCm > xN and yNCm < yN ; (13.78)
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then
xNCm�1 > xN�1 and yNCm�1 < yN�1: (13.79)

Then the 2m-sequences fxmnCt gm�1
tD0 and fymnCt gm�1

tD0 are eventually mono-
tonic.

Theorem 13.30. Consider the non-autonomous System

xnC1 D fn.x"
n ; y

"
n /

ynC1 D gn.x"
n ; y

"
n /

9
>=

>;
; n D 0; 1; : : : (13.80)

where
fn W I � J ! I and gn W I � J ! J; n D 0; 1; : : : :

Also assume that for all n 2 f0; 1; : : :g and for some m 2 f1; 2; : : :g

fnCm.z1; z2/ D fn.z1; z2/ and gnCm.z1; z2/ D gn.z1; z2/

and that for every solution .xn; yn/ of (13.75), the following two statements are
satisfied:

(i) If for some N � 0,

xNCm < xN and yNCm > yN ; (13.81)

then
xNCm�1 > xN�1 and yNCm < yN�1: (13.82)

(ii) If for some N � 0,

xNCm > xN and yNCm < yN ; (13.83)

then
xNCm�1 < xN�1 and yNCm�1 > yN�1: (13.84)

Then the 4m-sequences fx2mnCt g2m�1
tD0 and fy2mnCt g2m�1

tD0 are eventually
monotonic.

Finally, we present a quite general extension of them andM Theorem to systems
of difference equations. See ([21], p. 19–21) and [33].

Theorem 13.31. Assume that for each i 2 f1; : : : ; kg, Œai ; bi � is a closed and
bounded interval of real numbers, and the function

Fi W C.Œa1; b1� � : : : � Œak ; dk�; Œai ; bi �/
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satisfies the following conditions:

1. Fi .z1; : : : ; zk/ is monotonic in each of its arguments.
2. For each i; j 2 f1; : : : ; kg and for each mi ;Mi 2 Œai ; bi �, we define

Mi;j .mi ;Mi / D
(
Mi ; if Fj is increasing in zi

mi ; if Fj is decreasing in zi

and
mi;j .mi ;Mi / DMi;j .Mi ; mi /

and we assume that if m1; : : : ; mk and M1; : : : ;Mk is a solution of the system
of 2k equations:

Mi D Fi .M1;i .m1;M1/; : : : ;Mk;i .mk;Mk//

mi D Fi .m1;i .m1;M1/; : : : ; mk;i .mk;Mk//

�

; i 2 f1; : : : ; kg

then
Mi D mi ; for all i 2 f1; : : : ; kg:

Then the system of k difference equations

x1nC1 D F1.x1n; : : : ; xkn /

x2nC1 D F2.x1n; : : : ; xkn /
:::

xknC1 D Fk.x1n; : : : ; xkn /

9
>>>>>=

>>>>>;

; n D 0; 1; : : : (13.85)

with initial condition .x10 ; : : : ; x
k
0 / 2 Œa1; b1� � : : : � Œak ; bk �, has exactly one

equilibrium point . Nx1; : : : ; Nxk/ and every solution of System (13.85) converges to
. Nx1; : : : ; Nxk/.

We now present a few examples to illustrate how the above convergence theorems
apply to systems of difference equations.

Example 13.5. The following system of rational difference equations

xnC1 D ˇ1xn

A1CB1xnCC1yn

ynC1 D �2yn

A2CB2xnCC2yn

9
>=

>;
; n D 0; 1; : : : (13.86)

with positive parameters, was investigated in [15]. By using Theorem 13.23, it
follows that every positive solution of System (13.86) converges to a finite limit.
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Example 13.6. The corresponding periodically-forced rational system,

xnC1 D ˇ1;nxn

A1;nCB1;nxnCC1;nyn

ynC1 D �2;nyn

A2;nCB2;nxnCC2;nyn

9
>=

>;
; n D 0; 1; : : : (13.87)

where the parameters are positive and m-periodic sequences, was investigated in
[10]. By employing Theorem 13.25 it was shown that every positive solution
converges to a (not necessarily prime) period-m solution.

Example 13.7. Consider the system of rational difference equations

xnC1 D ˇ1xnC�1yn

1Cyn

ynC1 D ˇ2xnC�2yn

1Cxn

9
>=

>;
; n D 0; 1; : : : (13.88)

with positive parameters. By employing Theorems 13.23, 13.27,and 13.28 the
following statements were established in [10].

1. When
ˇ1; �2 2 .1;1/;

System (13.88) is competitive. It also possesses unbounded solutions in some
range of its parameters. However, every bounded component of a solution
converges to a finite limit.

2. When
ˇ1; �2 2 .0; 1/;

System (13.88) is cooperative. Furthermore, every solution converges to a finite
limit.

3. When
ˇ1 > 1 and �2 < 1;

the component fyng of every solution fxn; yng is bounded. Also, for some initial
conditions, the component fxng is unbounded.

4. When
ˇ1 < 1 and �2 > 1;

the component fxng of every solution fxn; yng is bounded. Also, for some initial
conditions, the component fyng is unbounded.

5. When
ˇ1 D 1 and �2 < �1 C 1;

the solution fxn; yng of System (13.88), converges as follows:

lim
n!1 xn D �1 and lim

n!1yn D ˇ2�1

1C �1 � �2 :
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6. When
ˇ1 D 1 and �2 � �1 C 1;

the solution fxn; yng of System (13.88), converges as follows:

lim
n!1 xn D �1 and lim

n!1yn D 1:

7. When
�2 D 1 and ˇ1 < ˇ2 C 1;

the solution fxn; yng of System (13.88), converges as follows:

lim
n!1xn D ˇ2�1

1C ˇ2 � ˇ1 and lim
n!1yn D ˇ2:

8. When
�2 D 1 and ˇ1 � ˇ2 C 1;

the solution fxn; yng of System (13.88), converges as follows:

lim
n!1 xn D1 and lim

n!1yn D ˇ2:
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Chapter 14
Networks Synchronizability, Local Dynamics
and Some Graph Invariants

Acilina Caneco, Sara Fernandes, Clara Grácio, and J. Leonel Rocha

Abstract The synchronization of a network depends on a number of factors,
including the strength of the coupling, the connection topology and the dynamical
behaviour of the individual units. In the first part of this work, we fix the network
topology and obtain the synchronization interval in terms of the Lyapounov expo-
nents for piecewise linear expanding maps in the nodes. If these piecewise linear
maps have the same slope˙s everywhere, we get a relation between synchronizabil-
ity and the topological entropy. In the second part of this paper we fix the dynamics
in the individual nodes and address our work to the study of the effect of clustering
and conductance in the amplitude of the synchronization interval.

14.1 Introduction

A network with a complex topology is mathematically described by a graph [3].
Classical random graphs were studied by Paul Erdős and Alfréd Rényi in the late
1950s. Examples of such networks include communication and transportation net-
works, neural and social interaction networks [1,13,20]. Although features of these
networks have been studied in the past, it was only recently that massive amount of
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data are available and computer processing is possible to more easily analyze the
behaviour of these networks and verify the applicability of the proposed models.
In 1998 Watts and Strogatz [20] proposed the new small-world model to describe
many of real networks around us and in 1999 Barabási and Albert [1] proposed the
new scale-free model based on preferential attachment. These models reflect the
natural and man-made networks more accurately than the classical random graph
model. This preferential attachment characteristic leads to the formation of clusters,
the nodes with more links have a greater probability of getting new ones.

One of the most important subjects under investigation is the network synchro-
nizability [5,10,13,20]. Pecora and Carroll [16] derived the master stability method.
Li and Chen [13] derived synchronization and desynchronization values for the
coupling parameter in terms of the network topology and the maximum Lyapunov
exponent of the individual chaotic nodes.

In this work we address the study of network synchronizability in two approa-
ches. One is fixing the connection topology and vary the local dynamics in the
nodes and the other is consider the local dynamic fixed and vary the structure of
the connections. To the first approach, we study, in Sect. 14.2, the synchronization
interval considering fixed the network connection topology, for different kinds of
local dynamics. Supposing in the nodes, identical piecewise linear expanding maps,
with different slopes in each subinterval, we obtained, in Sect. 14.2.1, the synchro-
nization interval in terms of the Lyapunov exponents of these maps. As a particular
case, we derive, in Sect. 14.2.2, the synchronization interval in terms of the topo-
logical entropy for piecewise linear maps with slope˙s everywhere and we proved
that the synchronizability decreases if the local topological entropy increases. Con-
sidering identical chaotic symmetric bimodal maps in the nodes of the network, we
express, in Sect. 14.2.3, the synchronization interval in terms of one single critical
point of the map. In the second part of this work, we study the network synchroniza-
tion as a function of the connection topology, fixing the local dynamics. We try to
understand the relation of some graph invariants with the spectrum of the Laplacian
matrix [2,3]. We can find a great number of formulas relating some graph invariants
with the eigenvalues characterizing the synchronization interval, �2 and �N , but
none, as far as we know, for a relation between these eigenvalues and the clustering
formation, neither for a relation between the conductance and the clustering. So, in
Sect. 14.3, we perform experimental evaluations, that deepens the understanding of
the effect of these quantities on the network synchronizability.

14.2 Network Synchronizability and Local Dynamics

Mathematically, networks are described by graphs and the theory of dynamical net-
works is a combination of graph theory and nonlinear dynamics. From the point of
view of dynamical systems, we have a global dynamical system emerging from the
interactions between the local dynamics of the individual elements and graph theory
then analyzes the coupling structure.
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A graph is a setG D .V .G/;E.G// where V.G/ is a nonempty set ofN vertices
or nodes and E.G/ is the set of m edges or links eij that connect two vertices vi
and vj [3]. If the graph is weighted, for each pair of vertices .vi ; vj / we set a non
negative weight aij such that aij D 0 if the vertices vi and vj are not connected.
If the graph is not weighted, aij D 1 if vi and vj are connected and aij D 0 if
the vertices vi and vj are not connected. If the graph is not directed, which is the
case that we will study, aij D aj i . The matrix A D A.G/ D �

aij
	
, where vi ,

vj 2 V.G/; is called the adjacency matrix. The degree of a node vi is the number

of edges incident on it and is represented by ki , that is, ki D
iDNP
iD1

aij . The degree

distribution is the probability P.k/ that a randomly selected node has exactly k
edges.

Consider the diagonal matrix D D D.G/ D �
dij
	
, where di i D ki : We call

Laplacian matrix to L D D � A. The matrix L acts in `2 .V / and sometimes is
called Kirchhoff matrix of the graph, due to its role in the Kirchhoff Matrix-Tree
Theorem. The eigenvalues of L are all real and non negatives and are contained
in the interval Œ0;min fN; 2�g�, where � is the maximum degree of the vertices.
The spectrum of L may be ordered, �1 D 0 � �2 � � � � � �N . The second
eigenvalue �2 is know as the algebraic connectivity or Fiedler value and plays a
special role in the graph theory. As much larger �2 is, more difficult is to separate
the graph in disconnected parts. The graph is connected if and only if �2 ¤ 0. In
fact, the multiplicity of the null eigenvalue �1 is equal to the number of connected
components of the graph. As we will see later, as bigger is �2; more easily the
network synchronizes.

Consider a network of N identical chaotic dynamical oscillators, described by
a connected, unoriented graph, with no loops and no multiple edges. In each node
the dynamics of the oscillators is defined by Pxi D f .xi /, with f W Rn ! Rn and
xi 2 Rn the state variables of the node i .

The state equations of this network are

Pxi D f .xi /C c
NX

jD1
j¤i

aij� .xj � xi /; with i D 1; 2; : : : ; N (14.1)

where c > 0 is the coupling parameter, A D �
aij
	

is the adjacency matrix and
� D diag.1; 1; :::1/. Equation (14.1) can be rewritten as

Pxi D f .xi /C c
NX

jD1
lijxj ; with i D 1; 2; : : : ; N: (14.2)

where L D 

lij
� D D � A is the Laplacian matrix or coupling configura-

tion of the network. The network (14.2) achieves asymptotical synchronization if
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x1.t/ D x2.t/ D ::: D xN .t/ !
t!1 e.t/, where e.t/ is a solution of an isolate node

(equilibrium point, periodic orbit or chaotic attractor), satisfying Pe.t/ D f .e.t//.

14.2.1 Synchronization Interval for Piecewise Linear Maps
with Different Slopes

Consider the network (14.2) with identical chaotic nodes. In this work we will
consider the network in the discretized form

xi .k C 1/ D f .xi .k//C c
NX

jD1
lijf .xj .k//; with i D 1; 2; : : : ; N: (14.3)

Let 0 D �1 < �2 � ::: � �N be the eigenvalues of the coupling matrix L and let
hmax be the Lyapunov exponent of each individual n-dimensional node. If c > hmaxj�2j ;
then the synchronized states are exponentially stable [13]. We may fix f , the local
dynamic in each node and vary the connection topology,L, or fix L and vary f .

In a previous work [4] we have considered, in each node of the network, piece-
wise linear maps with slope ˙s, motivated by the fact that every m-modal map
f : I D Œa; b� � R ! I , with growth rate s and positive topological entropy
htop.f / (log s D htop.f /) is, by Theorem 7.4 from Milnor and Thurston [15]
and Parry, topologically semi-conjugated to a p C 1 piecewise linear map T ,
with p � m, defined on the interval J D Œ0; 1�, with slope ˙s everywhere and
htop.T / D htop.f / D log s. As a generalization, we will consider now a net-
work having in each node a piecewise linear map with different slopes in each
subinterval [19].

Let I � R be a compact interval and f W I ! I , f D .f1; : : : ; fn/, a piecewise
linear expanding map. The set of n laps of f defines a partition PI D fI1; : : : ; Ing
of the interval I . Let ai , with i D 1; : : : ; n C 1, be the discontinuity points and
the turning points of the map f . Considering the orbits of these points, we define a
Markov partition P 0

I of I . The orbit of each point ai is defined by

o .ai / D
n
x
.i/

k
W x.i/
k
D f k .ai / ; k 2 N0

o
:

To simplify the presentation, we consider the points a1 and anC1 as fixed points
of the map f . Let fb1; : : : ; bmC1g D fo .ai / W i D 1; : : : ; nC 1g be the set of the
points correspondent to the orbits of the discontinuity points and the turning points,
ordered on the interval I . This set allows us to define a subpartition P 0

I of PI .
The subpartition P 0

I D fJ1; : : : ; Jmg with m � n determines a Markov partition
of the interval I . Note that f determines P 0

I uniquely, but the converse is not true.
The piecewise linear expanding map f induces a subshift of finite type whosem�m
transition matrix A D Œaij � is defined by
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aij D
�
1 if f



int Jj

� � int Ji
0 otherwise.

We denote this subshift by .˙A; �/, where � is the shift map on ˙N
m defined by

� .x1x2:::/ D x2x3:::, where ˙m D f1; : : : ; mg correspondent to the m states of
the subshift. The topological entropy of .˙A; �/ is log�A, where �A is the spec-
tral radius of the transition matrix A. In [18], using the signal of f 0, is defined a
weighted matrix which describes the transitions between the points b1; : : : ; bmC1.
The relation between the transition matrix and the weighted matrix is established
in [18]. This result allows us to compute the topological entropy of a subshift of
finite type by a different method. See [18] and [19], for the relation between the
kneading data associated to f and the topological entropy. To the subshift .˙A; �/
and the Markov partition P 0

I , we associated a Lipschitz function � W I ! R, [19],
defined by

� D f�i W Ji ! R; 1 � i � mg
where

�i .x/ D �ˇ 'i .x/ and 'i .x/ D log
ˇ
ˇf 0
i .x/

ˇ
ˇ , with ˇ 2 R:

This function is a weight for the dynamical system associated to .˙A; �/ depending
on the parameter ˇ. Let L 1 .I / be the set of all Lebesgue integrable functions on
I . The transfer operator L� W L 1 .I /! L 1 .I /, associated with f and P 0

I ,



L�j

g
�
.x/ D

mX

jD1
exp�j



f �1
j .x/

�
g


f �1
j .x/

�
�f .int Ij /

where �Ij
is the characteristic function of Ij . In this section we consider a class of

one-dimensional transformations that are piecewise linear Markov transformations.
Consequently, the transfer operator has the following matrix representation. Let C
be the class of all functions that are piecewise constant on the partition P 0

I . The
transfer operator has the following matrix representation

L� g D Qˇ �g

with g 2 C , where C is the class of all functions that are piecewise constants, on
the partition P 0

I and �g D .�1; : : : ; �m/T . If Dˇ is the diagonal matrix defined by

Dˇ D .exp�1; : : : ; exp�m/

and A is the transition matrix, then the matrixQˇ is the m �m weighted transition
matrix defined by

Qˇ D ADˇ D Œqij � where qij D aij
ˇ
ˇ
ˇf 0
j

ˇ
ˇ
ˇ
ˇ
:
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By the Ruelle–Perron–Frobenius Theorem there exist �ˇ > 0 and vˇ 2 C , with
vˇ .Ji / > 0 for all 1 � i � m, such that vˇ is the eigenvector of Qˇ with largest
eigenvalue �ˇ , i.e., Qˇ vˇ D �ˇ vˇ . This eigenvector of Qˇ is used to construct a
transition probability matrix, as follows.

Let � be a measure with support in P 0
I , then we denote the adjoint operator of

L� by L�
� , which is defined by a bounded linear map on measures, i.e.,



L�
� �

�
.g/ D � 
L� g

�
:

Note that the adjoint operator L�
� is represented by the matrixQT

ˇ
. The eigenvalues

of the matricesQˇ and QT
ˇ

are the same. For the m-dimensional vector space P 0
I ,

we consider two bases

B D fe1; : : : ; emg and B0 D ˚e0
1; : : : ; e

0
m

�
:

The set of vectors in B are defined by the column vector ejD .0; : : : ; 0; 1; 0; : : : ; 0/T
where 1 is in the j th-position. These vectors correspond to the intervals of the
Markov partition. On the other hand, the set of vectors in B0 are defined by

e0
j D



0; : : : ; 0; vj ; 0; : : : ; 0

�T
, which correspond to the coordinates of the vector

vˇ . If Mˇ is the matrix which describes the change from the basis B0 to the basis
B, then we define a new matrix, the m �m matrix

Rˇ DM�1
ˇ Qˇ Mˇ D Œrij � where rij D qij vj

vi
with rij � 0:

The matrix Rˇ is the matrix representation of L� , with respect to the basis B0.
As the matrices Qˇ and Rˇ are similar, the largest eigenvalue �ˇ of these matrices
is the same. Define a m �m stochastic matrix Sˇ D Œsij � where

sij D rij

�ˇ
with sij � 0 and

mX

jD1
sij D 1:

The transpose matrix ST
ˇ

corresponds to a modified or normalized transfer operator,

with respect to the basis B0. Let u0
ˇ
D 


u0
1; : : : ; u

0
m

�
be the left eigenvector and

v0
ˇ
D 


v0
1; : : : ; v

0
m

�
be the strictly positive right eigenvector of the matrix Rˇ . The

probability vector pˇ D .p1; : : : ; pm/ is defined by

pi D u0
i v0
i

mP

iD1
u0
i v0
i

, such that
mX

iD1
pi sij D pj and

mX

iD1
pi D 1:

This vector defines the unique f -invariant equilibrium state for
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� D �ˇ log
ˇ
ˇf 0.x/

ˇ
ˇ :

Note that, if we consider �� D .u1v1; : : : ; umvm/, up to a multiplicative constant,
then �� D pˇ , see [19] and references therein.

The stochastic matrix Sˇ and the probability vector pˇ allow us to define an
invariant probability measure�ˇ on the repeller, depending on the parameter ˇ. Let
˙A and˙m be as above. Define �ˇ on the semi-algebra of measurable intervals by

�ˇ

˚
.xi /i2N 2 ˙A W xq D a1; : : : ; xqCk�1 D ak ; with ak 2 ˙m and k 2 N

��

D pa1
sa1a2

sa2a3
:::sak�1ak

:

We call this measure the weighted Markov measure, associated to the weighted one-
sided



pˇ ; Sˇ

�
-Markov shift, supported by the repeller. This invariant measure gives

nonvanishing probabilities only for the trajectories staying in the repeller.

Lemma 14.1. The weighted one-sided


pˇ ; Sˇ

�
-Markov shift has Lyapunov expo-

nent �
ˇ
.f / with respect to the measure �ˇ , given by

�
ˇ
.f / D

mX

iD1
pi log


ˇ
ˇf 0
i

ˇ
ˇ
�

(14.4)

where the derivative f 0
i is evaluated on the interval Ji of the partition P 0

I .

See [19] for the proof. Attending that, there exist a unique invariant probabil-
ity measure �1, .ˇ D 1/ for the map f , generated by the absolutely continuous
conditionally invariant measure � (see Proposition 2 of [19]), we may express the
network synchronizability interval in terms of the Lyapunov exponent �
1

.f /.

Theorem 14.1. Consider the network (14.3), having a connection topology given
by some coupling matrix L with eigenvalues 0 D �1 < �2 � ::: � �N and in
each node identical piecewise linear expanding maps f with Lyapunov exponent
�
1

.f / given by (14.4). Then, the network synchronizes if the coupling parameter
c verifies

1 � e���1
.f /

�2
< c <

1C e���1
.f /

�N
:

Proof. By Lemma 14.1, we have for piecewise linear expanding maps that
hmax .f / D �
1

.f /. So, the desired result follows from [13]. ut
As an immediate consequence, we have:

Corollary 14.1. Consider the network (14.3), having a connection topology given
by some coupling matrix L with eigenvalues 0 D �1 < �2 � ::: � �N and in
each node identical piecewise linear expanding maps f with Lyapunov exponent
�
1

.f / given by (14.4). Then:
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1. If the local dynamic is fixed, then, the amplitude of the synchronization interval
increases as �N � �2 decreases, that is, if the network topology is closer to a
fully connected graph.

2. If �N D �2, then there exist some non empty synchronization interval, for all
�
1

.f /.
3. If the connection topology, given by some coupling matrix L, is fixed then, the

amplitude of the synchronization interval decreases, as the Lyapunov exponent
�
1

.f / in each node, grows.

Proof. 1. If the local dynamic is fixed, then �
1
.f / is constant. The amplitude of

the synchronization interval
1C e���1

.f /

�N
� 1 � e

���1
.f /

�2
increases if �N��2

decreases.

2. If �N D �2, then the superior bound of the synchronization interval is always
larger than the inferior bound, so the synchronization interval is non empty.

3. If the connection topology is fixed, then �2 and �N are fixed, so the synchro-
nization interval depends only on the local dynamics expressed by �
1

.f /. If
the Lyapunov exponent in each node grows, then, 1 C e���1

.f / decreases and
1 � e���1

.f / increases, so the synchronization interval is smaller. ut

14.2.2 Synchronization Interval in Terms of the Topological
Entropy

In this section, we consider a particular case, the network described by (14.3), where
the functionf , representing the local dynamics, is a piecewise linear expanding map
with slope˙s everywhere. Then, the Lyapunov exponent of f is given by

hmax D �
1
.f / D

mX

iD1
pi log


ˇ
ˇf 0
i

ˇ
ˇ
� D

mX

iD1
pi log s D log s

mX

iD1
pi D log s:

(14.5)
Now we are in position to state that the synchronization interval of these networks

may be expressed in terms of the topological entropy htop.f / of the piecewise linear
maps, representing the local dynamics in each node.

Corollary 14.2. Consider the network (14.3), having a connection topology given
by some coupling matrix L with eigenvalues 0 D �1 < �2 � ::: � �N and in each
node identical chaotic piecewise linear map with slope ˙s everywhere. Then, the
network synchronizes if the coupling parameter c verifies

1 � e�htop.f /

�2
< c <

1C e�htop.f /

�N
: (14.6)
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Proof. Attending to (14.5) we have hmax D log s for piecewise linear maps with
slope˙s everywhere. In this case, we have by [15] log s D htop.f /, so the desired
result follows from Theorem 14.1. ut
Remark 14.1. As a consequence of Corollaries 14.1 and 14.2, the synchronization
interval amplitude decreases as the topological entropy in each node grows, if the
connection topology of the network is fixed.

14.2.3 Monotonicity of the Synchronization Interval Amplitude
for Symmetric Bimodal Maps

Symbolic dynamics is an important tool to study piecewise monotone interval maps
and can be applied to study some characteristics of graphs, see [11] and [12].
Consider a compact interval I � R and a m-modal map f W I ! I; i.e., the
map f is piecewise monotone, with m critical points and m C 1 subintervals of
monotonicity. Suppose I D Œc0; cmC1� can be divided by a partition of points
P D fc0; c1; : : : ; cmC1g in a finite number of subintervals

I1 D Œc0; c1� ; I2 D Œc1; c2� ; ... , ImC1 D Œcm; cmC1� ;

in such a way that the restriction of f to each interval Ij is strictly monotone, either
increasing or decreasing. Assuming that each interval Ij is the maximal interval
where the function is strictly monotone, these intervals Ij are called laps of f and
the number of distinct laps is called the lap number `, of f . In the interior of the
interval I the points c1; c2; . . . , cm; are local minimum or local maximum of f and
are called turning or critical points of the function. The limit of the n-root of the lap
number of f n (where f n denotes the composition of f with itself n times) is called
the growth number of f , and its logarithm is the topological entropy

s D lim
n!1

n
p
`.f n/ and htop.f / D log s:

The kneading matrix associated to a bimodal maps fa;b is (see [11]),

N.t/ D
�
N11.t/ N12.t/ N13.t/

N21.t/ N22.t/ N23.t/

�

:

From N.t/ we compute the determinants Dj .t/ D detbN.t/, where bN.t/ is
obtained from N.t/ removing the j column .j D 1; 2; 3/, and if the map is
decreasing in the first lap, the kneading determinantD.t/ verifies the relationship

D.t/ D D1.t/

1C t D �
D2.t/

1 � t D
D3.t/

1C t : (14.7)

The topological entropy of the map fa;b is
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htop.f / D log s, with s D 1

t�
and t� D min ft 2 Œ0; 1� W D.t/ D 0g :

For a bimodal map, the symbolic sequences corresponding to periodic orbits of
the critical points c1, with period p; and c2 with period k; may be written as




AS1S2:::Sp�1

�1
; .BQ1:::Qk�1/1

�
:

In that case we have two periodic orbits, but in other cases of bimodal maps we
have a single periodic orbit, of period pCk, that passes through both critical points
(bistable case), for which we write only .AP1:::Pp�1BQ1:::Qk�1/1.

Now, we will study this two cases, with the additional condition that p D k and
the symbolsQj are the symmetric of the symbols Pj ; in the sense of the following
definition, [6].

Definition 14.1. Let fa;b be a symmetric bimodal map for which the periodic
kneading sequence, with period q D 2p; is

S D
�

AS1S2:::Sp�1

�1
; .B OS1 OS2::: OS1

p�1/1
�

(14.8)

or
S D .AS1S2:::Sp�1B OS1 OS2::: OSp�1/1 (14.9)

with S1; S2; : : : ; Sp�1 2 fL; M; Rg, such that

8
<

:

OSj D R; if Sj D L
OSj D L if Sj D R
OSj D M if Sj DM

and A$ B: (14.10)

The bimodal map fa;b is called a symmetric bimodal map and (14.10) is called
a mirror transformation for this map.

Lemma 14.2. Let S D
�

AS1S2:::Sp�1

�1
; .B OS1 OS2::: OS1

p�1/1
�

be a symmetric

bimodal kneading sequence satisfying the mirror transformation (14.10). Then, we
have

D1.t/ D D3.t/ D N12.t/.N13.t/ �N11.t// and D2.t/ D N 2
13.t/ �N 2

11.t/:

For the particular case of bistable symmetric bimodal maps we get a similar
result.

Lemma 14.3. Let S D .AS1S2:::Sp�1B OS1 OS2::: OSp�1/1 be a symmetric bimodal
kneading sequence with period q D 2p, satisfying the mirror transformation
(14.10). Then, we have

D1.t/ D D3.t/ D N12.t/.N13.t/ �N11.t// and D2.t/ D N 2
13.t/ �N 2

11.t/:
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With the above lemmas, we are in position to state the following result, concern-
ing the topological entropy of symmetric bimodal maps.

Theorem 14.2. Let fa;b be a symmetric bimodal map of type (14.8) or (14.9) or in
the sense of Definition 14.1 and D.t/ the kneading determinant (14.7). Let s D 1

t�

be the growth number of fa;b , where

t� D min ft 2 Œ0; 1� W N13.t/ �N11.t/ D 0g : (14.11)

Then, the topological entropy of the map fa;b is log s.

The above results establish that the dynamics of a symmetric bimodal map
is determined by only one of its critical point, so it behaves like a unimodal
map. See the proofs of the above results in [6]. Consider the network described
by (14.3), where the function f , representing the local dynamics, is a piecewise lin-
ear map with slope˙s everywhere. From [15] we know that the topological entropy
htop D log s, and attending to Corollary 14.2, the synchronization interval may be
expressed in terms of the topological entropy. From Corollary 14.2 we know that the
network (14.3) synchronizes, if the coupling parameter c verifies (14.6). As particu-
lar cases, one can consider unimodal or bimodal maps in each node of the network.
As a consequence of Corollary 14.2 and Theorem 14.2, we may state the following
result.

Corollary 14.3. Consider the network (14.3), having a connection topology given
by some coupling matrix L with eigenvalues 0 D �1 < �2 � ::: � �N and in each
node identical chaotic symmetric bimodal piecewise linear maps fa;b , with slope
˙s everywhere. Then, the amplitude of the synchronization interval increases, as t�
(14.11) of the map fa;b grows.

We have established the synchronization interval in terms of the topological entropy
of piecewise linear maps with slope ˙s everywhere. As we know that, every m-
modal map with positive topological entropy htop.f / is semiconjugated to a pC 1
piecewise linear map T , (p � m), with slope ˙s everywhere and htop.T / D
htop.f / D log s, we wonder if the above results are valid when in the nodes there
are identical m-modal maps. The maps f : I ! I and T : J ! J are semiconju-
gated if there exist a function h continuous, monotone and onto, h W I ! J , such
that T ı h D h ı f . If, in addition, h is a homeomorphism, then f and T are said
topologically conjugated. We proved in [7] that in the case of topological conjugacy
the synchronization of the two piecewise linear maps T implies the synchronization
of the two conjugated m-modal maps f . Furthermore, by a result of [17], if f is
topologically transitive, then the mentioned semiconjugacy is in fact a conjugacy. It
remains an open problem to find weaker conditions for the relation between the syn-
chronization of piecewise linear maps and the synchronization of the respectively
semiconjugated piecewise monotone maps.
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Fig. 14.1 Tree of unimodal admissible trajectories
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Fig. 14.2 The amplitude of the synchronization interval decreases as the entropy grows along a
line in the tree of admissible unimodal maps

14.2.4 Numerical Simulations

Consider a network with a fixed topology and suppose that the nodes are identi-
cal chaotic maps. In [12] and [9] we may see a tree (see Fig. 14.1) of admissible
kneading sequences associated with unimodal functions f , ordered by its topolog-
ical entropy. We have computed the synchronization interval along lines where the
topological entropy grows in this tree of admissible trajectories for the unimodal
piecewise linear map. Our approach consists in determining for each one of the
local discrete dynamical system for what values of the coupling parameter, c, there
is synchronization, for different coupling scenarios.

Following any horizontal line of this tree, as we go from left to right, the ampli-
tude of the interval decreases as the entropy grows. In Fig. 14.2 we display an
example: fixing the graph topology with three nodes and two edges, expressed by
the adjacency matrix A and varying the local dynamics on the nodes, following these
lines on that tree of admissible trajectories associated with unimodal functions until
period 6, we display the variation of the synchronization interval amplitude with
the grows number. We confirm, as established in 3 of Corollary 14.1, that the
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Fig. 14.3 This is a non fully-connected graph with 4 nodes and the synchronization interval does
not exist for all s
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Fig. 14.4 This is a fully-connected graph with 5 nodes and the synchronization interval exist for
all s

synchronization interval amplitude decreases when the topological entropy
increases. Fixing some other topologies for the graph, described by the adjacency
matrix A and varying the local map in the nodes, along the referred lines in the
above tree, we display in Figs. 14.3 to 14.5 the amplitude of the synchronization
interval. The blue dots represents the upper limit and the red dots represents the
lower limit of the synchronization interval. So, the amplitude of the synchronization
interval for each value of s is the vertical distance between each pair of one red
point and one blue point. When the red dots are above the blue ones, there exist
not any synchronization interval. Note that in Fig. 14.4 the graph is fully connected,
so �2 D �N [10] and the synchronization interval is non empty for all s, which
confirms 2 in Corollary 14.1.
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Fig. 14.5 This is a non fully-connected graph with 5 nodes and the synchronization interval does
not exist for all s

14.3 Graph Invariants and Synchronization

Consider the graphG D .V .G/;E.G// associated to a network, as described above.
Among all graph invariants we will pay special attention to the conductance and the
quality of the clustering, [14].

There are several definitions of conductance of a graph, [8]. We will use the
following

˚.G/ D min
U�V

jE.U; V � U /j
min fjE1.U /j ; jE1.V � U /jg ;

where jE.U; V � U /j is the number of edges from U to V �U and jE1.U /jmeans
the sum of degrees of vertices in U , [2]. A clustering of the graph G is a partition
of the vertex set C D fC1; C2; : : : ; Ckg and Ci � V.G/ are called clusters. We
identify a cluster Ci with the induced subgraph of G, that is, the graph G.Ci / D
fCi ; E.Ci /g. The set of intracluster edges is defined by Intra.C / D SiDk

iD1 E.Ci /
and the set of intercluster edges by Inter .C / D Intra.C / D E.G/nInter.C /. The
performance of a clustering should measure the quality of each cluster as well as the
cost of the clustering. In [14] this bicriteria is based in a two-parameter definition
of a .˛; "/-clustering, where ˛ should measure the quality of the clusters and " the
cost of such partition, that is, the ratio of the intercluster edges to the total of edges
in the graph.

Definition 14.2. We call a partition C D fC1; C2; : : : ; Ckg of V an .˛; "/-
clustering if:

1. The conductance of each cluster is at least ˛

˚.G.Ci // � ˛; for all i D 1; : : : ; kI
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2. The fraction of intercluster edges to the total of edges is at most "

Inter .C /

jE.C /j � ":

According to this definition the clustering is good if it maximizes ˛ and
minimizes ": We introduce then a coefficient that accomplish both optimization
problems.

Definition 14.3. For an .˛; "/-clustering C; define the performance of C by the
ratio

R D "

˛
:

That means that a clustering is better if it has smaller R.
Our study conduces to the following conclusions:

1. A bad clustering implies a larger synchronization interval.
2. The conductance of the underlying graph is a good parameter to characterize the

clustering and the synchronization.

We can see that the curve of R follows the curve of the eigenratio which, in turn,
follows the curve of the conductance. Thus the three quantities characterize both
the synchronizability and the quality of the clustering. These quantities vary in the
opposite direction: better clustering implies poorer synchonization. For the network
(14.3) the synchronization interval is (14.6). Fixing the dynamics f in the nodes,
the synchronization interval will be as larger as much the eigenratio r D �2=�N
is bigger. Our conclusions are based in the observance of similar behavior of all
three parameters: the conductance ˚ , the eigenratio r and the performance of the
.˛; "/-clustering R.

We perform an experimental evaluation to observe, for several clustering forma-
tion, the effect of the graph conductance and the performance of the .˛; "/-clustering
on the synchronizability.

First we consider a complete graph with fifteen nodes and we delete edges, sim-
ulating the formation of a certain clustering, until obtain a disconnected graph. In
Fig. 14.6 three steps of the process conducing to the partition

C D ff1; : : : ; 5g; f6; : : : ; 9g; f10; : : : ; 15gg:

In Fig. 14.7 are the results for the three parameters.
Next we have considered the formation of a clustering with four clusters C D

ff1; 2; 3g; f4; 5; 6; 7g; f8; 9; 10g; f11; 12; 13; 14; 15gg as can be seen in Fig. 14.8. In
Fig. 14.9 are the results for the three parameters in the process of

C D ff1; 2; 3g; f4; 5; 6; 7g; f8; 9; 10g; f11; 12; 13; 14; 15gg

clustering formation.
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Fig. 14.6 Process of C D ff1; : : : ; 5g; f6; : : : ; 9g; f10; : : : ; 15gg clustering formation
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Fig. 14.7 Behavior of the quantities ˚;R and r for the process of C D ff1; : : : ; 5g; f6; : : : ; 9g;
f10; : : : ; 15gg clustering formation
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Fig. 14.8 Process of C D ff1; 2; 3g; f4; 5; 6; 7g; f8; 9; 10g; f11; 12; 13; 14; 15gg clustering for-
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Fig. 14.9 Behavior of the quantities ˚; R and r for the process of C D ff1; 2; 3g; f4; 5; 6; 7g;
f8; 9; 10g; f11; 12; 13; 14; 15gg clustering formation
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Fig. 14.10 C D ff1; 2; 3g; f4; 5; 6g; f7; 8; 9g; f10; 11; 12g; f13; 14; 15gg clustering formation
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Fig. 14.11 Behavior of the quantities ˚; R and r for the process of C D ff1; 2; 3g; f4; 5; 6g;
f7; 8; 9g; f10; 11; 12g; f13; 14; 15gg clustering formation

Finally we have considered a clustering with 5 clusters C D ff1; 2; 3g; f4; 5; 6g;
f7; 8; 9g; f10; 11; 12g; f13; 14; 15gg: See Fig. 14.10.

And we can observe in Fig. 14.11 similar results for the process ofC Dff1; 2; 3g;
f4; 5; 6g; f7; 8; 9g; f10; 11; 12g; f13; 14; 15gg clustering formation.

We can observe that, as the cluster formation is more evident (as the ratio
R increases), worse is the synchronizability. The same can be observed for the
conductance.
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Chapter 15
Continuous Models for Genetic Evolution
in Large Populations

Fabio A.C.C. Chalub and Max O. Souza

Abstract We consider a recently proposed generalisation of the Kimura equation,
a Fokker–Planck type equation describing the evolution of p.x; t/, the probabil-
ity of finding a fraction x of mutants at time t in a population evolving according
to standard models in evolutionary biology. We present a detailed description of
the solution, and we show that it naturally divides in two different time scales: the
first determined by the drift (the natural selection), the second by the diffusion (the
genetic drift).

15.1 Introduction

Fokker–Planck equations are ubiquitous in many fields of applied sciences. In this
work, we will review a generalisation (introduced in [1,3]) of the celebrated Kimura
equation [5] in evolutionary biology, and its underlying mathematical analysis. The
results will be presented without proofs. The interested reader is redirected to the
original references [2–4].

Let x 2 Œ0; 1� be a fraction of a given gene in a population divided in two types:
the mutant and the wild type. We consider the following drift-diffusion (Fokker–
Planck) equation.

@tp D �

2
@2x .x.1 � x/p/ � @x

�
x.1 � x/

�
 .1/.x/ �  .2/.x/

�
p
�
; (15.1)
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e-mail: msouza@mat.uff.br

M.M. Peixoto et al. (eds.), Dynamics, Games and Science I, Springer Proceedings
in Mathematics 1, DOI 10.1007/978-3-642-11456-4 15,
c� Springer-Verlag Berlin Heidelberg 2011

239

chalub@fct.unl.pt
msouza@mat.uff.br


240 F.A.C.C. Chalub and M.O. Souza

where � > 0 and  .1;2/ W Œ0; 1� ! R are smooth functions, called in the biological
literature the fitness, for the mutant and the wild-type, respectively.

Equation (15.1) is supplemented by the conservation laws

@t

Z 1

0

p.x/ dx D 0 ; @t

Z 1

0

�.x/p.x/ dx D 0 ; (15.2)

where � is the unique solution of

�00 C  �0 D 0; �.0/ D 0; �.1/ D 1;

where  .x/ D  .1/.x/�  .2/.x/ is the relative fitness of the two species.
The main theorem is given by

Theorem 15.1. For a given p0 2 BM C.Œ0; 1�/, there exists a unique solution
p to (15.1), with p 2 L1 


Œ0;1/IBM C.Œ0; 1�/
�

and such that p satisfies the
conservations laws (15.2). The solution can be written as

p.t; x/ D q.t; x/C a.t/ı0 C b.t/ı1;

where ıy denotes the singular measure supported at y, and q 2 C1 

RCIC1

..0; 1/// is a classical solution to (15.1). We also have that a.t/ and b.t/, belong to
C.Œ0;1//\ C1.RC/. In particular, we have that

p 2 C1.RCIBM C.Œ0; 1�//\ C1.RCIC1..0; 1// :

For large time, we have that limt!1 q.t; x/ D 0, uniformly, and that a.t/ and b.t/
are monotonically increasing functions such that:

a1 WD lim
t!1 a.t/ D

Z 1

0

.1 � �.x//p0.x/ dx and

b1 WD lim
t!1 b.t/ D

Z 1

0

�.x/p0.x/ dx;

Moreover, we have that

lim
t!1p.t; �/ D a1ı0 C b1ı1;

with respect to the Radon metric. Finally, the convergence rate is exponential.

15.2 Early and Intermediate States

The Early and Intermediate states can be well identified, when � � 1.
When � D 0. The solution can be obtained by the characteristic method, and is

given by
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p0.t; x/ D p0.˚�t .x//
ˇ
ˇ
ˇ
ˇ
 .˚�t .x//
 .x/

ˇ
ˇ
ˇ
ˇ
˚�t .x/ .1 �˚�t .x//

x.1 � x/ ; (15.3)

where ˚t is the flow map of the Replicator differential equation

PX D X.1� X/ .X/: (15.4)

Now, let p� denote the solution to (15.1) for � > 0. Then we have

Theorem 15.2. Let p0.t; x/ and p�.t; x/ be solutions to (15.1) with � D 0, and
� > 0, respectively. Then there exist positive constants C1 and C2 such that for
0 � t � C1�, we have

kp0.t; �/� p�.t; �/k1 � C2�:

Thus, in the very beginning the dynamics is essentially given by the Replica-
tor, (15.4).

On the other hand, in certain cases there will be an intermediate dynamic
behaviour as well. Let us suppose that  has a single zero, x0, in .0; 1/, and that
 0.x0/ < 0, so that the corresponding equilibrium is stable for the Replicator
equation (15.4). Let �0 be as defined in Sect. 15.3, and let '0 be its associated eigen-
function. Furthermore, let q.0/ be the Fourier coefficient of the zeroth order term of
q0. We then have the following:

Theorem 15.3. Assume that .x/ as above. Then, there exist positive constantsC3,
C4 and C5 such that, for C3 < t < C4��1, we have

kq�.t; x/ � q.0/'0e��0tk1 < C5�

15.3 Final States

In order to compute the final state, and the rate of convergence to it, given by
solutions of (15.1) and (15.2), we introduce the following functional space:

Ds D
8
<

:
� 2 L2 .Œ0; 1�; �dx/

ˇ
ˇ
ˇ

1X

jD0
b�.j /�

s=2
j
'j 2 L2 .Œ0; 1�; �dx/

9
=

;
; b�.j / D .�; 'j /;

with norm given by

k�k2s D
1X

jD0
b�.j /2�sj :

Representing the fact that, given a mutant gene, it will eventually be fixed or
lost, we conclude that the final state should be a linear combination of Dirac-deltas
supported on the boundaries of the domain. More precisely, we have that
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Theorem 15.4. Let � denote the Radon metric, and let

p1 D a1ı0 C b1ı1:

Let p be the solution to (15.1) obeying conservation laws (15.2) with an initial
condition with q0 2 BM C.Œ0; 1�/i . Let �0 be the smallest eigenvalue of

8
<̂

:̂

�' 00 C 1
4

�
2 0 C  2	 ' D ��.x/';

'.0/ D '.1/ D 0; �.x/ D 1
x.1�x/ :

(15.5)

Then, �0 > 0 and there exists a positive constant C , such that

lim
t!1 e�0t�.p; p1/ � C: (15.6)

In addition, if we assume that

w0 D x.1 � x/e� 1
2

R x
0  .s/ dsq0 2 BM C..0; 1//\Ds ; s > 0;

then there is a constant C0;s such that

�.p; p1/ � 2C0;skw0kse��0t : (15.7)

In particular, (15.6) implies convergence in the Wasserstein metric.
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Chapter 16
Forecasting of Yield Curves Using Local State
Space Reconstruction

Eurico O. Covas and Filipe C. Mena

Abstract We examine models of yield curves through chaotic dynamical systems
whose dynamics can be unfolded using non-linear embeddings in higher dimen-
sions. We refine recent techniques used in the state space reconstruction of spatially
extended time series in order to forecast the dynamics of yield curves. We use daily
LIBOR GBP data (January 2007–June 2008) in order to perform forecasts over a
one-month horizon. Our method outperforms random walk and other benchmark
models on the basis of mean square forecast error criteria.

16.1 Introduction

Yield curve modelling and forecasting has an important role to play in the pricing
and risk management of financial instruments. Although a number of past works
have addressed the problem of modelling of yield curves, little attention has been
paid to the actual forecast of yield curves as a function of both time and maturity.

Diebold and Li [5] consider US government bond data of Fama–Bliss at 17 values
of maturity. They use a dynamical Nelson–Siegel model and report better one-year
ahead forecasts than previous approaches including linear, random walk and auto
regression (AR) models. The model of [5] has also been tested and used with other
data (see e.g. [2]).

Stochastic models had been reported to perform well particularly at small fore-
cast horizons, with the random walk models being famously hard to beat (see e.g.
[2, 3, 5]). In particular [2] models the Nelson–Siegel parameters using martingales
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and finds, in general, lower forecasting errors than the ones using AR(1) estimates
for the same parameters.

Here we propose an approach which is radically different from the previous
models in this context. Our approach is based on the embedding reconstruction of
local states from chaotic dynamical systems theory. The reconstruction preserves the
dynamics under smooth coordinate transformations and the theorems Whitney [14],
Takens–Mañé [9, 13] and Sauer et al. [12] guarantee the existence of the embed-
ding. However, the theorems indicate an embedding dimension which is sufficient
(but not necessary) and is often too high for computational purposes.

In order to find more appropriate dimensions for computations we use a method
that results from a refinement of the method described by Parlitz and Merkwirth [11]
for the reconstruction of spatiotemporal time series (STTS).

Here we shall take data using the LIBOR official fixing for LIBOR GBP as given
by the British Banking Association (BBA). We use daily training sets (with more
than 40 maturities) and compare our results with Diebold–Li, random walk, linear
(see [5] for a summary of those), spline, AR and Hull–White type models.

16.2 The Parlitz–Merkwirth Method

We shall now describe the method of Parlitz–Merkwirth [11] to reconstruct local
state data and the modifications we introduce for our problem.

Let n D 1; : : : ; N and m D 1; : : : ;M . Consider a spatially extended time series
s which can be represented by a N �M matrix with components snm 2 R. To these
components we will call states of the STTS.

Consider a number 2I 2 N of spatial neighbours of a given snm and a number
J 2 N of temporal past neighbours to snm.

For each snm, we define the super-state vector x.snm/ with components given by
snm, its (nearest) 2I spatial neighbours and its J past temporal neighbours, and with
K and L being the temporal and spatial lags, correspondingly to x.smn / to be equal

n
snm�IL; : : : ; snm; : : : ; snmCIL; sn�K

m�IL; : : : ; sn�K
m ; : : : ; sn�K

mCIL; : : : sn�JK
m�IL; : : : ;

sn�JK
m ; : : : ; sn�JK

mCIL
o

(16.1)

So the dimension of each x.smn / is

d D .2I C 1/.J C 1/

Parlitz–Merkwirth use only rectangular regions for the spatiotemporal neighbours
of the centre element sij in order to reconstruct xij . We shall follow one of their
suggestions to improve the method by using triangular regions (designated by light-
cones) and extend this suggestion to semi-triangular regions, i.e. left light cones and
right light cones according to their position relative to the central element sij .
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Now, for each pair .n;m/, there is a one-to-one invertible map f �1

f �1 W R! Rd

snm ! xnm � x.snm/

We wish now to approximate f W R! Rd .
Take Ntrain time consecutive states snm of s. With those, we form a training set

A of super-states xnm. We shall reconstruct a given super-state xnm 2 A by using its
closest past neighbours on A, separated in time by � 2 N.

We will then approximate f by some unknown function F W Rd ! R such that

F.xnm/ D snC�
m

There are several ways to do this. Parlitz–Merkwirth proposal is the following: Take
a xnm. Find the nearest neighbour to xnm on A, say xij , in the euclidean norm. Now,

siC�j , which is known a priori, will be an approximation pnC�
m for snC�

m i.e.

F.xij / � siC�j  snC�
m

where xij is the nearest neighbour of xnm.
We shall introduce another modification here with respect to the original method

by considering the nth nearest neighbouring super state to xnm and then averaging
the n values of s obtained in this way in order to get snC�

m . This neighbourhood
averaging shall also carry some weights according to the Euclidean distance to the
central super state xnm.

Finally, we shall introduce a smoothing method after we get the data from the
above (modified) Parlitz–Merkwirth procedure. For the smoothing we shall use
polynomial least squares method (the polynomial order will depend on the case) and
the Diebold–Li smoothing which is adapted to yield curve profiles. The embedding
theorems do not state how to choose the space and time delays of the embedding.
This can be done using the notion of average mutual information which has been
used widely in the past (see e.g. [7]). This will give us an estimate for the values
of the spatial and temporal delays K and L which can then be used to determining
I and J (by minimizing the error of the forecasting) and therefore the embedding
dimension. Mutual information estimates how measurements of sij at time i are

connected to measurements of siCLj at time i C L.
In order to determine the embedding parameters I and J we shall use the method

of false neighbour detection proposed by [8] and described in detail in [1].

16.3 Yield Curves and Forecasting Methods

Let P.t; �/ denote the price of a discount bond of period � and y.t; �/ its corre-
sponding yield to maturity. Then the discount curve is given by

P.t; �/ D e�.��t/ y.t;�/
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The relationship between the yield and the forward rates f .t; �/ is

f .t; �/ D �P
0.t; �/
P.t; �/

so yields and forward rates are related by

y.t; �/ D 1

�

Z �

t

f .t; u/du

which is usually called the yield curve. So, one can estimate a smooth discount
curve and then use the above formulae to construct the yield curve. We shall use
this procedure to get our daily datasets.

We shall now briefly describe several methods used in the past to forecast yield
curves, namely linear, random walk, Diebold–Li and Hull–White type models.

16.3.1 Linear Models

We shall use two linear models: AR regressions and slope regressions.
On a slope regression the forecasted yield curve results from regressing changes

on the curve slope

y.t C h=t; �/� y.t; �/ D a0 C a1.y.t; �/ � y.t; �0//

for some constants a0; a1. This seems a quite naive approach but, surprisingly, gives
good results for short-term predictions.

We consider AR type regression on yield levels or on the yield changes (see e.g.
[5]). Although the results from these models have been reported to be worse than
other models below (see e.g. [5]) we nevertheless test them with our data.

16.3.2 The Diebold–Li Model

Diebold and Li [5] use the well-known Nelson–Siegel [10] model

y.t C h

t
; �/ D ˇ1.t/C ˇ2.t/

 
1 � e��.t/�

�.t/�

!

C ˇ3.t/
 
1 � e��.t/�

�.t/�
� e��.t/�

!

but take its ˇi parameters as AR(1) processes

ˇ1.t C h

t
/ D ci C �iˇi .t/; i D 1; 2; 3

where the coefficients ci and �i are obtained from regressing ˇ
tf
h
.t/ on ˇ

tf �h
1 .t/

for each time step h.
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16.3.3 A Hull–White Type Model

We shall use a G2CC model whose detailed description together with the analogy
to the Hull–White model can be found in Brigo and Mercurio [4].

The Hull–White approach is a single-factor, no-arbitrage yield curve model
in which the short-term interest rate is the random factor or state variable. The
model assumes that the probability distribution of short-term interest rate returns
is normally distributed and subject to reversion to the long term mean.

Let ' W Œ0; T ��! R denote a deterministic function and r a short-rate stochastic
process (under the risk-adjusted measure Q) given by

r.t/ D x.t/C '.t/; r.0/ D r0; t > 0
where the process x satisfies

x.t/ D �ax.t/dt C �dW.t/; x.0/ D 0 (16.2)

andW is a Brownian motion and a; � positive constants, defined as the mean rever-
sion and the volatility of the stochastic process. The assumption is that the level
of interest rates reverts to a long term level. Mean reversion is referred as the rate
that the interest rates revert to its asymptotic level. Volatility refers to the standard
deviation of the continuously compounded returns of interest rates within a specific
time horizon, typically over one calendar year.

Being t real time and � maturity time the price of a zero-coupon bond with unit
face value is

P.t; �/ D PM .0; �/

PM .0; t/
eA.t;�/

with PM .0; �/ being the term structure of discount factors currently observed and

A.t; �/ D 1

2
.V .t; �/ � V.0; �/C V.0; t// � 1 � e

�a.��t/

a
x.t/

V .t; �/ D �2

a2

�

� � t C 2

a
e�a.��t/ � 1

2a
e�2a.��t/ � 3

2a

�

16.3.4 Naive Models

By naive we do not mean that they perform worse than other models. They are sim-
plistic in their mathematical formulation but can be quite efficient particularly in
short-term unstable periods. These include spline methods and random walk mod-
els. The random walk model here will be simply the statement of no change yield
forecast

y.t C h=t; �/ D y.t; �/
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These models have been one of the most important competitors for forecasting yield
curves.

16.4 Yield Curves Forecasting

This section presents the main results. We perform 30-day forecasts by 1 day con-
catenated steps. We use data from LIBOR GBP currency data from January 2007
to June 2008, as shown in Fig. 16.1. We compare our results with the benchmark
models described in Sect. 16.3.

The random walk models have been hard to beat on the one-year forecast horizon
[5] as well as on the one-month ahead forecast (see e.g. [3]). So, following previous
authors we will show our error results normalized by the corresponding random
walk error. The error measure we shall use is the mean square forecast error.

In order to test the scheme, we shall take a calibration data set and then fore-
cast out-of-sample data which is however known. In this way, we can calculate the
error of the prediction at each step by comparing with the true values, i.e. we shall
compare the values of the approximation piC�j with the exact values siC�j , i � n.

We calibrate our I; J;K;L parameters in (16.1) using mutual information min-
ima for the K and L lags and the false neighbours method for finding the optimal
embedding space and time dimensions I and J (see [11] and references therein).
Using this calibration approach we get an optimal embedding for a time lag of
L D 7 business days, a spatial lag of K D 9 months in maturity space, I D 1,
i.e. one spatial neighbour on each side of snm and a total of J D 3 time neighbours
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Jan/2007 Jul/2007 Dec/2007 Jun/2008

Yield curves

Fig. 16.1 Yield curves from Jan 2007 to June 2008 for LIBOR GBP. We represent here zero
coupon rates calculated from the original market data consisting of cash rates, futures, future con-
vexity, swap rates, and turn of year rates. The conversion is done via forward linear interpolation
using a conjugate gradient method. The brightest yellow–red colour represent high rates and the
blue–green colours represent lower rates. The maximum rate represented here is 6.84% and the
lowest is 4.66%. Notice the weak spatio–temporal interaction, where one has migrations across
space and time
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Fig. 16.2 Error of forecast comparison for 30 business days (UK business days) between random
walk (i.e. constant forecast) method and our non-linear embedding method. The training set is the
one from Fig. 16.1 minus � time steps. The graph shows that the non-linear embedding method is
superior at most forecast horizons, although always closely followed by the random walk method.
Notice that at large time horizons, forecasts become meaningless, since the errors grows close to
the variance of the full set values
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Fig. 16.3 Error of forecast comparison for 30 business days (UK business days) between Brigo–
Mercurio formula and our non-linear embedding method. The training set is the one from Fig. 16.1
minus � time steps. The graph shows that the non-linear embedding method is slightly superior
at most forecast horizons, although always very closely followed by the random walk method.
Notice that at large time horizons, forecasts become meaningless, since the errors grow close to
the variance of the full set values

before snm. Notice that these 4 parameters are not arbitrary or free parameters since
the mutual information minimal approach and the false neighbours method should
give the optimal embedding.

Our results (see Figs. 16.2 and 16.3) show that the spatiotemporal forecasting is
better than both the random walk and Hull–White models.

Notice that for the Hull White model we have (see Fig. 16.4) also explored chang-
ing the free parameters mean reversion a and volatility � , usually calibrated against
swaption volatility surfaces. The calibration of the mean reversion and volatility
can be arbitrary in the sense it can depend on fine tuning numerical parameters.
Furthermore there are many competing methods for calibration, including the pos-
sibility of using past data as well as forward data, e.g. calibrating to historical
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Fig. 16.4 Average error of forecast for 30 business days (UK business days) for the Brigo–
Mercurio formula as a function of the short rate’s mean reversion a and volatility � . The training
set is the one from Fig. 16.1 minus � time steps. The plot indicates that the results obtained form the
Brigo–Mercurio formula are never better than our non-linear embedding method for this particular
training set at all reasonable possible combinations of the unobservable parameters of the model.
These unobservable parameters are usually calibrated to swaption volatility matrices, representing
the expected future changes of yield curves

time series. To demonstrate that the results are independent of calibration we
calculated the forecasting error for the non-linear spatiotemporal method against
the Hull–White model for a large range of mean reversions and volatilities. The
results in Fig. 16.4 show that the non-linear spatiotemporal forecast is always better
independently of the mean reversion and volatility used.

16.5 Conclusion and Future Research

We have implemented a detailed forecasting of yield curve using a novel method
based on the work of Parlitz and Merkwith [11] for the reconstruction of spatiotem-
poral series. While temporal phase-space embeddings have been used extensively
for one dimensional time series, the extension of the method to spatiotemporal sig-
nals has only recently been attempted. We have applied this deterministic method
to forecasting yield curves and compared our results with stochastic methods which
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are usually employed in the literature. A comparison with the random walk (rep-
resenting the Martingales hypothesis) and Hull–White type models seems to show
that the spatiotemporal reconstruction has some potential for applications.

We intend to improve the method using refinements of the embedding set and
extend our work to larger spatiotemporal series as well as to other sets of currencies.
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Chapter 17
KAM Theory as a Limit of Renormalization

João Lopes Dias

Abstract This is a brief survey of recent results on the KAM stability of quasiperi-
odic dynamics using renormalization of vector fields.

17.1 Introduction

For 30 years renormalization ideas have been used in the theory of dynamical sys-
tems. After the pioneering work of Feigenbaum [6] in the late 1970s, there has been
a number of different applications of renormalization techniques. Its core concept is
rescaling. That is, rescaling of space by zooming in a region in phase space; rescal-
ing of time by considering a different time frame, as it takes longer to return to the
region. Complicated dynamical behaviour can then turn out to be simpler in the new
renormalized system. If by iterating the rescaling one gets convergence, it is a clear
hint that the system looks the same in smaller scales. Moreover, if this self similarity
is in some sense trivial, one can then hope to prove conjugacy between the systems.

The connection between KAM and renormalization theories has been realized for
quite some time. Renormalization approach to KAM has several important advan-
tages. First of all, it provides a unified setting which allows to deal with both the
cases of smooth KAM-type invariant tori and non-smooth critical tori. Secondly,
the proofs based on renormalizations are conceptually very simple and give a differ-
ent perspective on the problem of small divisors. For the continuous-time situation,
several KAM results for small-divisor problems in quasiperiodic motion have been
obtained by studying the stability of trivial fixed sets of renormalization opera-
tors (cf. e.g. [7, 16, 19, 22, 23]). There was however a relevant restriction when
dealing with multiple frequencies. Because renormalization methods rely funda-
mentally on the continued fractions expansion of the frequency vector, the lack
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of a multidimensional version of continued fractions was the reason for failing to
replicate KAM in its full generality. This limitation was recently overcome in [12]
by adapting Lagarias’ algorithm [21] and deriving estimates for multidimensional
continued fractions (MCF) expansions of diophantine vectors.

In the case of Hamiltonian systems with two degrees of freedom MacKay pro-
posed in the early 1980s a renormalization scheme for the construction of KAM
invariant tori [27] (see also [29–31]). The scheme was realized for the construc-
tion of invariant curves for two-dimensional conservative maps of the cylinder.
An important feature of MacKay’s approach is the analysis of both smooth KAM
invariant curves and so-called critical curves corresponding to critical values of a
parameter above which invariant curves no longer exist. From the point of view of
renormalization theory the KAM curves correspond to a trivial linear fixed point
for the renormalization transformations, while critical curves give rise to very com-
plicated fixed points with nontrivial critical behavior. MacKay’s renormalization
scheme was carried out only for a small class of Diophantine rotation numbers with
periodic continued fraction expansion (such as the golden mean). Khanin and Sinai
studied a different renormalization scheme for general Diophantine rotation num-
bers [14]. Both of the above early approaches were based on renormalization for
maps or their generating functions. Essentially, the renormalization transformations
are defined in the space of pairs of mappings which, being iterates of the same map,
commute with each other. These commutativity conditions cause difficult technical
problems, and led MacKay [28] to propose the development of alternative renormal-
ization schemes acting directly on vector fields. The same idea was realized by Koch
[16] who proves a KAM type result for analytic perturbations of linear Hamiltonians
H 0.x; y/ D ! � y, for frequencies ! which are eigenvectors of hyperbolic matrices
in SL.2;Z/ with only one unstable direction. Notice that the set of such frequen-
cies has zero Lebesgue measure and in the case d D 2 corresponds to vectors with
a quadratic irrational slope. Further improvements and applications of Koch’s tech-
niques appeared in [1,7,17,22,23], emphasizing the connection between KAM and
renormalization theories.

Other renormalization ideas have appeared in the context of the stability of
invariant tori for nearly integrable Hamiltonian systems inspired by quantum field
theory and an analogy with KAM theory (see e.g. [2, 8, 9] where it is used a graph
representation of the invariant tori in terms of Feynman diagrams).

In Sect. 17.2 we describe a multidimensional continued fractions scheme, which
gives estimates to be used in the renormalization. In the remaining sections we
include examples of systems and several KAM-type results obtained by renor-
malization. In particular, in Sect. 17.3 we give a sketch of the proof of almost
reducibility for analytic linear skew-product flows (cf. [5]). In Sect. 17.4 we study
local conjugacy classes for toroidal flows. Finally, in Sect. 17.5 we present the main
ideas for the renormalization proof of the “classical” KAM theorem in the context
of Hamiltonian dynamics.

Throughout this text we denote by Homeo.M/ and Diff r.M/, r 2 N [ f1; !g,
the set of homeomorphisms and C r -diffeomorphisms on M . Moreover, we add
a subscript 0 to distinguish the case of homotopic to the identity maps. Finally,



17 KAM Theory as a Limit of Renormalization 255

Vectr.M/ stands for the set of C r -vector fields onM . Recall that the transformation
of an arbitrary vector field X on a manifoldM by  2 Diff .M/ is given by

 �X D D ı �1 �X ı  �1: (17.1)

17.2 Multidimensional Continued Fractions

An essential ingredient of the renormalization scheme is a continued fractions
decomposition of vectors, relating the number-theoretical properties of the frequen-
cies and the conjugacy smoothness.

In this section we present the multidimensional continued fractions algorithm
introduced in [12] following ideas of Dani [4], Lagarias [21] and Kleinbock–
Margulis [15]. In addition, we define the class of diophantine vectors from the
properties of the continued fractions expansion.

17.2.1 Flow on Homogeneous Space

Denote by G D SL.d;R/, � D SL.d;Z/ and take a fundamental domain F � G
of the homogeneous space � nG (the space of d -dimensional non-degenerate uni-
modular lattices). On F consider the flow:

˚ t WF ! F ; M 7! P.t/ME t ; (17.2)

where
E t D diag.e�t ; : : : ; e�t ; e.d�1/t / 2 G

and P.t/ is the unique family in � that keeps ˚ tM in F for every t � 0.
Let ! D .˛; 1/ 2 Rd . We are interested in the orbit under ˚ t of the matrix

M! D
�
I ˛

0 1

�

: (17.3)

17.2.2 Growth of the Flow

Let the function ıW� nG ! RC measuring the shortest vector in the lattice M be

ı.M/ D inf
k2Zd nf0g

k>kM k; (17.4)
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where k � k stands for the `1-norm (in the following we will make use of the corre-
sponding matrix norm taken as the usual operator norm). Notice that ı.˚ tM!/ D
ı.M!E

t /.

Proposition 17.1 ([12]). There exist C1; C2 > 0 such that for all t � 0

k˚ tM!k � C1

ı.˚ tM!/d�1 and k.˚ tM!/
�1k � C2

ı.˚ tM!/
: (17.5)

17.2.3 Stopping Times

Consider a sequence of times, called stopping times,

t0 D 0 < t1 < t2 < � � � ! C1 (17.6)

such that the matrices P.t/ in (17.2) satisfy

Pn WD P.tn/ 6D P.tn�1/; (17.7)

with n 2 N. We also set P0 D P.t0/ D I . The sequence of matrices Pn 2
SL.d;Z/ are the rational approximates of !, called the multidimensional continued
fractions expansion. In addition we define the transfer matrices

Tn D PnP�1
n�1; n 2 N; and T0 D I: (17.8)

The flow of M! taken at the time sequence is thus the sequence of matrices

Mn WD ˚ tnM! D PnM!E
tn : (17.9)

Using some properties of the flow, the above can be decomposed (see [12]) into

Mn D
�
I ˛n
0 1

��
�n 0
>̌
n �n

�

(17.10)

with �n being the d -th component of the vector e.d�1/tnPn!.
Define !n D .˛n; 1/, !0 D ! and, for n 2 N,

!n D �nTn!n�1; (17.11)

where �n is a normalization factor.
If d D 2 there exists a sequence of stopping times (called Hermitte critical times)

that gives an accelerated version of the standard continued fractions of a number
˛ [21].



17 KAM Theory as a Limit of Renormalization 257

17.2.4 Resonance Cone

Given resonance widths � , i.e. a sequence � WN0 ! RC, define the resonant cones
to be

IC
n D fk 2 Zd W jk � !nj � �nkkkg: (17.12)

In addition, let

An D sup
k2IC

n nf0g

k>T �1
nC1kk
kkk : (17.13)

Proposition 17.2 ([26]). There is c > 0 such that for any n 2 N0

An � c e�ıtnC1
�nedıtnC1 C 1

ı.Mn/d�1ı.MnC1/
; (17.14)

where ıtnC1 D tnC1 � tn.

17.2.5 Diophantine Vectors

A vector ! 2 Rd is Diophantine with exponent ˇ � 0 if there is a constant C > 0

such that

j! � kj > C

kkkd�1Cˇ :

It is a well known fact that the sets DC.ˇ/ of Diophantine vectors with expo-
nent ˇ > 0 are of full Lebesgue measure [3]. On the other hand, the set DC.0/
has zero Lebesgue measure. A vector is said to be diophantine if it belongs to
DC D [ˇ�0DC.ˇ/. The next proposition gives us a complete characterization
of diophantine vectors in terms of the behaviour of the flow ˚ t of M! .

Proposition 17.3 ([26]). Let ˇ � 0. Then, ! 2 DC.ˇ/ iff there is C 0 > 0 such that

ı.˚ tM!/ > C
0e�� t ; t � 0;

with � D ˇ=.d C ˇ/.
Proposition 17.4 ([12]). If ! 2 DC.ˇ/, ˇ � 0, there are constants ci > 0 such
that, for any stopping-time sequence t WN0 ! R,

kMnk � c1 expŒ.d � 1/� tn�; (17.15)

kM�1
n k � c2 exp.� tn/; (17.16)

kTnk � c5 expŒ.1 � �/ıtn C d � tn�; (17.17)

kT �1
n k � c6 expŒ.d � 1/.1� �/ıtn C d � tn�; (17.18)

where ıtn D tn � tn�1 and � D ˇ=.d C ˇ/.
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Proposition 17.5 ([26]). If ! 2 DC.ˇ/, ˇ � 0, then there is c > 0 such that for
any n 2 N0,

An � c e�.1��/ıtnC1Cd� tn
�
�nedıtnC1 C 1

�
: (17.19)

Possible choices are tn D c1.1C ˇ/n and �n D e�c2.1Cˇ/n with some ci > 0.
Here we have only discussed the case of Diophantine frequency vectors. How-

ever, renormalization can be used for a larger class of vectors, cf. e.g. [10,11,18,20,
24–26].

17.3 Almost Reducibility of Linear Skew-Product Flows

In this section we deal with skew-product vector fields, which are linear differential
equations of dimension two, with quasiperiodic coefficients. This is a generaliza-
tion of the classical Floquet theory. Our goal is to present the main ideas behind
renormalization for this kind of dynamics. We present a sketch of a proof on almost
reducibility of these systems.

17.3.1 Skew-Product Vector Fields

Consider the manifoldM D T d �SL.2;R/. Let Vectrsw.M/ be the set of C r -vector
fields on M of the form:

X.x; y/ D .!; f .x/ y/; .x; y/ 2 M; (17.20)

where! 2 Rd nf0g and f 2 C r.T d ; SL.2;R//. We will use the following notation

X D .!; f /:

Each element of Vectrsw.M/ generates a skew-product flow on M , i.e. a flow of
the type

�t .x; y/ D .x C !t; ˚ t .x/ y/;
where ˚ t WT d ! SL.2;R/.

As we want to preserve the space Vectrsw.M/ under coordinate changes, we
consider the set Diff rC1

sw .M/ of

 .x; y/ D .T x; F.x/ y/; .x; y/ 2M; (17.21)

where F 2 C rC1.T d ; SL.2;R// and T 2 SL.d;Z/ is a linear automorphism of
the torus. For simplicity, we write

 D .T; F /:
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A vector field in the new coordinates is then given by the formula

 �X.x; y/ D .T!;L!F.T �1x/ � F.T �1x/�1 y C AdF.T�1x/f .T
�1x/ � y/;

(17.22)
where

L! D ! �D D
X

i

!i@=@xi (17.23)

and AdAb D AbA�1.

17.3.2 Fibered Rotation Number

Consider the natural projection pWR2 nf0g ! T 1 given by the argument of a vector.
The fibered rotation number of the flow generated by X D .!; f / 2 Vect0sw.M/ is
defined to be

�.X/ D lim
t!C1p

 R t
0
f ı �s.x; y/ v ds

t

!

for .x; y/ 2M and v 2 R2nf0g. This measures the asymptotic frequency of rotation
of the fiber flow in R2. We will be interested in vector fields for which � exists at
any point and direction v.

17.3.3 Almost Reducibility

In some cases it is possible to find a diffeomorphism that simplifies X , in particu-
lar reducing it to a “constant” vector field. More precisely, we have the following
definition.

1. X 2 Vectrsw.M/ is C s-conjugated to Y 2 Vectrsw.M/ if there is  2 Diff ssw.M/

such that  �X D Y .
2. X is C s-reducible if its C s-conjugacy class contains a vector field Z D .!; u/,

with u 2 SL.2;R/.
3. X is C s-almost reducible if the closure of its C s-conjugacy class contains a

vector field Z D .!; u/, with u 2 SL.2;R/.
Theorem 17.1. Let ! 2 Rd be Diophantine and C > 0. There is � > 0 such that if
f 2 C!.T d ; SL.2;R// is �-C!-close to constant and j�.!; f /j < C , then .!; f /
is C!-almost reducible.

Notice that � does not depend on the arithmetical properties of the rotation num-
ber. In the remaining part of this section we present the main steps towards the proof
of the above theorem.
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17.3.4 Non-Homotopic to the Identity Diffeomorphism

Given m 2 Zd , we will also be interested in the following transformation of
coordinates:

 m D .I; Rm/
where RmWT d ! SO.2;R/ is

Rm.x/ D


cos.2�m � x/ � sin.2�m � x/
sin.2�m � x/ cos.2�m � x/

�

:

The action on a vector field X D .!; f / is given by

 �
mX D

�

!; 2�m � !

0 �1
1 0

�

C AdRm
f

�

:

In particular, the rotation number is changed as

�. �
mX/ D �.X/ �

1

2
m � !:

17.3.5 Lifts and Complexification

Let r > 0 and consider the domain

Dr D fx 2 Cd W kImxk < r=2�g (17.24)

for the norm kzk DPi jzi j on Cd . Take a real-analytic map

F WDr ! SL.2;C/;

Zd -periodic, on the form of the Fourier series

F.x/ D
X

k2Zd

Fke2�ik�x (17.25)

with Fk 2 SL.2;C/. The Banach spaces Ar and A 0
r are the subspaces such that the

respective norms

kF kr D
X

k2Zd

kFkk erkkk; (17.26)

kF k0r D
X

k2Zd

.1C 2�kkk/ kFkk erkkk (17.27)
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are finite. Here and in the following we use the matrix norm kAk D maxj
P
i jAi;j j

for any square matrix A with entries Ai;j .
Similarly, define the space ar of real-analytic functions Dr ! SL.2;C/, Zd -

periodic and on the form of Fourier series, having the same type of bounded norm
as (17.26). We are interested in vector fields that can be written as

X.x; y/ D .!; f .x/ y/; .x; y/ 2 Dr � SL.2;C/: (17.28)

The space of such vector fields is denoted by Vr whenever f is in ar . The norm on
this space is defined to be

kXkr D k!k C kf kr : (17.29)

17.3.6 Uniformization

The theorem below states the existence of a nonlinear change of coordinates isotopic
to the identity that cancels the

I� D fk 2 Zd W jk � !j > �kkkg

Fourier modes of a sufficiently close to constant X 2 Vr , with � > 0. We are
only eliminating the far from resonance modes, this way avoiding the complications
usually related to small divisors.

Let u 2 SL.2;C/ and

Br .u; "/ D ff 2 ar W kf � ukr < "g

where

" D C�2

k!k C kuk : (17.30)

In order to simplify notations, here and in the following C stands for some positive
universal constant, not necessarily the same.

Theorem 17.2. Let j�j � �=4 and u 2 SL.2;R/ with eigenvalues˙i�. There is an
analytic map UWBr .u; "/! A 0

r such that

I� �.X/ D 0 where  D .I;U.f //

and

kU.f /� Ik0r �
C

�
kI�Xkr

k �X � EXkr �Ck.I � E/Xkr :
(17.31)

Moreover, U.f /WRd ! SL.2;R/.
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17.3.7 Proof of Theorem 17.2

We now prove Theorem 17.2. ut

17.3.7.1 Homotopy Method

The coordinate transformation  will be determined by some U in

Bı D
˚
U 2 I�A 0

r W kU � Ik0r < ı
�
;

for
ı D C"=� < 1: (17.32)

Define the operator

F WBı ! I�Ar

U 7! I�.L!U � U�1 C AdUf /:
(17.33)

If U is real-analytic, then F .U / is also real-analytic. The derivative of F at U is
the linear map from I�A 0

r to I�Ar given by

DF .U /H D I�.L!H �L!U � U�1H �AdUf �H CHf /U�1: (17.34)

We want to find a solution of

F .Ut / D .1 � t/F .U0/; (17.35)

with 0 � t � 1 and initial condition U0 D I . Differentiating the above equation
with respect to t , we get

DF .Ut /
dUt

dt
D �F .I /: (17.36)

Proposition 17.6. There is ı > 0 such that if U 2 Bı , then DF .U /�1W I�Ar !
I�A 0

r is bounded and
kDF .U /�1k < ı=":

From the above proposition (to be proved in Sect. 17.3.7.2) we integrate (17.36)
with respect to t , obtaining the integral equation:

Ut D I �
Z t

0

DF .Us/
�1F .I / ds: (17.37)
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In order to check that Ut 2 Bı for any 0 � t � 1, we estimate its norm:

kUt � Ik0r � t sup
v2Bı

kDF .v/�1F .I /k0r
� t sup

v2Bı

kDF .v/�1k kI�f kr < tıkI�f kr=";
(17.38)

so, kUt � Ik0r < ı. Therefore, the solution of (17.35) exists in Bı and is given by
(17.37). Moreover, ifX is real-analytic, thenUt takes real values for real arguments.

In view of

IC.AdUf � u/ D IC
h
.U � I /f .U�1 � I /C .U � I /ef C ef .U�1 � I /C ef

i
;

(17.39)

where ef D f � u, we get

kU �
t X � EXkr � kICL!.U � I / � .U�1 � I /kr C kIC.AdUf � u/kr C .1 � t/kI�f kr

� 2k!k kU kr kU � IkrkU � Ik0r C 2kU k .kuk C kef k/kU � Ik2r
C kef kr .1C 2kU kr /kU � Ikr C kef kr C .1 � t/kI�f kr
� .3 � t/kef kr :

(17.40)

Theorem 17.2 corresponds to the case t D 1.

17.3.7.2 Proof of Proposition 17.6

Lemma 17.1. DF .I /�1W I�Ar ! I�A 0
r is bounded and

kDF .I /�1k < 5

� � 10k.I � E/f kr : (17.41)

Proof. Let g D .I � E/f . From (17.34) one has

DF .I /H D I�.L! C adf /H
D �I C I�adg .L! C adu/

�1	 .L! C adu/H;
(17.42)

where adbA D Ab � bA. Thus, the inverse of this operator, if it exists, is given by

DF .I /�1 D .L! C adu/
�1 �I C I�adg .L! C adu/

�1	�1 : (17.43)

By looking at the spectral properties of the operator .2�ik �!I C adu/, with the
spectrum of adu being f0;˙4�i�g, it is possible to write
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.L! C adu/H.x/ D
X

k2I�

S�kS
�1Hke2�ik�x (17.44)

where
�k D .2�i/diag.k � !; k � !; k � ! C 2�; k � ! � 2�/ (17.45)

and

S D

2

6
6
4

0 1 �1 �1
1 0 i �i
�1 0 i �i
0 1 1 1

3

7
7
5 : (17.46)

So, we have the linear map from I�Ar to I�A 0
r ,

.L! C adu/
�1 F.x/ D

X

k2I�

S��1
k S

�1Fke2�ik�x : (17.47)

Now, for k 2 I�,

k.L! C adu/
�1 F k0r �

4

2�

X

k2I�

1C 2�kkk
jk � !j kFkke

rkkk

<
5

�
kF kr :

(17.48)

It is possible to bound from above the norm of adg by 2kgkr . Therefore,

kI�adg .L! C adu/
�1k < 10

�
kgkr < 1;

and �
�
�
�
I C I�adg .L! C adu/

�1	�1
�
�
� <

1

1 � 10
�
kgkr

:

The statement of the lemma is now immediate. ut
As r is constant, in the following we drop it from our notations.

Lemma 17.2. Given U 2 Bı , the linear operator DF .U / � DF .I / mapping
I�A 0

r into I�Ar , is bounded and

kDF .U / �DF .I /k < 2kU k
h
k!k.1C 2kU k/C 2kf k.1C kU k C kU k2/

i
kU � Ik:

(17.49)

Proof. In view of (17.34), we have

ŒDF .U / �DF .I /� H D I�L!H � .U�1 � I /� L!U � U�1HU�1

CHf.U�1 � I /C fH � AdUf �HU�1:
(17.50)
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It is possible to estimate the norms of the above terms by

kL!H � .U�1 � I /k � k!k kU�1 � IkkHk0;
kL!U � U�1HU�1k � k!k kU�1k2kU � Ik0kHk;
kHf.U�1 � I /k � kf kkU�1 � IkkHk;

kfH � AdUf �HU�1k D kfH.U�1 � I /C f .U�1 � I /HU�1

C .U�1 � I /f U�1HU�1k
� kf k .1C kU�1k C kU�1k2/kU�1 � IkkHk:

(17.51)

Finally, notice that kU�1 � Ik � kU�1k kU � Ik � 2kU k kU � Ik. ut
Proposition 17.6 now follows from kU k < 1C ı and

kDF .U /�1k �
�
kDF .I /�1k�1 � kDF .U / �DF .I /k

��1

<
n
�=5 � " � 2ıkU k

h
k!k.1C 2kU k/C 2kf k.1C kU k C kU k2/

io�1

< f�=5 � " � C ı.k!k C kf k/g�1 : (17.52)

Therefore, for ı and " as in (17.32) and (17.30), respectively,

kDF .U /�1k < ı

"
: (17.53)

17.3.8 Rescaling

The rescaling that we are interested comes from the continued fractions expansion
of !. That is, we want to use skew diffeomorphisms of the type .Tn; I / where Tn
are as in Sect. 17.2. Futhermore, we rescale time by �n.

Applying the rescaling to a vector field X with no I� Fourier modes has the
effect of improving its analyticity radius and thusC!-approximatingX to a constant
by a factor of order e�C=An .

17.3.9 One-Step Renormalization Operator

The renormalization step is briefly summarized below.

1. Letm D arg minfjk �!C2�jW k 2 I�g. So, kmk � C j�j
1�� and j�0j D j�� 1

2
m�!j �

�=4.
2. Use  �

m to obtain a vector field with rotation number �0. The C!-distance
between the vector field and a constant will be increased by a factor eCkmk.
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3. Eliminate the modes in I�.
4. Use the rescaling introduced in Sect. 17.3.8.

After one step, the vector field will get C!-closer to constant if the norm
improvement by the rescaling overcomes the opposite effect by  �

m. This indeed
holds for ! Diophantine, using the bounds obtained at the end of Sect. 17.2.

Notice that kmk only depends on j�j and � . On the other hand, � is chosen at
each step according to the arithmetic properties of !.

By iterating the renormalization step we are able to show convergence to a trivial
limit set, namely a set of constant vector fields. That is, the renormalization con-
tracts a small neighbourhood around that set. We remark that the diameter of that
neighbourhood does not depend on the arithmetical properties of �, but only on j�j.

17.4 Conjugacy Classes of Torus Translations

Consider the d -torus T d . We want to study flows on this manifold. Define the rota-
tion vector of a flow �t at each x 2 T d to be the asymptotic direction of the
corresponding orbit of the lift ˚ t .x/ to the universal cover:

rot.�/.x/ D lim
t!C1

˚ t .x/ � x
t

; (17.54)

if the limit exists. If the rotation vector exists at x for a flow �t generated by a vector
field X on T d (i.e. d

dt
�t D X ı �t ), it is the time average of the vector field along

the orbit:

rot.�/.x/ D lim
t!C1

1

t

Z t

0

X ı �s.x/ds: (17.55)

When the rotation vector exists for all x 2 T d , the rotation set of � is

rot.�/ D frot.�/.x/Wx 2 T d g: (17.56)

Lemma 17.3 ([26]). Let h 2 Homeo0.T d /, � 6D 0 and T 2 GL.d;Z/. If
rot.�/ 6D ;, then

rot.h�1 ı � ı h/ D rot.�/ and rot.T �1 ı ��� ı T / D �T �1rot.�/: (17.57)

Proposition 17.7 ([26]). Let �t be the flow generated by X 2 Vect0.T d / and ! 2
Rd . If rot� D f!g, then

kEX � !k � dkX � EXkC0 ; (17.58)

where EX D RT d X dm andm denotes the Lebesgue measure on T d .
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We will be interested in vector fields generating flows that possess the same rota-
tion vector for all orbits. Hence, for a vector field X we will write rotX to mean the
unique rotation vector associated to the flow generated by X .

The C!-conjugacy classes of constant Diophantine vector fields can be
described, at least locally, by the rotation vector.

Theorem 17.3 ([26]). Let ! 2 Rd be Diophantine. If X is a real-analytic vec-
tor field on T d sufficiently C!-close to constant with unique rotation vector !,
then there exists h 2 Diff!0 .T

d / such that h�.X/ D !. The conjugacy h depends
analytically on X .

A proof of the above theorem is obtained by comparing the renormalization orbits
of X and !. They get close to each other exponentially fast, and from that we are
able to construct an analytic conjugacy.

17.5 Invariant Tori in Phase Space

Let B � Rd , d � 2, be an open set containing the origin, and let H 0 be a real-
analytic Hamiltonian function

H 0.x; y/ D ! � y C 1

2
>yQy; .x; y/ 2 T d � B; (17.59)

with ! 2 Rd and a real symmetric d �d matrixQ.H 0 is said to be non-degenerate
if detQ 6D 0.

Theorem 17.4 ([13]). Suppose H 0 is non-degenerate and ! is Diophantine. If H
is a real-analytic Hamiltonian on T d �B sufficiently close to H 0, then the Hamil-
tonian flow ofH leaves invariant a Lagrangian d -dim torus where it is analytically
conjugated to the linear flow �t .x/ D xC t! on T d , t � 0. The conjugacy depends
analytically on H .

Hamiltonian vector fields involve more complicated analysis than torus flows
since there is extra dynamics on the action direction and we need to preserve the
symplectic structure. Our goal is to find an analytic embedding T d ! T d �B that
conjugates the Hamiltonian flow to the linear flow on the torus given by !.

We do not work directly with vector fields, instead we renormalize Hamiltonian
functions

H.x; y/ D H 0.x; y/C F.x; y/; .x; y/ 2 T d �B

where F is a sufficiently small analytic perturbation. Using a rescaling of time we
may assume that ! D .˛; 1/. The perturbationF is decomposed in a Taylor-Fourier
series
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F.x; y/ D
X

k;

Fk;y
1

1 : : : y
d

d
e2�ik�x

where the sum is taken over k 2 Zd and i 2 N [ f0g. By the analyticity of F , its
modes decay exponentially as kkk ! C1 for fixed .

Renormalization is an iterative scheme that at each step produces a new Hamil-
tonian. Suppose that after the .n � 1/-th step the Hamiltonian is of the form

Hn�1.x; y/ D !n�1 � y C 1

2
>yQn�1y C Fn�1.x; y/ (17.60)

where Qn�1 is a symmetric matrix with non-zero determinant. Moreover, we
assume that Fn�1 only contains Taylor-Fourier modes in IC

n�1, i.e. satisfying

j!n�1 � kj � �n�1kkk or kk � �n�1kkk

for some �n�1; �n�1 > 0. So, the n-th step is defined by the following operations:

1. Apply a linear operator corresponding to an affine symplectic transformation
given by

.x; y/ 7! .Tn
�1x; >Tny C bn/

for some fixed vector bn.
2. Rescale the action in order to “zoom in” around the invariant torus.
3. Rescale time (energy) to ensure that the frequency vector is of the form !n D
.˛n; 1/.

4. Eliminate the (irrelevant) constant mode of the Hamiltonian.
5. Eliminate all the modes outside the resonant cone IC

n (thus avoiding dealing with
small divisors) by a close to the identity symplectomorphism.

The first transformation above has a conjugate action

k 7! >Tn�1k:

It follows from the hyperbolicity of Tn that this transformation contracts IC
n�1 if

�n�1 and ��1
n�1 are small enough. This significantly improves the analyticity domain

in the x direction which implies the decrease of the estimates for the corresponding
modes. As a result, all modes with k 6D 0 become smaller.

Besides the (trivial) case .k; / D .0; 0/ which is dealt by operation (4) above,
we control the size of the remaining k D 0 modes in different ways. The case

S WD
X

i

i D 1

(corresponding to the linear term in the action y) is eliminated by a proper choice of
the affine parameter bn depending onQn�1 and the perturbation. That is, bn is used
to eliminate an unstable direction related to frequency vectors. The quadratic term
in the action (S D 2) is included in the new symmetric matrix Qn which has again
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non-zero determinant and becomes smaller due to the action rescaling. Finally, we
show that the action rescaling is also responsible for the decrease of the higher terms
S � 3.

The overall consequence of the iterative scheme just described is that it converges
to a limit set of Hamiltonians of the type

y 7! v � y:

That is, the “limit” is a degenerate linear function of the action, and from that we
show the existence of an !-invariant torus for the initial Hamiltonian. To prove
convergence we need to find proper choices of �n and �n as well as of stopping
times tn, which turns out to be possible for Diophantine!. Roughly, too small values
of �n�1 and ��1

n�1 make harder to eliminate modes as they are “too” resonant. On
the other hand, large values imply that Tn does not contract IC

n�1. Similarly, large
tn � tn�1 improve the hyperbolicity of the matrices Tn but worsen the estimates on
their norms and consequently enlarge the perturbation.
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19. Kocić, S.: Renormalization of Hamiltonians for Diophantine frequency vectors and KAM tori.
Nonlinearity 18, 2513–2544 (2005)

20. Kocic, S.: Reducibility of skew-product systems with multidimensional Brjuno base flows.
Discrete and Contin. Dyn. Syst. A 29, 261–283 (2011)

21. Lagarias, J.C.: Geodesic multidimensional continued fractions. Proc. Lond. Math. Soc. 69,
464–488 (1994)

22. Lopes Dias, J.: Renormalization of flows on the multidimensional torus close to a KT
frequency vector. Nonlinearity 15, 647–664 (2002)

23. Lopes Dias, J.: Renormalization scheme for vector fields on T 2 with a diophantine frequency.
Nonlinearity 15, 665–679 (2002)

24. Lopes Dias, J.: Brjuno condition and renormalisation for Poincaré flows. Discrete Contin. Dyn.
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Chapter 18
An Overview of Optimal Life Insurance
Purchase, Consumption and Investment
Problems

Isabel Duarte, Diogo Pinheiro, Alberto A. Pinto, and Stanley R. Pliska

Abstract We provide an extension to Merton’s famous continuous time model of
optimal consumption and investment, in the spirit of previous works by Pliska and
Ye, to allow for a wage earner to have a random lifetime and to use a portion of the
income to purchase life insurance in order to provide for his estate, while investing
his savings in a financial market consisting of one risk-free security and an arbitrary
number of risky securities whose diffusive terms are driven by a multi-dimensional
Brownian motion. The wage earner’s problem is to find the optimal consumption,
investment, and insurance purchase decisions in order to maximize expected utility
of consumption and of the size of the estate in the event of premature death, and of
the size of the estate at the time of retirement. Dynamic programming methods are
used to obtain explicit solutions for the case of constant relative risk aversion utility
functions, and new results are presented together with the corresponding economic
interpretations.
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18.1 Introduction

We consider the problem faced by a wage earner having to make decisions contin-
uously about three strategies: consumption, investment and life insurance purchase
during a given interval of time Œ0;minfT; �g�, where T is a fixed point in the future
that we will consider to be the retirement time of the wage earner and � is a ran-
dom variable representing the wage earner’s time of death. We assume that the
wage earner receives his income at a continuous rate i.t/ and that this income is
terminated when the wage earner dies or retires, whichever happens first. One of
our key assumptions is that the wage earner’s lifetime � is a random variable and,
therefore, the wage earner needs to buy life insurance to protect his family for the
eventuality of premature death. The life insurance depends on a premium insurance
rate p.t/ such that if the insured pays p.t/ � ıt and dies during the ensuing short
time interval of length ıt then the insurance company will pay one dollar to the
insured’s estate (so this is like term insurance with an infinitesimal term). We also
assume that the wage earner wants to maximize the satisfaction obtained from a
consumption process with rate c.t/. In addition to consumption and purchase of a
life insurance policy, we assume that the wage earner invests the full amount of his
savings in a financial market consisting of one risk-free security and a fixed number
N � 1 of risky securities with diffusive terms driven by M -dimensional Brownian
motion.

The wage earner is then faced with the problem of finding strategies that max-
imize the utility of (a) his family consumption for all t � minfT; �g; (b) his
wealth at retirement date T if he lives that long; and (c) the value of his estate
in the event of premature death. Various quantitative models have been proposed
to model and analyze this kind of problem, at least problems having at least one
of these three objectives. This literature is highlighted by Yarri [10] who consid-
ered the problem of optimal financial planning decisions for an individual with
an uncertain lifetime, as well as by Merton [4, 5] who emphasized optimal con-
sumption and investment decisions but did not consider life insurance. These two
approaches were combined by Richard [9], who considered a life-cycle life insur-
ance and consumption-investment problem in a continuous time model. Later, Pliska
and Ye [6, 7] introduced a continuous-time model that combined the more realistic
features of all those in the existing literature and extended the model proposed pre-
viously by Richard. While Richard assumed that the lifetime of the wage earner
is limited by some fixed number, the model introduced by Pliska and Ye had the
key feature that the duration of life is a random variable which takes values in the
interval �0;1Œ and is independent of the stochastic process defining the underlying
financial market. Moreover, Pliska and Ye made the following refinements to the
theory: (a) the planning horizon T is now seen as the moment when the wage earner
retires, contrary to Richard’s interpretation as maximum life size; and (b) the utility
of the wage earner’s wealth at the planning horizon T is taken into account as well
as the utility of lifetime consumption and the utility of the bequest in the event of
premature death.
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Whereas Pliska and Ye’s financial market involved only one security that was
risky, in the present work we study the extension where there is an arbitrary (but
finite) number of risky securities. The existence of these extra risky securities gives
greater freedom for the wage earner to manage the interaction between his life
insurance policies and the portfolio containing his savings invested in the financial
market. Some examples of these interactions are described below.

Following Pliska and Ye, we use the model of uncertain lifespan found in reliabil-
ity theory, commonly used for industrial life-testing and actuarial science, to model
the uncertain time of death for the wage earner. This enables us to replace Richard’s
assumption that lifetimes are bounded with the assumption that lifetimes take values
in the interval �0;1Œ. We then set up the wage earner’s objective functional depend-
ing on a random horizon minfT; �g and transform it to an equivalent problem having
a fixed planning horizon, that is, the wage earner who faces unpredictable death acts
as if he will live until some time T , but with a subjective rate of time preferences
equal to his “force of mortality” for his consumption and terminal wealth. This
transformation to a fixed planning horizon enables us to state the dynamic program-
ming principle and derive an associated Hamilton–Jacobi–Bellman (HJB) equation.
We use the HJB equation to derive the optimal feedback control, that is, optimal
insurance, portfolio and consumption strategies. Furthermore, we obtain explicit
solutions for the family of discounted Constant Relative Risk Aversion (CRRA)
utilities and examine the economic implications of such solutions.

In the case of discounted CRRA utilities our results generalize those obtained
previously by Pliska and Ye. For instance, we obtain: (a) an economically reason-
able description for the optimal expenditure for insurance as a decreasing function
of the wage earner’s overall wealth; and (b) a more controversial conclusion that
possibly an optimal solution calls for the wage earner to sell a life insurance policy
on his own life toward the end of his career. Nonetheless, the extra risky securities
in our model introduce novel features to the wage earner’s portfolio and insurance
management interaction such as: (a) a young wage earner with small wealth has an
optimal portfolio with larger values of volatility and higher expected returns, with
the possibility of having short positions in lower yielding securities; and (b) a wage
earner who can buy life insurance policies will choose a more conservative port-
folio than a wage earner who is without the opportunity to buy life insurance, the
distinction being clearer for young wage earners with low wealth. Full details of our
analysis will be provided in a forthcoming paper [1].

This paper is organized as follows. In Sect. 18.2 we describe the problem we
address in [1]. Namely, we introduce the underlying financial and insurance mar-
kets as well as the problem formulation from the point of view of optimal control.
In Sect. 18.3 we see how to use the dynamic programming principle to reduce the
optimal control of Sect. 18.2 to one with a fixed planning horizon and then derive
an associated HJB equation. We devote Sect. 18.4 to the case of discounted CRRA
utilities. We conclude in Sect. 18.5.
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18.2 Problem Formulation

In this section, we define the setting in which the wage earner has to make his deci-
sions regarding consumption, investment and life insurance purchase. Namely, we
introduce the specifications regarding the financial and insurance markets available
to the wage earner. We start with the financial market description, followed by the
insurance market and conclude with the definition of a wealth process for the wage
earner.

18.2.1 The Financial Market Model

We consider a financial market consisting of one risk-free asset and several risky-
assets. Their respective prices .S0.t//0
t
T and .Sn.t//0
t
T for n D 1; : : : ; N

evolve according to the equations:

dS0.t/ D r.t/S0.t/dt ; S0.0/ D s0 ;
dSn.t/ D �n.t/Sn.t/dt C Sn.t/PM

mD1 �nm.t/dWm.t/ ; Sn.0/ D sn > 0 ;

where W.t/ D .W1.t/; : : : ;WM .t//
T is a standard M -dimensional Brownian

motion on a probability space .˝;F ; P /, r.t/ is the riskless interest rate, �.t/ D
.�1.t/; : : : ; �N .t// 2 RN is the vector of the risky-assets appreciation rates and
�.t/ D .�nm.t//1
n
N;1
m
M is the matrix of risky-assets volatilities.

We assume that the coefficients r.t/, �.t/ and �.t/ are deterministic continuous
functions on the interval Œ0; T �. We also assume that the interest rate r.t/ is positive
for all t 2 Œ0; T � and the matrix �.t/ is such that ��T is nonsingular for Lebesgue
almost all t 2 Œ0; T � and satisfies the following integrability condition

NX

nD1

MX

mD1

Z T

0

�2nm.t/dt <1:

Furthermore, we suppose that there exists an .Ft /0
t
T -progressively measurable
process �.t/ 2 RM , called the market price of risk, such that for Lebesgue-almost-
every t 2 Œ0; T � the risk premium ˛.t/ D .�1.t/ � r.t/; : : : ; �N .t/ � r.t// 2 RN

is related to �.t/ by the equation

˛.t/ D �.t/�.t/ a.s.

and the following two conditions hold
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Z T

0

k�.t/k2 <1 a.s.

E

"

exp

 

�
Z T

0

�.s/dW.s/� 1
2

Z T

0

k�.s/k2 ds

!#

D 1:

The existence of such process �.t/ ensures the absence of arbitrage opportunities in
the financial market defined above. See [3] for further details on market viability.

Moreover, throughout the paper we will assume that .˝;F ; P / is a filtered prob-
ability space and that its filtration F D fFt ; t 2 Œ0; T �g is theP -augmentation of the
filtration generated by the Brownian motion W.t/, �fW.s/; s � tg for t � 0. Each
sub-�-algebra Ft represents the information known by the agents in the financial
market at time t .

18.2.2 The Life Insurance Market Model

We assume that the wage earner is alive at time t D 0 and that his lifetime is a
non-negative random variable � defined on the probability space .˝;F ; P /. Fur-
thermore, we assume that the random variable � is independent of the filtration F
and has a distribution function F W Œ0;1/ ! Œ0; 1� with density f W Œ0;1/ ! RC
so that

F.t/ D
Z t

0

f .s/ds:

We define the survivor function F W Œ0;1/! Œ0; 1� as the probability for the wage
earner to survive at least until time t , i.e.

F .t/ D P.� � t/ D 1� F.t/:

We shall make use of the hazard function, the conditional, instantaneous death rate
for the wage earner surviving to time t , that is

�.t/ D lim
ıt!0

P.t � � < t C ıt j � � t/
ıt

D f .t/

F .t/
:

Throughout the paper, we will suppose that the hazard function � W Œ0;1/! RC is
a continuous and deterministic function such that

Z 1

0

�.t/dt D1:

These two concepts introduced above are standard in the context of reliability theory
and actuarial science. In our case, such concepts enable us to consider an optimal



276 I. Duarte et al.

control problem with a stochastic planning horizon and restate it as one with a fixed
horizon.

Due the uncertainty concerning his lifetime, the wage earner buys life insurance
to protect his family for the eventuality of premature death. The life insurance is
available continuously and the wage earner buys it by paying a premium insurance
rate p.t/ to the insurance company. The insurance contract is like term insurance,
with an infinitesimally small term. If the wage earner dies at time � < T while buy-
ing insurance at the rate p.t/, the insurance company pays an amount p.�/=�.�/ to
his estate, where � W Œ0; T �! RC is a continuous and deterministic function which
we call the insurance premium-payout ratio and is regarded as fixed by the insur-
ance company. The contract ends when the wage earner dies or achieves retirement
age, whichever happens first. Therefore, the wage earner’s total legacy to his estate
in the event of a premature death at time � < T is given by

Z.�/ D X.�/C p.�/

�.�/
;

where X.t/ denotes the wage earner’s savings at time t .

18.2.3 The Wealth Process

We assume that the wage earner receives an income i.t/ at a continuous rate during
the period Œ0;minfT; �g�, i.e. the income will be terminated either by his death or his
retirement, whichever happens first. Furthermore, we assume that i W Œ0; T � ! RC
is a deterministic Borel-measurable function satisfying the integrability condition

Z T

0

i.t/dt <1:

The consumption process .c.t//0
t
T is a .Ft /0
t
T -progressively measur-
able nonnegative process satisfying the following integrability condition for the
investment horizon T > 0

Z T

0

c.t/dt <1 a.s.:

We assume also that the premium insurance rate .p.t//0
t
T is a .Ft /0
t
T -
predictable process, i.e. p.t/ is measurable with respect to the smallest �-algebra
on RC � ˝ such that all left-continuous and adapted processes are measurable. In
a intuitive manner, a predictable process can be described as such that its values are
“known” just in advance of time.

For each n D 0; 1; : : : ; N and t 2 Œ0; T �, let �n.t/ denote the fraction of the
wage earner’s wealth allocated to the asset Sn at time t . The portfolio process is
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then given by �.t/ D .�0.t/; �1.t/; : : : ; �N .t// 2 RNC1, where

NX

nD0
�n.t/ D 1 ; 0 � t � T: (18.1)

We assume that the portfolio process is .Ft /0
t
T -progressively measurable and
that for the fixed investment horizon T > 0 we have that

Z T

0

k�.t/k2 dt <1 a.s.;

where k�k denotes the Euclidean norm in RNC1.
The wealth process X.t/, t 2 Œ0;minfT; �g�, is then defined by

X.t/ D x C
Z t

0

Œi.s/ � c.s/ � p.s/� ds C
NX

nD0

Z t

0

�n.s/X.s/

Sn.s/
dSn.s/; (18.2)

where x is the wage earner’s initial wealth. This last equation can be rewritten in the
differential form

dX.t/ D
 

i.t/� c.t/ � p.t/C
�

�0.t/r.t/C
NX

nD1
�n.t/�n.t/

�

X.t/

!

dt

C
NX

nD1
�n.t/X.t/

MX

mD1
�nm.t/dWm.t/;

where 0 � t � minf�; T g.
Using the relation (18.1), we can always write �0.t/ in terms of �1.t/; : : : ; �N .t/.

From now on, we will define the portfolio process in terms of the reduced portfolio
process �.t/ D .�1.t/; �2.t/; : : : ; �N .t// 2 RN .

18.2.4 The Optimal Control Problem

The wage earner is then faced with the problem of finding strategies that maximize
the utility of:

(a) His family consumption for all t � minfT; �g.
(b) His wealth at retirement date T if he lives that long.
(c) The value of his estate in the event of premature death.

This problem can be formulated by means of optimal control theory: the wage
earner goal is to maximize some cost functional subject to (a) the (stochastic)
dynamics of the state variable, i.e. the dynamics of the wealth process X.t/ given
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by (18.2); (b) constraints on the control variables, i.e. the consumption process c.t/,
the premium insurance rate p.t/ and the portfolio process �.t/; and (c) boundary
conditions on the state variables.

Let us denote by A .x/ the set of all admissible decision strategies, i.e. all admis-
sible choices for the control variables  D .c; p; �/ 2 RNC2. The dependence of
A .x/ on x denotes the restriction imposed on the wealth process by the boundary
condition X.0/ D x.

The wage earner’s problem can then be restated as follows: find a strategy  D
.c; p; �/ 2 A .x/ which maximizes the expected utility

V.x/ D sup
2A .x/

E0;x

"Z T^�

0

U.c.s/; s/ ds C B.Z.�/; �/If�
T g

CW.X.T //If�>T g

#

; (18.3)

where T ^ � D minfT; �g, IA denotes the indicator function of event A, U.c; �/
is the utility function describing the wage earner’s family preferences regarding
consumption in the time interval Œ0;minfT; �g�, B.Z; �/ is the utility function for
the size of the wage earners’s legacy in case � < T andW.X/ is the utility function
for the terminal wealth at time t D T .

We suppose that U and B are strictly concave on their first variable and that W
is strictly concave on its sole variable. In Sect. 18.4 we focus our analysis on the
case where the wage earner’s preferences are described by discounted CRRA utility
functions.

18.3 Stochastic Optimal Control

In this section we describe how dynamic programming can be used to restate the
stochastic optimal control problem formulated in the preceding section as one with
a fixed planning horizon and then derive the associated HJB equation.

18.3.1 Dynamic Programming Principle

Let us denote by A .t; x/ the set of admissible decision strategies  D .c; p; �/ for
the dynamics of the wealth process with boundary condition X.t/ D x. For any
 2 A .t; x/ we define

J.t; xI / D Et;x
"Z T^�

t

U.c.s/; s/ ds C B.Z.�/; �/If�
T g

CW.X.T //If�>T g
ˇ
ˇ
ˇ � > t;Ft

#
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and note that the optimal control problem (18.3) can be restated in dynamic pro-
gramming form as

V.t; x/ D sup
2A .t;x/

J.t; xI /:

The following lemma is the key tool to restating the control problem above as an
equivalent one with a fixed planning horizon. See [11] for a proof.

Lemma 18.1. Suppose that the utility function U is either nonnegative or nonposi-
tive. If the random variable � is independent of the filtration F , then

J.t; xI / D Et;x

"Z T

t

F .s; t/U.c.s/; s/C f .s; t/B.Z.s/; s/ ds

CF .T; t/W.X.T //
ˇ
ˇ
ˇ Ft

#

;

where F .s; t/ is the conditional probability for the wage earner’s death to occur at
time s conditional upon the wage earner being alive at time t � s and f .s; t/ is the
corresponding conditional probability density.

Using the previous lemma, one can state the following dynamic programming
principle, obtaining a recursive relationship for the maximum expected utility as a
function of the wage earner’s age and his wealth at that time. (See [11]) for a proof.

Lemma 18.2 (Dynamic programming principle). For 0 � t < s < T , the
maximum expected utility V.t; x/ satisfies the recursive relation below

V.t; x/ D sup
2A .t;x/

E

"

exp

�

�
Z s

t

�.v/dv

�

V.s;X.s//

C
Z s

t

F .u; t/U.c.u/; u/C f .u; t/B.Z.u/; u/ du
ˇ
ˇ
ˇ Ft

#

:

The transformation to a fixed planning horizon can then be given the follow-
ing interpretation: a wage earner facing unpredictable death acts as if he will live
until time T , but with a subjective rate of time preferences equal to his “force of
mortality” for the consumption of his family and his terminal wealth.

18.3.2 Hamilton–Jacobi–Bellman Equation

The dynamic programming principle enables us to state the HJB equation, a second-
order partial differential equation whose “solution” is the value function of the
optimal control problem under consideration here. The techniques used in the
derivation of the HJB equation and the proof of the next theorem follow closely
there in [2, 11, 12]. A complete proof will be provided in [1].
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Theorem 18.1. Suppose that the maximum expected utility V is of class C 2. Then
V satisfies the Hamilton–Jacobi–Bellman equation

8
<

:

Vt .t; x/ � �.t/V .t; x/C sup
2A .t;x/

H .t; xI / D 0

V.T; x/ D W.x/
;

where the Hamiltonian function H is given by

H .t; xI / D
 

i.t/� c � p C
 

r.t/C
NX

nD1
�n.�n.t/ � r.t//

!

x

!

Vx.t; x/

C x
2

2

MX

mD1

 
NX

nD1
�n�nm.t/

!2

Vxx.t; x/

C�.t/B
�

x C p

�.t/
; t

�

C U.c; t/:

Moreover, an admissible strategy � D .c�Ip�I ��/ whose corresponding wealth is
X� is optimal if and only if for a.e. s 2 Œt; T � and P -a.s. we have

Vt .s; X
�.s//� �.s/V .s; X�.s//CH .s; X�.s/I �/ D 0:

The second part of the theorem above provides a means for deriving the opti-
mal insurance, portfolio and consumption strategies. In particular, we obtain the
existence of such optimal strategies under rather weak conditions on the utility
functions.

Corollary 18.1. Suppose that the utility functions U and B are strictly concave on
the first variable. Then the Hamiltonian function H has a regular interior maximum
� D .c�; p�; ��/ 2 A .t; x/.

18.4 The Family of Discounted CRRA Utilities

In this section we describe the special case where the wage earner has the same
discounted CRRA utility functions for the consumption of his family, the size of his
legacy and his terminal wealth.

Assume that � < 1, � ¤ 0 and � > 0 and let

U.c; t/ D e��t c�

�
; B.Z; t/ D e��t Z�

�
; W.X/ D e��T X�

�
: (18.4)

All details regarding the results in this section and its proofs will be given in a
forthcoming paper [1].
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18.4.1 The Optimal Strategies

Using the optimality criteria provided in Theorem 18.1, we obtain the following
optimal strategies for discounted CRRA utility functions.

Proposition 18.1. Let � denote the non-singular square matrix given by .��T /�1.
The optimal strategies in the case of discounted constant relative risk aversion utility
functions are given by

c�.t; x/ D 1

e.t/
.x C b.t//

p�.t; x/ D �.t/ ..D.t/ � 1/ x CD.t/b.t//
��.t; x/ D 1

x.1 � �/.x C b.t//�˛.t/;

where

b.t/ D
Z T

t

i.s/ exp

�

�
Z s

t

r.v/C �.v/ dv

�

ds

e.t/ D exp

 

�
Z T

t

H.v/ dv

!

C
Z T

t

exp

�

�
Z s

t

H.v/ dv

�

K.s/ ds

H.t/ D �.t/C �
1 � � � � ˙.t/

.1 � �/2 �
�

1 � � .r.t/C �.t//

D.t/ D 1

e.t/

�
�.t/

�.t/

�1=.1��/

K.t/ D .�.t//1=.1��/

.�.t//�=.1��/ C 1

˙.t/ D ˛T .t/�˛.t/ � 1
2
k�T �˛.t/k2:

Note that the quantities b.t/ and x C b.t/ are of essential relevance for the def-
inition of the optimal strategies in Proposition 18.1. The quantity b.t/, that we will
refer to as human capital, should be seen as representing the fair value at time t of
the wage earner’s future income from time t to time T , while the quantity x C b.t/
should be thought of as the full wealth (present wealth plus future income) of the
wage earner at time t . It is then natural that these two quantities play a central role in
the choice of optimal strategies, since they determine the present and future wealth
available for the wage earner and his family.

From the explicit knowledge of the optimal strategies, several economically rele-
vant conclusions can be obtained. See Fig. 18.1 for a graphical representation of the
optimal life-insurance purchase as a function of age and “full wealth” xCb.t/ of the
wage earner. The next result provides a qualitative characterization of the optimal
life insurance purchase strategy.
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Fig. 18.1 The optimal life-insurance purchase for a wage earner that starts working at age 25
and retires 40 years later. The parameters of the model were taken as N D M D 2, i.t / D
50000 exp.0:03t/, r D 0:04, � D 0:03, � D �3, �.t/ D 0:001 C exp.�9:5 C 0:1t/, �.t/ D
1:05�.t/, �1 D 0:07, �2 D 0:11, �11 D 0:19, �12 D 0:15, �21 D 0:17 and �22 D 0:21

Corollary 18.2. Suppose that for all t 2 Œ0;minfT; �g� the following two conditions
are satisfied:

(a) �.t/ � �.t/.
(b) H.t/ � 1.

Then, the optimal insurance purchase strategy p�.t; x/ is

� A decreasing function of the total wealth x.
� An increasing function of the wage earner’s human capital b.t/.
� Negative for suitable choices of wealth x and “age” t .

Some comments regarding the assumptions in Corollary 18.2 seem to be nec-
essary. Starting with condition (i), the life insurance company must establish the
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premium-insurance �.t/ in such a way that �.t/ � �.t/ in order to make a profit
(the insurance policy being fair whenever �.t/ � �.t/). Regarding condition (ii),
we note that the parameters r , �, � and � are usually very small in the real world
and, moreover, the relative risk aversion of the wage earner is negative in general.
This is consistent with the assumption thatH.t/ is bounded above by some positive
constant.

The extra risky securities in our model introduce novel features to the wage
earner’s portfolio management, as is exemplified in the following result.

Corollary 18.3. Let � denote the non-singular square matrix given by .��T /�1 and
let .�˛.t//n denote the n-th component of the vector �˛.t/. Assume that for every
n 2 f1; : : : ; N g we have .�˛.t//n > 0 for all t 2 Œ0; T �. The optimal portfolio
process ��.t; x/ D 
��

1 ; : : : ; �
�
N

�
is such that for every n 2 f1; : : : ; N g:

� ��
n is a decreasing function of the total wealth x.

� ��
n is an increasing function of the wage earner’s human capital b.t/.

Furthermore, for every n;m 2 f1; : : : ; N g the following equalities hold

lim
x!0C

��
n .t; x/ D C1 lim

x!0C

��
n .t; x/

��
m.t; x/

D .�˛.t//n

.�˛.t//m

lim
x!1�

�
n .t; x/ D

.�˛.t//n

1 � � lim
t!T

��
n .t; x/ D

.�˛.T //n

1 � � :

The assumption in Corollary 18.3 corresponds to the assumption that, under
some correction term determined by the volatility matrix, risky assets have higher
expected returns than risk-free assets. One interesting consequence of the previous
result is that the optimal strategy for wage earners with small enough wealth is to
short the risk-free security and hold an higher amount of risky assets.

Finally, it should be noted that it is also possible to study the qualitative properties
of the optimal consumption strategy.

Remark 18.1. Regarding the optimal consumption rate c�.t; x/, we have that this is
an increasing function of both the wealth x and the human capital b.t/.

18.4.2 The Interaction between Life Insurance Purchase
and Portfolio Management

In this section we compare the optimal life-insurance strategies for a wage earner
who faces the following two situations:

(a) In the first case, we assume that the wage earner has access to an insurance
market as described above and that his goal is to maximize the combined utility
of his family consumption for all t � minfT; �g, his wealth at retirement date
T if he lives that long, and the value of his estate in the event of premature
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death. The optimal strategies for the wage earner in this setting are given in
Proposition 18.1.

(b) In the second case, we assume that the wage earner is without the opportunity
of buying life insurance. His goal is then to maximize the combined utility of
his family consumption for all t � minfT; �g and his wealth at retirement date
T if he lives that long. Similarly to what we have done previously, we translate
this situation to the language of stochastic optimal control and derive explicit
solutions in the case of discounted CRRA utilities.

We concentrate on the case (b) described above for the moment. Similarly to
what was done in case (a), this problem can be formulated by means of optimal
control theory. The wage earner’s goal is then to maximize a new cost functional
subject to

� The dynamics of the state variable, i.e. the dynamics a wealth process X0.t/
given by

X0.t/ D x C
Z t

0

i.s/� c0.s/ ds C
NX

nD0

Z t

0

�0n.s/X
0.s/

Sn.s/
dSn.s/;

where t 2 Œ0;minfT; �g� and x is the wage earner’s initial wealth.
� Constraints on the remaining control variables, i.e. the consumption process
c0.t/ and the reduced portfolio process �0.t/ D 
�01 .t/; : : : ; �0N .t/

� 2 RN .
� Boundary conditions on the state variables.

Let us denote by A 0.x/ the set of all admissible decision strategies, i.e. all
admissible choices for the control variables 0 D .c0; �0/ 2 RNC1. The depen-
dence of A 0.x/ on x denotes the restriction imposed on the wealth process by the
boundary condition X0.0/ D x.

The wage earner’s problem can then be stated as follows: find a strategy 0 D
.c0; �0/ 2 A 0.x/ which maximizes the expected utility

V 0.x/ D sup
02A 0.x/

E0;x

"Z T^�

0

U.c0.s/; s/ ds CW.X0.T //If�>T g

#

; (18.5)

where U.c0; �/ is again the utility function describing the wage earner’s family pref-
erences regarding consumption in the time interval Œ0;minfT; �g� andW.X0/ is the
utility function for the terminal wealth at time t D T . As before, we restrict our-
selves to the special case where the wage earner has the same discounted CRRA
utility functions for the consumption of his family and his terminal wealth given
in (18.4).

The same methods that were used in the analysis of case a) enable us to obtain
the following result.

Proposition 18.2. Let � denote the non-singular square matrix given by .��T /�1.
The optimal strategies for problem (18.5) in the case where U.c0; �/ andW.X0/ are
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the discounted constant relative risk aversion utility functions in (18.4) are given by

c0
�
.t; x/ D 1

e0.t/
.x C b0.t//

�0
�
.t; x/ D 1

x.1 � �/.x C b
0.t//�˛.t/;

where

b0.t/ D
Z T

t

i.s/ exp

�

�
Z s

t

r.v/ dv

�

ds

e0.t/ D exp

 

�
Z T

t

H 0.v/ dv

!

C
Z T

t

exp

�

�
Z s

t

H 0.v/ dv

�

ds

H 0.t/ D �.t/C �
1 � � � � ˙.t/

.1 � �/2 �
�

1 � � r.t/

and˙.t/ is as given in the statement of Proposition 18.1.

Thus, we now have optimal portfolio processes for the two settings (a) and (b)
described above. These are given, respectively, in Propositions 18.1 and 18.2.

Theorem 18.2. Let � denote the non-singular square matrix given by .��T /�1 and
.�˛.t//n the n-th component of the vector �˛.t/. For each n 2 f1; : : : ; N g, we have
that �0n

�
.t; x/ > ��

n .t; x/ if and only if .�˛.t//n > 0.

The economic implications of the theorem above are made clear in the following
result.

Corollary 18.4. Let � denote the non-singular square matrix given by .��T /�1
and .�˛.t//n the n-th component of the vector �˛.t/. Assume that for every n 2
f1; : : : ; N g we have that .�˛.t//n > 0. Then, the optimal portfolio of a wage earner
with the possibility of buying a life insurance policy is more conservative than the
optimal portfolio of the same wage earner if he does not have the opportunity to buy
life insurance.

18.5 Conclusions

We have introduced a model for optimal insurance purchase, consumption and
investment for a wage earner with an uncertain lifetime with an underlying finan-
cial market consisting of one risk-free security and a fixed number of risky securities
with diffusive terms driven by multidimensional Brownian motion. When we restrict
ourselves to the case where the wage earner has the same discounted CRRA utility
functions for the consumption of his family, the size of his legacy and his terminal
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wealth, we obtain explicit optimal strategies and describe new properties of these
optimal strategies. Namely, we obtain economically relevant conclusions such as:
(a) a young wage earner with smaller wealth has an optimal portfolio with larger
values of volatility and higher expected returns; and (b) a wage earner who can buy
life insurance policies will choose a more conservative portfolio than a similar wage
earner who is without the opportunity to buy life insurance.
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Chapter 19
Towards a Theory of Periodic Difference
Equations and Its Application to Population
Dynamics

Saber N. Elaydi, Rafael Luı́s, and Henrique Oliveira

Abstract We present a survey of some of the most updated results on the dynamics
of periodic and almost periodic difference equations.

19.1 Introduction

In a series of papers, Elaydi and Sacker [13–15,32] embarked on a systematic study
of periodic difference equations or periodic dynamical systems. The authors also
wrote a survey [16] which has not been readily available to researches. The main
purpose of this survey is to update, extend, and broaden the above-mentioned sur-
vey. Since the appearance [16], there have many exciting and new results by many
authors as reflected by the extensive list of references.

An emphasis is placed here on bifurcation theory of periodic systems, partic-
ularly, those obtained by the authors and their collaborators. In fact, some of the
results reported here appear for the first time. A more detailed account of bifurcation
theory will appear somewhere else.

Two important omissions should be noted. The first is the extension of Sharkovs-
ky’s theorem to periodic difference equations [3]. The second is the study of periodic
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systems with the Allee effect [29]. One reason for not including these topics is our
self-imposed limitations on the size of the survey. A second reason is the limitation
in the expertise of the writers of this survey. We promise the reader to explore these
two topics in a forthcoming work.

In Sect. 19.2, we motivate the need for introducing skew-product techniques in
the study of nonautonomous difference equations. Section 19.3 develops the basic
construction of skew-product dynamical systems.

Subsequently, in Sect. 19.4 our study is focused on periodic difference equa-
tions. This section includes two important results in the theory of periodic systems,
namely, Lemmas 19.1 and 19.2. In Sect. 19.5, we tackle the question of stability in
both the space X and in the skew-productX � Y . The section ends with the funda-
mental result in Theorem 19.2, which states that in a connected topological space,
the period of a globally asymptotically stable periodic orbit must divide the period
of the system.

In Sect. 19.6, we extend Singer’s theorem to periodic systems. In Sect. 19.7, we
develop a bifurcation theory for 2-periodic difference equations. In particular, a uni-
modal map with the Allee effect is thoroughly analyzed. A bifurcation graph of the
parameter space of a 2-periodic system consisting of these maps is developed using
the techniques of resultant in Mathematica software.

In Sect. 19.8, we address the question of whether the solutions of bifurcation
equations are independent of the phase shifts.

In Sect. 19.9, we present an updated account of results pertaining to attenuance
and resonance. The question we tackle here is whether periodic forcing has a dele-
terious effect on the population (attenuance) or it is advantageous to the population
(resonance). In Sect. 19.10, we introduces almost periodicity and contains some of
the results obtained in [10]. This is followed by Sect. 19.11 in which the study of
stochastic difference equations is conducted.

19.2 Preliminaries

Let X be a topological space and Z be the set of integers. A discrete dynamical
system .X; �/ is defined as a map � W X � Z ! X such that � is continuous and
satisfies the following two properties

1. �.x; 0/ D x for all x 2 X .
2. �.�.x; s/; t/ D �.x; s C t/; s; t 2 Z and x 2 X (the group property).

We say .X; �/ is a discrete semidynamical system if Z is replaced by ZC, the
set of nonnegative integers, and the group property is replaced by the semigroup
property.

Notice that .X; �/ can be generated by a map f defined as �.x; n/ D f n.x/,
where f n denotes the nth composition of f . We observe that the crucial property
here is the semigroup property.
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A difference equation is called autonomous if it is generated by one map such as

xnC1 D f .xn/; n 2 ZC: (19.1)

Notice that for any x0 2 X; xn D f n.x0/. Hence, the orbit O.x0/ D
fx0; x1; x2; : : :g in (19.1) is the same as the set O.x0/ D fx0; f .x0/; f 2.x0/; : : :g
under the map f .

A difference equation is called nonautonomous if it is governed by the rule

xnC1 D F.n; xn/; n 2 ZC; (19.2)

which may be written in the friendlier form

xnC1 D fn.xn/; n 2 ZC; (19.3)

where fn.x/ D F.n; x/. Here the orbit of a point x0 is generated by the composition
of the sequence of maps ffng. Explicitly,

O.x0/ D fx0; f0.x0/; f1.f0.x0//; f2.f1.f0.x0///; : : :g
D fx0; x1; x2; : : :g:

It should be pointed out here that (19.2) or (19.3) may not generate a discrete
semidynamical system as it may not satisfy the semigroup property. The following
example illustrates this point.

Example 19.1. Consider the nonautonomous difference equation

xnC1 D .�1/n
�
nC 1
nC 2

�

xn; x.0/ D x0: (19.4)

The solution of (19.4) is

xn D .�1/n.n�1/
2

x0

nC 1 :
Let �.x0; n/ D xn. Then

�.�.x0; m/; n/ D �
�

.�1/m.m�1/
2 � x0

mC 1; n
�

D .�1/n.n�1/
2 .�1/m.m�1/

2 � x0

.nC 1/.mC 1/
However,

�.x0; mC n/ D .�1/ .nCm/.nCm�1/
2

x0

mC nC 1 ¤ �.�.x0; m/; n/:
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19.3 Skew-Product Systems

Consider the nonautonomous difference equation

xnC1 D F.n; xn/; n 2 ZC; (19.5)

where F.n; �/ 2 C.ZC�X;X/ D C . The space C is equipped with the topology of
uniform convergence on compact subsets of ZC�X . Let Ft .n; �/ D F.tCn; �/ and
A D fFt .n; �/ W t 2 ZCg be the set of translates of F in C . Then G.n; �/ 2 !.A /,
the omega limit set of A , if for each n 2 ZC,

jFt .n; x/ �G.n; x/j ! 0

uniformly for x in compact subsets of X , as t !1 along some subsequence ftni
g.

The closure of A in C is called the hull of F.n; �/ and is denoted by Y D cl.A / D
H .F /.

On the space Y , we define a discrete semidynamical system � W Y � ZC ! Y

by �.H.n; �/; t/ D Ht .n; �/; that is � is the shift map.
For convenience, one may write (19.5) in the form

xnC1 D fn.xn/ (19.6)

with fn.xn/ D F.n; xn/.
Define the composition operator ˚ as follows

˚ in D fiCn�1 ı : : : ı fiC1 ı fi � ˚n.F.i; �//;

and the reverse composition operator e̊ as

e̊i
n D fi ı fiC1 ı � � � ı fiCn�1:

When i D 0, we write ˚0n as ˚n and e̊0n as e̊.
The skew-product system is now defined as

� W X � Y �ZC ! X � Y

with
�..x;G/; n/ D .˚n.G.i; �//; �.G; n//:

If G D fi , then �..x; fi /; n/ D .˚ in.x/; fiCn/.
The following commuting diagram illustrates the notion of skew-product systems

where P.a; b/ D a is the projection map.
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X � Y �ZC � ��

P�id
��

X � Y
P

��
Y �ZC

�
�� Y

For each G.n; �/ � gn 2 Y , we define the fiber Fg over G as Fg D P�1.G/.
If g D fi , we write Fg as Fi .

Theorem 19.1. [16] � is a discrete semidynamical system.

Example 19.2 (Example (19.1) revisited). Let us reconsider the nonautonomous
difference equation

xnC1 D .�1/n
�
nC 1
nC 2

�

xn; x.0/ D x0:

Hence, F.n; x/ D .�1/n 
nC1
nC2

�
x D fn.x/. Its hull is given by G.n; x/ D

.�1/nx, that is, gn is a periodic sequence given by g0 D g2n, g1 D g2nC1, for all
n 2 ZC, in which g0.x/ D x, and g1.x/ D �x.

It is easy to verify that � defined as �..x; fi /; n/ D .˚ in.x/; fiCn/ is a
semidynamical system.

19.4 Periodicity

In this section our focus will be on p-periodic difference equations of the form

xnC1 D fn.xn/; (19.7)

where fnCp D fn for all n 2 ZC.
The question that we are going to address is this: What are the permissible

periods of the periodic orbits of (19.7)?
We begin by defining an r-periodic cycle (orbit).

Definition 19.1. An ordered set of points Cr D fx0; x1; : : : ; xr�1g is r-periodic in
X if

f.iCnr/ mod p.xi / D x.iC1/ mod r ; n 2 ZC:

In particular,
fi .xi / D xiC1; 0 � i � r � 2;

and
ft .xt mod r/ D x.tC1/ mod r ; r � 1 � t � p � 1:

It should be noted that the r-periodic cycle Cr inX generates an s-periodic cycle
on the skew-product X � Y of the form bC s D f.x0; f0/; .x1; f1/; : : : ; .xs mod r ;

fs mod p/g, where s D lcmŒr; p� is the least common multiple of r and p.
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Fig. 19.1 A 2-periodic cycle in a 4-periodic difference equation

The r-periodic orbit Cr is called an r-geometric cycle, and the s-periodic orbit
bC r is called an s-complete cycle.

Example 19.3. Consider the nonautonomous periodic Beverton–Holt equation

xnC1 D �nKnxn

Kn C .�n � 1/xn ; (19.8)

with �n > 1;Kn > 0;KnCp D Kn; and �nCp D �n, for all n 2 ZC.

1. Assume that �n D � > 1 is constant for all n 2 ZC. Then one may appeal
to Corollary 6.5 in [14] to show that (19.8) has no nontrivial periodic cycles of
period less than p. In fact, (19.8) has a unique globally asymptotically stable
cycle of minimal period p.

2. Assume that �n is periodic. Let �0 D 3, �1 D 4, �2 D 2, �3 D 5, K0 D 1,
K1 D 6

17
,K2 D 2, andK3 D 4

11
. This leads to a 4-periodic difference equation.

There is, however, a 2-geometric cycle, namely, C2 D
˚
2
5
; 2
3

�
(see Fig. 19.1).

This 2-periodic cycle in the space X generates the following 4-complete cycle
on the skew-productX � Y

bC 4 D
˚

2
5
; f0

�
;


2
3
; f1

�
;


2
5
; f2

�
;


2
3
; f3

��
;

where f0.x/ D 3x
1C2x , f1.x/ D 24x

6C51x , f2.x/ D 4x
2Cx , and f3.x/ D 5x

1C11x .

We are going to provide a deeper analysis of the preceding example. Let d D
gcd.r; p/ be the greatest common divisor of r and p, s D lcmŒr; p� be the least
common multiple of r and p, m D p

d
; and ` D s

p
: The following result is one of

two crucial lemmas in this survey.

Lemma 19.1. [14] LetCr D fx0; x1; : : : ; xr�1g be a set of points in a metric space
X . Then the following statements are equivalent.
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1. Cr is a periodic cycle of minimal period r .
2. For 0 � i � r � 1, f.iCnd/ mod p.xi / D x.iC1/ mod r .
3. For 0 � i � r � 1, the graphs of the functions

fi ; f.iCd/ mod p; : : : ; f.iC.m�1/d/mod p

intersect at the ` points

.xi ; x.iC1/ mod r/; .x.iCd/ mod r ; x.iC1Cd/ mod r /; : : : ;

.x.iC.`�1/d/ mod r ; x.iC.`�1/dC1/ mod r/

Corollary 19.1. [29] Assume that the one-parameter family F.˛; x/ is one to one
in ˛. Let fn.xn/ D F.˛n; xn/. Then if the p-periodic difference equation, with
minimal period p,

xnC1 D fn.xn/ (19.9)

has a nontrivial periodic cycle of minimal period r , then r D tp, t 2 ZC.

Proof. Suppose that (19.9) has a periodic cycle Cr D fx0; x1; : : : ; xr�1g of period
r < p, and let d D gcd.r; p/, s D lcmŒr; p�, m D p

d
, and ` D s

p
. Then by

Lemma 19.1, the graphs of the maps f0; fd ; : : : ; f.m�1/d must intersect at the points
.x0; x1/; .xd ; xdC1/; : : : ; .x.`�1/d ; x.`�1/dC1/.

Since F.˛; x/ is one to one in ˛, the maps f0; fd ; : : : ; f.m�1/d do not inter-
sect, unless they are all equal. Similarly, one may show that fi D fiCd D : : : D
fiC.m�1/d . This shows that (19.9) is of minimal period d , a contradiction. Hence r
is equal to p or a multiple of p. ut

Applying Corollary 19.1 to the periodic Beverton–Holt equation with KnCp D
Kn; �n D �, for all n 2 ZC, shows that the only possible period of a nontrivial
periodic cycle is p. However, for the case �n and Kn are both periodic of common
period p, the situation is murky as was demonstrated by Example 19.3, case 2.

For the values �0 D 3, �1 D 4, �2 D 2, �3 D 5, K0 D 1, K1 D 6=17,
K2 D 2, and K3 D 4=11, we have f0.x/ D 3x

1C2x , f1.x/ D 24x
6C51x , f2.x/ D 4x

2Cx ,
and f3.x/ D 5x

1C11x . Let F D ff0; f1; f2; f3g. Clearly x� D 0 is a fixed point
of the periodic system F . To have a positive fixed point (period 1) or a periodic
cycle of period 3, we must have the graphs of f0; f1; f2; f3 intersect at points
.x0; x1/; .x1; x2/; : : : ; .x`�1; x`/, where ` D 1 or ` D 3. Simple computation
shows that this is not possible. Moreover, one may show that the graphs of f0 and f2
intersect at the points .2=5; 2=3/ and the graphs of f1 and f3 intersect at the points
.2=3; 2=5/. Hence C2 D f2=5; 2=3g is a 2-periodic cycle. Moreover, the equation
has the 4-periodic cycle �

238

361
;
119

298
;
238

417
;
238

607

�

:

Suppose that the p-periodic difference equation

xnC1 D fn.xn/; fnCp D fn; n 2 ZC (19.10)
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Fig. 19.2 A 6-periodic cycle in a 9-periodic system

has a periodic cycle of minimal period r . Then the associated skew-product system
� has a periodic cycle of period s D lcmŒr; p� (s-complete cycle). There are p
fibers Fi D P�1.fi /: Are the s periodic points equally distributed on the fibers?
i.e. is the number of periodic points on each fiber equal to ` D s=p?

Before giving the definitive answer to this question, let us examine the diagram
present in Fig. 19.2 in which p D 9, and r D 6.

There are two points
�
2 D lcmŒ6;9	

9

�
on each fiber. Since d D gcd.6; 9/ D 3,

the graphs f0, f3, and f6 intersect at the two points .x0; x1/, .x3; x4/; the
graphs f1; f4, and f7 intersect at the two points .x1; x2/, .x4; x5/; and the graphs
f2; f5; f8 intersect at the points .x2; x3/, .x5; x0/.

Note that the number of periodic points on each fiber is 2, which is ` D lcmŒr;p	
p

.
The following crucial lemma proves this observation.

Lemma 19.2. [13] Let s D lcmŒr; p�. Then the orbit of .xi ; fi / in the skew-product
system intersect each fiber Fj , j D 0; 1; : : : ; p � 1, in exactly ` D s=p points and
each of these points is periodic under the skew-product � with period s.

Proof. Let Cr D fx0; x1; : : : ; xr�1g be a periodic cycle of minimal period r . Then
the orbit of .x0; f0/ in the skew-product has a minimal period s D lcmŒr; p�. Now
S D O ..x0; f0// D f�..x0; f0/; n/ W n 2 ZCg � X � Y is minimal, invariant
under � and has s distinct points.

For each i; 0 � i � p � 1, the maps

fi W S \Fi ! S \F.iC1/ mod p (19.11)

are surjective. We now show that it is injective.
Let Ni be cardinality of S \ Fi . Then Ni is a non-increasing integer valued

function and thus stabilizes at some fixed value from which it follows that Ni is
constant. Thus each S \Fi contains the same number of points, namely ` D s=p.

ut
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19.5 Stability

We begin this section by stating the basic definitions of stability.

Definition 19.2. Let Cr D fx0; x1; : : : ; xr�1g be an r-periodic cycle in the
p-periodic equation (19.10) in a metric space .X; �/ and s D lcmŒr; p� be the
least common multiple of p and r . Then

1. Cr is stable if given � > 0, there exists ı > 0 such that

�.z; xi mod r / < ı implies �.˚ in.z/; ˚
i
n.xi mod r// < �

for all n 2 ZC, and 0 � i � p � 1. Otherwise, Cr is said unstable.
2. Cr is attracting if there exists � > 0 such that

�.z; xi mod r / < � implies lim
n!1˚

i
ns .z/ D xi mod r :

3. We say that Cr is asymptotically stable if it is both stable and attracting. If in
addition, � D1, Cr is said to be globally asymptotically stable.

Lemma 19.3. [29] An r-periodic cycle Cr D fx0; x1; : : : ; xr�1g in (19.10) is

1. Asymptotically stable if jQs
iD0 f 0

i mod p.xi mod r /j < 1.
2. Unstable if jQs

iD0 f 0
i mod p.xi mod r /j > 1.

where s D lcmŒr; p� is the least common multiple of p and r .

Consider the skew-product system � onX�Y withX a metric space with metric
�, Y D ff0; f1; : : : ; fp�1g equipped with the discrete metrice�, where

e�.fi ; fj / D
�
0 if i D j
1 if i ¤ j :

Define a metric D on X � Y as

D


.x; fi /; .y; fj /

� D �.x; y/Ce�.fi ; fj /:

Let �1.x; f / D �..x; f /; 1/, then �n.x; f / D �..x; f /; n/. Thus �1 W X �
Y ! X �Y is a continuous map which generates an autonomous system onX �Y .
Consequently, the stability definitions of fixed points and periodic cycles follow the
standard ones that may be found in [9, 11].

Now we give a definition of stability for a complete periodic cycle in the skew-
product system.

Definition 19.3. A complete periodic cyclebC s Df.x0; f0/; : : : ; .xs mod r ; fs mod p/g
is
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1. Stable if given � > 0, there exits ı > 0, such that

D..z; fi /; .x0; f0// < ı implies D.�n.z; fi /; �
n.x0; f0// < �;8n 2 ZC:

Otherwise, bC s is said unstable.
2. Attracting if there exists � > 0 such that

D..z; fi /; .x0; f0// < � implies lim
n!1�

ns .z; fi / D .x0; f0/:

3. Asymptotically stable if it is both stable and attracting. If in addition, � D 1,
bC s is said to be globally asymptotically stable.

Since fiCns D fi for all n, it follows from the above convergence that fi D f0.
Hence, stability can occur only on each fiber X � ffig; 0 � i � p � 1.

It should be noted that one may reformulate Lemma 19.3 in the setting of the
skew-product theorem. However, to do so, one needs to develop the notion of
derivative in the space X � Y .

Definition 19.4. Let g D �p W X�Y ! X�Y defined as g.x; fi / D .˚ ip.x/; fi /.
The generalized derivative of g is defined as g0.x; fi / D d

dx



˚ ip.x/

� D 
˚ ip
�0
.x/.

Lemma 19.4. A complete periodic cycle eC s D f.x0; f0/; : : : ; .xs mod r ; fs mod p/g
of the skew-product system � on X � Y is

1. Asymptotically stable if jQs
iD0 f 0

i mod p
.xi mod r /j < 1,

2. Unstable if jQs
iD0 f 0

i mod p
.xi mod r/j > 1,

where s D lcmŒr; p� is the least common multiple of p and r .

We are now ready to state our main result in this survey.

Theorem 19.2. [13] Assume that X is a connected metric space and each fi 2 Y
is a continuous map on X , with fiCp D fi . Let Cr D fx0; x1; : : : ; xr�1g be a
periodic cycle of minimal period r . If Cr is globally asymptotically stable, then r
divides p. Moreover, r D p if the sequence ffng is a one-parameter family of maps
F.�n; x/ and F is one to one with respect to �.

Proof. The skew-product system � on X � Y has the periodic orbit

f.x0; f0/; .x1; f1/; : : : ; .xs mod r ; fs mod p/g

which is globally asymptotically stable. But as we remarked earlier, globally stabil-
ity can occur only on fibers. By Lemma 19.2, there are ` D s=p points on each fiber.
If ` > 1, we have a globally asymptotically `-periodic cycle in the connected met-
ric space X � ffig under the map �p . This violates Elaydi–Yakubu Theorem [12].
Hence ` D 1 and consequently r jp.

Note that by Lemma 19.1, the graphs of the maps fi , fiCd ; : : : ; fiC.m�1/d ,
0 � i � p � 1, must intersect at ` points. However, since ffig is a one parameter
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family of maps F.�n; x/ where F is one to one with respect to the parameter �, it
follows that fi D fiCd , 0 � i � p � 1. This implies that d is the period of our
system and since p is the minimal period of the system, this implies that d D p.
Hence r D p. ut

19.6 An Extension of Singer’s Theorem

One of the well known work done by Singer is present in his famous paper [33] and
currently known by Singer’s theorem. It is a useful tool in finding an upper bound
for the number of stable cycles in autonomous difference equations. In this section
we present the natural extension of this theorem to the periodic nonautonomous
difference equations.

Recall that the Schwarzian derivative, Sf , of a map f at x is defined as

Sf .x/ D f
000

.x/

f
0

.x/
� 3
2

 
f

00

.x/

f
0

.x/

!2

:

Let f W I ! I be a C 3 map with a negative Schwarzian derivative for all x 2 I ,
defined on the closed interval I . If f has m critical points in I , then f has at most
mC 2 attracting period cycles of any given period.

Now consider the p-periodic system F D ff0; f1; f2; : : : ; fp�1g of continuous
maps defined on a closed interval I .

Assume that there are mi critical points for the map fi , 0 � i � p � 1. On the
fiber F0 D I � f0, there are m0 critical points of f0, at least m1 critical points
consisting of all the pre-images under f0 of the m1 critical points of f1; : : : and
at least mp�1 critical points that consist of all the pre images, under ˚p�2, of the
mp�1 critical points of fp�1. Since each critical point of ˚p is mapped, under
compositions of our maps, to one of the original critical points of one of the maps
fi , it follows that the number of significant critical points is

Pp�1
iD0 mi .

By Singer’s Theorem, there are at most
hPP�1

iD0 mi C 2
i

attracting periodic

cycles of any given period. Notice that periodic cycles that appear on fiber Fi are
just phase shifts of periodic cycles that appear on fiber F0. Hence we conclude that
there are at most

PP�1
iD0 mi C 2 attracting cycles of any given period (See [2] for

details).
So a consequence of this extension, one may show that if the maps are the logistic

maps
fi .x/ D �ix.1 � x/; �i > 0; 0 � i � p � 1;

defined on the interval Œ0; 1�, then the p-periodic system ff0; f1; : : : ; fp�1g has at
most p-attracting cycles of any given period r . Notice that each map fi has one
critical point, x D 1=2, and the boundary points 0 and 1 are attracted only to 0.
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19.7 Bifurcation

The study of various notions of bifurcation in the setting of discrete nonautonomous
systems is still at its infancy stage. The main contribution in this area are the papers
by Henson [24], Al-Sharawi and Angelos [2], Oliveira and D’Aniello [30], and
recently Luı́s, Elaydi and Oliveira [29].

The main objective in this section is to give the pertinent definitions, notions,
terminology and results done in [29]. Though our focus here will be on 2-periodic
systems, the ideas presented can be easily extended to the general periodic case.

Throughout this section we assume that the maps f0 and f1 arise from a one-
parameter family of maps such that f1 D f˛1

and f0 D f˛0
with ˛0 D q˛1 for

some real number q > 0. Thus one may write, without loss of generality, our system
as F D ff0; f1g.

Moreover, we assume that the one-parameter family of maps is one-to-one with
respect to the parameter. Let Cr D fx0; x1; : : : ; xr�1g be an r-periodic cycle of F .
Then by Corollary 19.1 the latter assumption implies that r D 2m, m � 1.

With ˚2 D f1 ı f0, one may write the orbit of x0 as (see Fig. 19.3)

O.x0/ D
˚
x0; f0.x0/; ˚2.x0/; f0 ı ˚2.x0/; ˚4.x0/; : : : ; ˚2.m�1/.x0/;
�f0 ı ˚2.m�1/.x0/

� D fx0; ˚1.x0/; ˚2.x0/; : : : ; ˚2m�1.x0/g (19.12)

Equivalently, one may write the sequence of points given in (19.12) as

O.x1/D
˚
f1 ı e̊2.m�1/.x1/; x1; f1.x1/; e̊2.x1/; f1 ı e̊2.x1/; : : : ; e̊2.m�1/.x1/

�

Dfe̊2m�1.x1/; x1; e̊1.x1/; e̊2m.x1/; : : : ; e̊2m�2.x1/g (19.13)

where e̊ D f0ıf1. Hence the order of the composition is irrelevant to the dynamics
of the system.

The dynamics of F depends very much on the parameter as the qualitative struc-
ture of the dynamical system changes as the parameter changes. These qualitative
changes in the dynamics of the system are called bifurcations and the parameter
values at which they occur are called bifurcation points. For autonomous systems or
single maps the bifurcation analysis may be found in Elaydi [11].

In a one-dimensional systems generated by a one-parameter family of maps f˛,
a bifurcation at a fixed point x� occurs when @f

@x
.˛�; x�/ D 1 or �1 at a bifurcation

point ˛�. The former case leads to a saddle-node bifurcation, while the latter case
leads to a period-doubling bifurcation.

Now we are going to extend this analysis to 2-periodic difference equations
or F D ff0; f1g. To simplify the notation we write ˚2.˛; x/ instead of ˚2.x/
and e̊2.˛; x/ instead of e̊2.x/. Then ˚2m.x2i / D x.2i/modr and e̊2m.x2iC1/ D
x.2iC1/modr , 1 � i � m. In general, we have ˚2nm.x2i / D x.2i/modr and
e̊
2nm.x2iC1/ D x.2iC1/modr , n � 1.
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. .. .. .

..
.

Fig. 19.3 Sequence of the periodic points fx0; x1; : : : ; xr�1g in the 2-periodic system F D
ff0; f1g illustrated in the fibers, where ˚2 D f1 ı f0 and r D 2m;m � 1

Assuming @˚2m

@x
.˛; x0/ D 1 at a bifurcation point ˛, by the chain rule, we have

@˚2

@x
.˛; x2m�2/

@˚2

@x
.˛; x2m�4/ : : :

@˚2

@x
.˛; x2/

@˚2

@x
.˛; x0/ D 1

or

f 0
1.x2m�1/f 0

0.x2m�2/f 0
1.x2m�3/f 0

0.x2m�4/ : : : f 0
1.x3/f

0
0.x2/f

0
1.x1/f

0
0.x0/ D 1

(19.14)
Applying f0 on both sides of the identity ˚2m.˛; x0/ D x0, yields e̊2m.˛; x1/ D
x1. Differentiating both sides of this equation yields

@e̊2

@x
.˛; x2m�1/

@e̊2

@x
.˛; x2m�3/ : : :

@e̊2

@x
.˛; x3/

@e̊2

@x
.˛; x1/ D 1

or equivalently

f 0
0.x0/f

0
1.x2m�1/f 0

0.x2m�2/f 0
1.x2m�3/ : : : f 0

0.x4/f
0
1.x3/f

0
0.x2/f

0
1.x1/ D 1:

(19.15)
Hence (19.14) is equivalent to (19.15). More generally the following relation holds

@˚2m

@x



˛; x2j

� D @e̊2m

@x
.˛; x2j�1/; j 2 f1; 2; : : : ; mg : (19.16)

Now we are ready to write the two main results of this section.
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Theorem 19.3 (Saddle-node Bifurcation for 2-periodic systems [29]). Let

Cr D fx0; x1; : : : ; xr�1g be a periodic r-cycle of F . Suppose that both @2˚2

@x2

and @2˚2

@2 exist and are continuous in a neighborhood of a periodic orbit such that
@˚2m

@x
.˛; x0/ D 1 for the periodic point x0. Assume also that

A D @˚2m

@˛
.˛; x0/ ¤ 0 and B D @2˚2m

@x2
.˛; x0/ ¤ 0:

Then there exists an interval J around the periodic orbit and a C 2-map ˛ D h.x/,
where h W J ! R such that h.x0/ D ˛, and ˚2m.x; h.x// D x. Moreover, if
AB < 0, the periodic points exists for ˛ > ˛, and, if AB > 0, the periodic points
exists for ˛ < ˛.

When @˚2m

@x
.˛; x0/ D 1 but @˚2m

@˛
.˛; x/ D 0, two types of bifurcations appear.

The first is called transcritical bifurcation which occurs when @2˚2m

@x2 .˛; x0/ ¤ 0 and

the second is called pitchfork bifurcation which appears when @2˚2m

@x2 .˛; x0/ D 0.
For more details about this two types of bifurcation see Table 2.1 in [11, pp. 90], and
[30]. In the former work the author presents many cases for autonomous maps while
in the latter article the authors study the pitchfork bifurcation for nonautonomous
2-periodic systems in which the maps have negative Schwarzian derivative.

The next result gives the conditions for the period-doubling bifurcation.

Theorem 19.4 (Period-Doubling Bifurcation for 2-periodic systems [29]). Let

Cr D fx0; x1; : : : ; xr�1g be a periodic r-cycle of F . Assume that both @2˚2

@x2 and
@˚2

@˛
exist and are continuous in a neighborhood of a periodic orbit, @˚2m

@x
.˛; x0/ D

�1 for the periodic point x0 and @2˚4m

@˛@x
.˛; x0/ ¤ 0. Then, there exists an interval

J around the periodic orbit and a function h W J ! R such that ˚2m.x; h.x// ¤ x
but ˚4m.x; h.x// D x.

Now we are going to apply these two results with an interesting example
from [29]. First we need the following definition.

Definition 19.5. A unimodal map is said to have the Allee1 effect if it has three
fixed points x�

1 D 0, x�
2 D A, and x�

3 D K , with 0 < A < K , in which x�
1 is

asymptotically stable, x�
2 is unstable, and x�

3 may be stable or unstable.

Remark 19.1. Note that if F is a periodic set formed by unimodal Allee maps,
neither the zero fixed point nor the threshold point can contribute to bifurcation,

1 The Allee effect is a phenomenon in population dynamics attributed to the American biologist
Warder Clayde Allee 1885–1955 [1]. Allee proposed that the per capita birth rate declines at low
density or population sizes. In the languages of dynamical systems or difference equations, a map
representing the Allee effect must have tree fixed points, an asymptotically stable zero fixed point,
a small unstable fixed point, called the threshold point, and a bigger positive fixed point, called the
carrying capacity, that is asymptotically stable at least for smaller values of the parameters.
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A

K

A

K

Fig. 19.4 A unimodal Allee map with three fixed points 0, A and k

since the former is always asymptotically stable and the latter is always unstable.
Hence bifurcation may only occur at the carrying capacity of F .

Example 19.4. [29] Consider the 2-periodic system W D ff0; f1g, where

fi .x/ D aix2.1 � x/; i D 0; 1

in which x 2 Œ0; 1� and ai > 0, i D 0; 1. For an individual map fi , if ai < 4 we
have a globally asymptotically stable zero fixed point and no other fixed point. At
ai D 4 an unstable fixed point is born after which fi becomes a unimodal map with
an Allee effect (see Fig. 19.4). Henceforth, we will assume that a0; a1 > 4.

Since 0 is the only fixed point under the system W , we focus our attention on
2-periodic cycles fx0; x1g with f0.x0/ D x1, and f1.x1/ D x0.

A Saddle-node bifurcation occurs when @
@t
.˚2.t//

ˇ
ˇ
ˇ
tDx0

D ˚ 0
2.x0/ D 1, and a

period-doubling bifurcation occurs when @
@t
.˚2.t//

ˇ
ˇ
ˇ
tDx0

D ˚ 0
2.x0/ D �1.

For the saddle-node bifurcation we then solve the equations

�
x0 D f1 .f0 .x0//
f 0
1 .f0 .x0// f

0
0 .x0/ D 1

(19.17)

and for the period-doubling bifurcations we solve the equations

�
x0 D f1 .f0 .x0//
f 0
1 .f0 .x0// f

0
0 .x0/ D �1

(19.18)



302 S.N. Elaydi et al.

2 4 6 8 10
a0

2

4

6

8

10

a1

A

B C2

C1 E

D

D1

D2

Fig. 19.5 Bifurcations curves for the 2-periodic nonautonomous difference equation with Allee
effects xnC1 D anx

2
n.1� xn/, in the .a0; a1/-plane, where anC2 D an and xnC2 D xn

Using the command “resultant”2 in Mathematica or Maple Software, we elimi-
nate the variable x0 in (19.17) and (19.18). Equation (19.17) yields

16777216C 16384a0a1 � 576000a20a1 C 84375a30a1 � 576000a0a21
C914a20a21 � 350a30a21 C 84375a0a31 � 350a20a31 C 19827a30a31
�2916a40a31 � 2916a30a41 C 432a40a41 D 0

while (19.18) yields

100000000� 120000a0a1 � 2998800a20a1 C 453789a30a1 � 2998800a0a21
�4598a20a21 C 2702a30a21 C 453789a0a31 C 2702a20a31 C 89765a30a31
�13500a40a31 � 13500a30a41 C 2000a40a41 D 0

For each one of these last two equations we invoke the implicit function theo-
rem to plot, in the .a0; a1/-plane, the bifurcation curves (see Fig. 19.5). The black
curves are the solution of the former equation at which saddle-node bifurcation

2 The command “resultant” is a powerful tool that helps us in finding the implicit solutions for
a polynomial equations with low degree. We are not aware of similar techniques that work for
nonpolynomial equation such the Ricker map Rp.x/ D xep�x, p; x > 0.
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occurs, while the gray curves are the solution of the latter equation at which period-
doubling bifurcations occurs. The black cusp is the curve of pitchfork bifurcation.
In the regions identified by letters one can conclude the following.

� If a0; a1 2 A then the fixed point x� D 0 is globally asymptotically stable.
� If a0; a1 2 BnD then there are two 2-periodic cycles, one attracting and one

unstable.
� If a0; a1 2 D then there are two attracting 2-periodic cycles (from the pitchfork

bifurcation) and two unstable 2-periodic cycles.
� If a0; a1 2 .C1 [ C2/n.D1 [ D2/ then there is an attracting 4-periodic cycle

(from the period doubling bifurcation) and two unstable 2-periodic cycles.
� If a0; a1 2 D1 [ D2 then there are two attracting 4-periodic cycles (from

pitchfork bifurcation) and two unstable 2-periodic cycles.
� If a0; a1 2 E then there are two attracting 8-periodic cycles (from period dou-

bling bifurcation), two attracting 4-periodic cycles (from pitchfork bifurcation),
and four unstable 2-periodic cycles.

It should be noted here that the bifurcation curves for the system W in Fig. 19.5
are incomplete. If we want to draw more bifurcation curves in the space of the
parameters we must do the same for 4-periodic cycles, 8-periodic cycles, and so
on. Finding the implicit solutions of these two new equations involve horrendous
computations. The command “resultant” does not produce answers after certain
values of the degree of the polynomial. So, for the system W , unfortunately we
are unable to draw these curves for the 4-periodic cycle. However, it should be
noted that AlSharawi and Angelos [2] have used the command “resultant” to inves-
tigate the bifurcations of the periodically forced logistic map, and they were able
to draw these curves for the 4-periodic cycles of the 2-periodic system. Moreover,
these authors drew the bifurcation surfaces for the 3-periodic cycle of the 3-periodic
system in the three dimensional space of the parameters.

Finally, we should mention that Grinfeld et al. [20] have used the command
“resultant” much earlier to study the bifurcation of 2-periodic logistic systems.

19.8 A Note on Bifurcation Equations

In [5] the authors study the symmetry of degenerate bifurcation equations of peri-
odic orbits in a nonautonomous system with respect to the order of the composition.
They proved that the cyclic permutation in the order of the composition do not affect
the solutions of the bifurcations in the parameter space.

In order to see this last observation, let f0; f1; : : : ; fp�1 be a collection of maps

fj W Ij � RK �! R
.x; �/ �! fj .x; �/
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where � is a parameter vector, the fiber Fj D Ij � ffj g and fj 2 Cm


Ij ;RK

�
,

j D 0; 1; : : : ; p � 1.
We are concerned with the bifurcations that can occur, in particular with the

bifurcations with higher degeneracy conditions on the derivatives of the iteration
variable x and not on the degeneracy conditions on the parameters.

These below are the bifurcation equations with the most degenerate conditions
that appear with j fixed , 0 � j � p � 1

˚
j

kp
.x/ D x; (19.19)

d˚
j

kp

dx
.x/ D 1;

d 2˚
j

kp

dx2
.x/ D 0;

d 3˚
j

kp

dx3
.x/ D 0;
:::

dm˚
j

kp

dxm
.x/ D 0:

These equations have different solution in terms of x, depending on the j we
choose.
A natural question arises:
Do the solutions in the parameter space depend on the particular choice of˚jp?

This question was posed in [4, 30] and, was positively solved for p D 2, and
degeneracy conditions of order m D 2; 3, that is, for pitchfork and swallowtail,
respectively.

We now present the following lemma that is useful for solving general problems
of the symmetry of the bifurcation equations.

Lemma 19.5. Let m � 1 and let ' and  be real maps satisfying the conditions:

1. There exists a such that  .a/ D a and is a Lipschitz homeomorphism in some
open interval I 3 a.

2. ' is a Lipschitz homeomorphism with Lipschitz constant L in a open neighbor-
hood I' of a point a such that .a/ D a and is a Lipschitz homeomorphism in
some open interval I 3 a.a such that ' .a/ D b. Let '�1 be its inverse in another
open neighborhood of b, '�1 is also Lipschitz continuous with constantM .

3.

lim
x!a

j .x/ � xj
jx � ajm D 0:
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Then the conjugate e of  by the homeomorphism '

e D ' '�1

satisfies

lim
y!b

ˇ
ˇe .y/� yˇˇ
jy � bjm D 0: (19.20)

Using Lemma 19.5 one can prove the following theorem.

Theorem 19.5. [5] Let f0,f1 : : : ; fp�1 be p functions with a sufficient number of
derivatives satisfying the conditions:

1. There exists x0, x1, . . . , xp�1, fixed points of ˚p , ˚1p , . . . , ˚p�1
p , respectively,

that is

˚jp.xj / D xj
2. The first bifurcation condition holds

d˚p .x/

dx

ˇ
ˇ
ˇ
ˇ
xDx0

D
p�1Y

jD0

dfj

dx



xj
� D 1:

3. Higher degeneracy conditions hold for ˚p

m � 2 W d
n˚p

dxn
.x/

ˇ
ˇ
ˇ
ˇ
xDx0

D 0; 2 � n � m:

Then the composition operator ˚jp , 0 � j � p � 1 satisfies

dn˚
j
p

dxn
.x/

ˇ
ˇ
ˇ
ˇ
ˇ
xDxj

D 0; for 2 � n � m:

In the case of periodic systems with period two the result is a particular case of
the previous theorem.

Corollary 19.2. [5] Let f0 and f1 be maps with a sufficient number of derivatives
satisfying the conditions:

1. .f1 ı f0/ .x0/ D x0 and .f0 ı f1/ .x1/ D x1:
2. d.f1ıf0/

dx
.x/
ˇ
ˇ
ˇ
xDx0

D f 0
1 .x1/ f

0
0 .x0/ D 1.

3. Fixed m � 2: dn.f1ıf0/
dxn .x/

ˇ
ˇ
ˇ
xDx0

D 0 for 2 � n � m.
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Then the reverse composition f0 ı f1 satisfies

dn.f0 ı f1/
dxn

.x/

ˇ
ˇ
ˇ
ˇ
xDx1

D 0; for 2 � n � m:

Example 19.5. [5] We will prove directly that the second and third derivatives of
alternating maps are both zero, regardless of the order of composition. We do this
directly using the higher order chain rule, or Faà di Bruno formula [25] fist proved
in [28].

Let f0 and f1 be C3 functions satisfying the conditions:

1. .f0 ı f0/ .x0/ D x0 and .f0 ı f1/ .x1/ D x1 which is f0 .x0/ D x1 and
f1 .x1/ D x0:

2. d.f1ıf0/
dx

.x/
ˇ
ˇ
ˇ
xDx0

D f 0
1 .x1/ f

0
0 .x0/ D 1.

3. dm.f1ıf0/
dxm .x/

ˇ
ˇ
ˇ
xDx0

D 0 for m D 2; 3.

Let us recall the formula of Faà di Bruno for the derivatives of the composition

dm .f1 ı f0/
dxm

.x/ D mŠ
mX

nD1
f
.n/
1 .f0 .x//

mY

jD1

1

bj Š

 
f
.j /
0 .x/

j Š

!bj

; (19.21)

where the sum is over all different solutions bj in nonnegative integers of the
equation

mX

jD1
jbj D m; and n WD

mX

jD1
bj :

To avoid to overload this example with indexes we use the notation

dm.f1 ı f0/
dxm

.x/

ˇ
ˇ
ˇ
ˇ
xDx0

D .f1f0/m ;
dm.f0 ı f1/

dxm
.x/

ˇ
ˇ
ˇ
ˇ
xDx1

D .f0f1/m :

With this notation the Faà di Bruno Formula computed at the conditions of the
problem is

.f1f0/m D mŠ
mX

nD1
f
.n/
1 .x1/

mY

jD1

1

bj Š

 
f
.j /
0 .x0/

j Š

!bj

(19.22)

and

.f0f1/m D mŠ
mX

nD1
f
.n/
0 .x0/

mY

jD1

1

bj Š

 
f
.j /
1 .x1/

j Š

!bj

(19.23)

Condition 2 in this notation is now

f 0
0.x0/f

0
1.x1/ D 1: (19.24)
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Let us consider the first cases. Letm D 2, we will use the formula (19.21), so we
have to solve the equation

b1 C 2b2 D 2;
for all possible values of the vector .b1; b2/ with nonnegative integers. The only
solutions are b1 D 0, b2 D 1 which gives n D 1 and b1 D 2, b2 D 0 with n D 2,
so we have

.f1f0/2 D 2Š
 

f 0
1.x1/

1

0Š

�
f 0
0.x0/

1Š

�0
1

1Š

�
f 00
0 .x0/

2Š

�1
!

C2Š
 

f 00
1 .x1/

1

2Š

�
f 0
0.x0/

1Š

�2
1

0Š

�
f 00
0 .x0/

2Š

�0
!

D 0

D f 0
1.x1/f

00
0 .x0/C f 00

1 .x1/.f
0
0.x0//

2

D f 0
1.x1/f

00
0 .x0/C

f 00
1 .x1/

f 0
1.x1/

D 0 (19.25)

and

.fg/2 D 2Š

 

f 0
0.x0/

1

0Š

�
f 0
1.x1/

1Š

�0
1

1Š

�
f 00
1 .x1/

2Š

�1
!

C2Š
 

f 00
0 .x0/

1

2Š

�
f 0
1.x1/

1Š

�2
1

0Š

�
f 00
1 .x1/

2Š

�0
!

D f 0
0.x0/f

00
1 .x1/C f 00

0 .x0/.f
0
1.x1//

2

D f 00
1 .x1/

f 0
1.x1/

C f 00
0 .x0/.f

0
1.x1//

2: (19.26)

Using Cramer’s rule we solve the system with (19.24) and (19.25) for f 00
1 .x1/, we

get

f 00
1 .x1/ D

1

.f 0
0.x0//

3

ˇ
ˇ
ˇ
ˇ
0 f 00

0 .x0/

1 f 0
0.x0/

ˇ
ˇ
ˇ
ˇ D �

f 00
0 .x0/

.f 0
0.x0//

3
;

substituting f 0
1.x1/ and f 00

1 .x1/ in (19.26) we get

.f0f1/2 D �f 0
0.x0/

f 00
0 .x0/

.f 0
0.x0//

3
C f 00

0 .x0/
1

.f 0
0.x0//

2
D 0:

Now we consider the case m D 3
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.f1f0/3 D f 0
1.x1/f

000
0 .x0/C 3f 00

1 .x1/f
0
0.x0/f

00
0 .x0/C f 000

1 .x1/.f
0
0.x0//

3

(19.27)

D f 0
1.x1/f

000
0 .x0/C

3f 00
1 .x1/f

00
0 .x0/

f 0
1.x1/

C f 000
1 .x1/

.f 0
1.x1//

3
D 0:

We use Cramer’s rule to solve the system consisting of (19.24), (19.25) and (19.27)
for f 000

1 .x1/

f 000
1 .x1/ D

1

.f 0
0.x0//

6

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

0 3f 0
0.x0/f

00
0 .x0/ f

000
0 .x0/

0 .f 0
0.x0//

2 f 00
0 .x0/

1 0 f 0
0.x0/

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

D � f 000
0 .x0/

.f 0
0.x0//

4
�
3
�
� f 00

0
.x0/

.f 0

0
.x0//

3

�
f 00
0 .x0/

.f 0
0.x0//

2

D 3.f 00
0 .x0//

2

.f 0
0.x0//

5
� f 000

0 .x0/

.f 0
0.x0//

4
:

In the case of the reverse order composition the third derivative (substituting f 0
1.x1/,

f 00
1 .x1/ and f 000

1 .x1/ by the solutions obtained previously) is given by

.f0f1/3 D f 0
0.x0/f

000
1 .x1/C 3f 00

0 .x0/f
0
1.x1/f

00
1 .x1/C f 000

0 .x0/.f
0
1.x1//

3

D f 0
0.x0/

�
3.f 00

0 .x0//
2

.f 0
0.x0//

5
� f 000

0 .x0/

.f 0
0.x0//

4

�

C3f 00
0 .x0/

1

f 0
0.x0/

�

� f 00
0 .x0/

.f 0
0.x0//

3

�

C f 000
0 .x0/

.f 0
0.x0//

3

D 0: (19.28)

Finally we end this section presenting the extension of Theorem 19.5 to the
periodic case that answers the question posed in the beginning of this section.

Theorem 19.6. [5] Let f0, f1; : : : ; fp�1 be maps with a sufficient number of
derivatives satisfying the conditions:

1. There are periodic orbits with period k for the compositions (kp for the iterates)

˚kp .x0/ D x0;
˚1kp .x1/ D x1

:::

˚
p�1
kp



xp�1

� D xp�1
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2. The first bifurcation condition holds

d˚kp

dx
.x/

ˇ
ˇ
ˇ
ˇ
xDx0

D 1:

3. Higher degeneracy conditions hold.
Fixed m � 2:

dn˚kp

dxn
.x/

ˇ
ˇ
ˇ
ˇ
xDx0

D 0; 2 � n � m:

Then ˚j
kp
; with j D 1; : : : ; p � 1, satisfies

dn˚
j

kp

dxn
.x/

ˇ
ˇ
ˇ
ˇ
ˇ
xDxj

D 0; for 2 � n � m:

Now we give an example for a 2-periodic system where the maps do not arise
from a family of maps, one is unimodal and the other is bimodal.

Example 19.6. [30]
Let us now consider the maps

f0 W Œ�1; 1� � Œ1; 4� �! R
.x; �0/ �! �0x

3 C .1 � �0/x

and
f1 W Œ�1; 1� � Œ0; 2� �! R

.x; �0; �1/ �! ��1x2 � 1C �1 :

The composition operator˚2 is now defined˚ W Œ�1; 1�� Œ1; 4�� Œ0; 2� �! R such
that

˚2.x; �0; �1/ D f1.f0.x; �0/; �1/
D ��1.�0x3 C .1 � �0/x/2 � 1C �1

We consider the pitchfork bifurcation problem. In this case we havem D 2. The
bifurcation equations are

˚2k .x; �0; �1/ D x; (19.29)

d˚2k

dx
.x; �0; �1/ D 1;

d 2˚2k

dx2
.x; �0; �1/ D 0;

where we assume that there are no more degeneracy conditions. This problem has
two solutions, respectively
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x0 QD � 0:247674
.�0; �1/ QD .2:85032; 0:90883/

and

y0 QD 0:620345
.�0; �1/ QD .2:20004; 1:70216/:

Hence there are two pitchfork bifurcation points.

Example 19.7. [30] We can also study e̊2 D f0 ı f1, with the same families of
Example 19.6, the composition appearing now in the reverse order. It is possible
to show, with much more cumbersome computations if treated directly, that this
problem has two pitchfork bifurcation points. As in the previous example, exactly
at the same values of the parameters

x0 QD 0:414971
.�0; �1/ QD .2:85032; 0:90883/

and

y1 QD � 0:219234
.�0; �1; x/ QD .2:20004; 1:70216/ :

19.9 Attenuance and Resonance

In this section we study the attenuance and the resonance of some periodic models,
that is, we compare the average of the carrying capacities with the average of the
periodic cycle.

19.9.1 The Beverton–Holt Equation

In [8] Cushing and Henson conjectured that a nonautonomousp-periodic Beverton–
Holt equation with periodically varying carrying capacity must be attenuant. This
means that if Cp D

˚
x0; x1; : : : ; xp�1

�
is its p-periodic cycle, and Ki , 0 � i �

p � 1 are the carrying capacities, then

1

p

p�1X

iD0
xi <

1

p

p�1X

iD0
Ki : (19.30)
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Since the periodic cycleCp is globally asymptotically stable on .0;1/, it follows
that for any initial population density x0, the time average of the population density
xn is eventually less than the average of the carrying capacities, i.e.,

lim
n!1

1

n

n�1X

iD0
xi <

1

p

p�1X

iD0
Ki : (19.31)

Equation (19.31) gives a justification for the use of the word “attenuance” to
describe the phenomenon in which a periodically fluctuation carrying capacity of the
Beverton–Holt equation has a deleterious effect on the population. This conjecture
was first proved by Elaydi and Sacker in [13, 14] and independently by Kocic [26]
and Kon [27]. The following theorem summarizes our findings.

Theorem 19.7. [14] Consider the p-periodic Beverton–Holt equation

xnC1 D �Knxn

Kn C .� � 1/xn ; n 2 ZC; (19.32)

where� > 1,KnCp D Kn, andKn > 0. Then (19.32) has a globally asymptotically
stable p-periodic cycle. Moreover, (19.32) is attenuant.

Kocic [26], however gave the most elegant proof for the presence of attenuance.
Utilizing effectively the Jensen’s inequality, he was able to give the following more
general result.

Theorem 19.8. [26] Assume that � > 1 and fKng is a bounded sequence of
positive numbers

0 < ˛ < Kn < ˇ <1:
Then for every positive solution fxng of (19.32) we have

lim sup
n!1

1

n

n�1X

iD0
xi � lim sup

n!1
1

n

n�1X

iD0
Ki : (19.33)

19.9.2 Neither Attenuance nor Resonance

By a simple trick, Sacker [31] showed that neither attenuance nor resonance occurs
when periodically forcing the Ricker maps

R.x/ D xep�x :

So consider the k-periodic system

xnC1 D xnepn�xn ; pnCk D pn; n 2 ZC: (19.34)
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If 0 < pn < 2, (19.34) has a globally asymptotically stable k-periodic cycle [31].
Let Ck D fx0; x1; : : : ; xk�1g be this unique k-periodic cycle. Then

x0 D xk D xk�1epk�1�xk�1

D xk�2epk�2�xk�2epk�1�xk�1 ;

and by iteration we get

x0 D x0e
Pk�1

iD0 pi �Pk�1
iD0 xi :

Hence
1

k

k�1X

iD0
pi D 1

k

k�1X

iD0
xi ;

i.e., neither attenuance nor resonance.

19.9.3 An Extension: Monotone Maps

Using an extension to monotone maps, Kon [27] considered a p-periodic difference
equation of the form

xnC1 D g .xn=Kn/ xn; n 2 ZC; (19.35)

where KnCp D Kn, Kn > 0, x0 2 Œ0;1/ and g W RC ! RC is a continuous
function which satisfies the following properties

� g.1/ D 1.
� g.x/ > 1 for all x 2 .0; 1/.
� g.x/ < 1 for all x 2 .1;1/.
Theorem 19.9. [27] Let Cr D fx0; x1; : : : ; xr�1g be a positive r-periodic cycle
of (19.35) such that Ki ¤ KiC1 for some 0 � i � p � 1. Assume that zg.z/ is
strictly concave on an interval .a; b/, 0 < a < b containing all points xi

Ki
2 .a; b/,

1 � i � rp. Then the cycle Cr is attenuant.

This theorem provides an alternative proof of the attenuance of the periodic
Bevertob–Holt equation (19.32).

Consider the equation [27]

xnC1 D
�
xn

Kn

�a�1
; 0 < a < 1; (19.36)

where KnCp D Kn, n 2 ZC, and Ki ¤ KiC1 for some i 2 ZC. The maps
belong to the class K and satisfy the assumption of the preceding theorem. Con-
sequently, (19.36) has a globally asymptotically stable p-periodic cycle that is
attenuant.
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19.9.4 The Loss of Attenuance: Resonance

Consider the periodic Beverton–Holt equation (19.32) in which both parameters
�n and Kn are periodic of common period p. This equation may be attenuant or
resonant. In fact, when p D 2, Elaydi and Sacker [14] showed that

x D K C � K0 �K1
2

��.�0 � 1/.�1 � 1/
2.�0�1 � 1/ .K0 �K1/2 (19.37)

where

x D x0 C x1
2

and K D K0 CK1
2

;

� D �1 � �0
�0�1 � 1; 0 � j� j < 1;

and

� D �0.�
2
1 � 1/K0 C �1.�20 � 1/K1

�0.�1 � 1/2K2
0 C .�0 � 1/.�1 � 1/.�0�1 C 1/K0K1 C �1.�0 � 1/2K2

1

> 0:

It follows that attenuance is present if either .�1 � �0/.K0 � K1/ < 0 (out of
phase) or the algebraic sum of the last two terms in (19.37) is negative. On the other
hand, resonance is present if the algebraic sum of the last two terms in (19.37) is
positive.

Notice that if �0 D �1 D � with p D 2, then we have

1

p

p�1X

iD0
xi D 1

p

p�1X

iD0
Ki � �.K0 CK1/.K1 �K0/2

2
�
�K2

0 C .�2 C 1/K0K1 C �K2
1

	 ;

which gives an exact expression for the difference in the averages.

Remark 19.2. Now for �0 D 4, �1 D 2,K0 D 11, andK1 D 7, we have resonance
as 1

2

P1
iD0 xi  9:23 and 1

2

P1
iD0Ki D 9. On the other hand, one can show that

for �0 D 2, �1 D 4, K0 D 11, and K1 D 7, we have attenuance as may be seen
from (19.37).

19.9.5 The Signature Functions of Franke and Yakubu

In [19], the authors gave a criteria to determine attenuance or resonance for the
2-periodic difference equation

xnC1 D xng.Kn; �n; xn/; n 2 ZC; (19.38)

where Kn D K.1C ˛.�1/n/, �n D �.1C ˇ.�1/n/, and ˛; ˇ 2 .�1; 1/.
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Define the following

!1 D

�
k @

2g

@x2 C 2 @g@x
��

K2 @g
@K

2CK @g
@x

�2
C
�
2K @g

@K
C 2K2 @2g

@x@K

�
CK3 @

2g

@K2

�2K @g
@x

; (19.39)

!2 D
�
�
� @g
@

CK� @2g

@x@


���K2 @g
@K

2CK @g
@x

�

CK2� @2g
@K@


K @g
@x

; (19.40)

and
Rd D sign.˛.!1˛ C !2ˇ//: (19.41)

Theorem 19.10. [19] If for ˛ D 0; ˇ D 0, K is hyperbolic fixed point of (19.38),
then for all sufficiently small j˛j and jˇj, (19.38), with ˛; ˇ 2 .�1; 1/, has an
attenuant 2-periodic cycle if Rd < 0 and a resonant 2-periodic cycle if Rd > 0.

To illustrate the effectiveness of this theorem, let us to consider the logistic
equation

xnC1 D xn


1C �.1C ˇ.�1/n/
�

1 � xn

K.1C ˛.�1/n/
��

: (19.42)

For 0 < � < 2 (19.42) has an asymptotically stable 2-periodic cycle. Using
formulas (19.39) and (19.40), one obtains

!1 D �8K
.� � 2/2 and !2 D �4K

�� 2:

Assume that ˛ > 0 and 0 < � < 2. Using (19.41) yields

Rd D sign

�
2

� � 2˛ C ˇ
�

D sign

�

ˇ � 2

2 � �˛
�

:

Hence we have attenuance if ˇ < 2
2�
˛, i.e., if the relative strength of the fluc-

tuation of the demographic characteristic of the species is weaker than 2
2�
 times

the relative strength of the fluctuation of the carrying capacity. On the other hand if
ˇ > 2

2�
˛ we obtain resonance.
Notice that if ˛ D 0 (the carrying capacity is fixed), then we have resonance if

ˇ > 0 and we have attenuance if ˇ < 0. For the case that ˇ D 0 (the intrinsic
growth rate is fixed), we have attenuance.

Finally, we note that Franke and Yakubu extended their study to periodically
forced Leslie model with density-dependent fecundity functions [18]. The model is
of the form
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x1nC1 D
sX

iD1
xing

i
n.x

i
n/ D

sX

iD1
f in .x

i
n/

x2nC1 D �1x1n
:::

xsnC1 D �s�1xs�1n ;

where f in is of the Beverton–Holt type. Results similar to the one-dimensional case
where each f in is under compensatory, i.e.,

@f in .xi /

@xi
> 0;

@2f in .xi /

@x2i
< 0;

and lim
xi !1f

i
n .xi / exists for all n 2 ZC.

19.10 Almost Periodic Difference Equations

In this section we extend our study to the almost periodic case. This is particularly
important in applications to biology in which habitat’s fluctuations are not quite
periodic.

But in order to embark on this endeavor, one needs to almost reinvent the wheel.
The problem that we encounter here is that the existing literature deals exclusively
with almost periodic fluctuations (sequences) on the real line R (on the integers Z).
To have meaningful applications to biology, we need to study almost periodic fluc-
tuations or sequence on ZC (the set of nonnegative integers). Such a program has
been successfully implemented in [10]. Our main objective here is to report to the
reader a brief but through exposition of these results.

We start with the following definitions from [17, 21].

Definition 19.6. An Rk-valued sequence x D fxngn2ZC is called Bohr almost peri-
odic if for each � > 0, there exists a positive integer T0.�/ such that among any
T0.�/ consecutive integers, there exists at least one integer � with the following
property:

k xnC� � xn k< �;8n 2 ZC:

The integer � is then called an �-period of the sequence x D fxngn2ZC .

Definition 19.7. An Rk-value sequence x D fxngn2ZC is called Bochner almost
periodic if for every sequence fh.n/gn2ZC of positive integers there exists a subse-
quence

˚
hni

�
such that

˚
xnCni

�
ni 2ZC

converges uniformly in n 2 ZC.

In [10] it was shown that the notions of Bohr almost periodicity and Bochner
almost periodicity are equivalent.
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Now a sequence f W ZC � Rk ! Rk is called almost periodic in n 2 ZC
uniformly in x 2 Rk if for each " > 0, there exists T0."/ 2 ZC such that among
T0."/ consecutive integers there exists at least one integer s with

k f .nC s; x/ � f .n; x/ k< "

for all x 2 Rk , and s 2 ZC.
Now consider the almost periodic difference equations

xnC1 D Anxn (19.43)

ynC1 D Anyn C f .n; yn/; (19.44)

where An is a k � k almost periodic matrix on ZC, and f W ZC � Rk ! Rk is
almost periodic.

Let ˚.n; s/ DQn�1
rDs Ar be the state transition matrix of (19.43). Then (19.43) is

said to posses a regular exponential dichotomy [23] if there exist a k � k projection
matrixPn, n 2 ZC, and positive constantsM and ˇ 2 .0; 1/ such that the following
properties hold:

1. AnPn D PnC1An.
2. k X.n; r/Prx k�Mˇn�r k x k, 0 � r � n; x 2 Rk .
3. k X.r; n/ .I � Pn/ x k�Mˇn�r k x k, 0 � r � n; x 2 Rk .
4. The matrix An is an isomorphism from R .I � Pn/ onto R .I � PnC1/, where
R.B/ denotes the range of the matrix B .

We are now in a position to state the main stability result for almost periodic
systems.

Theorem 19.11. Suppose that (19.43) possesses a regular exponential dichotomy
with constant M and ˇ and f is a Lipschitz with a constant Lipschitz L.
Then (19.44) has a unique globally asymptotically stable almost periodic solution
provided

MˇL

1 � ˇ < 1:

Proof. Let AP.ZC/ be the space of almost periodic sequences on ZC equipped
with the topology of the supremum norm. Define the operator � on AP.ZC/ by
letting

.� '/n D
n�1X

rD0

 
n�1Y

sDr

!

Asf .r; 'r /:

Then � W AP.ZC/! AP.ZC/ is well defined. Moreover� is a contraction. Using
the Banach fixed point theorem, we obtain the desired conclusion. ut

The preceding result may be applied to many populations models. However, we
will restrict our treatment here on the almost periodic Beverton–Holt equation with
overlapping generations
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xnC1 D �nxn C .1 � �n/�Knxn
.1 � �n/Kn C .� � 1�n/xn (19.45)

withKn > 0 and �n 2 .0; 1/ are almost periodic sequences, and � > 1. As before�
and K denote the intrinsic growth rate and the carrying capacity of the population,
respectively, while � is the survival rate of the population from one generation to
the next.

The following result follows from Theorem 19.11

Theorem 19.12. Equation (19.45) has a unique globally asymptotically stable
almost periodic solution provided that

sup
˚
�n W n 2 ZC� <

1

1C �

To this end, we have addressed the question of stability and existence of almost
periodic solution of almost periodic difference equation. We now embark on the task
of the determination of whether a system is attenuant or resonant.

Let f�ngn2ZC be an almost periodic sequence on ZC. Then we define its mean
value as

M.�n/ D lim
n!1

1

m

mX

rD1
�nCr (19.46)

It may be shown that M.�n/ exists [10].
Let fxng be the almost periodic solution of a given almost periodic system. Then

we say that the system is

1. Attenuant if M.xn/ < M.Kn/.
2. Resonant if M.xn/ > M.Kn/.

Theorem 19.13. [10] Suppose that fKngn2ZC is almost periodic, Kn > 0, � > 1,
and �n D � 2 .0; 1/. Then

1. lim sup
n!1

1
n

Pn�1
mD0 xm � lim sup

n!1
1
n

Pn�1
mD0Km for any solution xn of (19.45).

2. M.xn/ �M.Kn/ if xn is the unique almost periodic solution of (19.45).

19.11 Stochastic Difference Equations

In [22] the authors investigated the stochastic Beverton–Holt equation and intro-
duced new notions of attenuance and resonance in the mean.

Following on the same lines [6] the authors investigated the stochastic Beverton–
Holt equation with overlapping generations.
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In this section, we will consider the latter study and consider the equation

xnC1 D �nxn C .1 � �n/�Knxn
.1 � �n/Kn C .� � 1C �n/xn : (19.47)

Let L1.˝; �/ be the space of integrable functions on a measurable space
.˝;F ; �/ equipped with its natural norm given by

k f k1D
Z

˝

f .x/d�:

Let

D.E/ WD ff 2 L1.E; �/ W f � 0 and
Z

˝

fd�g

be the space of all densities on˝ .

Definition 19.8. Let Q W L1.˝; �/! L1.˝; �/ be a Markov operator. Then fQng
is said to be asymptotically stable if there exists f � 2 D for which

Qf � D f �

and for all f 2 D ,
lim
n!1 k Qnf � f � k1D 0:

We assume that both the carrying capacityKn and the survival rate �n are random
and for all n, .Kn; �n/ is chosen independently of .x0; K0; �0/, .x1; K1; �1/, . . . ,
.xn�1; Kn�1; �n�1/ from a distribution with density ˚.K; �/.

The joint density of xn; Kn; �n is fn.x/˚.K; �/, where fn is the density of xn.
Furthermore, we assume that

EjKnj <1; Ejx0j <1

and K2˚.K; �/ is bounded above independently of � and that ˚ is supported on
the product interval

ŒKmin;1/ � Œ�min;1/;
for some Kmin > 0 and �min > 0.

Moreover, we assume there exists an interval .Kl ; Ku/ � RC on which ˚ is
positive everywhere for all � .

Let h be an arbitrary bounded and measurable function on RC and define
b.Kn; �n; xn/ to be equal to the right-hand side of (19.47). The expected value of h
at time nC 1 is then given by

EŒh.xnC1/� D
Z 1

0

h.x/fnC1.x/dx: (19.48)
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Furthermore, because of (19.47) and the fact that the joint density of xn, and �n is
just fn.x/˚.K; �/, we also have

EŒh.xnC1/� D EŒh.b.Kn; �n; xn//�

D
Z 1

0

Z 1

0

Z 1

0

h.b.K; �; y//fn.y/˚.K; �/dyd�dy:

Let us defineK D K.x; �; y/ by the equation

x D .1� �/�Ky
.1 � �/K C .� � 1C �/y C �y: (19.49)

Solving explicitly this equation forK yields

K D .� � 1C �/y.x � �y/
.1 � �/Œ�y � .x � �y/� : (19.50)

By a change of variables, this can be written as

EŒh.xnC1/� D
•

f.x;�;y/W0<x��y<
yg
h.x/fn.y/˚.K; �/

dk

db.K; �; y/
dxd�dy:

A simple calculation yields

EŒh.xnC1/� D �
Z 1

0

�“

A

1 � �
.� � 1C �/

1

.x � �y/2 fn.y/K
2˚.K; �/d�dy

�

dx;

where
A D f.�; y/ W 0 < x � �y < �yg: (19.51)

Equating the above equations, and using the fact that hwas an arbitrary, bounded,
measurable function, we immediately obtain

fnC1.x/ D �
“

A

1 � �
.�� 1C �/

1

.x � �y/2 fn.y/K
2˚.K; �/d�dy:

Let P W L1.RC/! L1.RC/ be defined by

Pf .x/ D �
“

A

1 � �
.� � 1C �/

1

.x � �y/2 f .y/K
2˚.K; �/d�dy; (19.52)

where k D K.x; �; y/ is defined by (19.50) and A in (19.51).
We can now state the main theorem of this section

Theorem 19.14. [6] The Markov operator P W L1.RC/ ! L1.RC/ defined
by (19.52) is asymptotically stable.
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For the case when �n D � is a constant and Kn is a random sequence, the
following attenuance result was obtain.

For almost every w 2 ˝ and x 2 RC

lim
n!1

1

n

n�1X

iD0
xi .w; x/ < lim

n!1
1

n

n�1X

iD0
Ki .w/;

that is we have attenuance in the mean.
It is still an open problem to determine the attenuance or resonance when both

�n andKn are random sequences on ZC.
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25. Johnson, W.: The Curious History of Faà di Bruno’s Formula. Am. Math. Month. 109, 217–234
(2002)

26. Kocic, V.: A note on the nonautonomous Beverton–Holt model. J. Differ. Equ. Appl. 11(4-5),
415–422 (2005)

27. Kon, R.: A note on attenuant cycles of population models with periodic carrying capacity.
J. Differ. Equ. Appl. 10(8), 791–793 (2004)
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Chapter 20
Thompson’s Group, Teichmüller Spaces,
and Dual Riemann Surfaces

Edson de Faria

Abstract In this paper we present a brief survey of the role played by Richard
Thompson’s group F in the study of the dynamical classification of certain confor-
mal repellers, as first described in de Faria et al. (Contemp. Math., 355:166–1855,
2004). We exhibit a faithful and discrete action of F in the asymptotic Teichmüller
spaces of such conformal repellers. An important ingredient to monitor such actions
is the complex scaling function of the repeller, defined on its dual Riemann sur-
face. We ask for generalizations to more general repellers, and formulate some open
questions.

20.1 Introduction

The so-called chameleon groups of Richard Thompson were introduced in 1965,
in a set of unpublished notes. These groups have since appeared in many different
contexts and guises, ranging from logic to algebraic topology and geometry. An
extremely elegant exposition of the basic theory of such groups is given in [2]. In
a special conference held at the American Institute of Mathematics of Palo Alto in
2004, some of the main experts on the subject attempted to take stock of everything
then known about Thompson’s group. The first connection between F , the smallest
of Thompson’s groups, and the Teichmüller theory of some very simple dynamical
systems was presented in that conference, and published in [5]. In that paper, it was
established that F acts faithfully and discretely in the asymptotic Teichmüller space
of a certain complex dynamical system, a Cantor repeller. In the present paper, we
briefly survey the results of [5], and then indicate how they can be adapted to prove
that F acts faithfully and discretely also in the asymptotic Teichmüller space of the
expanding map z 7! z2. The geometric action is through piecewise affine motions
of invariant Carleson boxes, as indicated in Sect. 20.5.

E. de Faria
IME-USP, Rua do Matão, 1010 Butantã, 05508-090 – Sao Paulo, SP, Brazil
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20.2 Thompson’s F Group

There are three Thompson groups, usually denoted F , T and V in the literature,
and one has F � T � V . In this paper, we are concerned with F only. All of
Thompson’s groups have several “incarnations”. We shall describe two such for F .
Many more equivalent definitions exist. See [2] and the references therein.

20.2.1 First Incarnation

The easiest way to define F is perhaps the least enlightening. Let PLC.I / denote
the group of orientation-preserving, piecewise linear homeomorphisms of the unit
interval I D Œ0; 1�. We define F to be the subgroup of PLC.I / consisting of those
' 2 PLC.I / which have finitely many break-points, all at dyadic rationals, and
whose slopes on linear pieces are given by powers of 2. Thus, if ' 2 F , and if
J � I is a subinterval such that 'jJ is linear, then

'.x/ D 2mx C p

2n

for all x 2 J , for some m;p 2 Z and some n 2 N.

Proposition 20.1. For each ' 2 F there exist two finite partitions of I , say 0 D
x0 < x1 < � � � < xn D 1 and 0 D y0 < y1 < � � �yn D 1, with the following
properties.

(a) Both partitions are standard dyadic partitions of I , i.e. each one of the intervals
Œxi ; xiC1�; Œyi ; yiC1� is of the form Œa2�k ; .aC1/2�k � for non-negative integers
a; k.

(b) Each restriction 'jŒxi ;xiC1	 is affine and '.Œxi ; xiC1�/ D Œyi ; yiC1�, for i D
0; 1 : : : ; n � 1 (in particular, '.xi / D yi for all i ).

The proof of this basic result can either be worked out as an exercise, or else
looked up in [2].

20.2.2 Second Incarnation

Let us consider now a second way to define F , one which makes the combinatorial
structure of this group more apparent. Let us first look at finite rooted binary trees
in the plane, up to isotopy. We think of each such tree as made up of finitely many
carets (wedges ^ made of two line segments). The topmost vertex of the topmost
caret is called the root of the tree. The free edges are called leaves. We think of
the leaves as ordered from left to right (relative to the way they are deployed in the
plane). Note that if there are n carets in the tree, then there are nC 1 leaves, which
we label 1; 2; : : : ; n from left to right. Let us call P the set of such trees up to
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Fig. 20.1 An example of equivalence

isotopy (the isotopy should preserve the roots and the relative order of leaves). Now
let us denote by F �P �P the set of pairs of (isotopy classes of) trees in which
both components have exactly the same number of carets (or leaves). We introduce
in F an equivalence relation as follows.

First, define a birth to be the operation of adding a caret to a given tree through
one of its free vertices (free ends of leaves). Given two pairs of trees in F , say
.R1;D1/ and .R2;D2/, we declare them to be equivalent, .R1;D1/ 	 .R2;D2/, if
R1 can be obtained fromR2 through a sequence of births (or vice-versa) andD1 can
be obtained from D2 through a sequence of births following the same order as the
first sequence of births (or vice-versa). Here, order means order with respect to the
numbering of the leafs of a tree. An example of equivalence is shown in Fig. 20.1.
This is an equivalence relation, as the reader can easily convince himself. Let F
be the quotient F= 	. The element of F corresponding to a pair .R;D/ will be
denoted ŒR1;D1�.

Let us now define the group operation on this set F of equivalence classes. Given
two pairs of trees .R1;D1/ and .R2;D2/ representing two elements of F , we look
at D1 and R2. These in general will be different trees. By a suitable sequence of
births on D1 and a corresponding suitable sequence of births in R2, we can make
both trees look the same (see [2] for details). In order words, we get a tree T fromD1
through a finite sequence of births, and the same tree T from R2 through another
finite sequence of births. Let eR1 and eD2 be such that .R1;D1/ 	 .eR1; T / and
.T; eD2/ 	 .R2;D2/, and define

ŒR1;D1� ı ŒR2;D2� D ŒeR1; eD2�:

This operation is compatible with the equivalence relation just introduced, and it is
associative. It has an identity element, namely e D Œ^;^�. If ŒR;D� 2 F , then its
inverse is simply ŒD;R�. Thus, F is a group under this operation. This composition
law is illustrated in Fig. 20.2.

We claim it is the same group of the previous definition, up to isomorphism.
What is the relationship between both definitions? Given ' W I ! I , an element
in the first incarnation of F , let P 'D and P 'R be the partitions in the domain and
range of ' given by Proposition 20.1. Each such partition being a standard dyadic
partition, they both give rise to binary treesD' ; R' in an obvious way (and with the
same number of leaves). The map ' ! ŒD' ; R'� is an isomorphism between both
incarnations of F .
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Fig. 20.2 The composition law

Here is a brief description of the inverse isomorphism to this isomorphism. First,
given a rooted binary tree T having n carets and leaves labeled 1; 2; : : : ; nC 1, let
v1; v2; : : : ; vnC1 be the free vertices of T , ordered according to the leaves to which
they belong. We define the weight of vj to be !.vj / D 2�`.vj /, where `.vj / is the
integer length (number of edges) of the shortest path joining the root of T to the
vertex vj . Note that

PnC1
jD1 !.vj / D 1. Now define the partition PT associated to T

as follows: put x0 D 0 and for each j D 1; 2; : : : ; nC 1 let

xj D
jX

iD1
!.vi /:

The resulting partition PT is a standard dyadic partition of I . Now, if ŒR;D� is an
element of the second incarnation of F , we consider the associated pair .PD ; PR/
of standard partitions and let 'ŒR;D	 W I ! I be the unique orientation-preserving,
piecewise affine homeomorphism that sends each atom of PD to an atom of PR.
This map ŒR;D� ! 'ŒR;D	 is the inverse map of the map we just defined in the
previous paragraph.

20.2.3 Generators and Relations

The groupF is finitely generated; in fact, it is generated by just two elements, which
we call here '0 and '1.

Let us, more generally, define for each n � 0 an element 'n 2 F as follows. Let
Rn be the rooted finite binary tree with nC 2 carets and free vertices v1; : : : ; vnC3
whose associated weights are given by !.vj / D 2�j for j D 1; 2; : : : ; n C 2 and
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!.vnC3/ D 2�n�2. Geometrically, this tree is obtained starting from the top caret
and then attaching each successive caret to the right-hand leaf of the previous one.
Likewise, let Dn be the tree with n C 2 carets and vertices v0

1; : : : ; v
0
nC3 whose

associated weights are given by !.v0
j / D 2�j for j D 1; 2; : : : ; n, !.vnC1/ D

!.vnC2/ D 2�n�2, and !.vnC3/ D 2�n�1. Geometrically, this tree looks almost
like Rn, except that the last caret is attached to the left-hand leaf of the last-but-one.
We define 'n to be the element of F determined by this pair of trees, in other words

'n D ŒRn;Dn� 2 F:

Working out from the definition of the composition law, it is not difficult to to prove
that, for all n � 0 and all 0 � k � n, we have

'k 'nC1 '�1
k D 'nC2: (20.1)

It can also be shown that these relations form an infinite presentation of F . Note that,
once '0 and '1 are given, (20.1) shows that '2; '3; : : : are inductively defined from
those two elements. Thus, F is generated by two elements subject to the infinitely
many relations (20.1). Surprisingly, it turns out that F is finitely presented. Indeed,
two relations involving commutators suffice, and the group F can be described as

F D ˝
'0; '1 W Œ'0'�1

1 ; '�1
0 '1'0� ; Œ'0'

�1
1 ; '�2

0 '1'
2
0 �
˛
:

For a proof of these facts and more, see [2, Theorem 3.1].

20.2.4 More Properties of F

Let us enumerate a few further remarkable properties enjoyed by the group F . They
will not be used here, but are a part of the general culture about Thompson’s group.
For proofs of the first six properties, the reader should consult [2]. The seventh
property is a very nice theorem due to E. Ghys and V. Sergiescu, whose proof can
be found in [7].

1. The group F is almost abelian, in the sense that F=ŒF; F � Š Z ˚ Z. In fact,
there is a homomorphism � W F ! Z˚Z given by

�.'/ D 

log2 '

0.0/; log2 '
0.1/

�
:

One easily checks that the kernel of this homomorphism is precisely the com-
mutator subgroup ŒF; F �.

2. The commutator subgroup ŒF; F � is a simple group.
3. Every proper quotient group of F is abelian.
4. The group F has exponential growth.
5. Every non-abelian subgroup of F contains a free abelian group of infinite rank.
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6. As it follows easily from 5, F does not contain a copy of the free group on two
generators.

7. The group F is isomorphic to a discrete subgroup of C 3 diffeomorphisms of the
unit circle (this is proved in [7]).

For more on the geometry of Thompson’s group, see [9].

20.3 Conformal Repellers, and Dual Riemann Surfaces

The concept of conformal repeller is fairly broad. Let us agree to the following
definition.

Definition 20.1. A conformal repeller consists of an open set U � bC, a compact
subset K � U and a pseudo-semigroupG of conformal transformations g W Ug !
bC, where each Ug � U is open, such that

(a) The set K is G-invariant:GK � K .
(b) For each g 2 G, the restriction gjK\Ug

is expanding, i.e. jg0.x/j � � > 1 for
all x 2 K \ Ug .

The constant � is uniform (that is to say, independent of g).

The expression pseudo-semigroup above means that, in general, the maps of
a conformal repeller are non-invertible, and their compositions are only partially
defined (i.e. we compose them wherever we can). This covers several different sit-
uations, ranging from Fuchsian groups to expanding analytic circle maps (see [3]).
In the present paper, we only care about two particularly simple situations: Cantor
repellers and expanding circle maps.

20.3.1 Cantor Repellers

We borrow the following definition from [3] (see also [4]).

Definition 20.2. A Cantor repeller consists of two open sets U; V � C and a
holomorphic map f W U ! V satisfying the following conditions:

1. The domain U is the union of Jordan domainsU0; U1; : : : ; Um�1 (for somem �
2) having pairwise disjoint closures.

2. The co-domain V is the union of Jordan domains V0; V1; : : : ; VM�1 (for some
M � 1) having pairwise disjoint closures.

3. For each i 2 f0; 1; : : : ; m � 1g there exists j.i/ 2 f0; 1; : : : ;M � 1g such that
f jUi

maps Ui conformally onto Vj.i/.
4. We have U � V .
5. The limit set �f D \n�0f �n.V / has the locally eventually onto property

(meaning that every open set intersecting�f , no matter how small, is eventually
mapped by iteration onto an open set containing�f ).
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Fig. 20.3 The standard triadic repeller

Note that the invariant set �f is a compact, perfect set without isolated points,
i.e. a Cantor set (hence the name).

The Cantor repeller that will matter the most for us is the standard triadic
repeller, in whichm D 2 andM D 1, and the limit set is the standard triadic Cantor
set on the real line. See Fig. 20.3. This terminology may seem a little idiosyncratic,
for clearly the Riemann surface of a triadic repeller has the structure of a binary
tree.

20.3.2 Jordan Repellers

A Jordan repeller is a conformal repeller f W U ! V where U; V � bC are annuli
with U � V , no component of bC n U is contained in V , and the map f is a proper
covering map of degree d � 2 onto V . In this case, the limit set is

�f D
\

n�0
f �n.V /:

Topologically,�f is a Jordan curve, hence the name. But it is in general quite wild,
typically a non-rectifiable, nowhere differentiable curve. A simpler situation is the
case when we have a symmetry, say when �f is a circle, and U , V and f are
all symmetric about this circle. This is the case, for example, of the map f .z/ D z2

restricted to the annulusU D fz W 2�1 < jzj < 2g, which is mapped onto the annulus
V D fz W 4�1 < jzj < 4g with degree 2. Here the invariant curve is �f D T 1, the
unit circle.
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Fig. 20.4 The triadic repeller’s chopped up tree

20.3.3 Dual Riemann Surfaces

In [5], we constructed a dynamical action of Thompson’s groupF in the asymptotic
Teichmüller space of the standard triadic Cantor repeller, as outlined in Sect. 20.5.
A crucial ingredient was the construction of a dual repeller, defined on a dual Rie-
mann surface. This dual Riemann surface was constructed using the decomposition
of the original Riemann surface into dynamically defined “pairs of pants”. The idea
was to chop the original surface along such pairs of pants, and re-glue them together
using the dynamics itself. The waist curves of all pairs of pants are dynamically
related: any waist curve an be mapped to any other waist curve by a suitable com-
position of iterates of f with (suitably chosen) inverse branches. See [5] for the
exact construction. Thus, dynamical relationships between two pairs of pants (say
in consecutive levels of the hierarchy) are transformed into spatial relationships (say
adjacent pairs of pants). This is indicated in Fig. 20.4. This dual operation turns
out to be involutive (up to conformal equivalence). In other words, if one performs
the dual construction on the dual system, one gets back the original system up to
conformal conjugacy.

This works fine for the standard triadic repeller, as shown in detail in [5], but
doesn’t work for all Cantor repellers, as the example in the following section shows.

20.3.4 The Fibonacci Repeller

Let us consider the situation depicted in Fig. 20.5. We have a Cantor repeller whose
domain consists of three disksD0;D1;D2 with pairwise disjoint closures, and they
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Fig. 20.5 The Fibonacci repeller

Fig. 20.6 The Fibonacci chopped up tree

map out to two larger disjoint disks V0 and V1, with D0 [ D1 � V0, D2 � V1,
f .D0/ D V0 D f .D2/ and f .D1/ D V1. This repeller is called the Fibonacci
repeller, for reasons that will be clear in a moment. The (disconnected) Riemann
surface of this Cantor repeller has the hierarchical structure shown in Fig. 20.6. The
dynamics of f yields, just as in the case of the standard triadic repeller, a decompo-
sition of the Riemann surface into connectors, which in this case are of two types:
either cylinders or pairs of pants. At each level, the number of connectors making
up the hierarchical structure at that level is a Fibonacci number, hence the name.

Now, if one tries to apply to this repeller the dual Riemann surface construction
outlined for the standard triadic repeller, one quickly runs into trouble. For instance,
the connectors labeled “001” and “101” should both be connected to the connector
labeled “01” along their waist curves. Since the connector “01” is a cylinder, we
are thus required to glue two curves (the waists of “001” and “101”) onto the same
boundary curve of “01”. The situation gets even worse if we look at lower levels
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of the tree. The conclusion is that the dual to the Fibonacci Riemann surface is no
longer a Riemann surface. It is rather a non-Hausdorff space, a branched Riemann
surface.

What is the difference between this situation and that of the standard triadic
repeller? Why can we form the dual surface in that situation but not in this one?
Note that the dynamics in the limit set in the Fibonacci repeller is encoded by a
subshift of finite type with matrix

0

@
1 1 0

0 0 1

1 1 0

1

A ;

whereas in the standard triadic case the matrix is that of a full 2-shift. Motivated by
this, we formulate the following problem.

20.1. Find a necessary and sufficient condition on the subshift of finite type asso-
ciated to a Cantor repeller for the existence of a dual Riemann surface for the
repeller.

20.4 Asymptotic Teichmüller Spaces

We can define various Teichmüller spaces in a given geometric or dynamical situ-
ation.

20.4.1 Teichmüller Spaces without Dynamics

We recall that, if X is a Riemann surface with ideal boundary @1X , its Teichmüller
space T .X/ is the space of equivalence classes of pairs .h; Y /, where h W X ! Y is
a quasiconformal homeomorphism, the equivalence between two such pairs .h0; Y0/
and .h1; Y1/ being that there exists a conformal map c W Y0 ! Y1 such that
c ı h0 is homotopic to h1 relative to @1X (in other words, there exists an isotopy
�t W X ! Y1 such that �0 D c ı h0, �1 D h1 and �t .p/ D h1.p/ for all p 2 @1X ,
for all 0 � t � 1. The co-asymptotic Teichmüller space AT .X/ is defined in the
same way, replacing the word “conformal” by “asymptotically conformal”. By an
asymptotically conformal map between Riemann surfaces we mean a quasiconfor-
mal map which is closer and closer to being conformal outside large compact sets
in the domain.

We also define T0.X/ � T .X/ to be the subspace of asymptotically conformal
classes (by which we mean classes represented by a pair .h; Y / where h W X ! Y

is an asymptotically conformal homeomorphism). The Teichmüller space T .X/ has
a natural metric on it, the so-called Teichmüller metric, making it into a complete
metric space. The space T0.X/ is easily seen to be a closed subspace under this
metric. The same holds for AT .X/.

We can also incorporate symmetries into these spaces. The most relevant for us is
the case of an anti-conformal involution j W X ! X , i.e. an anti-conformal map j
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with j ı j D idX . One can then define T .X; j /, AT .X; j / and T0.X; j / in the
obvious way, making all the appropriate equivalences respect this involution.

The case we are most interested here is when X D bC n�, where � is a Cantor
set (which will turn out to be the limit set of a Cantor repeller) lying on the real line
in the complex plane. Here, of course, there is a natural identification between �
and @1X , and the involution j is the standard complex conjugation.

20.4.2 Teichmüller Space with Dynamics

Let us now suppose that we are given a dynamical system in the plane which, for
definiteness, we assume to be a Cantor repeller .˝f ; f /. Here ˝f D [Di is a
union of topological disks with pairwise disjoint closures, and fi D f jDi

(i D
1; : : : ; N ,N � 2) is a quasiconformal homeomorphism onto a topological disk Vki

,
and [Vj 
 ˝f . If we look at the inverse maps f �1

i W Vki
! Di and iterate them,

we get an invariant Cantor set

�f D
1\

nD1

[

.i1;:::;in/

f �1
i1
ı � � � ı f �1

in
.Dkin

/ ;

where in the right-hand side the union, for each n, is over all admissible n-tuples
.i1; : : : ; in/ (i.e. those for which the indicated composition of inverse maps makes
sense). This is the limit set of the repeller.

We make two extra hypotheses about this repeller. The first hypothesis is that
.˝f ; f / is uniformly asymptotically conformal (abbreviated UAC), meaning that
for each � > 0 there exists a neighborhoodU 
 �f such that, for all z 2 U n�f and
all words w in the alphabet ff1; : : : ; fN I f �1

1 ; : : : ; f �1
N g with w.z/ 2 U , we have

Kw.z/ � 1 C � (here Kw.z/ denotes the quasiconformal distortion of w at z). The
second hypothesis is that .˝f ; f / is symmetric with respect to an anti-conformal
involution jf W ˝f ! ˝f . This front-to-back symmetry of our repeller avoids
topological considerations having to do with the braid group, cf. [5].

We can consider the waist curves of our repeller: these are the curves obtained
as inverse images of the Jordan curves @Di under the various inverse branches
of f . These curves deploy themselves according to a hierarchy (following the
combinatorics of the repeller).

Now, we wish to define the asymptotic Teichmüller space of a UAC repeller. Let
us consider the class of all repellers as above which are quasiconformally conjugate
to a given one, say .˝f ; f /. Given two repellers .˝g1

; g1/ and .˝g2
; g2/ in this

class, we declare them to be equivalent, .˝g1
; g1/ 	 .˝g2

; g2/, if there exists an
asymptotically conformal map c W ˝f ! ˝g such that

1. c ı g1 D g2 ı c.
2. c preserves the hierarchical structure of waist curves of both repellers.
3. c ı jg1

D jg2
ı c.
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This is an equivalence relation, and the quotient space is called the asymptotic
Teichmüller space of the given repeller, and it is denoted AT .˝f ; f /. This
Teichmüller space (like all others deserving the name) has a natural metric, the
Teichmüller metric, defined as follows:

dT ..˝g1
; g1/; .˝g1

; g1// D inf
�

1

2
logH.�/ ;

where the infimum is taken over all quasiconformal homeomorphisms � W ˝g1
!

˝g2
satisfying

1. � ı g1 D g2 ı �.
2. � ı jg1

' jg2
ı � (rel. �g1

).
3. � preserves the hierarchical structure of waist curves.

Here, H.�/ denotes the boundary dilatation of �, namely,

H.�/ D inf
E

sup fK�.z/ W z 2 ˝g1
n Eg ;

the infimum ranging over all compact subsets E � ˝g1
.

One has the following standard result.

Theorem 20.1. The space AT .˝f ; f / with the metric defined above is a complete
metric space.

Once again, we refer to [5] for a proof. Similar definitions and results can be
stated for other repellers, such as Jordan repellers. The appropriate notion of UAC
system, and the corresponding asymptotic Teichmüller space, can be defined as
above, mutatis mutandis. For more on the Teichmüller theory of UAC systems,
see [6].

20.5 Actions of F

In this section we indicate how F acts on certain Teichmüller spaces, with and with-
out dynamics. In both contexts, the Riemann surfaces involved have an underlying
binary tree structure.

20.5.1 Geometric Actions

There is a natural action of F on T0.˝; j / when ˝ is the binary Riemann surface
arising as the complement of the standard triadic Cantor set (viewed as a subset of
the plane), and j is the obvious involution (complex conjugation). This action is
given geometrically by a faithful representation � W F ! MCG.˝/ of F into the
mapping class group of ˝ . The effect of the generators '0 and '1 of Thompson’s
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Fig. 20.7 The basic
Thompson moves

group in this situation can be seen in Fig. 20.7. It is achieved through a suitable
squeezing of geodesics into waist curves. The quasiconformal distortion of each map
in �.F / is compactly supported by construction. The details of this representation,
and the proof that it is faithful, are given in [5]. For a similar result for Thompson’s
T group (and much more on the representation theory of T ), see [8].

20.5.2 Dynamical Actions

Let us now take the dynamics of repellers into account. We can define interesting
dynamical actions of Thompson’s group F as follows.

First, let us consider the case of the standard triadic repeller .˝; f /. The action of
F on AT .˝; f // is defined via the geometric action previously introduced, but on
the dual system instead of the system itself – i.e. on T0.˝�/ instead of T0.˝/. More
precisely, we know that there is a faithful representation � W F ! MCG.˝�/.
Hence we define an action

˛ W F �AT .˝; f /! AT .˝; f /

in the following way (see [5, p. 182]): if Œg� 2 AT .˝; f /, then

˛.'; Œg�/ D Œ.g� ı �.'�1//��:

In [5], we prove the following result.
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Fig. 20.8 Invariant Carleson boxes

Theorem 20.2. The action of F defined above is faithful and discrete.

In order to monitor this group action, we have used the so-called scaling function
of the repeller. See [5, pp. 182–184] for details. The concept of scaling function for
real repellers is due to D. Sullivan [10] (generalizing an idea due to M. Feigenbaum
for quadratic maps).

Something completely analogous can be done in the case of the Jordan repeller
given by the expanding map z 7! z2 on the circle. Here the connectors (making
up the Riemann surface ˝ of the previous situation) are replaced by the Carleson
boxes of Fig. 20.8. The duality construction works in the same way: one glues Car-
leson boxes along their edges using the dynamics and then applies the measurable
Riemann mapping theorem, in order to get the dual system. The only non-trivial
thing one must check in the construction is that one can still realize Thompson
moves in this setting. That this can be done is shown in Fig. 20.9. There we are look-
ing at three consecutive generations of Carleson boxes. The map realizing the basic
move is piecewise affine. The inverted L-shaped region (the union of a Carleson
box with one of its children) in the domain is mapped to the L-shaped region on the
right. Each of the six triangles labeled 1–6 making up the inverted L-shaped region
in the domain is mapped by an affine map onto the corresponding triangle making
up the L-shaped region in the range. This forces the dashed L-shaped region in the
domain to be mapped onto the dashed inverted L-shaped region in the range, also
in piecewise affine fashion. This allows each of the remaining Carleson boxes in
the domain (not shown) to be mapped exactly onto a corresponding Carleson box in
the range (also not shown). Moreover, the only quasiconformal distortion happens
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Fig. 20.9 Thompson moves on Carleson boxes

at the 3 levels where the L-shaped regions involved in the process live. At all other
levels, Carleson boxes are mapped conformally onto other Carleson boxes. Thus,
our basic Thompson moves are realized as asymptotically conformal maps, as they
should.

General Thompson moves arise as compositions of such basic Thompson moves,
happening at various levels of the tree structure provided by the invariant system of
Carleson boxes. Thus, it is not difficult to guess that a result similar to Theorem 20.2
holds true here. Indeed, we have the following.

Theorem 20.3. Thompson’s group acts faithfully and discretely in the asymptotic
Teichmüller space of the expanding map z 7! z2 on the unit circle.

We hope that the brief sketch of the main idea given above, leading to a proof
of Theorem 20.3, has been convincing enough. The actual details will appear else-
where. Note that we are not claiming, by any means, that F comprises the entire
automorphism group of the asymptotic Teichmüller space in question.

What about other repellers, and other Thompson-like groups, such as general
FP1 groups in the sense of Brown and Geoghegan in [1]?

20.2. Describe similar actions of such Thompson-like groups on other Cantor and
Jordan repellers. Are these actions faithful and discrete?
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Chapter 21
Bargaining Skills in an Edgeworthian Economy

M. Ferreira, B. Finkenstädt, B.M.P.M. Oliveira, Alberto A. Pinto,
and A.N. Yannacopoulos

Abstract We present a model of an Edgeworthian exchange economy where two
goods are traded in a market place. For a specific class of random matching Edge-
worthian economies, the expectation of the limiting equilibrium price coincides with
that of related Walrasian economies. The novelty of our model is that we assign a
bargaining skill factor to each participant which introduces a game, similar to the
prisoner’s dilemma, into the usual Edgeworth exchange economy. We analyze the
effect of the bargaining skill factor on the amount of goods acquired and the overall
increase in the utility of the consumer. Finally, we let the bargaining skills of the
participants evolve with subsequent trades and study the impact of this change over
time.
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21.1 Introduction

In most economies three basic activities occur: production, exchange, and con-
sumption. In this paper we focus on the case of a pure exchange economy where
individuals trade their goods in the market place for mutual advantage. There are
two different approaches for modelling the nature of these economic activities: (1)
The Walrasian general equilibrium model which assumes that consumers are pas-
sive price takers. They regard a given set of prices as parameters in determining
their optimal net demands and supplies. The equilibrium price is set such that the
market clears. Then the consumers change their endowments by the allocations
determined by the equilibrium price. A mechanism that leads to the equilibrium
price can be achieved, for instance, through an auctioneer who collects all the offers
and demands for each good and adjusts the price vector to clear the market; and (2)
The Edgeworthian concept considers consumers as active market participants trad-
ing with each other in an attempt to reach a higher level of utility. According to this
model, an equilibrium is achieved when no person participating in the market can
become better off without another person becoming worse off. We will look at the
models in this perspective. An accepted and effective approach to pursuing this line
of research is through the use of dynamic matching games, in which agents meet
randomly, and exchange rationally, according to local rules. This general approach
started with the seminal work Mathematical Pshycics of Francis Ysidro Edgeworth
in 1881, [6, 8], and were further advanced by a number of researchers, including
Aliprantis et al. [1], Aumann and Shapley [3,4], Binmore and Herrero [5], Gale [11],
McLennan and Schonnenschein [13], Mas-Colell [14] and Rubinstein and Wolinsky
[16]. The random matching game consists of agents paired at random who exchange
goods at the bilateral Walras equilibrium price, which is the price at the core, such
that the market locally clears. The choice for this scenario, is inspired by the work of
Binmore and Herrero [5]. Under certain symmetry conditions on the initial endow-
ments and the agents preferences, Ferreira et al. [9] show that the expectation of the
logarithm of the equilibrium price, obtained as a limit for the repeated game as the
number of trades tends to infinity, is equal to the expectation of the logarithm of the
Walrasian equilibrium price.

Here, we assign to each participant a bargaining skill factor in the trade devi-
ating from bilateral equilibrium model. The bargaining skill affects the trade, for
instance two less skilled participants will split the benefits by choosing the bilateral
competitive equilibrium, a more skilled participant and a less skilled participant will
split the benefits with an advantage for the more skilled participant, and two more
skilled participants are penalized by not trading. Hence, the participants are playing
a game in the core alike the prisoner’s dilemma, where the bargaining skill factor
determines their strategy. The more skilled participants correspond to the non coop-
erative players and the less skilled ones correspond to the cooperative players in
the prisoner’s dilemma. We analyze the effect of the bargaining skill factor in the
variation between the limit allocation and the initial endowment of each individ-
ual. We also examine the impact of the bargaining skill factor on the utility value
obtained by the participants. For some parameter values, we find that it is better to
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be in the minority. When the more skilled participants are in minority the increase
in the value of their utility is larger than the increase of the less skilled participants.
However, When the less skilled participants are in the minority, the increase in the
value of the utility for each less skilled participant is larger than the increase in the
value of the utilities of the more skilled participants (the majority).

We study the evolution of the bargaining skill factor, inspired by the works of
Durlauf [7]. We allow the bargaining skill of each participant to evolve over time.
In each iteration we choose a pair of participants to trade and, after the trade, the
bargaining skill can evolve following one of two possible rules: (a) the bargaining
skills of the participants decrease if they were able to trade and increases if they were
unable to trade; or (b) the bargaining skills of the participants increases if they were
able to trade and decreases if they were unable to trade. We observe convergence
of the bargaining skills to one of the two extreme limit values in model (a) and
convergence of the bargaining skills to the middle point value in model (b).

The paper is organized as follows: in Sect. 21.2, we describe the Edgeworth
model. In Sect. 21.3 we present our main result that relates the Walrasian Equilib-
rium price with the limiting bilateral equilibrium price. In Sect. 21.4, we incorporate
the trade deviating from bilateral equilibrium model and we observe the relation-
ship between the increase in the utilities and the bargaining skills. In Sect. 21.5 we
present the evolutionary rules for the bargaining skills.

21.2 Edgeworth Model

We look at a pure exchange economy .=; Xi ;�i ;wi / where = is the population
of agents, each of them characterized by a consumption set Xi 2 R2C and �i the
individual preferences are given accordingly to the Cobb–Douglas utility function.
So, an exchange economy in which some given amounts of goods X and Y are
distributed among n individuals (individual i owns an initial endowment Nxi , Nyi of
good X and Y respectively) is considered. Note that the initial endowments . Nxi ,
Nyi / 2 int.Xi /.

The Cobb–Douglas utility function is a model which is so well known in
economic theory and thus requires almost no explanation. As stated in the com-
prehensive review paper of Lloyd [12] the Cobb–Douglas function was proposed
long before it was formally tested by Cobb and Douglas, and influenced signifi-
cantly the work of Mill, Pareto, Wicksell, Von Thünen for various reasons serves as
the standard test bed for a great number of studies in mathematical economics. One
of these reasons is that it is mathematically simple, yet captures important theoret-
ical issues such as constant marginal rate of substitution. However, this is not the
sole reason for its generalized use. Recent results of Voorneveld [18] show that the
utility function being of the Cobb–Douglas form is equivalent to the preferences of
the agents having the property of strict monotonicity, homotheticity in each coor-
dinate and upper semicontinuity. These properties are rather generic properties for
preferences, and are very reasonable assumptions. Furthermore, there is empirical
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evidence [15], demonstrating that with very large and increasing per capita income
the utility function becomes asymptotically indistinguishable from Cobb–Douglas.
These very interesting results shed new light on the Cobb–Douglas utility function
and provide further justification for its use as a standard model, in addition to its
apparent analytical simplicity.

We assume individual i obtains utility from the quantities xi and yi according to
the Cobb–Douglas utility function

Ui .xi ; yi / D x˛i

i y
1�˛i

i ; 0 < ˛i < 1 (21.1)

which represents strictly convex, continuous and nondecreasing preferences where
˛i defines the preferences of the goods X and Y for participant i . The bilateral
equilibrium price of a pair of participants .i; j / is the Walrasian equilibrium price
of the economy consisting only of this pair of participants .i; j /, and so, not taking
into account the other participants of the economy. Considering the good X to be
the numeraire, it is well known that the bilateral equilibrium price p is given by

p D ˛iyi C ˛jyj
.1 � ˛i /xi C .1 � ˛j /xj (21.2)

where p is the price of the good Y . The bilateral trade is the well known scenario
analyzed in the Edgeworth box diagram (see Fig. 21.1). The horizontal axis repre-
sents the amount of good X and the vertical represents the amount of good Y of
participant i . The point .xi C xj ; yi C yj / is the vertex opposite to the origin. The
horizontal and vertical lines starting at the opposite vertex are the axes represent-
ing the amounts of good X and Y , respectively, of participant j . We represent in
the Edgeworth box the indifference curves for both participants passing through the

x

y

E

Oj

Oi

A

Fig. 21.1 Edgeworth Box with the indifference curves for participant i (blue convex curve) and
j (green concave curve). The red curve is the core and the red dots represent the contract curve.
The slope of the pink segment line is the bilateral equilibrium price. The interception point (A) of
the core with the pink segment line determines the new allocations and the square (E) marks the
initial endowments
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point corresponding to the initial endowments of both participants. The core is the
curve where the indifference curves of both participants are tangent and such that
the utilities of both participants are greater or equal to the initial ones. The bilateral
price determines a segment of allocations that pass through the point corresponding
to the initial endowments. The interception of this segment with the core determines
the new allocations of the two participants.

In the random matching Edgeworthian economies, agents start with a set of ini-
tial endowments .xi .0/; yi .0//. Then, these agents trade in random pairs, chosen
with the same probability, and after the t trade end up with a consumption bundle
.xi .t/; yi .t// which is traded in the bilateral equilibrium price p.t/ given by the for-
mula (21.2) with xi ; xj ; yi ; yj substituted by xi .t�1/; xj .t�1/; yi .t�1/; yj .t�1/.
On each trade only two randomly chosen agents i; j exchange goods and the con-
sumption bundles of the other agents remain unchanged. The demand of the agents
on the two goods is a stochastic process and that turns the price p.t/ into a stochastic
process as well.

This raises an interesting question in this context:

Does there exist a limiting price p1 D limt!1 p.t/ and if so how would that compare
to the Walrasian equilibrium price, where all agents meet simultaneously and trade at that
time?

An answer to the first question has been given by a number of authors, see for
example [11] and references therein. According to this previous work, p1 exists
almost surely, and it is a random variable. However, it depends on the actual game
of the play, which is dependent on the exact order of the random pairing of the
agents.

The aim of the present work is to provide some results on the expectation of this
random variable p1, and see how it compares to the Walrasian price pw. In par-
ticular, under some rather general symmetry conditions on the initial endowments
of the agents and distribution of initial preferences, Ferreira et al. [9] show that the
expectation of the logarithm of p1 equals the logarithm of the Walrasian price for
the same initial endowments of the agents (in Fig. 21.2). This is an interesting result,
in the sense that even though the agents meet and trade myopically in random pairs,
they somehow “self-organize” and the expected limiting price equals that of a mar-
ket where a central planner announces prices and all the agents conform to them
through utility maximization, as happens in the Walrasian model. When this asym-
metry is broken, the discrepancy E.logp1/ � logpw deviates from zero (compare
Figs. 21.2c with d).

The main reason why organizing behaviour is observed is the symmetry in the
endowments and preferences of the agents that, as will become clear from our
analysis in the next section, imposes global constraints in the market, in the sense
that it enforces each agent to have a mirror, or a dual agent.
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Fig. 21.2 (a) Variation in time of the bilateral equilibrium price. The limiting bilateral equilibrium
price p1 is a value near the Walrasian price of the initial endowments pw. The green dots represent
the bilateral equilibrium price at each iteration. (b) Dependency of the E.logp1/� logpw with
the preferences of the agents. We consider a market with two types of agents with the preferences
˛ of half agents in the x axis and the preferences of the other half in the y axis. The green surface
represents the mean of 100 simulations and the blue surface is the 95% confidence interval. (c)
Histogram for theE.logp1/� logpw for 10,000 simulations of a market with 4 participants with
preferences ˛1 D ˛2 D 0:1 and initial endowments xi D yi D 1=4, i D 1; 2; 3; 4. (d) Histogram
for theE.logp1/�logpw for 10,000 simulations of a market with 3 participants with preferences
˛1 D ˛2 D 0:3 and ˛3 D 0:9

21.3 Statistical duality

We introduce the concept of duality in the market. We assume that the collection
of agents is completely characterized by their preferences ˛, and their endow-
ments .x; y/ in the 2 goods. We can define a probability distribution function on
.˛; x; y/ space, f .˛; x; y/ which determines the probability that a chosen agent has
preferences in .˛; ˛ C d˛/ � .x; x C dx/ � .y; y C dy/. We assume that the prob-
ability distribution has compact support, and the support in .x; y/ is bounded away
from zero.
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Definition 21.1. We say that a market satisfies the p - statistical duality condition
if the probability function has the symmetry property

f .˛; x; y/ D f
�

1 � ˛; y
p
; p x

�

where p 2 RC.

The p-statistical duality property means that each agent with characteristics
.˛; x; y/ has a mirror agent with characteristics .1�˛; y=p; p x/with the same pro-
bability under f . The class of probability functions f .˛; x; y/ of the form f1.˛/

f2.x; y/ with the property that f1.˛/D f1.1 � ˛/ and f2.x; y/D f2.y=p; p x/
satisfies the p-statistical duality. A common probability function f2, satisfying the
above condition, is the uniform distribution. Another common example of a prob-
ability function satisfying the p-statistical duality is used in Corollary 21.1, below,
and determines the most well known matching technology used in random matching
games with N agents.

Statistical duality guarantees that the prices observed in the random matching
Edgeworthian economy coincide in expectation with those of the Walrasian econ-
omy. For each collection of agents, let pw denote the Walrasian equilibrium price of
the initial market.

Theorem 21.1. Assume a market consisting of a finite number N of agents, such
that p-statistical duality holds for the initial endowments, then

EŒln.p.t/� D NEŒln.pw/� D ln.p/; for all t 2 f1; 2; : : : ;C1g:

Furthermore,

EŒln.p1/� D ln.p/

where NE is the expectation over the distribution of agents andE is expectation over
the distribution of agents and over all possible runs of the game.

See proof of Theorem 21.1 in [9]. The advantage of using the logarithm of the price
is that if we consider the other good to be the enumeraire, the absolute value of
the logarithm of the price remains the same and just the sign of the value of the
logarithm of the price changes.

An example of an economy with the p-statistical duality property is an economy
where with probability 1 we start with a sample ofN D 2M agents whereM agents
have characteristics .ai ; xi ; yi /; i D 1; : : : ;M , and the remaining M agents have
characteristics .aiCM ; xiCM ; yiCM / D .1 � ai ; yi=p; p xi /, i D 1; : : : ;M . In
other words, in this economy, each agent has a dual agent, i.e. agent i is dual to
agent i CM where i D 1; : : : ;M .
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Corollary 21.1. Assume a market consisting of a finite numberN D 2M of agents,
such thatM agents have characteristics .ai ; xi ; yi /; i D 1; : : : ;M , and the remain-
ing M agents have characteristics .aiCM ; xiCM ; yiCM / D .1 � ai ; yi=p; p xi /,
i D 1; : : : ;M , then

EŒln.p.t/� D ln.pw/ D ln.p/; for all t 2 f1; 2; : : : ;C1g:

Furthermore,

EŒln.p1/� D ln.p/

where E is the expectation over all possible runs of the game.

The theorem can also be shown to hold for a generalized random matching econ-
omy in which agents do not only meet in pairs. In this game, we initially pick
N agents and then for each trading date we pick randomly M � N agents, that
decide to trade on the competitive price for the local market consisting only of these
M agents. The number M may change with t . Then, under our statistical duality
condition, it may be shown that the stated result holds.

Remark 21.1. Theorem 21.1, in its specific form is limited to the particular form of
the Cobb–Douglas utility function, which was assumed to model the preferences of
the agents in the market game. However, this does not reduce the interest and the
importance of this result for the following three reasons.

(a) The Cobb–Douglas utility is a very important choice for the utility function
for the reasons stated in Sect. 21.2. Therefore, the complete understanding of
the effect of symmetry for the asymptotic results of the market game, for this
choice of utility function, offered by Theorem 21.1, is interesting in its own right
as it provides a “realistic” scenario under which Edgeworthian and Walrasian
considerations asymptotically coincide.

(b) The important assumption for Theorem 21.1 to hold true seems to be the con-
stancy of the marginal rates of substitution, a fact that is guaranteed by the
special choice of the Cobb–Douglas utility function. However, one may try
and modify Theorem 21.1, for the case where the marginal rates of substitu-
tion that are close to having this property, e.g. it is slowly varying. Then, by
proper assumptions that allow us to control such deviations, one could obtain
approximate symmetry with results similar to Theorem 21.1. However, such
considerations are beyond the scope of the present work.

(c) Theorem 21.1 may be modified to hold for more general situations. Such sit-
uations will involve the use of different types of utility functions than the
Cobb–Douglas. The modifications could be in the type and rate of convergence.
For instance the convergence of ln.p/ to the Walrasian value in the mean, is
special for the choice of the Cobb–Douglas function, and the choice of the log-
arithmic function is dictated by the specific dynamics and symmetries of this
utility function. The same holds true for the definition of p-statistical duality.
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It is conceivable that different choices of the utility function for the agents will
require the choice of different symmetry conditions and different functions than
the logarithmic for the quantification of the convergence of the Edgeworthian to
the Walrasian price. However, what is important is that symmetries in the dis-
tribution of preferences and initial endowments will still dictate the asymptotic
coincidence of the prices predicted by the Edgeworth and the Walras scenario.
The full treatment of this point is beyond the scope of the present paper and will
be treated elsewhere.

21.4 Deviating from the Bilateral Equilibrium

The model with trade deviating from bilateral equilibrium is similar to the Edge-
worth model. The difference is that, in this model, we introduce a new parameter gi
representing the bargaining skill of each participant. If two less skilled gi D gj D 0
participants meet they will trade in the point of the core determined by their bilateral
equilibrium price, as in the Edgeworth model. However, if a more skilled partic-
ipant gi D 1 meets a less skilled gi D 0 participant, they will trade in a point
of the core between the point determined by their bilateral equilibrium price and
the interception of the core with the indifference curve of the less skilled partici-
pant (see Fig. 21.3), traducing an advantage to the more skilled participant. Finally,
if both participants are highly skilled gi D gj D 1 they are penalized by not
being able to trade. This is similar to the “prisoner’s dilemma”, where two non-
cooperative players are penalized, a non-cooperative player has a better payoff than
a cooperative player, and two cooperative players have a better payoff than when

x

y

E

Oj

Oi

D
A

Fig. 21.3 Edgeworth Box with the indifference curves for the more skilled participant i (blue
convex curve) and less skilled participant j (green concave curve). The red curve is the core and the
red dots represent the contract curve. The slope of the pink line (that intercepts the core in point A)
is the bilateral equilibrium price. The slope of the black line (that intercepts the core in point D) is
the price that gives the greatest advantage to the more skilled participant. The final allocation will
be a point in the core inside the curve AD and the square marks the initial endowments (E)
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they meet a non-cooperative player but still worse than the payoff of the non-
cooperative player. We consider that the bargaining skill g is a continuous variable,
where higher values mean better bargaining skills. Without loss of generality we
can consider that gi � gj . We impose that trade only occurs if gi C gj � 1

and gi � gj 2 Œ0; 1�. The pair trades to the point in the core determined by the
price logpg D � logp C .1 � �/ logmj where p is the bilateral equilibrium price,
� D gi�gj andmj is the maximum price at which the participant j accepts to trade
determined by the interception of the core with the indifference curve of participant
j (equal to the slope of the line [ED] in Fig. 21.3).

We study the effect of the bargaining skills on the increase of the value of the
utility of the participants. Let the variation of the utility function of a participant
uf � u0 be the difference between the limit value of the utility function and the
initial value of the utility function. We present, in Fig. 21.4, two cumulative distri-
bution functions of the variation of the utility functions, one corresponding to the
less skilled participants (gi D 0:25) and the other corresponding to the more skilled
participants (gi D 0:75). This function indicates the proportion of participants who
have variations of the utility function less than or equal to its argument. In Fig. 21.4a
there are 20% of more skilled participants. We observe that the median of the vari-
ation of the utility function is higher for the more skilled participants. On the other
hand, in Fig. 21.4b, there are 80% of more skilled participants, and we observe that
the median of the variation of the utility function is lower for the more skilled partic-
ipants. We notice that the strategy followed by the minority is the one that provides
a higher median variation in the utility function.

When we compare different values assigned to the bargaining skills of the partic-
ipants, we observe distinct behaviors. When gi D 0, for the less skilled participants
and gi D 1 for the more skilled participants, the trade gives the most advantage pos-
sible to the more skilled participants (the final allocation is represented by point D
in Fig. 21.3). We see that the more skilled participants have a larger median increase
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Fig. 21.4 Cumulative distribution function of the variation of the utility (defined as uf �u0) for the
less skilled participants (black) and for the more skilled participants (red), with gi 2 f0:25I 0:75g.
(a) Simulation with 20 more skilled participants and 80 less skilled participants; (b) Simulation
with 80 more skilled participants and 20 less skilled participants
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Fig. 21.5 Variation of the utility (uf � u0) for the less skilled participants (blue/cyan) and for the
more skilled participants (green / yellow). Data from 100 simulations with 100 participants when
the fraction of more skilled participants is 0:1; 0:2; : : : ; 0:9. Each set of participants has lines for the
minimum percentile, 5%, median (thick line), percentile 95% and maximum. (a) Advantage to the
more skilled participants when gi 2 f0I 1g; (b) Advantage to the minority when gi 2 f0:25I 0:75g;
(c) Advantage to the less skilled participants when gi 2 f0:499I 0:501g

in the utility (Fig. 21.5a) for all fractions between 0:1 and 0:9 of more skilled partic-
ipants. In the opposite case, when gi D 0:499, for the less skilled participants and
gi D 0:501 for the more skilled participants, the trade gives a very small advantage
to the more skilled participants (the final allocation is near point A in Fig. 21.3). In
this case, the more skilled participants have a smaller median increase in the utility
(Fig. 21.5c) for all fractions between 0:1 and 0:9 of more skilled participants, due to
the impact of the penalization of no trade between them. If we consider gi D 0:25,
for the less skilled participants and gi D 0:75 for the more skilled participants,
the trade gives an intermediate advantage to the more skilled participants (the final
allocation is a point in the core roughly midway between A and D in Fig. 21.3).
We observe that the group in minority has the advantage. Namely, for fractions of
more skilled participants between 0:1 and 0:4, these have a higher median increase
in the utility and for fractions of more skilled participants between 0:6 and 0:9, these
have a lower median increase in the utility. For fractions of more skilled participants
near 0:5, the median increase in the utility of the more skilled participants is similar
to the less skilled participants (Fig. 21.5b).

21.5 Evolution of the Bargaining Skills

In this section, at each iteration, a random pair of participants .i; j / is chosen with
trade occurring deviating from the bilateral equilibrium price (as in the previous
section). We consider that the bargaining skill g is a continuous variable, where
higher values mean better bargaining skills. After the trade we allow evolution on
the bargaining skills of the participants of the form gi .tC1/ D gi .t/C�ij gi .t/.1�
gi .t// according to two distinct rules: (a) the bargaining skills of the participants
increase if they were not able to trade and decrease if they were able to trade; (b)
the bargaining skills of the participants decreases if they were not able to trade and
increase otherwise.
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Fig. 21.6 Variation of the bargaining skills with time. (a) The bargaining skills decrease when
trade is allowed and increase otherwise; (b) The bargaining skills increase when trade is allowed
and decrease otherwise

In case (a) if the sum of their bargaining skills is above the cut point, the partici-
pants are not allowed to trade and both participants’ bargaining skills are increased
(we choose �ij D � > 0). Otherwise, if the sum of their bargaining skills is below
the cut point, the participants will be allowed to trade with advantage to the more
skilled participant. After the trade, the bargaining skills of both participants decrease
(�ij D ��). In this case we observe (see Fig. 21.6a) that the participants’ bargaining
skills converge to one of the two extreme limit values 0 or 1.

In case (b) if the sum of their bargaining skills is above the cut point, the partic-
ipants are not allowed to trade and their bargaining skills are decreased. Otherwise,
if the sum of their bargaining skills is below the cut point, the participants will
be allowed to trade with advantage to the more skilled participant. After the trade,
the bargaining skills of both participants increase. In this case (see Fig. 21.6b) we
observe that the bargaining skills converge to one limit value 1/2.

21.6 Conclusion

We presented a model of an Edgeworthian exchange economy where two goods
are traded in a market place. Under symmetry conditions, prices in a random
exchange economy with two goods, where the agents preferences are character-
ized by the Cobb–Douglas utility function, converge to the Walrasian price. Under
proper symmetry conditions, we conjecture that this result holds for the case of n
goods.

The novelty of our model is that we associated a bargaining skill factor to each
participant which invokes a game similar to the prisoner’s dilemma into the usual
Edgeworth exchange economy. We analyzed the effect of the bargaining skill factor
in the variations of the individual’s amount of goods and in the increase of the value
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of their utilities. For the scenarios presented in this work, it is better to be in the
minority. For instance, if there are a greater number of more skilled participants,
the increase in the value of their utilities is smaller then the increase in the value of
the utilities of the less skilled participants who are in the minority.

The two evolutionary rules presented result in different behaviors. If the bargain-
ing skill decreases when trade is allowed (and increases otherwise), the bargaining
skills of the participants converge over time to one of two extreme limit values,
however, if the bargaining skill increases when trade is allowed (and decreases
otherwise), we observe that the bargaining skill converges over time to the middle
value.
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Chapter 22
Fractional Analysis of Traffic Dynamics

Lino Figueiredo and J.A. Tenreiro Machado

Abstract This article presents a dynamical analysis of several traffic phenom-
ena, applying a new modelling formalism based on the embedding of statistics
and Laplace transform. The new dynamic description integrates the concepts of
fractional calculus leading to a more natural treatment of the continuum of the
Transfer Function parameters intrinsic in this system. The results using system the-
ory tools point out that it is possible to study traffic systems, taking advantage of the
knowledge gathered with automatic control algorithms.

22.1 Dynamical Analysis

In the dynamical analysis of Traffic can be applied the tools of systems theory. In this
line of thought, a set of simulation experiments are developed in order to estimate
the influence of the vehicle speed v.t ;x/, the road length l and the number of lanes
nl in the traffic flow �(t ;x/ at time t and road coordinate x. For a road with nl lanes
the Transfer Function (TF) between the flow measured by two sensors is calculated
by the expression:

Gr;k.sI xj ; xi / D ˚r .sI xj /=˚k.sI xi / (22.1)

where k, r D 1; 2; : : : ; nl define the lane number and, xi and xj represent the road
coordinates .0 � xi � xj � l/. The Fourier Transform for each traffic flow is:

˚r.sI xj / D F f�r .t I xj /g
˚k.sI xi / D F f�k.t I xi /g (22.2)
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It should be noted that the traffic flow is a time variant system but, in the sequel,
it is shown that the Fourier transform can be used to analyse the system dynamics.

The first group of experiments considers a one-lane road (i.e., kD r D 1) with
length l D 1;000m. Across the road are placed ns sensors equally spaced. The first
sensor is placed at the beginning of the road (i:e., at xi D 0) and the last sensor at
the end (i.e., at xj D l). Therefore, we calculate the TF between two traffic flows
at the beginning and the end of the road such that, �1.t I 0/ 2 Œ0:12; 1� vehicles s�1
for vehicle speed v1.t I 0/2 Œ30; 70� km h�1 that is, for v1.t I 0/2 Œvav � �v; vav C
�v�, where vavD 50 km h�1 is the average vehicle speed and �vD 20 km h�1 is
the maximum speed variation. These values are generated according to a uniform
probability distribution function.

The polar plot result for the TF between the traffic flow at the beginning and end
of the one-lane road G1;1.sI 1000; 0/ D ˚1.sI 1000/=˚x.sI 0/ is distinct from those
usual in systems theory revealing a large variability, as revealed by Fig. 22.1. More-
over, due to the stochastic nature of the phenomena involved different experiments
using the same input range parameters result in different TFs.

In fact traffic flow is a complex system but it was shown [1] that, by embed-
ding statistics and Fourier transform (leading to the concept of Statistical Transfer
Function (STF)) [3], we could analyse the system dynamics in the perspective
of systems theory. To illustrate the proposed modelling concept (STF), the sim-
ulation was repeated for a sample of n D 2;000 vehicles and it was observed
the existence of a convergence of the STF, T1;1.sI 1;000; 0/, as show in Fig. 22.2,
for a one-lane road with length l D 1;000m �1.t I 0/2 Œ0:12; 1� vehicles s�1 and
v1.t I 0/2 Œ30; 70� km h�1.

The chart has characteristics similar to those of a low-pass filter with time delay,
common in systems involving transport phenomena. Nevertheless, in our case we
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Fig. 22.1 Polar diagram of TF for n D 1 experiment, with �1.t I 0/ 2 Œ0:12; 1� vehicles s�1 and
v1.t I 0/ 2 Œ30; 70� km h�1.vav D 50 km h�1, �v D 20 km h�1, l D 1;000m and nl D 1)
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Fig. 22.2 Polar diagram of STF for n D 2;000 experiments, with �1.t I 0/ 2 Œ0:12; 1� vehicles
s�1 and v1.t I 0/ 2 Œ30; 70� km h�1.vav D 50 km h�1, �v D 20 km h�1, l D 1;000m and nl D 2)

need to include the capability of adjusting the description to the continuous variation
of the system working conditions. This requirement precludes the adoption of the
usual integer-order low-pass filter and points out the need for the adoption of a
fractional-order TF. Therefore, in this case we adopt a fractional low pass system
[2] with time delay:

T1;1.sI 1000; 0/ D kB e
��s

�
s
p
C 1

�˛ (22.3)

With this description we get not only a superior adjustment of the numerical
data, impossible with the discrete steps in the case of integer-order TF, but also a
mathematical tool more adapted to the dynamical phenomena involved. For fitting
expression (22.3) with the numerical data it is adopted a two-step method based on
the minimization of the quadratic error. In the first phase (kB , p, ˛) are obtained
through error amplitude minimization of the Bode diagram. Once established (kB ,
p, ˛), in a second phase, � is estimated through the error minimization in the Polar
diagram. For the numerical parameters of Fig. 22.2 we get kB D 1:0, � D 96:0 s,
p D 0:07 and ˛ D 1:5. The parameters .�; p; ˛/ vary with the average speed vav

and its range of variation �v, the road length l and the input vehicle flow �1. For
example, Fig. 22.3 shows (� , p, ˛) versus�v (with vav D 50 km h�1).

It is interesting to note that .�; p/ ! .1; 0/, when �v ! vav, and .�; p/ !
.lv�1

av , 1/, when �v ! 0. These results are consistent with our experience that
suggests a pure transport delay T .s/  e��s (� D lv�1

av ), �v ! 0 and T .s/  0,
when �v ! vav (because of the existence of a blocking cars, with zero speed, on
the road).
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Fig. 22.4 Bode diagram of Tr;k.sI 1;000; 0/ for (a) vav D 50 km h�1 and (b) vav D 90 km h�1,
nl D 2, l D 1;000m, �k.t I 0/ 2 Œ0:12; 1� vehicles s�1, �v D 20 km h�1, k D 1; 2

In a second group of experiments are analyzed the characteristics of the STF
matrix for roads with two lanes considering identical traffic conditions (i.e.,
�k.t I 0/ 2 Œ0:12; 1� vehicles s�1, k D 1, 2, l D 1;000, �v D 20 km h�1).
Figure 22.4a depicts the amplitude Bode diagram of T1;1.sI 1;000;0/ and
T1;2.sI 1;000;0/ for vav D 50 km h�1 (i.e., vk.t I 0/ 2 Œ30; 70� km h�1).

Figure 22.4a shows that T1;1.sI 1;000; 0/  T2;2.sI 1;000; 0/ and T1;2
.sI 1;000;0/  T2;1.sI 1;000; 0/. This property occurs because SITS uses a lane
change logic where, after the overtaking, the vehicle tries to return to the previous
lane. Therefore, lanes 1 and 2 have the same characteristics leading to identical STF.

The Fig. 22.4b presents the amplitude Bode diagram of T1;1.sI 1;000; 0/ and
T1;2.sI 1;000; 0/ for vav D 90 km h�1 (i.e., vk.t I 0/ 2 Œ70; 110�km h�1).

Comparing Fig. 22.4a and these results, we conclude that the transfer matrix
elements vary significantly with vav. Moreover, the STF parameter dependence is
similar to the one-lane case represented previously.
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22.2 Conclusions

In this paper several experiments were carried out in order to analyse the dynamics
of the traffic systems. Bearing these ideas in mind it was adopted a formalism based
on the tools of systems theory. Moreover, the new dynamic description integrated the
concepts of fractional calculus lead to a more natural treatment of the continuum of
the TF parameters intrinsic in this system. The results pointed out that it is possible
to study traffic systems.
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Chapter 23
The Set of Planar Orbits of Second Species
in the RTBP

Joaquim Font, Ana Nunes, and Carles Simó

Abstract We present a brief summary of the conclusions of our work on the set of
orbits of the planar circular restricted three body problem which undergo consec-
utive close encounters with the small primary, or orbits of second species. In this
study, the value of the Jacobi constant is fixed, and we consider consecutive close
encounters which occur within a maximal time interval. With these restrictions, the
full set of orbits of second species is found numerically from the intersections of the
stable and unstable manifolds of the collision singularity on the surface of section
that corresponds to passage through the pericentre. A “skeleton” of this set of curves
can be computed from the solutions of the two-body problem. The set of intersection
points found in this limit corresponds to the S-arcs and T-arcs of Hénon’s classifi-
cation which verify the energy and time constraints, and can be used to construct
an alphabet to describe the orbits of second species. We find periodic orbits that
combine S-type and T-type quasi-homoclinic arcs and we determine the symbolic
dynamics of the full set of orbits of second species.

23.1 A Summary of Results about the Problem

In his study of the three body problem, Poincaré conjectured the existence of peri-
odic orbits that for small values of two of the masses are close to sequences of arcs
of Keplerian ellipses, glued together at singularities that correspond to collisions of
the two zero mass bodies [1]. In the perturbed problem, these singularities would be
replaced by close encounters that would shift the orbital elements of the approximate
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Keplerian orbits. Poincaré named these periodic orbits “of second species”, to distin-
guish them from the periodic orbits “of first species”, which do not involve passages
close to singularities.

The challenge of providing rigorous proof of the existence, and a characteriza-
tion, of the periodic orbits of second species has been taken in the simpler setting
of the planar circular restricted three body problem (PCRTBP) in several analytic
and numerical studies during the past 40 years, starting with Hénon’s paper on the
description of the families of limit orbits with consecutive collisions [2, 3]. These
limit orbits are formed by arcs, which are pieces of Keplerian ellipses that begin and
end in a collision, and an arc is called of type S (resp. T) if it begins and ends at
different points (resp. at the same point) on the ellipse. In the rotating frame of ref-
erence of the restricted three body problem orbits formed by S arcs are symmetric
with respect to the line joining the two primaries, while orbits that contain T arcs
are in general not symmetric.

The existence of a large set of periodic and chaotic orbits of second species that
are close to sequences of arcs of type T was proved in [4] for the circular prob-
lem, and a similar result was later reported in [5], where a numerical study of these
in general asymmetric periodic orbits was also presented. The results of [5] were
extended in [6] to include the orbits that converge to sequences that combine arcs
of type S and arcs of type T, and the symbolic dynamics for the whole set of pla-
nar orbits of second species, that is, orbits either periodic or chaotic with infinitely
many close encounters with the small primary, was obtained: every infinite periodic
sequence of S- and T-arcs which does not contain two identical T-arcs in succession
is the limit when the mass parameter � ! 0 of a family of periodic orbits of the
planar restricted three body problem. The symbolic dynamics on this large subshift
of the full shift implies, in particular, the existence for � small enough of periodic
orbits that combine arcs of types S and T. Here we present a brief summary of the
approach followed in [6], and a numerical example of this type of periodic orbits.

Consider the PCRTBP, choosing as usual appropriate mass, length and time units
so that the masses of the two primaries are m1 D 1 � � for the large primary,
and m2 D � for the small primary M , the angular velocity of their motion around
the fixed centre of mass is 1 and their positions in the plane are given in synodic
coordinates by .�; 0/ and .� � 1; 0/, respectively. We have studied the intersection
of the stable and unstable invariant manifolds of collision at M with the passage
through the pericentre surface of section, as a means to characterize the set of
all the orbits that, for a given value of the Jacobi constant CJ and of the mass
parameter �, undergo consecutive close encounters with the small primaryM . This
intersection can be obtained numerically using the regularized equations of motion
and the symmetry of the system. The first intersection of the stable and unstable
manifolds of collision with the passage through the pericentre surface of section is
shown in Fig. 23.1, where we have imposed a bound of 8� on the integration time.
The fifteen homoclinic points where these curves intersect each other correspond to
ejection-collision orbits with exactly one intermediate passage through the pericen-
tre. Eleven out of these fifteen orbits take less than 8� time units from ejection to
collision.
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Fig. 23.1 The first
intersection of the stable
(dashed line) and unstable
(full line) manifold of
collision with the passage
through the pericentre surface
of section for CJ D 2:8 and
� D 10�4
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We restrict the study to orbits such that consecutive encounters occur within time
intervals smaller than a multiple q of 2� , and such that the number of passages
through the pericentre in between close encounters does not exceedp. ForCJ D 2:8
and within the imposed cut-off of q D p D 4, the homoclinic points are organized
in 41 families, each of which corresponds to a basic homoclinic orbit, that is, a
homoclinic orbit that involves no intermediate close encounters. In the limit when
� ! 0, these basic homoclinic orbits tend to the orbits of the two-body problem
associated with the S-arcs and T-arcs of Hénon’s classification that are compatible
with the constraints on the value of CJ , and with the bounds imposed on time and
on the number of passages through the pericentre. For CJ D 2:8, and p D q D
4 the 41 basic homoclinic orbits of the rotating two-body problem are 18 T-arcs
.T; p; q; s/, where p and q are the integers that denote the number of full turns of
the massless body and of the reference frame, respectively, that take place along the
orbit and s D C1 (resp. s D �1) for the ingoing (resp. outgoing) orbits; and 23
S-arcs .S; p; q; s/.

Let the set of initial conditions exiting the circle C of radius �˛ around the
small primary M be parameterized by the angles � and  . To each one of the
admissible 41 basic homoclinic orbits for CJ D 2:8 and p D q D 4 corresponds a
.X; p; q; s/-homoclinic strip, X 2 fT; Sg and s D ˙1 in the .�;  / torus of initial
conditions of orbits that leave C and return to C and are in the meantime close to the
basic homoclinic orbit .X; p; q; s/ of the unperturbed problem. The return map on
the homoclinic strips can be approximated analytically by taking the composition
of two different approximate integrable problems in and out of the circle C and
tuning the parameter ˛ to 2=5. It is a horseshoe map on a subset of the set of all the
homoclinic strips. The symbolic dynamics in the small � limit can be obtained from
this approximation of the return map. It differs from the full shift on the alphabet of
41 symbols that corresponds to the admissible two-body problem homoclinic arcs
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Fig. 23.2 A periodic orbits which combines a T-arc with an S-arc. On the right, and from top to
bottom, we display successive magnifications of the passages close to collision

only in that every transition .T; p; q; s/ ! .T; p; q; s/ is forbidden. In general the
following holds:

Theorem 23.1. For a given upper bound N on p and q, � can be chosen small
enough so that, for CJ outside a finite union of small intervals, the set of all the
orbits of the second species is described by a subshift on the alphabet of all the
admissible S- and T-arcs of the two body problem, for which the only forbidden
transition is the one that concatenates two identical resonant homoclinic arcs.

For the selected value of CJ D 2:8 and for � D 10�4, the shift that describes
the dynamics of the planar orbits of second species built with arcs that verify the
constraints imposed on time and number of intermediate pericentre passages is still a
large subshift of the full shift, although a few other transitions besides .T; p; q; s/!
.T; p; q; s/ have to be excluded. In particular, there are periodic orbits that combine
T-arcs and S-arcs, such as the one shown in Fig. 23.2.
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2. Hénon, M.: Sur les orbites interplanétaires que rencontrent deux fois la Terre. Bull. Astron. 3,
377–393 (1968)



23 The Set of Planar Orbits of Second Species in the RTBP 363
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Chapter 24
Statistical Properties of the Maximum
for Non-Uniformly Hyperbolic Dynamics

Ana Cristina Moreira Freitas, Jorge Milhazes Freitas, and Mike Todd

Abstract We study the asymptotic distribution of the partial maximum of observ-
able random variables evaluated along the orbits of some particular dynamical
systems. Moreover, we show the link between Extreme Value Theory and Hit-
ting Time Statistics for discrete time non-uniformly hyperbolic dynamical systems.
This relation allows to study Hitting Time Statistics with tools from Extreme Value
Theory, and vice versa.

24.1 Introduction

Consider a discrete time dynamical system .X ;B; �; f /, where X is a
d -dimensional Riemannian manifold, B is the Borel �-algebra, f W X ! X is a
measurable map and � an f -invariant probability measure, absolutely continuous
with respect to Lebesgue measure (acip), with density denoted by � D d


dLeb .
Given an observable ' W X ! R [ f˙1g achieving a global maximum at � 2

X (we allow '.�/ D C1), consider the stationary stochastic process X0; X1; : : :
defined by

Xn D ' ı f n; for each n 2 N: (24.1)

Here, we are particularly interested on the statistical properties of the partial
maximum

Mn WD maxfX0; : : : ; Xn�1g;
when properly normalised.
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The study of distributional properties of the higher order statistics of a sample,
like the maximum of the sample, is the purpose of Extreme Value Theory (EVT).

24.2 Extreme Value Laws

We are interested in knowing if there are normalising sequences fangn2N � RC and
fbngn2N � R such that

� .fx W an.Mn � bn/ � yg/ D � .fx WMn � ung/! H.y/; (24.2)

for some non-degenerate distribution function (d.f.) H , as n ! 1. Here un WD
un.y/ D y=an C bn is such that

n�.X0 > un/! �; as n!1, (24.3)

for some � D �.y/ � 0 and in fact H.y/ D H.�.y//. When this happens we say
that we have an Extreme Value Law (EVL) forMn. Note that, clearly, we must have
un ! '.�/, as n!1.

Classical Extreme Value Theory asserts that there are only three types of non-
degenerate asymptotic distributions for the maximum of an independent and identi-
cally distributed (i.i.d.) sample under linear normalisation. They will be referred to
as classical EVLs and we denote them by:

Type 1: EV1.y/ D e�e�y
, y 2 R; this is also known as the Gumbel extreme value

distribution (e.v.d.)

Type 2: EV2.y/ D
(

e�y�˛
; y > 0

0; y � 0 (˛ > 0); this family of distribution

functions is known as the Fréchet e.v.d.

Type 3: EV3.y/ D
(

e�.�y/˛ ; y � 0
1; y > 0

(˛ > 0); this family of distribution

functions is known as the Weibull e.v.d.

It is also known that the limiting behaviour for maxima of a stationary process
can be reduced, under adequate conditions on the dependence structure, to the Clas-
sical Extreme Value Theory for sequences of i.i.d. random variables (r.v.). Hence, to
the stationary process X0; X1; : : : defined in (24.1) we associate an i.i.d. sequence
Z0; Z1; : : : ; whose distribution function (d.f.) is the same of X0 and whose partial
maximum we define as

OMn WD max fZ0; : : : ; Zn�1g : (24.4)

Let us focus on the conditions that allow us to relate the asymptotic distri-
bution of Mn with that of OMn. Following [14] we refer to these conditions as
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D.un/ and D0.un/, where un is a suitable sequence of thresholds converging to
maxx2Œ�1;1	X0.x/, as n goes to1. D.un/ imposes a certain type of distributional
mixing property. Essentially, it says that the dependence between some special type
of events fades away as they become more and more apart in the time line. D0.un/
restricts the appearance of clusters, that is, it makes the occurrence of consecutive
‘exceedances’ of the level un an unlikely event.

Let the d.f. F be given by

F.u/ D �.X0 � u/:

We say that an exceedance of the level un occurs at time i if Xi > un. The prob-
ability of such an exceedance is 1 � F.un/ and so the mean value of the number
of exceedances occurring up to n is n.1 � F.un//. The sequences of levels un we
consider are such that

n.1 � F.un//! �; as n!1,

for some � � 0, which means that, in a time period of length n, the expected number
of exceedances is approximately � .

The original condition D.un/ from [14], which we will denote by D1.un/, is
a type of uniform mixing requirement specially adapted to Extreme Value Theory.
In this context, the events of interest are those of the form fXi � ug and their
intersections. Observe that fMn � ug is just fX0 � u; : : : ; Xn�1 � ug. A natural
mixing condition in this context is the following. Let Fi1;:::;in.x1; : : : ; xn/ denote
the joint d.f. of Xi1 ; : : : ; Xin , and set Fi1;:::;in.u/ D Fi1;:::;in.u; : : : ; u/.

ConditionD1.un/. We say thatD1.un/ holds for the sequenceX0; X1; : : : if for
any integers i1 < : : : < ip and j1 < : : : < jk for which j1 � ip > m, and any large
n 2 N,

ˇ
ˇFi1;:::;ip ;j1;:::;jk

.un/ � Fi1;:::;ip .un/Fj1;:::;jk
.un/

ˇ
ˇ � �.n;m/;

where �.n;mn/! 0, as n!1, for some sequencemn D o.n/.
In [8], we verify that condition D1.un/ can be stated in a weaker form and the

result still prevails. The advantage of having this weaker requirement is that, in
the context of Dynamical Systems, the new condition should follow from decay
of correlations. Motivated by the work of [6], we proposed, in [8], the following
weaker version of conditionD1.un/, that we denote by D2.un/:

Condition D2.un/. We say that D2.un/ holds for the sequence X0; X1; X2; : : :
if for any integers `; t and n

� .fX0 > ung \ fmaxfXt ; : : : ; XtCl�1g � ung/
� �.fX0 > ung/�.fM` � ung/ � �.n; t/;

where �.n; t/ is nonincreasing in t for each n and n�.n; tn/ ! 0 as n ! 1 for
some sequence tn D o.n/.
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The sequence un is such that the average number of exceedances in the time
interval f0; : : : ; Œn=k�g is approximately �=k, which goes to zero as k !1. How-
ever, the exceedances may have a tendency to be concentrated in the time period
following the first exceedance at time 0. To avoid this we introduce

ConditionD0.un/. We say that D0.un/ holds for the sequenceX0; X1; X2; : : : if

lim
k!1

lim sup
n!1

n

Œn=k	X

jD1
�.fX0 > ung \ fXj > ung/ D 0:

This guarantees that the exceedances should appear scattered through the time
period f0; : : : ; n � 1g.

In [8] we have shown that Mn and OMn, conveniently normalised, have the same
asymptotic distribution underD2.un/ andD0.un/.

Theorem 24.1. [8, Theorem 1] Let .un/n2N be such that n�.X > un/ D n.1 �
F.un// ! � , as n ! 1, for some � � 0. Assume that conditions D2.un/ and
D0.un/ hold. Then

lim
n!1�.Mn � un/ D lim

n!1�. OMn � un/:

24.3 Extreme Value Laws for Benedicks-Carleson
Quadratic Maps

In [7], we consider the quadratic maps fa.x/ D 1 � ax2 on I D Œ�1; 1�, with
a 2 BC , where BC is the Benedicks-Carleson parameter set introduced in [1].
The set BC has positive Lebesgue measure and is built in such a way that, for
every a 2 BC , the Collet-Eckmann condition holds: there is exponential growth of
the derivative of fa along the critical orbit, i.e., there is c > 0 such that

ˇ
ˇ
ˇ


f na
�0
.fa.0//

ˇ
ˇ
ˇ � ecn;

for all n 2 N. This property guarantees not only the non-existence of an attracting
periodic orbit but also the existence of an ergodic fa-invariant probability measure
�a that is absolutely continuous with respect to Lebesgue measure on Œ�1; 1�.

In [7], we consider the particular stationary stochastic process X0; X1; : : :
defined by

Xn D fa.Xn�1/ D f na .X0/; for each n 2 N: (24.5)

This way, we obtain a stationary stochastic process X0; X1; : : : with common
marginal d.f. given by Ga.x/ D �afX0 � xg.

The main result of [7] states that the limiting law of Mn is the same as if
X0; X1; : : : were independent with the same d.f. Ga. In fact we verify that,
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under appropriate normalisation, the asymptotic distribution of Mn is of Type
III (Weibull). As usual, we denote by G�1

a the generalised inverse of the d.f. Ga,
which is to say that G�1

a .y/ WD inffx W Ga.x/ � yg.
Theorem 24.2. [8, Theorem A] For each a 2 BC and every stationary stochastic
process X0; X1; : : : given by (24.5), we have:

�afan.Mn � 1/ � xg ! H.x/ D
(

e�.�x/1=2
; x � 0

1; x > 0
;

where an D


1 �G�1

a



1 � 1

n

���1
.

Based on Theorem 24.1, our strategy to prove Theorem 24.2 was the following:

� Compute the limiting distribution of OMn defined as in (24.4) and the associated
normalising sequences an and bn, that is, the sequences an and bn such that
�afan. OMn � bn/ � xg ! H.x/ for some non-degenerate d.f.H .

� Show that conditions D.un/ and D0.un/ are valid for the stochastic process
X0; X1; : : : defined in (24.5), where un WD un.x/ D x=an C bn is such that
n�a.X > un/! � , as n!1, for some � � 0.

24.4 General Characterisation of the Observables

We next turn again to the general case where X is a d -dimensional Riemannian
manifold, f WX !X is a measurable map and

Xn D ' ı f n; for each n 2 N;

for an observable ' WX ! R [ f˙1g achieving a global maximum at � 2 X .
We assume that the observable ' is of the form

'.x/ D g.dist.x; �//; (24.6)

where ‘dist’ denotes the usual Euclidean distance, the function g W Œ0;C1/ !
R [ fC1g has a global maximum at 0, is a strictly decreasing bijection g W V ! W

in a neighbourhood V of 0 and has one of the following three types of behaviour:

Type 1: there exists some strictly positive function p W W ! R such that for all
y 2 R

lim
s!g1.0/

g�1
1 .s C yp.s//
g�1
1 .s/

D e�y I
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Type 2: g2.0/ D C1 and there exists ˇ > 0 such that for all y > 0

lim
s!C1

g�1
2 .sy/

g�1
2 .s/

D y�ˇ I

Type 3: g3.0/ D D < C1 and there exists � > 0 such that for all y > 0

lim
s!0

g�1
3 .D � sy/
g�1
3 .D � s/ D y

� :

Examples of each one of the three types are as follows: g1.x/ D � logx,
g2.x/ D x�1=˛ for some ˛ > 0 and g3.x/ D D � x1=˛ for some D 2 R and
˛ > 0.

Observe that if at time j 2 N we have an exceedance of the level u (sufficiently
large), i.e., Xj .x/ > u, then we have an entrance of the orbit of x into the ball of
radius g�1.u/ around �, Bg�1.u/.�/, at time j .

Based on this fact, we recently demonstrated in [9] the link between Extreme
Value Theory and Hitting Time Statistics (HTS).

24.5 Hitting Time Statistics

For a set A � X we let rA.y/ denote the first hitting time to A of the point y,
that is,

rA.y/ D minfj 2 N W f j .y/ 2 Ag:

We are interested in the fluctuations of this functions as the set A shrinks. Firstly
we consider the Return Time Statistics (RTS) of this system. Let �A denote the
conditional measure on A, i.e., �A WD 
jA


.A/
. By Kac’s Lemma, the expected value

of rA with respect to � is
R
A
rA d�A D 1=�.A/. So in studying the fluctuations of

rA on A, the relevant normalising factor is 1=�.A/.
Given a sequence of sets fUngn2N so that �.Un/ ! 0, the system has Return

Time Statistics G.t/ for fUngn2N if for all t � 0 the following limit exists and
equals G.t/:

lim
n!1�Un

�

rUn
� t

�.Un/

�

: (24.7)

We say that .X ; f; �/ has Return Time Statistics G.t/ to balls at � if for any
sequence fıngn2N � RC such that ın ! 0 as n ! 1 we have RTS G.t/ for
Un D Bın

.�/.
If we study rA defined on the whole of X , i.e., not simply restricted to A, we

are studying the Hitting Time Statistics. Note that we will use the same normalising
factor 1=�.A/ in this case.
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Analogously to the above, given a sequence of sets fUngn2N so that �.Un/! 0,
the system has Hitting Time StatisticsG.t/ for fUngn2N if for all t � 0 the following
limit is defined and equals G.t/:

lim
n!1�

�

rUn
� t

�.Un/

�

: (24.8)

HTS to balls at a point � is defined analogously to RTS to balls.
In [10], it was shown that the limit for the HTS defined in (24.8) exists if and only

if the limit for the analogous RTS defined in (24.7) exists. Moreover, they show that
the HTS distribution exists and is exponential ( i.e., G.t/ D e�t ) if and only if the
RTS distribution exists and is exponential.

For many mixing systems it is known that the HTS are exponential around almost
every point. For example, this was shown for Axiom A diffeomorphisms in [11],
transitive Markov chains in [15] and uniformly expanding maps of the interval in [5].

For non-uniformly hyperbolic systems less is known. A major breakthrough in
the study of HTS/RTS for non-uniformly hyperbolic maps was made in [12], where
they gave a set of conditions which, when satisfied, imply exponential RTS to cylin-
ders and/or balls. Their principal application was to maps of the interval with an
indifferent fixed point.

Another important paper was [2], in which they showed that the RTS for a map
are the same as the RTS for the first return map. (The first return map to a set
U � X is the map F D f rU .) Since it is often the case that the first return maps
for non-uniformly hyperbolic dynamical systems are much better behaved (possibly
hyperbolic) than the original system, this provided an extremely useful tool in this
theory. For example, they proved that if f W I ! I is a unimodal map for which the
critical point is nowhere dense, and for which an acip � exists, then the relevant first
return systems .U; F; �U / have a ‘Rychlik’ property. They then showed that such
systems, studied in [16], must have exponential RTS, and hence the original system
.I; f; �/ also has exponential RTS (to balls around �-a.e. point).

The presence of a recurrent critical point means that the first return map itself will
not satisfy this Rychlik property. To overcome this problem in [4] special induced
maps, .U; F /, were used, where for x 2 U we have F.x/ D f ind.x/.x/ for some
inducing time ind.x/ 2 N that is not necessarily the first return time of x to U .
The fact that these particular maps can be seen as first return maps in the canonical
Markov extension, the ‘Hofbauer tower’, meant that they were still able to exploit
the main result of [2] to get exponential RTS around�-a.e. point for unimodal maps
f W I ! I with an acip � as long as f satisfies a polynomial growth condition
along the critical orbit. In [3] this result was improved to include any multimodal
map with an acip, irrespective of the growth along the critical orbits, and of the
speed of mixing.
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24.6 The Link between Hitting Time Statistics and Extreme
Value Theory

In [9] we establish two main results. In the first one, we obtain EVLs from HTS.

Theorem 24.3. [9, Theorem 1] Let .X ;B; �; f / be a dynamical system where
� is an acip, and consider � 2 X for which Lebesgue’s Differentiation Theorem
holds.

� If we have HTS to balls centred on � 2 X , then we have an EVL for Mn which
applies to the observables (24.6) achieving a maximum at �.

� If we have exponential HTS (G.t/ D e�t ) to balls at � 2 X , then we have an
EVL forMn which coincides with that of OMn. In particular, this EVL must be one
of the 3 classical types. Moreover, if g is of type gi , for some i 2 f1; 2; 3g, then
we have an EVL for Mn of type EVi .

We next define a class of multimodal interval maps f W I ! I . We denote the
finite set of critical points by Crit. We say that c 2 Crit is non-flat if there exists a
diffeomorphism c W R! R with  c.0/ D 0 and 1 < `c <1 such that for x close
to c, f .x/ D f .c/ ˙ j c.x � c/j`c . The value of `c is known as the critical order
of c. Let

NF k WD
n
f W I ! I W f is C k; each c 2 Crit is non-flat and

inf
f n.p/Dp

jDf n.p/j > 1
�

:

The following is a simple corollary of Theorem 24.3 and [3, Theorem 3]. It gen-
eralises the result of Collet in [6] from unimodal maps with exponential growth on
the critical point to multimodal maps where we only need to know that there is an
acip.

Corollary 24.1. Suppose that f 2 NF 2 and f has an acip �. Then .I; f; �/ has
an EVL for Mn which coincides with that of OMn, and this holds for �-a.e. � 2 X
fixed at the choice of the observable in (24.6). Moreover, the EVL is of type EVi
when the observables are of type gi , for each i 2 f1; 2; 3g.

In the next result, we show how to get HTS from EVLs.

Theorem 24.4. [9, Theorem 2] Let .X ;B; �; f / be a dynamical system where �
is an acip and consider � 2X for which Lebesgue’s Differentiation Theorem holds.

� If we have an EVL for Mn which applies to the observables (24.6) achieving a
maximum at � 2 X then we have HTS to balls at �.

� If we have an EVL for Mn which coincides with that of OMn, then we have
exponential HTS (G.t/ D e�t ) to balls at �.

The following is immediate by the above and Theorem 24.1.
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Corollary 24.2. Let .X ;B; �; f / be a dynamical system where � is an acip and
consider � 2X for which Lebesgue’s Differentiation Theorem holds. IfD2.un/ (or
D1.un/) andD0.un/ hold for a stochastic processX0; X1; : : : defined by (24.1) and
(24.6), where un is a sequence of levels satisfying (24.3), then we have exponential
HTS to balls at �.

The following is an immediate corollary of Theorems 24.4 and 24.2.

Corollary 24.3. For every Benedicks-Carleson quadratic map fa (with a 2 BC )
we have exponential HTS to balls around the critical point or the critical value.

The next result is a byproduct of Theorems 24.3, 24.4 and the fact that under
D1.un/ the only possible limit laws for partial maximums are the classical EVi for
i 2 f1; 2; 3g.
Corollary 24.4. Let .X ;B; �; f / be a dynamical system, � is an acip and con-
sider � 2 X for which Lebesgue’s Differentiation Theorem holds. If D1.un/ holds
for a stochastic process X0; X1; : : : defined by (24.1) and (24.6), where un is a
sequence of levels satisfying (24.3), then the only possible HTS to balls around �
are of exponential type, meaning that, there is � > 0 such that G.t/ D e�� t .

As we have seen, the relation established in Theorems 24.3 and 24.4 allows to
study Hitting Time Statistics with tools from Extreme Value Theory, and vice-versa.
In [9], we also give applications of this theory to higher dimensional examples,
for which we also obtain classical extreme value laws and exponential hitting time
statistics (for balls). In the same work, we extend these ideas to the subsequent
returns to asymptotically small sets, linking the Poisson statistics of both processes.
More precisely, we show that the point process of hitting times has a Poisson limit
if and only if the point process of exceedances has a Poisson limit.

Extreme Value Laws have also recently been proved in [13] for continuous time
dynamical systems (flows) with acips, as well as for potentials like those presented
here, but with multiple maxima.
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are supported by FCT through CMUP.
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Chapter 25
Adaptive Learning and Central Bank
Inattentiveness in Optimal Monetary Policy

Orlando Gomes, Vivaldo M. Mendes, and Diana A. Mendes

Abstract This paper analyzes the dynamic properties of a standard New Keyne-
sian monetary policy model in which private agents expectations are formed under
a learning mechanism while the central bank believes they follow the hypothesis of
rational expectations. By assuming a gain sequence that is asymptotically constant,
explicit local and global stability conditions are derived. The main results are that
stability is guaranteed even in cases in which full convergence to the rational expec-
tations equilibrium is not attainable; furthermore, endogenous business cycles are
likely to arise.

25.1 Introduction

A large amount of literature on the formation of macroeconomic expectations
through learning has been produced over the last few years. The motivation for
this literature can be found in the seminal paper by Marcet and Sargent [7], who
questioned the plausibility of the notion of rational expectations as developed and
applied by Muth [8] and Lucas [6].

Under learning, instead of knowing the true process underlying the evolution
of economic aggregates, the agents will choose a rule that is used to predict future
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outcomes based on past information. As new information arrives and becomes avail-
able, the learning skills improve and the rule is updated. A continuing process of
improved learning will then probably lead to an asymptotic long run fixed point that
may coincide with the rational expectations equilibrium (REE). This hypothetical
convergence to the REE is one of the most relevant properties of learning schemes,
as initially remarked by Marcet and Sargent [7], or by Beeby et al. [2, pp. 5] who
pointed out that “the attraction of learning then is that it allows agents to make
mistakes in the short-run, but not in the long-run”.

There are several ways in which learning can be modeled in the field of macroe-
conomics. The one that has received more attention in the literature is adaptive
learning, and it is in this learning mechanism that we will focus our attention.1

Results other than the fixed point associated with full rationality are obtainable
in adaptive learning settings. Such results may include, as in this paper, periodic and
aperiodic long run cycles. The eventual presence of cycles is dependent on the spe-
cific form of the gain sequence measuring the sensitivity of estimates to new data.
As new information adds to the existing one, the gain should be decreasing, shrink-
ing asymptotically towards zero. Nevertheless, model misspecification or some kind
of imperfect knowledge assumption lead us to accept that the gain sequence may not
effectively fall to zero. The idea of constant gain learning – i.e., of persistent learn-
ing dynamics – does not seem an unreasonable assumption, and in many settings it
can be more appropriate than a simple complete learning scheme with convergence
to the REE. Constant gain forms the crucial element upon which the basic results of
the paper are derived.2

The remainder of the paper is organized as follows. Section 25.2 briefly presents
the benchmark optimal monetary policy model. Section 25.3 studies the dynamic
behavior of the model under learning, assuming that the monetary authority over-
looks such learning process by private agents. Section 25.4 concludes.

25.2 The Optimal Monetary Policy Model

The benchmark model is a fully deterministic version of the New Keynesian mon-
etary policy problem (see Woodford [9]). The state of the economy is given by two
dynamic equations. First, an IS equation, which establishes a relation of opposite
sign between the output gap, xt , and the expected real interest rate, it � Et�tC1.
The output gap is defined as the difference in logs between effective output and
some measure of potential output; the inflation rate, �t , is simply the variation rate
of the price level, while in the real interest rate expression, it represents the nominal

1 An extensive survey on macroeconomic issues where adaptive learning is involved is presented
in Evans and Honkapohja [4].
2 See Cellarier [3], for the development of a model (in the case, a growth model) where cycles arise
as a direct consequence of constant gain. For a thorough and rigorous discussion of the implications
of adaptive learning over long-run dynamics in general equilibrium settings, see Grandmont [5].
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interest rate andEt is the expectations operator. The complete IS relation is given by,

xt D �'.it � Et�tC1/C EtxtC1, x0 given. (25.1)

where ' > 0 is an elasticity parameter.
On the supply side, we assume a New Keynesian Phillips curve, according to

which there is a positive relation between the contemporaneous values of inflation
and the output gap. The current value of inflation also suffers the influence of the
expected value of inflation for the next period. The equation is

�t D �xt C ˇEt�tC1, �0 given. (25.2)

In (25.2), parameter � 2 .0; 1/ is a measure of price flexibility. The closer
this value is to zero, the stronger is the degree of price stickiness or sluggishness.
Constant ˇ 2 .0; 1/ is the intertemporal discount factor.

The monetary authority is supposed to control the value of the nominal interest
rate in order to attain some policy goals. We consider that the central bank aims
at an inflation rate level �� and at an output gap x� (the current practice of mon-
etary authorities points to low but positive inflation and output gap targets). The
central bank also attributes different degrees of relevance to the two policy goals.
The objective function is

V0 D E0
(

�1
2

C1X

tD0
ˇt
�
.�t � ��/2 C a.xt � x�/2

	
)

(25.3)

where parameter a > 0 represents the weight of the output gap objective, relatively
to the inflation goal, in the monetary authority objective function.

By maximizing V0 subject to (25.1) and (25.2), the central bank chooses the opti-
mal path for the nominal interest rate. Computing first-order optimality conditions,
one obtains the dynamic relation

EtxtC1 D
�

1C �2

aˇ

�

xt � �

aˇ
�t C �

a
�� (25.4)

The dynamics of the monetary policy problem are addressable with the informa-
tion given by the Phillips curve in (25.2) and by (25.4). Defining the steady state as
the point (x; �) such that x � xt D EtxtC1 and � � �t D Et�tC1, one encounters

the result (x; �)=
�
1�ˇ
�
��I��

�
.

The system can be presented in matricial form by

"
EtxtC1 � 1�ˇ

�
��

Et�tC1 � ��

#

D
"
1C �2

aˇ
� �
aˇ

� �
ˇ

1
ˇ

#

�
"
xt � 1�ˇ

�
��

�t � ��

#

: (25.5)
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Let J be the Jacobian matrix in system (25.5). This possesses two eigenvalues,
0 < "1 < 1 and "2 > 1, such that

"1; "2 D a.1C ˇ/C �2
2aˇ

�
s

a.1C ˇ/C �2

2aˇ

�2
� 1
ˇ

(25.6)

Under the case in which the central bank assumes that private expectations about
inflation follow the hypothesis of rational expectations, the system is character-
ized by a saddle-path stable equilibrium: in the two-dimensional space that defines
the system, one direction is stable while the other is unstable. By computing the
eigenvectors associated with each of the eigenvalues, the following expressions are
derived for the stable and unstable trajectories, respectively,

xt D ˇ.1 � "1/
�

�� � 1 � ˇ"1
�

�t (25.7)

xt D �ˇ."2 � 1/
�

�� C ˇ"2 � 1
�

�t (25.8)

Replacing the output gap expressions in (25.7) and (25.8) into the Phillips curve
(25.2), one finds, respectively,

Et�tC1 D "1�t C .1 � "1/�� (25.9)

Et�tC1 D "2�t � ."2 � 1/�� (25.10)

where (25.9) is stable (it corresponds to the inflation dynamics when the stable path
is followed) and (25.10) is unstable (it corresponds to the inflation dynamics when
the unstable path is followed).

25.3 Inattentive Central Bank

The central bank intertemporal optimization problem may be solved by assuming
that private agents have rational expectations, as in the previous section. However,
although the central bank may stick to this belief, private agents might act differently
and use some kind of learning rule to form expectations concerning inflation. Here,
we follow the mechanism of expectations formation used in Adam et al. [1].

Expectations concerning next period inflation are formed using present and past
information. We specify expectations under learning as Et�tC1 D bt�t , where bt
is an estimator of inflation based on past information. The mechanism of learning
obeys to the rule

bt D bt�1 C �t
�
�t�1
�t�2

� bt�1
�

, b0 given. (25.11)



25 Adaptive Learning and Central Bank Inattentiveness in Optimal Monetary Policy 379

Variable �t 2 Œ0; 1� is attached to the notion of gain sequence. Convergence to
the REE implies �t ! 0I if �t ! � 2 .0; 1/, constant gain holds. The value � may
be interpreted as a measure of the quality of the learning process; the closer it is to
zero, the more efficient is learning (or, in other words, less relevant is the loss of
memory).

25.3.1 Local Stability

Under our setting, the monetary authority sets the interest rate in an optimal tra-
jectory, which has two arms, one stable, (25.9), and the other unstable, (25.10).
Although these equations arise from the assumption that the central bank follows
perfect foresight, the private economy effectively learns over time, and therefore the
estimator bt may be presented as bt D Et�tC1

�t
D "1C .1� "1/��

�t
(if the stable tra-

jectory is followed) and bt D Et�tC1

�t
D "2 � ."2 � 1/��

�t
(if the unstable trajectory

is followed). Replacing these expressions in (25.11), one arrives to the following
system,

8
<

:

�tC1 D .1�"i /�
�

�tC1

�
�t
zt

�"i

�
C.1��tC1/.1�"i /

��

�t

ztC1 D �t
i D 1; 2 (25.12)

Variable zt is defined as the inflation rate in period t � 1. To synthesize, we must
stress that system (25.12) characterizes the admissible inflation rate paths when (a)
the central bank adopts an optimal interest rate rule, assuming that private agents are
fully rational regarding their expectations; (b) agents predict inflation rates under a
learning scheme.

Both cases in (25.12) have a unique steady state point .�; z/ D .��; ��/. In the
vicinity of this steady state we can study the stability of the system by considering
the following linearization:


�tC1 � ��
ztC1 � ��

�

D
"
.1 � �/� �

1�"i

�
1�"i

1 0

#

�

�t � ��
zt � ��

�

; i D 1; 2 (25.13)

A first relevant result is straightforward to obtain from (25.13),

Proposition 25.1. In the optimal monetary policy problem in which the mone-
tary authority overlooks the evidence that the private economy forms expectations
through learning, the following local stability results are obtained:

Case 1. Under (25.9),

� If � < 2.1�"1/
3�"1

, the system is stable.

� If � D 2.1�"1/
3�"1

, the system undergoes a flip bifurcation.

� If � > 2.1�"1/
3�"1

; the system is saddle-path stable.
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Case 2. Under (25.10),

� If � < "2 � 1, the system is stable.
� If � D "2 � 1, the system undergoes a Neimark–Sacker bifurcation.
� If � > "2 � 1, the system is unstable.

Proof. Trace and determinant of the Jacobian matrix in system (25.13) are Tr.J / D
.1 � �/ � �

1�"i
and Det.J / D � �

1�"i
. Stability conditions of two-dimensional dis-

crete time systems are the following: 1� Tr.J /CDet.J / > 0, 1CTr.J /CDet.J / >
0 and 1 � Det.J / > 0. These expressions correspond, in the present case, respec-
tively to � > 0, 2 � � � 2 �

1�"i
> 0 and 1 C �

1�"i
> 0. For i D 1, the first and

the third inequalities are satisfied; the second requires � < 2.1�"1/
3�"1

, as specified in
the proposition. If the opposite condition holds, then the system is saddle-path sta-
ble [because condition 1C Tr.J /C Det.J / > 0 is violated]. In the point in which
1C Tr.J /C Det.J / D 0, the system undergoes a flip bifurcation.

For i D 2, the first and the second stability conditions are satisfied, while the
third requires � < "2 � 1. If � > "2 � 1, then Det.J / > 1, and therefore the system
falls in the instability region. When � D "2 � 1 (i.e., Det.J / D 1), the eigenvalues
of the Jacobian matrix turn into two complex conjugate values with modulus equal
to 1, and the system undergoes a Neimark–Sacker bifurcation. ut

If we combine the trace and the determinant expressions of the Jacobian matrix
in (25.13), the equation Det.J / D Tr.J / � .1 � �/ is obtained. This relation is
depicted graphically in Fig. 25.1.

The three lines that form the inverted triangle, in Fig. 25.1, are bifurcation lines.
The area inside the triangle corresponds to the region of stability (two eigenvalues
inside the unit circle). The bold line relates to the location of system (25.13) in terms
of the trace-determinant relation.

Especially relevant is the fact that, in both cases in Proposition 25.1, stability
holds for low values of � (near zero). This means that the learning process does not

Det(J)

Tr(J)

1
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–2
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Fig. 25.1 Local inflation dynamics under learning
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need to be fully efficient (i.e. to converge to the REE) to lead to the stable outcome
of rational expectations. If some memory loss is considered, it does not imply a
departure from the benchmark result where convergence to the target value of the
inflation rate is achieved. When learning inefficiency passes a given threshold (those
referred to in the proposition), then inflation stability is lost, and inflation does no
longer converge to its target value. This result seems to be economically relevant: it
says that agents do not need to be completely efficient when learning, but they need
to be almost efficient in order to be possible to attain the desired policy result.

25.3.2 Global Dynamics

Local dynamics indicate that we are in the presence of points of bifurcation. When
considering any of (25.9) and (25.10), the introduction of the learning mechanism
induces the presence of a change in the qualitative nature of the dynamics as one
varies the long run value of the gain variable. Given the nonlinear nature of the
first equation in system (25.12), one might expect such shifts in the topological
properties of the model to produce endogenous fluctuations. In this section, we take
some reasonable parameter values to explore the global properties of the system. It
is found that as one passes from a local area of stability to an area of instability or
saddle-path stability, this is translated, in terms of global dynamics, as the transition
from a fixed-point steady state into areas of periodic and aperiodic cycles that exist
in a given region before instability eventually sets in.

To address global dynamics, we take the steady state gain value � as the
bifurcation parameter. The other parameters assume reasonable quarterly values:
�� D 0:005, a D 0:25, � D 0:024, ˇ D 0:99. Recall that the eigenvalues "1 and
"2 are the ones in (25.6); hence, for the assumed parameter specifications, one has
"1 D 0:9576 and "2 D 1:0549. In the graphical presentation that follows we assume
the initial values �0 D z0 D 0:004 (the initial value of �t is irrelevant as long as
�t 2 .0; 1/).

The graphical analysis consists in presenting bifurcation diagrams for the infla-
tion rate and considering both values of "i (Fig. 25.2). We observe that for low values
of the long term gain variable, a stable fixed point is obtained. This confirms that
if we are near the REE long term outcome, then the system is stable. As we depart
from such outcome, a period-two cycle becomes dominant and regions of aperiodic
motion will also arise. These, however, are relatively small. Chaotic motion may
eventually exist.

The diagrams in Fig. 25.2 can be analyzed together with the local dynamics
results in Proposition 1. For "1 D 0:9576, the system is stable if � is lower than
0:0415. A bifurcation occurs at � D 0:0415, and this can be confirmed by observ-
ing the upper panel of Fig. 25.2. To the right of this point, local dynamics led to
a result of saddle-path stability, that we verify to be a region of cyclical motion.
In what concerns the second case, "2 D 1:0549, the Neimark–Sacker bifurcation
occurs when � D 0:0549. To the left of this point we have stability, and to the right
instability prevails (locally) and cycles are evidenced (globally).
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Fig. 25.2 Bifurcation diagram .�t ; �/ I " D 0:9576 (first panel); " D 1:0549 (second panel)

25.4 Conclusion

In this paper, we have analyzed an environment where private agents learn but the
central bank does not take this into account. The dynamic analysis of the monetary
policy model found, locally, bifurcation points separating regions of stability from
saddle-path stability/instability. A global approach allowed us to realize that the
bifurcations separate regions of fixed point stability from areas where endogenous
fluctuations are observed. Dynamics with period 2 cycles is a predominant result but
higher periodicity cycles and complete a-periodicity are also revealed. Particularly
important is that stability is found solely for low values of the gain variable (i.e.,
near the REE), meaning that a stable fixed point outcome is directly associated with
a high quality learning. The obtained results seem to corroborate the idea, which is
pervasive in the literature, that endogenous cycles in adaptive learning settings arise
under constant gain.
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Chapter 26
Discrete Time, Finite State Space Mean Field
Games

Diogo A. Gomes, Joana Mohr, and Rafael Rigão Souza

Abstract In this paper we report on some recent results for mean field models in
discrete time with a finite number of states. These models arise in situations that
involve a very large number of agents moving from state to state according to cer-
tain optimality criteria. The mean field approach for optimal control and differential
games (continuous state and time) was introduced by Lasry and Lions (C. R. Math.
Acad. Sci. Paris, 343(9):619–625, 2006; 343(10):679–684, 2006; Jpn. J. Math.,
2(1):229–260, 2007). The discrete time, finite state space setting is motivated both
by its independent interest as well as by numerical analysis questions which appear
in the discretization of the problems introduced by Lasry and Lions. We address
existence, uniqueness and exponential convergence to equilibrium results.

26.1 Introduction

In this paper we report on our recent results on mean field model for discrete time
with a finite number of states, dynamic games. The mean field approach for optimal
control and differential games (continuous state and time) was introduced by Lasry
and Lions [1–3]. In the continuous state and time setting, mean field problems gives
rise to Hamilton–Jacobi equations coupled with transport equations. The discrete
time, finite state space setting is motivated both by its independent interest as well as
by numerical analysis questions which appear in the discretization of the problems
introduced by Lasry and Lions. The discretization of these models has been studied
by I. Capuzzo–Dolcetta and Y. Achdou.

Let d > 1 andN � 1 be natural numbers, representing, respectively, the number
of possible states in which certain agents can be at any given time, and the total
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duration of the process. Let �0 and V N be given d -dimensional vectors. We suppose
that �0 is a probability vector, the initial probability distribution of agents among
states, and that V N , the terminal cost, is an arbitrary vector. A solution to the mean
field game is a sequence of pairs of d -dimensional vectors

f.�n; V n/ I 0 � n � N g;

where �n is the probability distribution of agents among states at time n and V nj is
the expected minimum total cost for an agent at state j , at time n. These pairs must
satisfy certain optimality conditions that we describe in what follows: at every time
step, the agents in state i choose a transition probability,Pij , from state i to state j .
Given the transition probabilities P nij at time 0 � n < N , the distribution of agents
at time nC 1 is simply

�nC1
j D

X

i

�ni P
n
ij :

Associated to this choice there is a transition cost cij .�; P /. In the special case in
which cij only depends on � and on the i th line of P we use the simplified notation
cij .�; Pi �/. This last case arises when the choices of players in states j ¤ i do
not influence the transition cost to an agent in state i . Let ei .�; P; V / be the average
cost that agents which are in state i incur when matrixP is chosen, given the current
distribution � and the cost vector V at the subsequent instant. We assume that

ei .�; P; V / D
X

j

cij .�; P /Pij C VjPij :

Define the probability simplex S D f.q1; : : : ; qd / I qj � 08j;Pd
jD1 qj D 1g.

The set of d �d stochastic matrices is identified with Sd . Given a stochastic matrix
P 2 Sd and a probability vector q 2 S, we define P.P; q; i/ to be the d � d
stochastic matrix obtained from P by replacing the i th row by q, and leaving all
others unchanged.

Definition 26.1. Fix a probability vector � 2 S and a cost vector V 2 Rd .
A stochastic matrix P 2 Sd is a Nash minimizer of e.�; �; V / if for each i 2
f1; : : : ; d g and any q 2 S

ei .�; P; V / � ei .�;P.P; q; i/; V /:

Under the uniqueness of a Nash minimizer for e, we can define the (backwards)
evolution operator for the value function

G�.V / D e.�; NP ; V /; (26.1)

as well as the (forward) evolution operator for �

KV .�/ D � NP : (26.2)
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Since the operator G� commutes with addition with constants, it can be regarded as
a map from Rd=R to Rd=R. Here Rd=R is the set of equivalence classes of vectors
in Rd whose components differ by the same constant. In Rd=R we define the norm

k k# WD inf
�2R
k C �k; (26.3)

We will be interested in this paper both in stationary solutions and in the terminal
initial value problem, as we define next,

Definition 26.2. A pair of vectors . N�; NV / is a stationary solution to the mean field
game if there exists a constant N�, called critical value, such that

8
<

:

NV D G N�. NV /C N�

N� D K NV . N�/:
(26.4)

Definition 26.3. A sequence of pairs of d-dimensional vectors

f.�n; V n/ I 0 � n � N g

is a solution of the mean field game if for every 0 � n � N � 1
8
<

:

V n D G�n.V nC1/

�nC1 D KV nC1.�n/:

(26.5)

26.2 Main Assumptions

In this section, for the convenience of the reader, we list the main assumptions that
will be used for the statement of the main results.

Assumption 1. For each � 2 S, V 2 Rd , P 2 Sd , and each index 1 � i � d , the
mapping q 7! ei .�;P.P; q; i/; V /, defined for q 2 S, and taking values on R, is
convex.

Assumption 2. The map P 7! ei .�; P; V / is continuous for all i .

Theorem 26.1. Suppose that assumptions 1 and 2 hold. Then, for any pair of
vectors � and V there exists a Nash minimizer P of e.�; �; V /.
Definition 26.4. A function g W Rd�d ! Rd�d is diagonally convex if for all
P 1; P 2 2 Rd , P 1 ¤ P 2, we have

X

ij

.P 1ij � P 2ij /.gij .P 1/� gij .P 2// > 0:
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Assumption 3. Let

gij .P / D @ei .�; P; V /

@Pij
:

Then g is diagonally convex.

Theorem 26.2. Suppose assumptions 1–3 hold. Then there exists a unique transi-
tion matrix P which is a Nash minimizer of e.�; �; V /.
Assumption 4. For each index 1 � i � d , ei W S � Sd � Rd ! R is a continuous
function.

Denote by �i;i 0.P / the matrix we obtain from P by replacing its i 0th row by its
i th row, and leaving all other rows (including the i th) unchanged.

Assumption 5. There exists C > 0 such that for all i and i 0, and any � 2 S,
P 2 Sd X

j

ˇ
ˇ cij .�; P / � ci 0j .�; �i;i 0.P //

ˇ
ˇPij � C: (26.6)

Assumption 6. The cost cij .�; Pi �/ depends on � and, for each i , only on the i th
line of P.

Assumption 7. There exists a constant � > 0 such that

Q� � .G Q�.V / � G�.V //C � � .G�. QV /� G Q�. QV // � �k� � Q�k2;

for any V; QV 2 Rd and all �; Q� 2 S.

Assumption 8. For all � 2 S and all V 1; V 2 2 Rd we have

� � .G�.V 2/ � G�.V
1//CKV 1.�/.V 1 � V 2/ � ���kV 1 � V 2k2# :

Assumption 9. There exists K > 0 such that for all �; Q� 2 S, and for any matrix
P 2 Sd ˇ

ˇ cij .�; P / � cij . Q�;P /
ˇ
ˇ � K: (26.7)

Note that the previous assumption holds if cij is bounded, for instance.

26.3 Main Results

We finally describe our main results for these models. The first two theorems con-
cern the existence and uniqueness of, respectively, stationary solutions and the
initial-terminal value problems. The uniqueness proofs follow the monotonicity
methods introduced by Lasry and Lions, see [1–3].



26 Discrete Time, Finite State Space Mean Field Games 389

Theorem 26.3. Suppose that assumptions 1, 2, 3, 4, and 5 hold. Then there exists a
pair of vectors . N�; NV /, a constant N� and a transition matrix NP such that for all i ,

G N�. NV /i D
X

j

cij . N�; NP / NPij C NVj NPij D NVi C N�;

and N� D N� NP .
Assume further that 6, 7 and 8 hold then there is a unique stationary solution, up

to addition of a constant in NV .

Theorem 26.4. Suppose assumptions 1, 2, 3, and 4 hold. Then for any initial
probability vector Q� 2 S and terminal cost QV there exists a solution

f.�n; V n/ I 0 � n � N g

to the initial-terminal value problem for the mean field game with �0 D Q� and
V N D QV .

Assume further that 6 and 7 hold. Then the solution to the initial-terminal value
problem is unique.

One of our main contributions is the exponential convergence to equilibrium for
the initial-terminal value problem. Our setting is the following: consider a initial-
terminal value problem with initial data ��N and terminal data V N . We will now
study conditions under which �0 ! N� and V 0 ! NV where . N�; NV / are stationary
solutions, as N !1.

Theorem 26.5. Suppose assumptions 1,2, 3, and 6, 7, 8 and 9 hold. Fix QV ; Q� . Given
N > 0, denote by .�0N ; V

0
N / the solution of the mean field game at time 0 that has

initial distribution ��N D Q� and terminal cost V N D QV .
Then, as N !1

V 0N ! NV . in Rd=R/; �0N ! N�

where NV and N� is the unique stationary solution.
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Chapter 27
Simple Exclusion Process: From Randomness
to Determinism

Patrı́cia Gonçalves

Abstract In this work I introduce a classical example of an Interacting Parti-
cle System: the Simple Exclusion Process. I present the notion of hydrodynamic
limit, which is a Law of Large Numbers for the empirical measure and an heuris-
tic argument to derive from the microscopic dynamics between particles a partial
differential equation describing the evolution of the density profile. For the Simple
Exclusion Process, in the Symmetric case (p D 1=2) we will get to the heat equation
while in the Asymmetric case (p ¤ 1=2) to the inviscid Burgers equation. Finally,
I introduce the Central Limit Theorem for the empirical measure and the limiting
process turns out to be a solution of a stochastic partial differential equation.

27.1 Introduction

In this work I am presenting some well known results and some of the latest develop-
ments on a classical interacting particle system: the simple exclusion process (SEP).
Interacting particle systems were introduced by Spitzer in the late 1970s and since
then, their study has attracted the attention of researchers of several fields of Math-
ematics. The problems that initially appeared, have arisen from the physicists and
the goal was to give precise answers to conjectures and experiments done by the
physics community. Now I describe the idea behind the problems that we usually
deal with. Suppose that one is interested in analyzing the evolution of some phys-
ical system, constituted by a large number of components, for example, a fluid or
a gas. Due to the large number of molecules it becomes hard to analyze the micro-
scopic evolution of the system, and as a consequence it is more relevant to analyze
the macroscopic evolution of the structure of that system. Following the approach
proposed by Boltzmann from the Statistical Mechanics, first one finds the equilib-
rium states of this physical system and characterizes them through macroscopic
quantities, called thermodynamical quantities that one is interested in analyzing

P. Gonçalves
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such as the pressure, temperature, density: : : The natural question that follows is to
analyze the behavior of that physical system out of equilibrium. The characteriza-
tion and study of phenomena out of equilibrium is one of the biggest challenge of the
Statistical Physics and despite its long history, nowadays, it still has not been found
a satisfactory answer to this kind of problems. From this approach some differen-
tial equations arise that provide some information about the macroscopic evolution
of the thermodynamical quantities of the system. Usually, and at least heuristically,
these equations can be deduced from the scaling limit of a system and this deduc-
tion gives validity to this equation. When approaching these problems, due to the
huge complexity of its analysis, some simplifications need to be introduced. With
that purpose, usually one assumes that the underlying microscopic dynamics, i.e. the
dynamics between molecules, is stochastic, in such a way that a probabilistic analy-
sis of the system can be done. Assuming that the particles (or molecules) behave as
interacting random walks subjected to random local restrictions, arise the so called
Interacting Particle Systems [6]. Nowadays, there exists a well developed theory
to deal with this kind of problems, that consists on the microscopic analysis of a
particle system – a continuous time Markov process, whose macroscopic evolution
of the density profile is governed by one (or system) partial differential equation,
denominated by Hydrodynamic Limit [5]. This research field, deals and answers to
the discretization of several partial differential equations, which have solutions with
different qualitative behavior and whose microscopic dynamics has originated the
study of different particle systems with hydrodynamic behavior.

Usually, for all the studied systems, the behavior of the associated partial dif-
ferential equation, gives information about the behavior of the particle system.
Nevertheless, there are several hard phenomena, that are very difficult to analyze
in the analytical point of view of the solutions of the partial differential equation
which can be analyzed through the study of the underlying microscopic system,
as for example the partial differential equations that exhibit shocks, as the Burgers
equation [2] (see [3] and references therein). The development of this theory has
also provided some answers to questions related to the behavior of physical systems
out of equilibrium, see [10].

Here is an outline of these notes. On the second section I introduce the simple
exclusion process, generator and the invariant measures. On the third section I give
the notion of hydrodynamic limit and an heuristic argument to get to the hydrody-
namic equation for two cases, symmetric and asymmetric jumps. Then I give the
notion of equilibrium and non-equilibrium fluctuations. Finally at section five by
superposing both dynamics one obtains the WASEP and the results above are also
stated for this process.

27.2 The Simple Exclusion Process

In this section I introduce the one-dimensional Exclusion Process. In this process,
particles evolve on Z according to interacting random walks with an exclusion rule
which prevents more than one particle per site. The dynamics can be informally
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described as follows. Fix a probability p.�/ on Z. Each particle, independently from
the others, waits a mean one exponential time, at the end of which being at the site
x it jumps to x C y at rate p.y/. If the site is occupied the jump is suppressed to
respect the exclusion rule. In both cases, the particle waits a new exponential time.
The space state of the Markov process �t is f0; 1gZ and we denote the configurations
by the Greek letter �, so that �.x/ D 0 if the site x is vacant and �.x/ D 1 otherwise.
The case in which p.y/ D 0 8jyj > 1 is referred as the Simple Exclusion process
(SEP) and for the Asymmetric Simple Exclusion process (ASEP) the probability
p.�/ is such that p.1/ D p, p.�1/ D 1 � p with p ¤ 1=2 while in the Symmetric
Simple Exclusion process (SSEP) p D 1=2. The case in which p D 1 is denoted by
TASEP and means totally asymmetric simple exclusion process, since particles can
perform jumps only to the right.

The dynamics of the SEP can be translated by means of a generator given on
local functions by

L f .�/ D
X

x2Z

X

yDx˙1
c.x; y; �/Œf .�x;y /� f .�/�;

where c.x; y; �/ D p.x; y/�.x/.1 � �.y// and

�x;y.z/ D
8
<

:

�.z/; if z ¤ x; y
�.y/; if z D x
�.x/; if z D y

:

To keep notation simple we denote by LS (LA) the generator of the SSEP (ASEP).
Before proceeding we give the definition of an equilibrium state of the system.

Let �� denote a Markov Process with generator ˝ and semigroup .S.t//t�0. Let
P denote the set of probability measures on f0; 1gZ. A probability measure� 2P
is said to be an invariant measure for the Markov process if �S.t/ D � for all
t � 0, which is the same as saying that the distribution of .�t /t does not depend on
the time t . There is a nice criterium to find equilibrium states for a Markov Process
and we recall it from [6]:

Proposition 27.1. Let I denote the set of probability measures in f0; 1gZ and �:
be a Markov Process with generator˝ . Then

I D f� W
Z

L f .�/�.d�/ D 0;8f localg: (27.1)

For 0 � ˛ � 1, denote by ˛ the Bernoulli product measure on f0; 1gZ with
density ˛. This means that the random variables .�.x//x2Z are independent with
Bernoulli distribution:

˛.�.x/ D 1/ D ˛ (27.2)
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It is known that ˛ is an invariant measure for the SEP and in fact, that all invariant
and translation invariant measures are convex combinations of ˛ if p.:/ is such that
pt .x; y/C pt .y; x/ > 0, 8x; y 2 Zd and

P
x p.x; y/ D 1, 8y 2 Zd .

27.3 Hydrodynamic Limit

27.3.1 From Microscopic to Macroscopic

In order to investigate the hydrodynamic limit, we need to settle some notation.
We are going to consider the physical system evolving in a continuum space – the
macroscopic space. The idea is to discretize this set by relating it to another one, but
this last being a discrete set – the microscopic space. In the discrete space we define
a particle system and since we want to study the temporal evolution of the density
profile we have two different scales for time as well: a macroscopic time denoted
by t and a microscopic time denoted by t�.N /. This function �.N / depends on the
subjacent microscopic dynamics and as we will see, for the SSEP we need �.N / D
N 2 while for the ASEP �.N / D N is enough. In order to simplify the exposition
we suppose that we take the macroscopic space to be the one-dimensional torus T .
Then, we fix an integer N and split it in small interval of size 1

N
. The relation

between this two sets is that if u 2 T it corresponds to ŒuN� in the microscopic
space while if x 2 TN it corresponds to x=N in the macroscopic space T .

Suppose now that the simple exclusion process is evolving on TN . For a given
configuration � we define the the empirical measure �N as the positive measure
on T which gives to each particle a mass 1=N , namely

�N .�; du/ D 1

N

X

x2TN

�.x/ı x
N
.du/; (27.3)

where ıu denotes the Dirac measure at u. Then we consider the time evolution of
this measure defined by

�Nt .du/ D 1

N

X

x2TN

�t .x/ı x
N
.du/ (27.4)

where as usual �t is the process at time t which is generated by L when the
configuration at time zero is �.

Fix now, an initial profile �0 W T ! Œ0; 1� and denote by .�N /N�1 a sequence of
probability measures on f0; 1gTN . Depending on the model itself the initial profile
�0 needs to satisfy certain conditions that we shall impose later.

Assume that at time 0, the system starts from a initial measure �N that is asso-
ciated to the initial profile �0, ie the empirical measure at time 0 satisfies a law of
large numbers:
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Definition 27.1. A sequence .�N /N�1 is associated to �0, if for every continuous
functionH W T ! R and for every ı > 0

lim
N!C1�N

h
� W
ˇ
ˇ
ˇ
1

N

X

x2TN

H
� x

N

�
�.x/ �

Z

T d

H.u/�0.u/du
ˇ
ˇ
ˇ > ı

i
D 0: (27.5)

Note that the first term corresponds to the integral of H with respect to �N , thus
the above definition corresponds to asking that the sequence �N .�; du/ converges
in �N -probability to �0.u/du.

The goal in hydrodynamic limit consists in showing that, if at time t D 0 the
empirical measures are associated to some initial profile �0, at the macroscopic
time t (i.e. the microscopic time t�.N /) they are associated to a profile �t which is
the solution of the some partial differential equation. In other words the aim is to
prove that the random measures �N

t�.N/
converge in probability to the deterministic

measure �.t; u/du, which is absolutely continuous with respect to the Lebesgue
measure whose density evolves according to some partial differential equation -
called hydrodynamic equation.

For the SSEP it was shown that starting from a sequence of measures .�N /N
associated to a profile �0.�/, under the parabolic time scale tN 2,

�N
tN2 �����!

N!C1 �.t; u/du (27.6)

in �NSSN .t/-probability, where �.t; u/ is a weak solution of the parabolic equation

@t�.t; u/ D 1

2
��.t; u/ (27.7)

and SSN is the semigroup associated to the generator LS .
For a proof of last result one can see for example Chap. 4 of [5] where the entropy

method is applied.
On the other hand, for the ASEP starting from a sequence of measures .�N /N

associated to a profile �0.:/ and some additional hypotheses (see [8]) under the
hyperbolic time scale tN

�NtN �����!
N!C1 �.t; u/du; (27.8)

in �NSAN .t/-probability, where �.t; u/ is the entropy solution of the hyperbolic
equation

@t�.t; u/C .p � q/.1� 2�.t; u//r�.t; u/ D 0 (27.9)

known as the inviscid Burgers equation and SAN .t/ is the semigroup associated to
the generator LA.

For a proof of last result we refer the interested reader to [8].
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27.3.2 Hydrodynamic Equation

As we have seen above, for the simple exclusion process we obtain the heat equation
when considering symmetric jump rates while in the asymmetric jumps one gets
to the inviscid Burgers equation. So one can ask, why defining similar microscopic
jump rates can we get to completely different macroscopic behaviors. Here I present
an heuristic argument relying on the microscopic dynamics to get the hydrodynamic
equation for the two different processes, see [5].

In a general setting let �t denote a Markov process whose generator is denoted
by ˝ and suppose it is evolving on the microscopic time scale t�.N /. It is known
from the classical theory of Markov processes that, for a test functionH W T ! R

M
N;H
t D< �Nt ;H > � < �N0 ;H > �

Z t

0

˝ < �Ns ;H > ds (27.10)

is a martingale with respect to the natural filtration Ft D �.�s ; s � t/, whose
quadratic variation is given by

Z t

0

˝.< �Ns ;H >/2 � 2 < �Ns ;H >/˝ < �Ns ;H > ds: (27.11)

Here < �Nt ;H > denotes the integral of H with respect to �Nt . Using the explicit
definition of the empirical measure, the integral part of the martingale is written as

Z t

0

1

N

X

x2TN

H
� x

N

�
˝�s.x/ds: (27.12)

Consider now the SEP with generator L . It is easy to see that

L .�.x// D Wx�1;x.�/ �Wx;xC1.�/; (27.13)

where for a site x and a configuration �, Wx;xC1.�/ is the instantaneous current
between the sites x and x C 1, namely

Wx;xC1.�/ D p.x; x C 1/�.x/.1 � �.x C 1//� p.x C 1; x/�.x C 1/.1� �.x//:
(27.14)

Since the generator applied to �s.x/ is written as gradient, this allows us to perform
a summation by parts in the integral part of the martingale:

M
N;H
t D< �Nt ;H > � < �N0 ;H > �

Z t

0

1

N 2

X

x2TN

rNH
� x

N

�
Wx;xC1.�s/ds;

(27.15)
where rNH denotes the discrete derivative ofH .
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Now we restrict ourselves to the SSEP. In this case the instantaneous current
between the sites x and x C 1, denoted byW S

x;xC1 is given by a gradient:

W S
x;xC1.�/ D

1

2
.�.x/ � �.x C 1//:

This allows us to perform another summation by parts and write the martingale as

M
N;H
t D< �Nt ;H > � < �N0 ;H > �

Z t

0

1

2N 3

X

x2TN

�NH
� x

N

�
�s.x/ds;

(27.16)
where �NH denotes the discrete laplacian ofH .

Since we want to close the integral part of the martingale in terms of the empirical
measure we have to rescale time by tN 2. This together with a change of variables
gives us that

M
N;H

tN2 D
1

N

X

x2TN

H
� x

N

��
�tN2.x/ � �0.x/

�

�
Z t

0

1

N

X

x2TN

�sN2.x/
1

2
�NH

� x

N

�
ds: (27.17)

Since this martingale vanishes at time 0 its expectation is equal to zero uniformly in
time.

Now we recall the notion of conservation of local equilibrium which means,
loosely speaking, that for a macroscopic time t , the expectation of �tN2 with respect
to the distribution of the system at the microscopic time t�.N / is close to the
expectation of �.0/ with respect to �.t;x=N/.

Then applying expectation to the equality above, we obtain:

1

N

X

x2TN

H
� x

N

��
�.t; x=N/ � �.0; x=N/

�
D
Z t

0

1

N

X

x2TN

�.s; x=N/
1

2
�NH

� x

N

�
ds

(27.18)
Taking the limit as N ! C1 if follows that �.t; u/ is a weak solution of the heat
equation: (

@t�.t; u/ D 1
2
��.t; u/

�.0; �/ D �0.�/
: (27.19)

On the other hand for the ASEP, the instantaneous current between x and x C 1,
here denoted by W A

x;xC1.�/ is given by

W A
x;xC1.�/ D p�.x/.1 � �.x C 1//� q�.x C 1/.1� �.x//: (27.20)



398 P. Gonçalves

This allows just one summation by parts which together with the re-scaling of time
by tN and the convergence to local equilibrium gives us

1

N

X

x2TN

H
� x

N

��
�.t; x=N /� �.0; x=N /

�

C
Z t

0

1

N

X

x2TN

F.�.s; x=N //rNH
� x

N

�
ds D 0

where F.�/ D .p � q/�.1 � �//. Taking the limit as N ! C1 it follows that
�.t; u/ is a weak solution of the inviscid Burgers equation:

(
@t�.t; u/CrF.�.t; u// D 0
�.0; �/ D �0.�/

: (27.21)

27.4 Central Limit Theorem for the Empirical Measure

27.4.1 Equilibrium Case

Fix ˛ 2 .0; 1/ and take the SEP starting from the invariant state ˛. Let k 2 N
and denote by Hk the Hilbert space induced by S.R/ and < f; g >kD< f; .x2 �
�/kg >, where < �; � > denotes the inner product of L2.R/ and by H�k the dual
of Hk , relatively to this inner product. For a Markov process �: define the density
fluctuation field acting on functionsH 2 S.R/ as

Y Nt .H/ D
1p
N

X

x2Z

H
� x

N

�
.�t .x/ � ˛/: (27.22)

Consider the function below

D.RC; f0; 1gZ/ �! D.RC;H�k/

�: �! Y N .�:/

and let PN˛
the probability measure on D.RC; f0; 1gZ/ induced by ˛ and by

the Markov process �: speeded up by t�.N /; QN be the probability measure on
D.RC;H�k/ induced by the density fluctuation Y N: and ˛ .

Theorem 27.1. (Ravishankar [7]) Fix an integer k > 3. Let �� be the SSEP evolving
on the parabolic time scale tN 2 starting from ˛ and let QN be the probability
measure on D.RC;H�k/ induced by the density fluctuation Y N: and ˛. Let Q be
the probability measure on C.RC;H�k/ corresponding to a stationary mean zero
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generalized Ornstein–Uhlenbeck process with characteristics A D 1=2� and B Dp
�.˛/. Then .QN /N converges weakly to Q.

Theorem 27.2. (G. [4]) Fix an integer k > 2. Let �� be the ASEP evolving on the
hyperbolic time scale tN starting from ˛ and letQN be the probability measure on
D.RC;H�k/ induced by the density fluctuation Y N: and ˛. Let Q be the probabil-
ity measure on C.RC;H�k/ corresponding to a stationary Gaussian process with
mean 0 and covariance given by

EQŒYt .H/Ys.G/� D �.˛/
Z

R
H.uC v.t � s//G.u/du (27.23)

for every 0 � s � t and H , G in Hk . Here �.˛/ D Var.˛; �.0// D ˛.1 � ˛/ and
v D .p � q/.1 � 2˛/. Then, .QN /N converges weakly to Q.

In order to complete the exposition I just give a short presentation of the proof.
The idea is to verify that .QN /N is tight and to characterize the limit field. The
proof of tightness is technical and details can be found in [5]. So we proceed by
characterizing the limit field.

We start by the symmetric case. Fix H 2 S.R/ and note that

M
N;H
t D Y Nt .H/ � Y N0 .H/�

Z t

0

1

2
p
N

X

x2Z

�NH
� x

N

�
�s.x/ds (27.24)

N
N;H
t D .MN;H

t /2 �
Z t

0

1

N

X

x2Z

�
rNH

� x

N

��2

�
h
cS .x; x C 1; �s/C cS .x C 1; x; �s/

i
ds; (27.25)

are martingales with respect to the filtration Ft D �.�s ; s � t/.
Here cS .x; x C 1; �/ denotes the jump rate from x to x C 1 in �. It is easy to show
that

lim
N!C1 E˛

h Z t

0

1

N

X

x2Z

H
� x

N

��
cS .x; x C 1; �/� 1

2
˛.1 � ˛/

�i2 D 0: (27.26)

Then, the limit of the martingaleNN;H
t denoted by NH

t equals to

.MH
t /

2 � jjBH jj22t; (27.27)

where MH
t denotes the limit of the martingale MN;H

t and B D p
�.˛/r, with

�.˛/ D ˛.1 � ˛/. Note that

MH
t D Yt .H/ � Y0.H/ �

Z t

0

Ys.AH/ds (27.28)
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where A D 1
2
�. For each H 2 S.R/, BHt D jjBH jj�12 MH

t is a martingale whose
quadratic variation is equal to t which implies that BHt is a Brownian motion. Then

Yt .H/ D Y0.H/ �
Z t

0

Ys.AH/dsC jjBH jj2BHt ; (27.29)

which means that Yt satisfies:

dYt D 1

2
�YtdtC

p
�.˛/rdBt (27.30)

Then, one identifies Yt as a generalized Ornstein–Uhlenbeck process with charac-
teristics A D 1

2
� and B Dp�.˛/r.

For the asymmetric case fix as well a functionH 2 S.R/. Then

M
N;H
t D Y Nt .H/ � Y N0 .H/�

Z t

0

1p
N

X

x2Z

rNH
� x

N

�
W A
x;xC1.�s/ds (27.31)

is a martingale with respect to QFt D �.�s ; s � t/, whose quadratic variation is
given by

Z t

0

1

N 2

X

x2Z

�
rH

� x

N

��2
Œp�.x/.1��.xC1//Cq�.xC1/.1��.x//�ds: (27.32)

Since
P
x2Z rNH. xN / D 0, the integral part of the martingale can be written as:

Z t

0

1p
N

X

x2Z

rNH
� x

N

�h
W A
x;xC1.�s/� E˛

.W A
x;xC1.�s//

i
ds: (27.33)

As we need to write the expression inside last integral in terms of the fluctuation
field Y Ns , we are able to replaceW A

x;xC1.�s/�E˛
.W A

x;xC1.�s// by .p�q/�0.˛/Œ�s
.x/ � ˛�, with the use of the:

Theorem 27.3. (G. [4])(Boltzmann–Gibbs Principle) For every local function g,
for every H 2 S.R/ and every t > 0,

lim
N!1 E˛

h Z t

0

1p
N

X

x2Z

H
� x

N

�n
�xg.�s/� Qg.˛/ � Qg0.˛/Œ�s.x/ � ˛�

o
ds
i2 D 0
(27.34)

where Qg.˛/ D E˛
Œg.�/�.

Since limN!C1 E˛
.M

N;H
t /2 D 0 and by the Boltzmann–Gibbs Principle, the

limit density field satisfies
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Yt .H/ D Y0.H/ �
Z t

0

Ys.CH/ds; (27.35)

where C D vr with v D .p � q/.1 � 2˛/, which in turn means that Yt satisfies:

dYt D vrYtdt: (27.36)

In this case we obtain a simple expression for Yt given by Yt .H/ D Y0.TtH/ with
TtH.u/ D H.uC vt/, which is the semigroup associated to C.

For t � 0, let Ft be the �-algebra on D.Œ0; T �;H�k/ generated by Ys.H/ for
s � t and H in S.R/. Restricted to F0, Q is a Gaussian field with covariance
given by

EQ.Y0.G/Y0.H// D �.˛/ < G;H > : (27.37)

I remark here that if one takes ˛ D 1=2 then v D 0 and as a consequence
Yt .H/ D Y0.H/, which means that there is no temporal evolution of the density
fluctuation field, so in order to have some non trivial temporal evolution we have
to speed up the process in a longer time scale. It is shown in [4] that until the time
scale tN 4=3 the same behavior is observed. Nevertheless it is conjectured by Spohn
in [10] that this same behavior is expected until the time scale tN 3=2.

27.4.2 Non-Equilibrium Case

Here I start by stating the Central limit theorem for the empirical measure starting
from a Bernoulli product measure of varying parameter for the SSEP. Fix a profile
�0 W R! Œ0; 1� and denote by �0.�/ the product measure on f0; 1gZ such that for a
site x 2 Z:

�0.�/.�.x/ D 1/ D �0.x=N /: (27.38)

Let k 2 N and define Hk as above. Let �t .x/ D E�0.�/
Œ�t .x/�.

Define the density fluctuation field acting on functionsH 2Hk as

Y Nt .H/ D
1p
N

X

x2Z

H
� x

N

�
.�t .x/ � �t .x//: (27.39)

Let QN be the probability measure on D.RC;H�k/ induced by the density fluctu-
ation Y N: and �0.�/. It was shown by Galves, Kipnis and Spohn the following:

Theorem 27.4. Fix k � 4. Let �.�/ be the SSEP evolving on the time scale
tN 2 and starting from �0.�/. Let Q be the probability measure concentrated on
C.RC;H�k/ corresponding to the Ornstein–Uhlenbeck process Yt with mean zero
and covariance given by
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EQ

h
Yt .H/Ys.G/

i
D
Z

R
.Tt�sH/G�sdu �

Z s

0

Z

R
.Tt�rH/.Ts�rG/f@r�r ���r gdudr

(27.40)

for 0 � s < t and G;H inHk . In this expression .Tt /t denotes the semigroup
associated to the Laplacian and �s for the function �.s; u/ D �.s; u/.1 � �.s; u//.
Then, the sequence .QN /N converges to Q.

On the other hand the Central Limit Theorem for the empirical measure for the
TASEP was shown by Rezakhanlou in [9]. The idea of the proof is to consider
the TASEP as a growth model, ie the configuration space consists of functions h:
0 � h.i C 1/� h.i/ � 1 for all i 2 Z. With rate one, each h.i/ increases by one
unit provided that the resulting configuration does not leave the configuration space;
otherwise the growth is suppressed. The Central Limit Theorem is established for
�N .x; t/ D 1

N
h.ŒxN; tN �/. Assuming initially that the probability law of �N .x; 0/

is the same as g.x/Cp1=NB.x/C o.p1=N/ for a continuous function g (piece-
wise convex) and a continuous random process B.�/, then at later times �N .x; t/
can be stochastically represented as N�.x; t/Cp1=NZ.x; t/ C o.p1=N/ where N�
is the unique solution of the corresponding Hamilton–Jacobi equation andZ.x; t/ is
a random process that is given by a variational expression involving B.�/. For more
general initial conditions the problem is still open.

27.5 Superposition of Both Dynamics

In this section I consider a superposition of both dynamics defined above. This pro-
cess is called Weakly Asymmetric Simple Exclusion (WASEP) and its generator,
denoted by LW , is given by:

LW D LS C 1

N
LA; (27.41)

with LS and LA defined as above.
Suppose that the asymmetric part of the generator is given with totally asymmet-

ric jumps to the right. Starting this process from a sequence of measures .�N /N
associated to a profile �0.�/, under the parabolic time scale tN 2,

�N
tN2 �����!

N!C1 �.t; u/du (27.42)

in �NSWN .t/-probability, where �.t; u/ is a weak solution of the Burgers equation
with viscosity

@t�.t; u/CrF.�.t; u// D 1

2
��.t; u/ (27.43)

Here SWN is the semigroup associated to the generator LW and F.�/ D �.1� �/.
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On the other hand for the equilibrium Central Limit theorem for the empirical
measure for the process speeded up by tN 2 it follows that the density fluctuation
field defined as above, converges to a generalized Ornstein–Uhlenbeck process, ie
the limit density fluctuation field is the solution of

dYt D .1 � 2˛/rYtdtC 1

2
�YtdtCp˛.1 � ˛/rdWt ; (27.44)

where Wt is a Brownian motion.
For more general initial conditions I refer the interested reader to [1].
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Chapter 28
Universality in PSI20 fluctuations

Rui Gonçalves, Helena Ferreira, and Alberto A. Pinto

Abstract We consider the ˛ re-scaled PSI20 daily index positive returns r.t/˛

and negative returns .�r.t//˛ called, after normalization, the ˛ positive and neg-
ative fluctuations, respectively. We use the Kolmogorov–Smirnov statistical test as
a method to find the values of ˛ that optimize the data collapse of the histogram of
the ˛ fluctuations with the truncated Bramwell–Holdsworth–Pinton (BHP) proba-
bility density function (pdf) fBHP and the truncated generalized log-normal pdf fLN
that best approximates the truncated BHP pdf. The optimal parameters we found are
˛C

BHP D 0:48, ˛�
BHP D 0:46, ˛C

LN D 0:50 and ˛�
LN D 0:49. Using the optimal ˛0s

we compute the analytical approximations of the pdf of the normalized positive and
negative PSI20 index daily returns r.t/. Since the BHP probability density function
appears in several other dissimilar phenomena, our result reveals a universal feature
of the stock exchange markets.
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R. Gonçalves
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28.1 Introduction

The modeling of the time series of stock prices is a main issue in economics and
finance and it is of vital importance in the management of large portfolios of stocks
[5–7,9,17,20–22,24,26,32,33]. Here we study the PSI20 index (see also [11,12,28]).
The PSI20, an acronym of Portuguese Stock Index, is a benchmark stock market
index of companies that trade on Euronext Lisbon, the main stock exchange of
Portugal. The index tracks the prices of the twenty listings with the largest mar-
ket capitalization and share turnover in the PSI Geral, the general stock market of
the Lisbon exchange. It is one of the main national indices of the pan-European
stock exchange group Euronext alongside Brussels (BEL20), Paris (CAC 40) and
Amsterdam (AEX). Let Y.t/ be the PSI20 index adjusted close value at day t . We
define the PSI20 index daily return on day t by

r.t/ D Y.t/ � Y.t � 1/
Y.t � 1/

We define the ˛ re-scaled PSI20 daily index positive returns r.t/˛, for r.t/ > 0, that
we call, after normalization, the ˛ positive fluctuations. We define the ˛ re-scaled
PSI20 daily index negative returns .�r.t//˛ , for r.t/ < 0, that we call, after nor-
malization, the ˛ negative fluctuations. We analyze separately the ˛ positive and ˛
negative daily fluctuations that can have different statistical and economic natures
due, for instance, to the leverage effects (see, for example, [1, 2, 18, 19, 23]). Our
aim is to find the values of ˛ that optimize the data collapse of the histogram of
the ˛ positive and negative fluctuations to the Bramwell–Holdsworth–Pinton (trun-
cated BHP) probability density function (pdf) fBHP truncated to the support range
of the data (see Appendix A and Bramwell et al. [4]). Our approach is to apply
the Kolmogorov–Smirnov (K–S) statistic test as a method to find the values of ˛
that optimize the data collapse. We observe that the P values of the Kolmogorov–
Smirnov test vary continuously with ˛. The highest P values PC

BHP D 0:95 : : : and
P�

BHP D 0:77 : : : of the Kolmogorov–Smirnov test for the positive and negative
fluctuations are attained for the ˛ values ˛C

BHP D 0:48 : : : and ˛�
BHP D 0:46 : : : ;

respectively. Using this data collapse we do a change of variable that allows us to
compute the analytical approximations

fBHP;PSI20;C.x/ D 5:71x�0:52fBHP.24:3x
0:48 � 2:04/

fBHP;PSI20;�.x/ D 4:80x�0:54fBHP.21:0x
0:46 � 2:01/

of the pdf of the normalized positive and negative PSI20 index daily returns in terms
of the BHP pdf fBHP . We also find, using the K–S statistic test, the generalized log-
normal pdf fLN that best approaches the BHP pdf fBHP in the support range Œ�3; 9�
(see Appendix B and Bramwell et al. [4]). As before, our aim is to find the values
of ˛ that optimize the data collapse of the histogram of the ˛ positive and negative
fluctuations to the generalized log-normal (truncated LN) pdf fLN truncated to the
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support range of the data (see Appendix B and Bramwell et al. [4]). Again, we apply
the K–S statistic test as a method to find the values of ˛ that optimize the data col-
lapse. We observe that the P values of the K–S statistic test vary continuously with
˛. The highest P values PC

LN D 0:88 : : : and P�
LN D 0:85 : : : of the Kolmogorov–

Smirnov test for the positive and negative fluctuations are attained for the values
˛C
LN D 0:50 : : : and ˛�

LN D 0:49 : : : ; respectively. Using this data collapse, we do
a change of variable that allows us to compute the analytical approximations

fLN;PSI20;C.x/ D 5:56x�0:50fLN.25:73x
0:50 � 1:96/

fLN;PSI20;�.x/ D 5:93x�0:51fLN.22:88x
0:49 � 1:89/

of the probability density functions of the normalized positive and negative PSI20
index daily returns in terms of the LN pdf fLN . We observe that

PC
LN < P

C
BHP and P�

LN > P
�
BHP:

Similar results have been observed for some stock indices, exchange rates, com-
modity prices and energy sources (see [11–13, 16, 28]). Since the BHP probability
density function appears in several other dissimilar phenomena (see, for example,
[8, 10, 14–16, 31]), our result reveals a universal feature of the stock exchange mar-
kets. Furthermore, these results lead to the construction of a new qualitative and
quantitative econophysics model for the stock market based on the two-dimensional
spin model (2dXY) at criticality (see [30]). We also obtain similar results for dif-
ferent indices and different time scales and for other time series like comodity
prices, exchange rates and bio-energy prices (see [13,28]). Our results lead to a new
stochastic differential equation model for the stock exchange market indices (see
[27]) that, in particular, gives a better understanding of the stock exchange crises
(see [29]).

28.2 Positive PSI20 Index Daily Returns

Let TC be the set of all days t with positive returns, i.e.

TC D ft W r.t/ > 0g:

Let nC D 1218 be the cardinal of the set TC. The ˛ re-scaled PSI20 daily index pos-
itive returns are the returns r.t/˛ with t 2 TC. Since the total number of observed
days is n D 2481, we obtain that nC=n D 0:49. The mean �C̨ of the ˛ re-scaled
PSI20 daily index positive returns is given by

�C̨ D 1

nC
X

t2TC

r.t/˛ (28.1)
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The standard deviation �C̨ of the ˛ re-scaled PSI20 daily index positive returns is
given by

�C̨ D
v
u
u
t

1

nC
X

t2TC

r.t/2˛ � .�C̨/2: (28.2)

We define the ˛ positive fluctuations by

rC̨.t/ D r.t/˛ � �C̨

�C̨ (28.3)

for every t 2 TC. Hence, the ˛ positive fluctuations are the normalized ˛ re-scaled
PSI20 daily index positive returns. Let LC̨ be the smallest ˛ positive fluctuation,
i.e.

LC̨ D min
t2TC

frC̨.t/g:

Let RC̨ be the largest ˛ positive fluctuation, i.e.

RC̨ D max
t2TC

frC̨.t/g:

28.2.1 Data Collapse to a Truncated BHP

We denote by F˛;C the probability distribution of the ˛ positive fluctuations. Let the
truncated BHP probability distribution FBHP;˛;C be given by

FBHP;˛;C.x/ D FBHP.x/

FBHP.R
C̨/ � FBHP.L

C̨/

where FBHP is the BHP probability distribution (see Appendix A and Bramwell
et al. [4]). We apply the K–S statistic test to the null hypothesis claiming that the
probability distributions F˛;C and FBHP;˛;C are equal. The Kolmogorov–Smirnov
P value P C̨ is plotted in Fig. 28.1. We observe that ˛C

BHP D 0:48 : : : is the point
where the P value PC

˛
C

BHP

D 0:95 : : : attains its maximum. We note that

�C
˛

C

BHP

D 0:084 : : : ; �C
˛

C

BHP

D 0:041 : : : ; LC
˛

C

BHP

D �1:972 : : : andRC
˛

C

BHP

D 6:071 : : :

It is well-known that the Kolmogorov–Smirnov P value P C̨ decreases with the
distance

D˛;C D kF˛;C � FBHP;˛;Ck
between F˛;C and FBHP;˛;C. In Fig. 28.1, we plot

D
˛

C

BHP;C.x/ D
ˇ
ˇ
ˇF
˛

C

BHP;C.x/� FBHP;˛C

BHP;C.x/
ˇ
ˇ
ˇ
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Fig. 28.1 Left: The Kolmogorov–Smirnov P value PC

˛ for values of ˛ in the range Œ0:3; 0:6�;
Right: The map D0:48;C.x/ D jF0:48;C.x/� FBHP;0:48;C.x/j
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Fig. 28.2 Left: The histogram of the ˛C

BHP positive fluctuations with the truncated BHP pdf
fBHP;0:48;C on top, in the semi-log scale; Right: The histogram of the ˛C

BHP positive fluctuations
with the truncated BHP pdf fBHP;0:48;C on top

and we observe that D
˛

C

BHP;C.x/ attains its maximum value 0:0151 for the ˛C pos-
itive fluctuations below the mean of the probability distribution. In Fig. 28.2, we
show the data collapse of the histogram f

˛
C

BHP;C of the ˛C
BHP positive fluctuations to

the truncated BHP pdf f
BHP;˛C

BHP;C.

Given that the probability distribution of the ˛C
BHP positive fluctuations rC

˛
C

BHP

.t/

is approximated by F
BHP;˛C

BHP;C, the pdf of the PSI20 daily index positive returns

r.t/ is approximated by (see [11])

fBHP;PSI20;C.x/ D
˛C

BHPx
˛

C

BHP�1fBHP

��

x˛
C

BHP � �C
˛

C

BHP

�

=�C
˛

C

BHP

�

�C
˛

C

BHP

�

FBHP

�

RC
˛

C

BHP

�

� FBHP

�

LC
˛

C

BHP

�� :
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Fig. 28.3 Left: The histogram of the fluctuations of the positive returns with the pdf fBHP;PSI20;C

on top, in the semi-log scale; Right: The histogram of the fluctuations of the positive returns with
the pdf fBHP;PSI20;C on top

Hence, we get

fBHP;PSI20;C.x/ D 5:71x�0:52fBHP.24:3x
0:48 � 2:04/:

In Fig. 28.3, we show the data collapse of the histogram of the positive returns to
our proposed theoretical pdf fBHP;PSI20;C.

28.2.2 Data Collapse to a Truncated log-normal

We denote by F˛;C the probability distribution of the ˛ positive fluctuations. Let the
truncated log-normal probability distribution FLN;˛;C be given by

FLN;˛;C.x/ D FLN.x/

FLN.R
C̨/� FLN.L

C̨/

where FLN is the log-normal probability distribution (see Appendix B and Bramwell
et al. [4]). We apply the K–S statistic test to the null hypothesis claiming that the
probability distributions F˛;C and FLN;˛;C are equal. The Kolmogorov–SmirnovP
value P C̨ is plotted in Fig. 28.4. We observe that ˛C

LN D 0:50 : : : is the point where
the P value PC

˛
C

LN

D 0:88 : : : attains its maximum. We note that

�C
˛

C

LN

D 0:076 : : : ; �C
˛

C

LN

D 0:039 : : : ; LC
˛

C

LN

D �1:905 : : : andRC
˛

C

LN

D 6:258 : : :

It is well-known that the Kolmogorov–Smirnov P value P C̨ decreases with the
distance

D˛;C D kF˛;C � FLN;˛;Ck
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Fig. 28.4 Left: The Kolmogorov–Smirnov P value PC

˛ for values of ˛ in the range Œ0:4; 0:6�;
Right: The mapD0:50;C.x/ D jF0:50;C.x/� FLN;0:50;C.x/j
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Fig. 28.5 Left: The histogram of the ˛C

LN positive fluctuations with the truncated log-normal pdf
fLN;0:50;C on top, in the semi-log scale; Right: The histogram of the ˛C

LN positive fluctuations with
the truncated log-normal pdf fLN;0:50;C on top

between F˛;C and FLN;˛;C. In Fig. 28.4, we plot

D
˛

C

LN
;C.x/ D

ˇ
ˇ
ˇF˛C

LN
;C.x/ � FLN;˛C

LN
;C.x/

ˇ
ˇ
ˇ

and we observe that D
˛

C

LN
;C.x/ attains its maximum value 0:0168 for the ˛C

LN

positive fluctuations below the mean of the probability distribution. In Fig. 28.5, we
show the data collapse of the histogram f

˛
C

LN
;C of the ˛C

LN positive fluctuations to

the truncated LN pdf fLN;˛C;C.
Given that the probability distribution of the ˛C

LN positive fluctuations rC
˛

C

LN

.t/

is approximated by F
LN;˛

C

LN
;C, the pdf of the PSI20 daily index positive returns

r.t/ is approximated by (see [11])
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Fig. 28.6 Left: The histogram of the fluctuations of the positive returns with the pdf fLN;PSI20;C
on top, in the semi-log scale; Right: The histogram of the fluctuations of the positive returns with
the pdf fLN;PSI20;C on top

fLN;PSI20;C.x/ D
˛C
LNx

˛
C

LN
�1fLN

��

x˛
C

LN � �C
˛

C

LN

�

=�C
˛

C

LN

�

�C
˛

C

LN

�

FLN

�

RC
˛

C

LN

�

� FLN
�

LC
˛

C

LN

�� :

Hence, we get

fLN;PSI20;C.x/ D 6:56x�0:50fLN .25:73x0:50 � 1:96/:

In Fig. 28.6, we show the data collapse of the histogram of the positive returns to
our proposed theoretical pdf fLN;PSI20;C.

28.3 Negative PSI20 Index Daily Returns

Let T � be the set of all days t with negative returns, i.e.

T � D ft W r.t/ < 0g:

Let n� D 1158 be the cardinal of the set T �. Since the total number of observed
days is n D 2481, we obtain that n�=n D 0:47. The ˛ re-scaled PSI20 daily
index negative returns are the returns .�r.t//˛ with t 2 T �. We note that �r.t/
is positive. The mean ��̨ of the ˛ re-scaled PSI20 daily index negative returns is
given by

��̨ D 1

n�
X

t2T�

.�r.t//˛ (28.4)
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The standard deviation � �̨ of the ˛ re-scaled PSI20 daily index negative returns is
given by

� �̨ D
s

1

n�
X

t2T�

.�r.t//2˛ � .��̨/2: (28.5)

We define the ˛ negative fluctuations by

r �̨.t/ D .�r.t//˛ � ��̨

� �̨ (28.6)

for every t 2 T �. Hence, the ˛ negative fluctuations are the normalized ˛ re-scaled
PSI20 daily index negative returns. Let L�̨ be the smallest ˛ negative fluctuation,
i.e.

L�̨ D min
t2T�

fr �̨.t/g:
Let R�̨ be the largest ˛ negative fluctuation, i.e.

R�̨ D max
t2T�

fr �̨.t/g:

28.3.1 Data Collapse to a Truncated BHP

We denote by F˛;� the probability distribution of the ˛ negative fluctuations. Let
the truncated BHP probability distribution FBHP;˛;� be given by

FBHP;˛;�.x/ D FBHP.x/

FBHP.R�̨/ � FBHP.L�̨/

where FBHP is the BHP probability distribution. We apply the K–S statistic test to
the null hypothesis claiming that the probability distributions F˛;� and FBHP;˛;�
are equal. The Kolmogorov–Smirnov P value P �̨ is plotted in Fig. 28.7. Hence,
we observe that ˛�

BHP D 0:46 : : : is the point where the P value P �̨
�

BHP
D 0:77 : : :

attains its maximum. We note that

��̨
�

BHP
D 0:095 : : : � �̨

�

BHP
D 0:048 : : : L�̨

�

BHP
D �1:930 : : : and R�̨

�

BHP
D 5:232 : : :

It is well-known that the Kolmogorov–Smirnov P value P �̨ decreases with the
distance

D˛;� D kF˛;� � FBHP;˛;�k
between F˛;� and FBHP;˛;�. In Fig. 28.7, we plot

D˛�

BHP;�.x/ D
ˇ
ˇF˛�

BHP;�.x/ � FBHP;˛�

BHP;�.x/
ˇ
ˇ
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Fig. 28.7 Left: The Kolmogorov–Smirnov P value P�

˛ for values of ˛ in the range Œ0:3; 0:6�;
Right: The map D0:46;�.x/ D jF0:46;�.x/� FBHP;0:46;�.x/j
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Fig. 28.8 Left: The histogram of the ˛�

BHP negative fluctuations with the truncated BHP pdf
fBHP;0:46;� on top, in the semi-log scale; Right: The histogram of the ˛�

BHP negative fluctuations
with the truncated BHP pdf fBHP;0:46;� on top

and we observe that D˛�

BHP;�.x/ attains its maximum value 0:0202 for the ˛�
BHP

negative fluctuations below the mean of the probability distribution. In Fig. 28.8, we
show the data collapse of the histogram f˛�

BHP;� of the ˛�
BHP negative fluctuations to

the truncated BHP pdf fBHP;˛�

BHP;�.
Given that the probability distribution of the ˛�

BHP negative fluctuations r �̨
�

BHP
.t/ is

approximated by FBHP;˛�

BHP;�, the pdf of the PSI20 daily index (symmetric) negative
returns �r.t/, with T 2 T �, is approximated by (see [11])

fBHP;PSI20;�.x/ D
˛�

BHPx
˛�

BHP1fBHP

��
x˛

�

BHP � ��̨
�

BHP

�
=� �̨

�

BHP

�

� �̨
�

BHP

�
FBHP

�
R�̨

�

BHP

�
� FBHP

�
L�̨

�

BHP

�� :

Hence, we get

fBHP;PSI20;�.x/ D 4:80x�0:54fBHP.21:0x
0:46 � 2:0/
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Fig. 28.9 Left: The histogram of the negative returns with the pdf fBHP;PSI20;� on top, in the
semi-log scale; Right: The histogram of the negative returns with the pdf fBHP;PSI20;� on top

In Fig. 28.9, we show the data collapse of the histogram of the negative returns to
our proposed theoretical pdf fBHP;PSI20;�.

28.3.2 Data Collapse to a Truncated log-normal

We denote by F˛;� the probability distribution of the ˛ negative fluctuations. Let
the truncated log-normal probability distribution FLN;˛;� be given by

FLN;˛;�.x/ D FLN .x/

FLN .R�̨/� FLN .L�̨/

whereFLN is the log-normal probability distribution. We apply the K–S statistic test
to the null hypothesis claiming that the probability distributions F˛;� and FLN;˛;�
are equal. The Kolmogorov–Smirnov P value P �̨ is plotted in Fig. 28.10. Hence,
we observe that ˛�

LN D 0:49 : : : is the point where the P value P �̨
�

LN
D 0:85 : : :

attains its maximum. We note that

��̨
�

LN
D 0:083 : : : � �̨

�

LN
D 0:044 : : : L�̨

�

LN
D �1:833 : : : and R�̨

�

LN
D 5:462 : : :

It is well-known that the Kolmogorov–Smirnov P value P �̨ decreases with the
distance

D˛;� D kF˛;� � FLN;˛;�k
between F˛;� and FLN;˛;�. In Fig. 28.10, we plot

D˛�

LN
;�.x/ D

ˇ
ˇF˛�

LN
;�.x/ � FLN;˛�

LN
;�.x/

ˇ
ˇ

and we observe that D˛�

LN
;�.x/ attains its maximum value 0:0179 for the ˛� neg-

ative fluctuations below the mean of the probability distribution. In Fig. 28.11, we
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Fig. 28.10 Left: The Kolmogorov–Smirnov P value P�

˛ for values of ˛ in the range Œ0:4; 0:6�;
Right: The map D0:49;�.x/ D jF0:49;�.x/� FLN;0:49;�.x/j
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Fig. 28.11 Left: The histogram of the ˛�

LN negative fluctuations with the truncated log-normal pdf
fLN;0:49;� on top, in the semi-log scale; Right: The histogram of the ˛�

LN negative fluctuations with
the truncated log-normal pdf fLN;0:49;� on top

show the data collapse of the histogram f˛�

LN
;� of the ˛�

LN negative fluctuations to
the truncated BHP pdf fLN;˛�

LN
;�.

Given that the probability distribution of the ˛�
LN negative fluctuations r �̨

�

LN
.t/ is

approximated by FLN;˛�

LN
;�, the pdf of the PSI20 daily index (symmetric) negative

returns �r.t/, with T 2 T �, is approximated by (see [11])

fLN;PSI20;�.x/ D
˛�
LNx

˛�1fLN

��
x˛

�

LN � ��̨
�

LN

�
=� �̨

�

LN

�

� �̨
�

LN

�
FLN

�
R�̨

�

LN

�
� FLN

�
L�̨

�

LN

�� :

Hence, we get

fLN;PSI20;�.x/ D 5:93x�0:51fLN .22:88x0:49 � 1:89/
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Fig. 28.12 Left: The histogram of the fluctuations of the positive returns with the pdf fLN;PSI20;�
on top, in the semi-log scale; Right: The histogram of the fluctuations of the positive returns with
the pdf fLN;PSI20;� on top

In Fig. 28.12, we show the data collapse of the histogram of the negative returns to
our proposed theoretical pdf fLN;PSI20;�.

28.4 Conclusions

We computed the analytical approximations of the pdf of the normalized PSI20
index daily positive and negative returns in terms of the truncated BHP pdf and of
the truncated LN pdf. We showed the data collapse of the histogram of the positive
and negative returns to our proposed theoretical pdfs.

28.5 Appendix A: The BHP Pdf

The universal nonparametric BHP pdf was discovered by Bramwell, Holdsworth
and Pinton [3]. The BHP probability density function (pdf) is given by

fBHP.�/ D
Z 1

�1
dx
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!#

(28.7)

where the f�kgLkD1 are the eigenvalues, as determined in [4], of the adjacency
matrix. It follows, from the formula of the BHP pdf, that the asymptotic val-
ues for large deviations, below and above the mean, are exponential and double
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exponential, respectively (in this article, we use the approximation of the BHP pdf
obtained by taking L D 10 and N D L2 in (28.7)). As we can see, the BHP distri-
bution does not have any parameter, except the mean that is normalize to 0 and the
standard deviation that is normalized to 1.

28.6 Appendix B: The Log-Normal Pdf

Let f .xI �; �; �/ be the generalized log-normal pdf

f .xI �; �; �/ D 1

�.x � �/p2� exp.� 1

2�2
.ln.x � �/� �/2

normalized by

E.�; �; �/ D exp.�C �2

2
/� � D 0

Var.�; �; �/ D exp.�2 � 1/ exp.2�C �2/ D 1:

Our aim is to find the values .��; ��; ��/ that optimize the data collapse of the pdf
f .xI �; �; �/ with the BHP pdf fBHP .x/ in the support range Œ�3; 9�. We found the
optimal values

�� D �3:6737; �� D 1:2620 and �� D 0:2682

that maximize the P value P � D 0:99999 of the Kolmogorov–Smirnov (K–S)
statistic test. Hence, we define

fLN .x/ D f .xI ��; ��; ��/:

Bramwell et al. [4], using a different optimizing method, also present a generalized
log-normal pdf very close to the BHP pdf fBHP and to the pdf fLN .x/ in the
support range Œ�3; 9�.
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14. Gonçalves, R., Pinto, A.A.: Negro and Danube are mirror rivers. Special issue Dynamics &

Applications in honor of Mauricio Peixoto and David Rand, Journal of Difference Equations
and Applications 16(12), 1491–1499 (2010)
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Chapter 29
Dynamical Systems with Nontrivially
Recurrent Invariant Manifolds

Viacheslav Grines and Evgeny Zhuzhoma

Abstract The goal of this article to give exposition of results demonstrating deep
interrelation between topological classification of Dynamical Systems with nontriv-
ially recurrent invariant manifolds and topological classification of standard objects
existing on ambient manifold. One can see how the purely topological constructions,
very pathological at first glance, appear naturally in Dynamical Systems.

29.1 Topological Classification Flows, Foliations
and Two-Webs by Means Geodesic Laminations
on Hyperbolic Surfaces

29.1.1 Introduction to the Method

Historical remarks. The idea to study two-dimensional dynamical systems and sur-
face foliations applying nonlocal asymptotic properties of orbits and leaves is due
to A. Weil and D.V. Anosov (see also the historical comments in [6]–[13,24,114]).
In the 1960s, D.V. Anosov put forth the concept that the key to the classifica-
tion of dynamical systems and foliations on M 2 is a study of arrangement of
“infinite” simple curves on M 2 and of the asymptotic behavior of lifts of these
curves to the universal covering plane � with the use of the absolute S1. Espe-
cially this approaching turned up effective for dynamical systems with nontrivially
recurrent motions and nontrivially recurrent invariant manifolds (the most known
of such dynamical systems are pseudo-Anosov homeomorphisms, Anosov and
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DA diffeomorphisms), and foliations with nontrivially recurrent leaves, see [16]–
[23, 63, 64]. Such approach sometimes is called the Anosov–Weil Theory which
generally considers asymptotic properties of simple curves lifted to an universal
covering, and their “deviation” from the lines of constant geodesic curvature that
have the same asymptotic direction.

Aranson and Grines [19] and Markley [99] was first who fruitfully applied
properties of the hyperbolic (Lobachevsky) geometry to prove that a nontrivially
recurrent trajectory of any flow on M 2 has a co-asymptotic geodesic. As a conse-
quence, given any quasiminimal set that contains such a trajectory, one can construct
a special geodesic lamination, a geodesic framework. This geodesic framework con-
tains all information about a global topological structure of the quasiminimal set.
Levitt [94] used similar geodesic laminations to get the Whitehead classification of
surface foliations.

The main concepts. Definitions of dynamical systems, foliations and 2-webs
require only the existence of differential structures on supporting manifolds. These
differential structures are usually enough, if we consider just local properties of
orbits or leaves. But if we study nonlocal properties, we often apply additional
structures (for example, algebraical, geometrical, etc.). Here, we use geometrical
structures to construct special geodesic laminations, so-called geodesic frameworks.

Recall that geodesic laminations were introduced by Thurston [132, 133] to pro-
vide a completion for the space of simple closed curves onM . Ever after, they occur
in various problems in low-dimensional topology and geometry as a successful tool
to attack these problems. But mainly one considers geodesic laminations endowed
with the additional structure of a transverse measure (measured laminations). Here,
we apply geodesic laminations without a preferred transverse measure just to obtain
a significant topological and dynamical information about surface dynamical sys-
tems (with nontrivially recurrent orbits and invariant manifolds), and foliations (with
nontrivially recurrent leaves).

To consider a nonlocal asymptotic behavior of orbits, invariant manifolds or
leaves, one has to lift these objects to a universal covering space to look a limit
set “at infinity”. Let us give the more precise definitions. To simplify matters, we
restrict ourselves by closed orientable hyperbolic surfaces. Recall that a hyper-
bolic surface M 2 D M is a Riemannian 2-manifold whose universal covering
space is the hyperbolic (Lobachevsky) plane, which we’ll consider as the unit disk
� D fz 2 C W jzj < 1g endowed with the Poincare metric of the constant cur-
vature -1. The circle S1 D @� D .jzj D 1/ is called a circle at infinity or
absolute. It is known that a given closed orientable hyperbolic surface M 2, there
exists a Fuchsian group � of orientation-preserving isometries acting freely on �
such that �=� Š M 2. The natural projection � W � ! �=� is a universal cov-
ering map which induces a Riemannian structure on M 2. Geodesics of � are the
circular arcs orthogonal to S1 (we suppose that any geodesic is complete with the
ideal endpoints in S1).

To explain how geodesics and geodesic laminations appear, let us give a formal
definition of asymptotic direction for a simple curve. A curve l is semi-infinite, if
it is an image of Œ0I1/ under continuous injective map Œ0I1/ ! M that is called
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a parametrization of the curve. Thus, any semi-infinite curve is endowed with an
injective parametrization Œ0I1/ ! l , t ! l.t/. A curve is simple, is it has no
self-intersections.

Let l D fl.t/; t � 0g be a semi-infinite simple curve onM , and let l be its lifting
to�. Suppose that l tends to precisely one point � 2 S1 as t !1 in the Euclidean
metric on the closed disk � [ S1. In this case, we shall say that the curve l has an
asymptotic direction determined by the point � (we also shall sometimes say that
l has an asymptotic direction, and the point � is reached by the curve l).

Now let l D fl.t/; t 2 Rg be an infinite simple curve on M , and let l be its
lifting to �. Here we assume that l is endowed with an injective parametrization
.�1IC1/ ! l . Suppose that l has the asymptotic directions determined by the
points �C and �� as t ! C1 and t ! �1 respectively. If �C ¤ ��, there
exists the geodesic g.l/ with the ideal endpoints �C, �� oriented from �� to �C.
This geodesic g.l/ is said to be co-asymptotic for l . The geodesic �.g.l// D g.l/

is said to be co-asymptotic for l . It can be shown that g.l/ has no (transversal) self-
intersections. Hence the topological closure of g.l/ is a geodesic lamination [50].

Here, we represent many old and some new results on surface dynamical systems
and foliations from a “geodesic” point of view. The most results we revisit here are
reformulated in a form different from original one. We suggest that this representa-
tion based on a purely geometrical object opens new investigations in the theory of
surface dynamical systems and foliations. Now we give main definitions.

Rational and irrational points. Let �=� Š M be a hyperbolic orientable
surface. The group � consists of linear-fractional maps that homeomorphically
transform the closed disk � [ S1 onto itself. Since M is closed, every isome-
try � 2 � is a hyperbolic transformation having two fixed points �C, �� 2 S1.
A point � 2 S1 is called rational if � D �˙ for some � 2 � , � ¤ id . Any point
of the set IR D S1 � [�2� f�C; ��g is called irrational.

Local laminations. The motivation for the definition of local lamination is the
theorem of Ordinary Differential Equations that says that trajectories of smooth
differential equation locally looks like parallel straight lines beyond of singulari-
ties. For simplicity, we give the definition of a local lamination for a surface M 2

without boundary, @M 2 D ;. As usual, one assume that the Euclidean plane R2 is
equipped with Cartesian coordinates .x; y/. By a C 0 diffeomorphism we mean a
homeomorphism. Fix integers number 0 � l � r � 1.

Let M � M 2 be a subset of M 2 (which may coincide with M 2) that con-
tains some closed subset S � M . Suppose M is a union S

S
˛ L˛ , where

L˛ are pairwise disjoint C r -smooth simple curves (˛ runs through some set of
indices). We say that the family fL˛g forms a C r;l local lamination if, for any point
P 2 M � S , there exist a neighborhood U.P / of P , and a C l diffeomorphism
 W U.P / ! R2,  .P / D .0; 0/, such that any connected component of the inter-
section U.P / \ L˛ (provided that this intersection is nonempty) is mapped by  
onto the line y D const and the restriction  jU.P/\L˛

is a C r diffeomorphism
onto its image, Fig. 29.1. Roughly speaking, fL˛g is a family pairwise disjoint sim-
ple curves locally homeomorphic to a family of parallel straight lines. We call the

family fL˛g D D aC r;l local lamination with the set of singularitiesS
defD Sing .D/:
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Fig. 29.1

The set M D 
S˛ L˛
�[S is called a support of the local lamination D . The curves

L˛ are called leaves. Each point of the set Sing .D/ is called a singularity. A point
that is not a singularity is called regular.

The neighborhoods U.P / where P 2 M � Sing .D/ are called neighborhoods
with the structure of a linear local lamination, and the diffeomorphisms are called
rectifying diffeomorphisms. The pre-image  �1.Œ�1IC1� � Œ�1IC1�/ is called a
closed trivially foliated box. The interior of this box is an open trivially foliated
box. Actually, foliated boxes are neighborhoods with the structure of a linear local
lamination, but they are bounded in part by transversal segments. Given any leaf
L˛ , a connected component of the intersection of L˛ with an open trivially foliated
box is called a local leaf. Local leaves form a base of topology on each L˛ . We call
this topology the intrinsic (or interior) topology of the leaf L˛. Taking in mind this
topology, we speak on compactness of a leaf or that a leaf is homeomorphic to some
1-dimensional manifold, for example, R, S1 and so on.

Let ˙ be a segment (the image of the unit interval Œ0I 1� under an embedding
of Œ0I 1� into M 2) through the regular point P . If there is the rectifying diffeomor-
phisms  W U.P / ! R2 such that ˙ � U.P / and  maps ˙ into the line x D 0,
then˙ is called locally transversal segment at P . The segment˙ is called transver-
sal if it is locally transversal at each point of M \ ˙ . A closed simple curve C is
called a closed transversal if every arc-wise part of C is a transversal segment.
A local lamination is of Cantor type if M \˙ is a Cantor set on ˙ .

The concept of a local lamination generalizes the classical concepts of lamination
and foliation. If M is closed and Sing .D/ D ;, then D is called a C r;l lamination.
An important example of a lamination is a geodesic lamination. Note that a local
C r;l lamination without singularities is not always a lamination. If M D M 2, then
D is called a C r;l foliation. One may say that a local lamination with singularities
is a “foliation” (with singularities) on a some subset. If this subset is closed and
there are no singularities, then we obtain a lamination. If this subset coincides with
a manifold (and there may be some singularities), then the local lamination is a
foliation. It follows from the aforesaid that the concept of a local lamination is a
quite general concept, which includes, as particular cases, the concepts of lamination
and foliation.

Geodesic laminations. A geodesic lamination is a nonempty collection of mutu-
ally disjoint simple (i.e. with no transversal self-intersections) geodesics whose
union is a closed subset of M . Denote by L .M/ D L the set of geodesic
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laminations on M . A simplest geodesic lamination is any union of simple pairwise
disjoint closed geodesics. A few complicated example of a geodesic lamination one
gets by adding to a simplest geodesic lamination a finite collection of non-closed
geodesics that spirally tend (in both directions) to closed geodesics. Such a lami-
nation is called a trivial geodesic lamination. Note that the non-closed geodesics
belonging to trivial geodesic laminations are isolated i.e., any point on such a
geodesic has a neighborhood that intersects with the geodesic lamination only along
a unique arc of the geodesic containing this point. Let us denote the family of triv-
ial geodesic laminations by�triv. Obviously every lift of a geodesic from any trivial
geodesic lamination has rational ideal endpoints. Thus, it is natural to call a geodesic
lamination nontrivial if it contains a non-closed geodesic that is non-isolated in the
geodesic lamination. Any nontrivial geodesic lamination contains a continual set
of non-closed geodesics each of which is nontrivially recurrent (self-limiting) i.e.,
the intrinsic topology on the geodesic does not coincide with the topology induced
by the topology of surface (see, for example, [18, 50] which contain a proof). To
construct an example of a nontrivial geodesic lamination one can take a simple
nontrivially recurrent geodesic g then the topological closure clos .g/will be a non-
trivial geodesic lamination. However by definition, a nontrivial geodesic lamination
can contain, in general, closed and, as well as, isolated geodesics. A lamination is
said to be strongly nontrivial if it consists of non-isolated geodesics. Every geodesic
of such lamination is nontrivially recurrent. Nontrivially recurrent geodesic has an
irrational asymptotic direction i.e., every lift of a geodesic from a strongly nontriv-
ial geodesic lamination has irrational ideal endpoints (see for, example, [12,18,50]).
A lamination is minimal if it contains no proper sub-laminations.

Denote by � set of all strongly nontrivial and minimal geodesic lamination
and for G 2 � apply abbreviation sntm geodesic lamination. By definition each
leaf of any sntm geodesic lamination G is non closed recurrent and dense in G.
A lamination G on M is said to be irreducible if any closed geodesic on M

intersects G.
If G 2 � is irreducible then we call it irrational and denote by �irr � � set of

all irrational lamination. It is easy to understand that for any irrational lamination
G 2 �irr the compliment M nG consists of finite many domains such that each of
them is an immersion of open disk.

For G 2 � choose and fix some orientation on every geodesic from G. This
orientations are said to be compatible if, for any geodesic l 2 G and any point
m 2 l , there exists a transversal segment ˙ through m endowed with a normal
orientation such that the intersection indices of all geodesics from G (intersecting
˙) with ˙ are equal. A geodesic lamination is called orientable (non-orientable if
its geodesics admit (do not admit) compatible orientations. Denote by �or (�non)
the set of orientable (respectively, non-orientable) sntm geodesic laminations from
� then � D �or [�non:

Let G be a geodesic lamination on M . Clearly, the pre-image ��1.G/ D G

is a local geodesic lamination on �. Denote by G.1/ � S1 the set of points
reached by the lamination G. In other words, G.1/ is the set of ideal endpoints of
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all geodesics from G. If L is a family of all geodesic laminations on M , L .1/
denotes the union of all sets G.1/ where G 2 L .

Generalized mapping class groupGM is the quotient Homeo .M/=Homeo0 .M/,
where Homeo .M/ is the group of homeomorphisms of M and Homeo0 .M/ is the
subgroup of homeomorphisms homotopic to the identity. Given f 2 Homeo .M/,
denote by Œf � 2 GM the image of f under the natural projection Homeo .M/ !
Homeo .M/=Homeo0 .M/. It is known that any homeomorphism f W M ! M

induces a one-to-one map f� W L ! L , and any g 2 Œf � induced the same map
g� D f� [36,50]. Given � 2 L , the familyGM.�/ D ff�.�/; f� 2 GM g is called
an orbit of the geodesic lamination �.

Surface foliations and flows. By a foliation F with a set of singularities Sing .F /

on a surface M we mean a decomposition of M � Sing .F / into pairwise disjoint
simple curves l˛ locally homeomorphic to a family of parallel straight lines. Any
curve l˛ is called a leaf. Any point of Sing .F / is called a singularity. Let l be a
nonclosed leaf of a foliation F . Any point x 2 l divides l into two semileaves,
say lC and l�. A semileaf l .�/ is called nontrivially recurrent if its intrinsic topol-
ogy does not coincide with the topology of l .�/ as a subset of M . A leaf l is said
to be nontrivially recurrent if both its semileaves are nontrivially recurrent. The
topological closure of a nontrivially recurrent semileaf is called a quasiminimal set.
A foliation is (topologically) transitive if it has a leaf that is dense in M . Every
isolated singularity of transitive foliation has at least one separatrix [37].

Following [59], we’ll call F highly transitive if the set Sing .F / is finite and
every leaf of F is dense inM . The definition of highly transitive foliation admits the
existence of so-called fake saddles, i.e. saddles with only two saddle sectors. Clearly
that the existence and number of fake saddles does not connect with the topology of
the surfaceM and any fake saddle is an artificial thing. A highly transitive foliation
is called weakly irrational if it has no fake saddles. A highly transitive foliation F
is said to be irrational if F has no fake saddle and thorns.

Let f t be a flow on M meaning that f t W M � R ! M is a one-parameter
group of homeomorphisms f t of M . Denote by l.m/ D l a trajectory through
a point m 2 M and by f ix .f t / a set of all fixed points of f t , where m is a
fixed point if l.m/ D m. Due to the local structure of a flow in a neighborhood
of regular (i.e., non-fixed) point, the trajectories of f t form the foliation F with
Sing .F / D fix .f t /. If a given foliation, there is such a flow, the foliation is called
orientable. In this context, a flow can be considered as an orientable foliation.

Existence of co-asymptotic geodesics. Let l be a nontrivially recurrent trajectory
of a flow f t . Aranson and Grines [19] proved that there exists the co-asymptotic
geodesic g.l/ showing that the both positive and negative semitrajectories of l have
asymptotic directions and this directions are different (i.e. ˛.l/ ¤ !.l/). We give
a schematic proof of this fundamental result to demonstrate methods of Hyperbolic
Geometry. Since l is a nontrivially recurrent trajectory, there exists a simple closed
transversalC such that l intersectsC at set of parameter values which is unbounded
both above and below. Then l intersects transversally the sequence of curvesC 1, : : :,
C n, : : : 2 ��1.C / as t ! C1. Since the group � is discontinuous, the properties
of the hyperbolic plane � imply that the topological limit of the sequence C n is a
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unique point, say � 2 S1. Hence, !.l/ D � . Similarly, ˛.l/ 2 S1. Since C is a
transversal, ˛.l/ ¤ !.l/.

This Aranson–Grines’s result can be generalized as follows. Let l be an infi-
nite simple curve on M that intersects transversally some closed simple curve C
infinitely many times. Suppose that there is no loop that is homotopic to zero and
formed by an arc of l and arc of C . Then l has the co-asymptotic geodesic g.l/
[12]. In particular, any leaf that is not a separatrix of an irrational foliation has a
co-asymptotic geodesic. Anosov [6] obtained the following sufficient condition for
the existence of asymptotic direction of a semitrajectory, which is the most general
condition up now. Let l be a lift onM of a semitrajectory l of a flow f t on a closed
surface of non-positive Euler characteristicM . Suppose that the set fix .f t / of fixed
points is contractible (i.e. there is a continuous map ' W M � Œ0; 1�! M such that
'.�; 0/ D id and '.fix .f t /; 1/ D m0, where m0 is some point of M ). Then l is
either bounded or has an asymptotic direction. Anosov [6] proved the last assertion
even for an arbitrary set f ix .f t / provided that f t is analytic.

Geodesic frameworks of quasiminimal sets. First, we give the definition of a
geodesic framework for a quasiminimal set of a flow. Let Q be a quasiminimal
set of a flow f t . According to [51] the set Q contains continuum of nontrivially
recurrent trajectories. Let l be a nontrivially recurrent trajectory fromQ. As proved
above, there is the co-asymptotic geodesic g.l/. One can prove that g.l/ has no
self-intersections. Therefore, the topological closure clos Œg.l/� of g.l/ is a geodesic
lamination (see [18, 50]). This geodesic lamination is independent of the choice of
l since, due to the classical Maier’s paper [96], any nontrivially recurrent trajectory
in the quasiminimal set Q is dense in Q (see the modern proof in [15] and some
generalizations in [31]). So the following definition is well defined. The geodesic
lamination clos Œg.l/� D G.Q/ is called a geodesic framework of Q. One can
prove that G.Q/ 2 �or that is G.Q/ is strongly nontrivial minimal and oriented
geodesic lamination. If f t is transitive, thenQ D M . In this case, G.M/ D G.f t /
is called a geodesic framework of the flow f t .

A similar definition of geodesic framework holds for a quasiminimal set Q of a
foliation provided that some nontrivially recurrent leaf fromQ has a co-asymptotic
geodesic and every nontrivially recurrent leaf fromQ is dense inQ. Sufficient con-
ditions of this are in [16, 29, 30]. One can prove that an irrational foliation has a
nonempty geodesic framework G, which is an irrational (not necessary oriented)
geodesic lamination, G 2 �irr.

29.1.2 Foliations and Two-Webs on Hyperbolic Surfaces

Here, we represent some results on topological classification of irrational foliations,
nontrivial minimal sets of flows and irrational 2-webs on a hyperbolic orientable
closed surface.
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29.1.2.1 Irrational Foliations

Recall that two foliations F1, F2 on a surface M are topologically equivalent if
there exists a homeomorphism h W M ! M such that h.Sing .F1// D Sing .F2/

and h sends the leaves of F1 into the leaves of F2. It is impossible to classify all
surface foliations. But if we restrict ourselves to special classes, this problem could
be manageable. In general, the classification assumes the following (independent)
steps.

1. Find a constructive topological invariant which takes the same values for topo-
logically equivalent foliations.

2. Describe all topological invariants which are admissible, i.e. may be realized in
the chosen class of foliations.

3. Find a standard representative in each equivalence class, i.e. given any admissible
invariant, one constructs a foliation whose invariant is the admissible one.

An invariant is called complete if it takes the same value if and only if two foliations
are topologically equivalent. The ‘if’ part only gives a relative invariant.

Invariants fall into three major classes: homology (or cohomology), homotopy,
and combinatorial. Poincaré rotation number is most familiar, which carries an inter-
esting arithmetic information, being at the same time homology and homotopy
invariant. Combinatorial invariants (exm., Peixoto and Conley-Lyapunov graphs)
are good for description of flows without nontrivially recurrent trajectories. Homol-
ogy and homotopy invariants (exm., fundamental class of Katok [90] and homotopy
rotation class of Aranson–Grines [19] respectively) are convenient for description
of flows with nontrivially recurrent trajectories. A homotopy invariant that is most
related to the Riemannian structure of surface is a geodesic framework. In terms of
the geodesic frameworks we can reformulate the Aranson–Grines [19] classification
of irrational flows as follows.

Theorem 29.1. Let f t1 , f t2 be two irrational flows on a closed orientable hyper-
bolic surface M . Then f t1 , f t2 are topologically equivalent via a homeomorphism
M ! M homotopic to identity if and only if their geodesic frameworks coincide,
G.f t1 / D G.f t2 /.
Theorem 29.2. Let f t be an irrational flow on a closed orientable hyperbolic sur-
face M . Then its geodesic framework G.f t / is an orientable irrational geodesic
lamination,G.f t / 2 �or \�irr.

Theorem 29.3. Given any orientable irrational geodesic laminationG on a closed
orientable hyperbolic surface M , there is an irrational flow f t on M such that
G.f t / D G.

Due to Nielsen [110, 111], we see that an irrational orientable geodesic frame-
work is a complete invariant up to the action of the generalized mapping class group
GM for irrational flows. Thus an irrational orientable geodesic framework is similar
to the Poincare irrational rotation number which is a complete invariant (up to the
recalculation with the unimodular integer matrices) for minimal torus flows. Below,
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we’ll see that this similarity keeps for the continuity of irrational rotation number
under a perturbations of a flow.

Remark that the same results is true for closed non-orientable surfaces of genus
�4 [26]. The similar theorems take place for irrational foliations but one omits the
orientability of geodesic framework.

Theorem 29.4. Let F1, F2 be two irrational foliations on a closed orientable
hyperbolic surface M . Then F1, F2 are topologically equivalent via a homeo-
morphism M ! M homotopic to identity if and only if their geodesic frameworks
coincide, G.F1/ D G.F2/.

Theorem 29.5. Let F be a irrational foliation on a closed orientable hyperbolic
surface M . Then its geodesic framework G.F / is irrational, G.F / 2 �irr.

Theorem 29.6. Given any irrational geodesic lamination G on a closed ori-
entable hyperbolic surface M , there is an irrational foliation F on M such that
G.F / D G.

Thus, an orbit of irrational geodesic framework is a complete invariant for the
class of irrational foliations.

29.1.2.2 Nontrivial Minimal Sets

Let us consider the Aranson–Grines [20] classification of minimal nontrivial sets.
Recall that a minimal set of a flow is called nontrivial (exceptional) if it is nei-
ther a fixed point, nor a closed trajectory, nor the whole surface M . An exceptional
minimal set is nowhere dense and consists of continuum nontrivially recurrent tra-
jectories, each being dense in the minimal set. Moreover, an exceptional minimal set
is locally homeomorphic to the product of the Cantor set and a segment. The most
familiar flow with an exceptional minimal set is the Denjoy flow (first constructed
by Poincare [124]) on the torus T 2.

Two minimal sets N1, N2 of the flows f t1 , f t2 respectively are topologically
equivalent if there exists a homeomorphism ' W M ! M such that '.N1/ D N2
and ' maps the trajectories of N1 onto the trajectories of N2.

Let N be an exceptional minimal set. A pair of trajectories l1, l2 � N is called
special if there exists a simply connected component ˝ of M n N such that the
accessible boundary of ˝ equals l1 [ l2. It is natural to call ˝ a cell of Denjoy.

Any flow on T 2 with an exceptional minimal set must have special pairs. Con-
versely, the existence of special pairs on a hyperbolic surface M is artificial. Any
flow f t having an exceptional minimal set with special pairs on M can be mapped
by a blow-down operation onto the flow with an exceptional minimal set that has no
special pairs. So the first step is a classification of exceptional minimal sets with no
special pairs.

Theorem 29.7. Let N1, N2 be exceptional minimal sets with no special pairs of
flows f t1 , f t2 respectively on a closed orientable hyperbolic surfaceM . ThenN1,N2
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are topologically equivalent via a homeomorphismM ! M homotopic to identity
if and only if their geodesic frameworks coincide, G.N1/ D G.N2/. Furthermore,
the geodesic frameworkG.N/ of any exceptional minimal setN (possibly, with spe-
cial pairs) belongs to�or that is an G.N/ is orientable sntm geodesic lamination,
and vise versa, given any geodesic lamination G 2 �or , there is a flow f t with
exceptional minimal set N with no special pairs such that G.N/ D G. Moreover,
let N be an exceptional minimal set of flow f t on M which has no special pairs.
Then there is a flow f t0 on M with the following properties:

1. The geodesic laminationG.N/ is an exceptional minimal set of the flow f t0 .
2. Minimal sets N and G.N/ are topologically equivalent via a homeomorphism

homotopic to the identity.

We see that the orbit of orientable irrational geodesic lamination is a complete
invariant for exceptional minimal sets with no special pairs. In the general case when
an exceptional minimal set can have special pairs, we need the notation of marked
geodesics as follows. It is easy to see that a cell of Denjoy corresponds to a geodesic
which is called marked. Such geodesics form a marked subset Gm.N / in a geodesic
frameworkG.N/ of an exceptional minimal set N .

Theorem 29.8. Let N1, N2 be exceptional minimal sets of flows f t1 , f t2 respec-
tively on a closed orientable hyperbolic surface M . Then N1, N2 are topologically
equivalent via a homeomorphism M ! M homotopic to identity if and only if
their geodesic frameworks and corresponding marked subsets coincide, G.N1/ D
G.N2/, Gm.N1/ D Gm.N2/.

To solve the part of realization in the classification problem, let us introduce
the notion of an interior geodesic in a geodesic framework. Roughly speaking, an
interior geodesic is self-limiting from the both sides. More precisely, let g be a
geodesic from a geodesic framework G 2 � (it means that G is sntm geodesic
lamination) and let ˙ be a transversal geodesic segment through some point of g.
Then the intersection G \ ˙ is a Cantor set and thus any open component of ˙ �
G\˙ is an open interval. If g does not pass through endpoints of open components
of˙�G\˙ , then l is called interior. This definition does not depend on the choice
of ˙ .

Theorem 29.9. Let N be an exceptional minimal set of a flow f t on a closed ori-
entable hyperbolic surface M . Then the geodesic framework G.N/ of N is an
orientable sntm geodesic lamination, G.N/ 2 �or , with a countable (possibly,
finite) marked subset Gm.N / that consists of interior geodesics. The cardinality of
Gm.N / equals the cardinality of the set of Denjoy cells. Vise versa, given any sntm
geodesic lamination G 2 �or with a marked subset Gm � G consisting of count-
able set of interior geodesics, there is a flow f t with exceptional minimal set N
such that G.N/ D G and Gm.N / D Gm.

Thus the orbit of orientable sntm geodesic lamination with marked subset con-
sisting of countable set of interior geodesics is a complete invariant for exceptional
minimal sets.
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As to exceptional minimal sets for foliations, let us remark that there are such
sets with empty geodesic frameworks (exp., the stable or unstable manifolds of gen-
eralized pseudo-Anosov homeomorphism). Therefore we must restrict ourselves by
some classes of foliations or special exceptional minimal sets. For example, one
can consider foliations with finitely many singularities such that all of them are
saddles of negative index, or one can consider so-called widely disposed excep-
tional minimal sets. In the both cases the similar classification holds just omitting
the orientability condition of geodesic frameworks.

Let us introduce the notion of a Denjoy foliation on a hyperbolic surface, which
in sense generalizes the notion of Denjoy flow on the torus. A foliation F whose
singular set Sing .F / consists of saddles with negative indices is called a Denjoy
foliation onM if it has a unique exceptional minimal set N satisfying the following
conditions: (1) Every component w of M �N is simply connected; (2) every Den-
joy cell does not contain singularities; (3) every component w of M � N which is
not a Denjoy cell contains a unique saddle of the index that equals the index of w
(i.e. a number of separatrices equals a number of leaves which form the accessible
boundary of w).

One can show that a geodesic framework of Denjoy foliation is an irrational
geodesic lamination with marked subset consisting of countable set of interior
geodesics. The classification of Denjoy foliations is word in word the same as for
the irrational foliations: the orbit of an irrational geodesic framework with marked
subset consisting of countable set of interior geodesics is a complete invariant.

29.1.2.3 Irrational 2-Webs

The web theory is a classical area of geometry and is mainly devoted to solving
local problems. However, 2-webs also naturally appear in the theory of dynamical
systems on surfaces as pairs of stable and unstable foliations of Smale horseshoes,
Anosov diffeomorphisms, pseudo-Anosov homeomorphisms, and diffeomorphisms
with Plykin attractors. The topological equivalence of these webs is clearly a neces-
sary condition for the classification up to conjugacy of these diffeomorphisms and
homeomorphisms.

2-web on a surface is a pair of foliations such that they have a common singular
set and are topologically transversal at all non-singular points. Let us show how a
“web” of geodesic frameworks helps to classify so-called irrational 2-webs [25].

2-web is irrational if it consists of a pair of irrational foliations. Two 2-webs
.F1; F2/ and .F 0

1; F
0
2/ on M are topologically equivalent if there is a homeomor-

phism f W M ! M which maps the foliations Fi , i D 1; 2, to the corresponding
foliations F 0

i .

Theorem 29.10. Two irrational 2-webs .F1; F2/ and .F 0
1; F

0
2/ on a closed ori-

entable hyperbolic surface M are topologically equivalent via a homeomorphism
M ! M homotopic to identity if and only if their geodesic frameworks coincide,
G.F1/ D G.F 0

1/, G.F2/ D G.F 0
2/.
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Let .F1; F2/ be an irrational 2-web. Recall that every geodesic frameworkG.Fi /,
i D 1; 2, is an irrational geodesic lamination and hence, the set M n G.Fi / con-
sists of finitely sided convex polygons whose sides are (complete) geodesics with
ideal vertices. Moreover, the pair of geodesic frameworks .G.F1/; G.F2// has the
following properties:

1. The sets M nG.Fi /, i D 1; 2, have the same number of connected components
which equal to the number of (common) singularities of the foliations Fi .

2. For each connected componentD1 �M nG.F1/ there is exactly one connected
component D2 � M n G.F2/ such that one can lift D1 and D2 to geodesic
polygons d1, d2 � � respectively with alternating vertices on S1.

Two transversal geodesic frameworks .G.F1/; G.F2// are called compatible if
conditions (1) and (2) above are satisfied.

Theorem 29.11. For any irrational 2-web .F1; F2/ on M , the geodesic frame-
works .G.F1/; G.F2// are transversal and form a compatible pair of irrational
geodesic laminations. Conversely, any such pair uniquely (up to a homeomorphism
homotopic to identity) determines an irrational 2-web on M .

29.1.3 Properties of Geodesic Frameworks

We see that a geodesic frameworks is often a complete invariant or an essential
part of complete invariant for important classes of surface foliations and dynam-
ical systems. Therefore, it is natural to study carefully properties of geodesic
frameworks.

29.1.3.1 Deviations

One of the important aspect of the Anosov–Weil theory is a deviation of a foliation
from its geodesic framework. This aspect is especially nutty for irrational foliations
(including flows) and exceptional minimal sets because its geodesic frameworks are
complete invariants. Let us give definitions.

Suppose a semi-infinite continuous curve l D fl.t/; t � 0g has the asymptotic
direction � 2 S1. Take one of the oriented geodesics, say g, with the same positive
direction � (i.e. � is one of the ideal endpoints of g). Such geodesic g is called a
representative of � . Let d.t/ D d.l.t/; g/ be the Poincare distance between l.t/
and g. If there is a constant k > 0 such that d.t/ � k for all t � 0, we’ll say that l
has a bounded deviation property. The following theorems was proved in [24].

Theorem 29.12. Let f t be a flow with finitely many fixed points on a closed hyper-

bolic surface M . Let l be a semitrajectory of the covering flow f
t

on �. Suppose
that l has an asymptotic direction. Then l has the bounded deviation property.
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Theorem 29.13. Let F be a foliation on a closed hyperbolic surface M . Suppose
that all singularities of F are topological saddles. Let L be either a generalized or
ordinary leaf of the covering foliation F . Then L has an asymptotic direction and
the bounded deviation property.

After Theorems 29.12, 29.13, it is natural to study the “width” of surface flows
and foliations with respect to its geodesic frameworks. Put by definition,

dL D supm2Ld.m; g.L//:

Theorem 29.14. Let F be a foliation on a closed hyperbolic surface M . Suppose
that all singularities of F are topological saddles; then

supfdLg <1;

where L ranges over the set of all generalized and ordinary leaves of the covering
foliation F .

This theorem means the uniformity of deviations of leaves from a geodesic frame-
work of foliation. The supremum above is called a deviation of foliation from its
geodesic framework. As a consequence, we see that the deviation of irrational foli-
ation from its geodesic framework is finite. It is the interesting problem to study the
influence of this deviation on dynamical properties of foliation. One can prove that
a deviation of exceptional minimal set from its geodesic framework is also finite.
Note that an analytic flow can have a continuum set of fixed points. Nevertheless
the strong smoothness allows to prove the following result [32].

Theorem 29.15. If f t is an analytic flow on a closed hyperbolic orientable surface
M , then any semitrajectory of f t with an asymptotic direction has the bounded
deviation property.

For flat closed surfaces (torus and Klein bottle), a similar theorem was proved by
Anosov [7, 9].

29.1.3.2 Dynamics and Absolute

In this section we show how some properties of points of S1 influence on dynam-
ical properties of flows and foliations. In particular, the first theorem says that if a
foliation (or flows) with a finite set of singularities reaches an irrational point, then
the foliation has a quasiminimal set.

Recall that �.1/ � S1 (�irr.1/ � �.1// is a set of points reached by pre-
images of geodesics from all sntm geodesic laminations belonging to � (from all
irrational geodesic laminations belonging to �irr). Denote by �or .1/ � S1 the
set of points reached by pre-images of geodesics from all orientable sntm geodesic
laminations (belonging to �).
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Theorem 29.16. Let F be a foliation with finitely many singularities on a closed
orientable hyperbolic surface M . If F has a semi-leaf with an irrational direction
determined by a point � 2 S1, then � 2 �.1/. Moreover, F has a quasiminimal
set (in particular, F has nontrivially recurrent leaves). If F is orientable and has
a quasiminimal set, then F has a non-empty geodesic framework which reaches a
point from �or .1/.
Theorem 29.17. Let F be an orientable foliation with a finitely many singularities
onM . If its geodesic frameworkG.F / reaches a point from�.1/��irr.1/, then
F is not highly transitive and there is a homotopically nontrivial closed curve that
is not intersected by any nontrivially recurrent leaf. If G.F / reaches a point from
�irr.1/, then F has an irreducible quasiminimal set (i.e. any nontrivially homo-
topic closed curve on M intersects this quasiminimal set). Moreover, F is either
highly transitive or can be obtained from a highly transitive foliation by a blow-
up operation of at least countable set of leaves and by the Whitehead operation.
In the last case, when F is not highly transitive, F has a unique nowhere dense
quasiminimal set.

Take a geodesic framework G 2 � (that is G is sntm geodesic lamination).
Then ��1.G/ D G is a local geodesic lamination on the hyperbolic plane �.
A point � 2 G.1/ is a point of first kind if there is only one geodesic of G with
the endpoint � . Otherwise, � is called a point of second kind. One can prove that
this definition does not depend on the choosing ofG 2 �irr. The following theorem
shows that the type of asymptotic direction reflects certain “dynamical” properties
of foliation [31].

Theorem 29.18. Let F be an irrational foliation on M and let lC be a positive

semi-leaf of F such that its lifting l
C

to � has the asymptotical direction � 2 S1.
Then � 2 �irr.1/. Moreover,

1. If � is a point of first kind then lC belongs to a nontrivially recurrent leaf.
2. If � is a point of second kind then lC belongs to an ˛-separatrix of some saddle

singularity of F .

One can reformulate above theorem for flows replacing �.1/ by �or .1/ and
�irr.1/ by�irr

or .1/ D �irr.1/\�or .
Put by definition, �irr.1/ \ �non.1/ D �irr

non.1/. The set �irr
non.1/ is dense

and has zero Lebesgue measure on S1. One holds the following sufficient condition
of the existence of continuum fixed points set for flows.

Theorem 29.19. Suppose a flow f t on M reaches a point from �irr
non.1/. Then

f t has a continual set of fixed points. Furthermore, f t has neither nontrivially
recurrent semitrajectories nor closed transversals nonhomotopic to zero.

29.1.3.3 Absolute and Smoothness

In this section we show that some points of S1 attained by C1 flows prevent to
be analytic for this flows. Recall that � 2 S1 is called a point achieved by f t
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if there is a positive (or negative) semitrajectory l˙ of f t such that some covering

semitrajectory l
˙

for l˙ has the asymptotic direction defined by � . Sometimes we’ll
say that f t reaches � .

Denote by Af l , A1, Aan � S1 the sets of points achieved by all topological,
C1, and analytic flows respectively. Due to the remarkable result of Anosov [7],
Af l D A1. Obviously, Aan � A1. It follows from the following theorem that
A1 �Aan ¤ ; [17, 32]–[34].

Theorem 29.20. There exists a continual set U.M/ � A1 such that given any C1
flow f t that reaches a point from U.M/, is not analytic. The set U.M/ is dense and
has zero Lebesgue measure on S1.

One can present explicitly a set that belongs toU.M/. Namely, one can prove that
the points attained by geodesics of non-orientable irrational geodesic laminations
are in U.M/,

�non.1/ � A1 �Aan:

Starting with Theorem 29.20, one can deduce that the set of points attained by
analytic flows contains the points attained by the simple closed geodesics and
all irrational points of Aan attained by geodesics of orientable weakly irrational
geodesic laminations,

�triv.1/ � Aan � �triv.1/[�or .1/:

29.1.3.4 On Continuity and Collapse of Geodesic Frameworks

There is a deep theory on the dependence of Poincare rotation number for circle dif-
feomorphisms [10,80]. For the class of transitive circle diffeomorphisms, a Poincare
rotation number is a complete invariant of conjugacy. Well known that a transitive
circle diffeomorphism has an irrational rotation number that depends continuously
on perturbations of the diffeomorphism in C 1 topology (evenC 0 topology). Similar
results hold for rotation numbers of minimal flows on the torus.

A complete topological invariant of strongly irrational foliations (in particular,
flows) is a strongly irrational geodesic framework. Since the set of geodesic lamina-
tions can be endowed with a structure of Hausdorff topological space [41, 50, 133],
it is natural to study the dependence of geodesic frameworks on perturbations of
foliations onM .

Recall that a geodesic lamination is called rational if it does not contain non-
trivially recurrent geodesics. Note that a rational geodesic lamination necessary
contains closed geodesics. Moreover, any geodesic of such a lamination has a
rational asymptotic direction. A rational geodesic lamination is called strongly ratio-
nal if it consists of only closed geodesics. Actually, a strongly rational geodesic
lamination is a simplest one.

A geodesic framework of an irrational flow is irrational and orientable. This
geodesic framework is an analog of irrational rotation number of minimal torus
flows. The following results generalize ones of [27].
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Theorem 29.21. Let f t be an irrational C 1-flow induced by a vector field v 2
X1.M/ on a closed orientable hyperbolic surface M . Suppose that all fixed points
of f t are hyperbolic saddles. Let U be a neighborhood of the geodesic framework
G.f t / of f t . Then there is a neighborhood O1.v/ of v in the space X1.M/ of all
C 1-vector fields such that any flow gt generated by w 2 O1.v/ has a non-empty
geodesic framework G.gt / that belongs to U .

Theorem 29.21 is similar to the assertion that an irrational rotation number of a
minimal torus flow depends continuously on perturbations of the flow in the space
of C 1-flows.

According to Pugh’s C 1 Closing lemma [125], given a vector field v with non-
trivially recurrent trajectories, there is a vector field w arbitrary close to v in the
space X1.M/ such that w has a periodic trajectory that is nonhomotopic to zero.
As a consequence we get a so-called “instability” of irrational geodesic framework,
which is similar to the instability of an irrational rotation number (given a torus vec-
tor field with irrational Poincaré rotation number, there is an arbitrary close vector
field with rational rotation number).

Theorem 29.22. Let f t be an irrational C 1-flow induced by a vector field v 2
X1.M/ on a closed orientable hyperbolic surface M . Suppose that all fixed points
of f t are hyperbolic saddles. Then for any neighborhood U of the geodesic frame-
work G.f t / and any neighborhood O1.v/ of v in the space X1.M/ of C 1-vector
fields there is a flow gt generated by w 2 O1.v/ such that the geodesic framework
G.gt / is strongly rational and belongs to U .

As far as rational geodesic frameworks is concerned, then there are examples
both of continuous and discontinuous dependence on parameters of a flow. A sim-
plest example for continuous dependence of a rational geodesic framework gives a
Morse–Smale flow, which obviously has a rational geodesic framework. Its geodesic
framework does not vary under small perturbations of the flow because any Morse–
Smale flow is structurally stable. Two theorems below describe virtual scenario of
the destruction of a rational geodesic framework.

Theorem 29.23. On a closed hyperbolic orientable surface M there is a one-
parameter family of C1 flows f t
 which depends continuously on the parameter
� 2 Œ0I 1� and such that the following conditions are satisfied:

1. For all � 2 Œ0I 1/ the flow f t
 has an irrational geodesic framework G.f t
/ ¤ ;
which does not depend on the parameter �, G.f t0 / D G.f t
/.

2. The flow f t1 has a rational geodesic framework G.f t1 /.
3. There is a neighborhoodU of G.f t1 / such that G.f t
/ … U as � 2 Œ0I 1/.

Theorem 29.24. On a closed hyperbolic orientable surface M there is a one-
parameter family of C1-flows f t
 which depends continuously on the parameter
� 2 Œ0I 1� such that the following conditions are satisfied:

1. For all � 2 Œ0I 1� the flow f t
 has a rational geodesic framework G.f t
/ ¤ ;
which does not depend on the parameter � as � 2 Œ0I 1/.

2. There is a neighborhoodU of G.f t1 / such that G.f t
/ … U as � 2 Œ0I 1/.
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Discontinuity of a rational geodesic framework is not surprising, since there are
flows on torus (and the Klein bottle) with rational rotation number which varies in
a “jump-like” fashion under arbitrarily small perturbations [100, 101].

We now formulate a theorem on the existence of one bifurcation of a geodesic
framework which is similar to the ‘blue-sky catastrophe’ bifurcation of flow and
corresponds to a certain family of flows.

Theorem 29.25. On a closed hyperbolic orientable surface M there is a one-
parameter family of C1 flows f t
 which depends continuously on the parameter
� 2 Œ0I 1/ such that the following conditions are satisfied:

1. For all � 2 Œ0I 1/ the flow f t
 has a strongly rational geodesic framework
G.f t
/ ¤ ;.

2. The lengths of closed geodesics in G.f t
/ tend uniformly to infinity as �! 1.
3. G.f t1 / D ;.

A bifurcation described in Theorem 29.25 we will call a collapse of geodesic
framework.

The following theorem gives some information on a set of fixed points of a flow
under which a collapse of the geodesic framework takes place.

Theorem 29.26. Let f t
 be a one-parameter family of C1-flows which depends
continuously on the parameter � 2 Œ0I 1� on a closed hyperbolic orientable surface
M . Assume that:

1. For all � 2 Œ0I 1/ the flow f t
 has a strongly rational geodesic framework
G.f t
/ ¤ ;.

2. The lengths of closed geodesics in G.f t
/ tend uniformly to infinity as �! 1.
3. G.f t1 / D ;.

Then the flow f t1 has infinitely many fixed points.

29.2 Nontrivial Basic Sets with Recurrent Invariant Manifolds

Introduction. For applications, the most important invariant sets (including basic
sets) of dynamical system are attractors which at a first step can be divided into the
following three groups:

1. Trivial attractors (periodic attracting isolated orbits, sinks).
2. Nontrivial attractors which are sub-manifolds topologically embedded in M .
3. Attractors which do not belong to the above two groups (sometimes such attrac-

tors are called strange).

Lorentz attractors and expanding attractors belong to the third and obviously the
most complicated (but the most interesting) group. Among attractors with a uniform
hyperbolic structure, the most attention was paid to expanding attractors introduced
by Williams [136,139]. The reason is a natural connection of an expanding attractor
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with quasi 2-webs consisting of laminations and transversal foliations (see below the
precise statements). In 1975, Newhouse [109] introduced wildly embedded zero-
dimensional basic sets that are locally homeomorphic to the product of standard
Cantor set and Antoine necklace. After that, Robinson and Williams [128], Bothe
[44], Isaenkova and Zhuzhoma [85] constructed different types wildly embedded
basic sets. We briefly describe these examples below. Using geodesic frameworks
introducing in the previous section, we exhibit some classification results.

29.2.1 Examples of Expanding Attractors and Wild Basic Sets

First, let us give some definitions. An invariant set � is called attracting if a neigh-
borhood U of � such that clos f .U / � U . The neighborhood U is attracting one.
A closed invariant set � is called attractor if there is an attracting neighborhoodU
of � such that \i�0f i .U / D � and the restriction f j� is transitive. Recall briefly
the notion of topological dimension of a set. This definition is given inductively.
A set � has topological dimension zero provided for each point p 2 �, there is an
arbitrarily small neighborhood U of p such that @.U / \ � D ;. (It is not always
possible to take U as a ball, as the example of Antoine’s necklace shows.) Then,
inductively, a set � is said to have dimension n � 1 provided for each point p 2 �,
there is an arbitrarily small neighborhoodU of p such that @.U /\� has dimension
n�1. See [53] for a more complete discussion of topological dimension. A nontriv-
ial hyperbolic attractor� is expanding if the topological dimension of � equals the
dimension of a fiber Eu

�, dimEu
x D dim� (x 2 �).

Note that for any attractor � (not necessary expanding), the inclusion
W u.x/ � � holds for any point x 2 � [118, 139]. Therefore, dim� � dimEu

�.
It follows that if one assumes the topological dimension of � equals zero, then
dimEu

� D 0. Hence, � must be an isolated periodic attracting orbit, i.e. a trivial
attractor. Thus a topological dimension of an expanding attractor more or equals
one. Obviously, dim� < dimM , otherwise� have to coincide with M . So,

1 � dim� � dimM � 1:

The most familiar expanding attractors are: (1) Smale solenoid; (2) DA-attractor
(a nontrivial attractor of a DA-diffeomorphism); (3) Plykin attractor. We describe
schematically these examples (with others) below. Later on for simplicity, we’ll sup-
pose that an expanding attractor is connected (otherwise, one can take a connected
component and some iteration f k under whose this component is invariant).

29.2.1.1 Smale-Bothe Solenoids

A solenoid was first independently introduced by Vietoris [135] in 1927 and by
Van Danzig in 1930. They considered solenoids from different points of view (see
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Introduction in [134]). One of the definition of solenoid is the intersection of a
nested sequence of solid tori T1 
 T1 
; : : : ; Ti 
 : : : ; where TiC1 is wrapped
around inside Ti longitudinally pi times in a smooth fashion without folding back
[1], Fig. 29.2.

In Topology, the solenoid \i�0Ti gives the example of 1-dimensional connected
set that is circular chainable but can not be embedded into a surface [38,39]. Recall
that a chain is a finite collection of open sets d1, : : : , dk such that di intersects dj
if and only if ji � j j D 1. If all di are of diameter less that ", the chain is called an
"-chain. A set is circular chainable, if for each positive number " it can be covered
by a circular "-chain.

In Topological Dynamics, solenoids was first introduced in [107] as the exam-
ple of a locally disconnected minimal set consisting of almost periodic trajectories
of a flow. Special flows with solenoidal invariant sets was considered in [86]. In
Hyperbolic Dynamics, solenoids were introduced by Smale in his celebrated paper
[130] as hyperbolic attractors by the following way. Let N D D2 � S1 be a solid
torus, where the circle S1 and disk D2 are endowed with the usual coordinates,
S1 D Œ0I 1�=.0 	 1/, D2 D f.xIy/ j x2 C y2 � 1g. Let f W N ! N be a
D2-level preserving embedding, that is f .D2�ftg/ � D2�fptg for8t 2 S1 D R1

.mod 1// and p � 2, such that f .f�g � S1/ is a p-string braid and the radius of
f .D2 � f�g/ is 1

p2 . Geometrically, f can be described as an expanding map of

degree p in the S1 direction and a strong contraction in theD2 direction. The image
is thinner across in the D2 direction by a factor 1

p2 , see Fig. 29.3b for p D 2. By
construction,

� D
\

k�0
f k.N /

T1Ti

T2

Fig. 29.2

f
R

R

a b

Fig. 29.3
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is a one-dimensional expanding attractor which is called Smale solenoid. The care-
ful description of Smale’s construction can be found in many books on Dynamical
Systems, see exm. [91, 127].

Gibbons [60] proved that there is an extension of f to a diffeomorphism of the
3-sphere S3 such that the non-wandering set of f W S3 ! S3 consists of � and
one-dimensional contracting repeller that is a solenoid for f �1 (actually in [60],
the construction of such diffeomorphisms S3 ! S3 is presented in more general
assumptions). Moreover, by construction, there is a loop of tangencies of stable and
unstable manifolds such that this loop is C 1 stable.

We represent the more general construction of a so-called pure solenoid due to
Bothe [43]. For the 2-torus T 2 that is a boundary of the solid torus N D D2 � S1,
one can choose the representatives of generates of �1.T 2/: the meridian � which is
homotopy to zero in N but non-homotopy to zero in T 2 and the longitude � which
has the index of intersection C1 with �. Let ˇ be a monotone knot in int N and
N1 � int N a solid torus corresponding to ˇ (“fat” knot). In the similar way, one
can define the meridian �1 and longitude �1 for the torus T 21 D @N1. There is a
diffeomorphism f W N ! N1 such that

f .D2 � ftg/ � D2 � f"ptg; 8 t 2 S1 D R1 .mod 1/;

.f jT 2/� .�/ D �j1�m1 ; .f jT 2/� .�/ D �ı1
for some " D ˙1, ı D ˙1, j � 2, and m 2 Z. The classical Smale example
corresponds to " D 1, ı D 1, and m D 0. Then

\

i�0
f i .N /

defD �ˇ;m;";ı

is a one-dimensional expanding attractor.

29.2.1.2 DA-Attractor

A diffeomorphism with a DA-attractor is obtained by a so-called Smale surgery
performed on a codimension one Anosov automorphism of the n-torus T n. For this
reason, it is called the Derived from Anosov diffeomorphism or DA-diffeomorphism.
It was first introduced by Smale [130].

Take a codimension one Anosov automorphism A W T n ! T n with one-
dimensional stable splitting and codimension one unstable splitting. Let p0 be a
fixed point of A. One can carefully insert instead of point p0 a tiny ball with a
source P0 and two saddle type fixed points, see Fig. 29.4, in such a way that we get
a diffeomorphism, say f W T n ! T n, with a codimension one expanding attractor

� D T n �W u.P0/
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Smale’s

Surgery
P0

Fig. 29.4

which is called a DA-attractor. Smale surgery is similar to a Poincare–Denjoy blow-
ing up operation producing a Denjoy foliation from a minimal foliation on the
2-torus.

29.2.1.3 Plykin Attractor and Lakes of Wada

The construction of Lakes of Wada was first published in 1917 by the Japanese
mathematician Kunizo Yoneyama [141], who credited the discovery to his teacher
Takeo Wada. The Lakes of Wada are formed by starting with an open unit square
of dry land (homeomorphic to the plane), and then digging 3 lakes according to
the following rule: on day n D 1; 2; 3; : : : extend consequently each lake so that
it passes within rn distance an of all remaining dry land, where r1; : : : ; rn; : : : is
some sequence of positive real numbers tending to 0, see in Fig. 29.5 the digging at
first day. This should be done so that after a finitely many days the remaining dry
land has connected interior, and each lake is open. After an infinite number of days,
the three lakes are still disjoint connected open sets, and the remaining dry land is
the boundary of each of the 3 lakes. Obviously, this construction can start with any
k � 3 lakes. Moreover, identifying the boundary of the unit square, one can thought
of the Wada construction on a 2-sphere.

Wada lakes naturally appear in the example of one-dimensional expanding attrac-
tor on the two-sphere S2 by Plykin [119]. Note that Smale-Bothe solenoids and
DA-attractors are orientable expanding attractors while the Plykin attractor is non-
orientable. Starting with this example, one can construct a diffeomorphism of any
closed surface with a codimension one non-orientable expanding attractor. Bear-
ing in mind these examples, we call a codimension one non-orientable expanding
attractor a Plykin attractor.

Let us give the sketch of modern construction of Plykin attractor. We start with
an arbitrary dimension n � 2. Denote by J W T n ! T n the involution x ! �x
.mod 1/ which has 2n fixed points v1, : : : ; v2n . Take the DA-diffeomorphism g W
T n ! T n with the codimension one orientable expanding attractor ˝g such that g
commutes with J and has the fixed points v1, : : : ; v2n . Denote by q W T n ! T n=J
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Fig. 29.5

the natural projection which is a double branched covering with the branch points
v1, : : : ; v2n . It is not hard to see that for n D 2 the quotient space T 2=J is a 2-sphere.
Since g.�x/ D �g.x/, g induces the diffeomorphism f W S2 ! S2 with the one-
dimensional expanding attractor q.˝g/. If n � 3, the quotient space T n=J is not
a manifold. Therefore the branch points must be removed to get a codimension one
expanding attractor on the open manifoldM D q.T n �[2n

iD1vi /.
Note that Plykin’s diffeomorphism f W S2 ! S2 is structurally stable and

contains necessarily so-called 1-bunches. Roughly speaking, a 1-bunch corresponds
to a component of S2 � � whose accessible boundary consists of a unique (one-
dimensional) unstable manifold of a periodic point.

In [28], the exact upper estimate for numbers of codimension one expanding
attractors of surface diffeomorphisms was obtained. This estimate depends on a
genus of a surface and a number of 1-bunches.

Fokkink and Oversteegen [56] proved that any lamination of Cantor type in R2

and S2 can be obtained by a lake Wada construction. Moreover, they proved that
such a lamination has at least four complementary domain. This corresponds to the
estimation by Plykin [119] for the number of complementary domains of expanding
attractor on S2.

29.2.1.4 Newhouse Basic Sets of Antoine Necklace Type

Newhouse [109] introduced Antoine necklace in Hyperbolic Dynamical Systems.
Let us recall the construction by Antoine [14] who presented the first example of
so-called wild embedding. In the interior of the solid torus T1, form a set T2 which
is the union of a finite collection of solid tori linked in cyclic order as indicated
in Fig. 29.6a. The components Ci of T2 are indicated schematically by circles. The
number of components of T2 is k � 4. Figure 29.6b shows what any three successive
components of T2 looks like. Inductively, given a set Tn which is the union of kn�1
disjoint solid tori, for each component Ci of Tn let �i be a similarity T1 ! Ci , that
is, a contraction, and let TnC1 D [�i .T1/. This gives a descending sequence T1,
T2, : : :. We define

C D
\
Tn:
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a b

Fig. 29.6 The finite collection T2 of solid tori linked in cyclic order (a); three successive
components of T2 (b)

The set C is called Antoine necklace.
In Topology, the main property of the Antoine necklace is that the complement

R3�C to the Antoine necklace is not simply connected while C is zero-dimensional.
Moreover, if K is any standard ”middle-third” Cantor set on a line in R3, there are
no homeomorphisms R3 ! R3 that takes K onto C .

Newhouse [109] constructed the structurally stable diffeomorphism S4 ! S4

with the basic set (transitive closed and hyperbolic) locally homeomorphic to the
product of classical Cantor set and Antoine necklace. Thus, the basic set is zero-
dimensional and locally the product of Cantor-type sets. We omit the precise
description because below one give the generalization of Newhouse’s construction.

29.2.1.5 Robinson–Williams Attractors

In [128], there was constructed two homeomorphic expanding attractors of codi-
mension three with the same dynamics but embedded in different way in manifolds.

The first construction is similar to Smale’s construction of a solenoid. Let A W
T 2 ! T 2 be given by the matrix

A D
�
3 1

1 2

�

; det A D 5; �1;2 D 1

2
.5˙p5/:

Define g W T 2 �D3 ! T 2 �D3 as follows

.x; y; r/! .A.x; y/;
1

4
r C 1

2
exp 2�ix/

where .x; y/ 2 T 2, r 2 D3, and exp 2�ix is thought of as a vector lying in R2 �
f0g � R3. Any 3-ball .x0; y0/ �D3 intersects g.T 2 �D3/ in five disjoint 3-balls
of radius 1

4
. We see that �g D \n�0gn.T 2 �D3/ is an expanding attractor which

intersects .x0; y0/ �D3 in a Cantor set.
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The second construction. Let Rt W S1 �D2 ! S1 �D2 be given by Rt .�;w/ D
.� C t;w/. This is a rotation of solid torus around S1 direction. Let ' W S1 �D2 !
S1 � D2 be an embedding into such that the solid toruses R i

5
'.S1 � D2/, i D

0; 1; 2; 3; 4, are disjoint and link, i.e. form an Antoine’s necklace configuration. At
last, define f W T 2�S1�D2 ! T 2�S1�D2 by f .x; y; z/ D .A.x; y/; Rx ı'.z//
where .x; y/ 2 T 2, z 2 S1 � D2. Any solid torus .x0; y0/ � S1 � D2 intersects
f .T 2�S1�D2/ in a chain of solid tori with two succeeding tori linked. Therefore,
�f D \n�0f n.T 2�S1�D2/ is an expanding attractor which intersects .x0; y0/�
S1 �D2 in a zero-dimensional but wildly embedded Antoine’s necklace.

Since both f j�f
W �f ! �f and gj�g

W �g ! �g are modelled onA W T 2 !
T 2, they are conjugate. However there is no a homeomorphism from a neighborhood
of �f to a neighborhood of �g taking�f to �g .

29.2.1.6 NRW-Attractors1

Using Newhouse’s and Robinson–Williams’s technics, Isaenkova and Zhuzhoma
[85] constructed the diffeomorphism

f W D2 � T 2 ! D2 � T 2

with 1-dimensional expanding attractor locally homeomorphic to the product of R
and Antoine’s necklace. Let R be the rotation of N along its axis such that Tn is
invariant under R for any n, see Fig. 29.3a. Embed the solid torus N D D2 � S1
in R3, and represent 4-dimensional manifold D2 � T 2 as N � Œ0I 1� � R4 with
N � f0g, N � f1g identified by R. The next Fig. 29.7 depicts N � f0g as a subset
of R3. The vertical direction is to be thought of as R3 while the horizontal direction
may be thought of as R. Note that N � Œ0I 1�=R is diffeomorphic to D2 � T 2, since
R is a homotopy trivial mapping. LetG1; : : : ; Gk be solid tori that form the Antoine
configuration T2, where each Gi is linked with neighborsGi�1, GiC1. Let  iN !
Gi be a contraction, jD i j � � < 1. Take the k-fold covering spaceN�Œ0I k�=.N�
f0g 	 N � fkg/ for N � S1, where the group of deck transformations generated by
the mapping .z; t/ 7�! .R�1.z/; tC1/. Define the diffeomorphismfi W N�Œ0; 1�!
Gi � Œ0I k� by fi .z; t/ D . i .z/; kt � k � ki/. This diffeomorphism is a covering
for the diffeomorphism f W N �S1 !W N �S1 that has a 1-dimensional expanding
attractor locally homeomorphic to the product of a line and Antoine necklace.

29.2.2 Williams Construction

Let � be an expanding attractor. Since dim� D dimW u.x/ for any x 2 �,
dim.�\W s.x// D 0. Moreover, one can prove that the intersection�\W s.x/ is a
Cantor set [118,136,139]. It follows from the theorem on the continuous dependence

1 Abbreviation NRW is Formed by First Letters of the Names Newhouse, Robinson and Williams.
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R3

x40
1

Fig. 29.7

of stable and unstable manifolds on initial conditions (see [82, 127, 130]) that an
n-dimensional expanding attractor is locally homeomorphic to the product of an

n-ball and a Cantor set,�
loc' Dn�C . As a matter of principle, the productDn�C

can be widely embedded in an ambient manifoldM . However Bothe [42] has shown
that this is not a case. He has proved the following basic observation:

Given any expanding attractor � and any point x 2 �, there is a neighborhood
V of x and a homeomorphism

' W Dcodim� �Ddim� ! V

such that
'�1.V \�/ D .Cantor set/ �Ddim�:

Moreover, every '.Dcodim��f�g/ belongs to a stable manifold passing through some
point of the attractor�.

Roughly speaking, an expanding attractor is a Cantor type lamination formed
by the unstable manifolds (as leaves) passing through the points of the expanding
attractor, and this lamination has a transversal foliation in some neighborhood.

Let N be a compact neighborhood of an expanding attractor �. Following
Williams, put x 	 y iff the points x, y 2 N belong to the same component of
N \ W s.z/ for some point z 2 �. Williams proved that the neighborhood can be
chosen so that:

� The quotient space N=
defD K is a branched manifold

� The following commutative diagram holds
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f .N /
f � N

# �
N

# q
# q

K
g � K

where q W N ! N= is a quotient map and g W K ! K is the expansion induced
by f . Branched manifolds are smooth manifolds with certain singularities which in
the 1-dimensional case are branch points as shown in Fig. 29.8.

Let ˙ be an inverse limit of

K
g � K g � � � � g � K g � � � �

i.e. ˙ is the set of sequences .x0; : : : ; xi ; : : :/ with xi D g.xiC1/ where K is a
branched n-manifold, g is an expansion, and h W ˙ ! ˙ is a shift defined as
follows:

h.x0; x1; : : :/ D .g.x0/; x0; x1; : : :/:
Suppose now that (1)NW.g/ D K; (2) given any z 2 K , there is a neighborhood

U of z and j 2 N such that gj .U / is an n-cell. In this case,˙ is called an n-solenoid.
Williams [139] proved the following theorem.

Theorem 29.27. Let � be an n-dimensional expanding attractor of a diffeomor-
phism f . Then the restriction f j� of f on � is conjugate to the shift map h of an
n-solenoid. Vise versa, given a shift map h W ˙ ! ˙ of the n-solenoid ˙ , there
is a manifold M and a diffeomorphism f of M such that f has an n-dimensional
expanding attractor� and f j� is conjugate to h.

Idea of the proof. The diagram above induces the diagram

:::
:::

:::

# � # � # � � � �
f 2.N /

f � f .N / f � N
# � # �

f .N /
f � N

# �
N

# q
# q # q

K
g � K

g � K g � � � �

Each vertical inverse limit is the intersection � D \k�0f k.N /. The horizontal
inverse limit yields ˙ with the shift h. Therefore this diagram induces a map R W
�! ˙ such that the following commutative diagram holds:
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Fig. 29.8

�
f j	 � �

# R # R
˙

h � ˙

where R is defined by R.x/ D .q.x/; qf �1.x/; qf �2.x/; : : :/. One can prove that
R is a homeomorphism.

The converse statement means that given a shift map h W ˙ ! ˙ of the
n-solenoid˙ , there is a manifoldM and a diffeomorphism f ofM such that f has
an n-dimensional expanding attractor � and f j� is conjugate to h. For simplicity,
we sketchily represent here Williams’s construction for 1-solenoids [136].

Let K be a 1-dimensional branched manifold and g W K ! K an expansion
that determines a 1-solenoid ˙ with shift map h, see Fig. 29.9 where the branched
manifoldK D A[B[C has two branch points and empty boundary. The expanding
immersion g is defined by

A! �B C AC B; B ! C � B C A; C ! B C C � B;

where C.�/ denotes composition with the (reverse) path. One can check that all
points ofK are nonwandering and each point ofK has a neighborhood whose image
under g is an arc (this example is from [136]).

Certainly that K can be smoothly embedded in the sphere S3 (we identify K
with this embedding). Then K has a neighborhood M0 that is a fiber bundle over
K with a fiber disk. The mapping g W K ! K � M0 can be approximated by a
smooth embedding ' so that '.x/ and g.x/ lie in the same fiber. We may suppose
that ' sends fibers into fibers, ' is a contraction on each fibers, and ' maps various
fibers apart, Fig. 29.10.

We can assume S3 � S4. Using arguments of [61] where one proved that two
locally flat embedding of S1 in S4 are isotopic, one can prove that ' is isotopic
to the identity on S4. Hence there is a diffeomorphism f W S4 ! S4 such that
f jM0

D '. Define Mi D 'i .M0/, � D \i�0Mi . Then � is an 1-dimensional
expanding attractor such that f j� is conjugate to g.

Theorem 29.27 give rises to the natural questions: (1) what interrelation exists
between two n-solenoids corresponding to the same �?; (2) when two n-solenoids
corresponding to different expanding attractors are conjugate? Such type questions
were considered in [138, 139].
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Fig. 29.9

Fig. 29.10

Anderson and Putnam [2] proved that the dynamics of wide class of the sub-
stitutions on the space of tilings are conjugated to shifts of n-solenoids, see also
[140].

Let us mention some results concerning homology and cohomology groups.
A Riemannian metric on an ambient manifold makes each unstable manifold
W u.x/ � � into a complete Riemannian manifold. Denote by B.x; r/ the r-ball
in W u.x/ with the center x. If x is a periodic point, W u.x/ admits a uniformly
expanding self-diffeomorphism. Hence, the growth of volume B.x; r/ is dominated
by a polynomial. This result was used by Plante [117] to prove that an orientable
codimension one expanding attractor defines a nontrivial element of the homology
group H1.M/. Hence, H1.M/ ¤ 0. Sullivan and Williams [131] proved that the
real Cĕch homology of orientable expanding attractor� in its top dimension is non-
trivial and finite-dimensional, MHdim�.�;R/ ¤ 0. Farrell and Jones [54] constructed
the orientable 2-dimensional expanding attractor� with MH1.�;R/ D 0 such that�
is not the total space of a fiber bundle with a manifold for a base space and a Cantor
set for fiber. Other interesting examples can be found in [87].
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29.2.3 Dimension One Expanding Attractors

The problem of classification of the dynamics formed by iterations of maps reduces
to the problem of (topological) conjugacy for maps itself that generate correspond-
ing dynamical systems. Solving this problem, it is natural to study the conjugacy
for restrictions of maps under consideration to their invariant sets. If a class of
diffeomorphisms under consideration has nontrivial basic sets (exm., expanding
attractors), there are two ways to do that. The first way is to ask, when the restriction
of two maps to their basic sets conjugate? Following [45], we shall call such basic
sets intrinsically conjugate or intrinsically equivalent. The corresponding classifi-
cation is called an intrinsical classification. This type of classification was obtained
by Williams [139] for expanding attractors. The second way is to ask, when two dif-
feomorphisms are conjugate in some neighborhoods of their basic sets. Such basic
sets are called neighbor conjugate. If the neighborhoods are whole manifolds, the
basic sets are called (simply) conjugate. Obviously, if basic sets are neighbor conju-
gate, they are intrinsically conjugate. One can say that the intrinsical classification
describes dynamics on basic sets thyself, while the classification under a neighbor
conjugacy takes in mind additionally an embedding of basic sets into manifolds.
Therefore, the second type of classification is stronger than the first one. Robinson
and Williams [128] constructed two diffeomorphisms f and g of 5-dimensional
manifolds with 2-dimensional expanding attractors �f and �g respectively such
that f j�f

W �f ! �f is conjugate to gj�g
W �g ! �g but there is not

even a homeomorphism from a neighborhood of �f to a neighborhood of �g tak-
ing �f to �g (see Robinson–Williams examples above). Taking into account the
NRW-attractors considered above, N. Isaenkova and E. Zhuzhoma [85] proved that
given any d � 3, there are compact d -manifolds M d , N d and diffeomorphisms
f W M d ! M d , g W N d ! N d with 1-dimensional expanding attractors �f
and �g respectively such that f j�f

, gj�g
are intrinsically conjugate but are not

neighbor conjugate. Below we consider topological classifications under a neighbor
conjugacy or conjugacy.

29.2.3.1 Bothe’s Classification of Pure Solenoids

Let f W M 3 ! M 3 be a diffeomorphism of compact 3-manifold M 3 with a
one-dimensional expanding attractor �. Following Bothe [43], we call � a pure
solenoid, if the basin B.�/ of� contains a (closed) solid torusN such that� � N ,
f .N / � int N , and f maps the central circle of N to a monotone nontrivial
knot in N . In 1983, Bothe [43] proved the following theorem (here a 3-sphere is
considered as a particular case of a lens space, S3 D L1;0).

Theorem 29.28. Let f W M 3 ! M 3 be a diffeomorphism of a closed 3-
manifoldsM 3. Suppose that f has a pure solenoid�. ThenM 3 can be represented
as a connected sum M 3 D Lp;q#M1, p > 0, with a lens space summand P � M 3

(this means that the boundary @P is a 2-sphere and there is an open 3-ball B
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in Lp;q such that P is homeomorphic to Lp;q � B) such that � is contained in
int P . Moreover, given any lens space Lp;q , p > 0, there is a diffeomorphism
f W Lp;q ! Lp;q with a pure solenoid.

Idea of the proof. Recall that ifM 2 be a connected compact 2-sided surface properly
embedded in M 3, then M 2 is said to be compressible if either M 2 bounds a 3-ball,
or there is an essential, simple closed curve on M 2 which bounds a disk in M 3.
Otherwise, M 2 is said to be incompressible.

By definition of a pure solenoid, there is a solid torus N such that � � N ,
f .N / � int N . Note that since f is a global homeomorphism, M 3 � int N and

M 3 � int f .N / are homeomorphic. Suppose that the 2-torus @N
defD T 2 is an

incompressible in M 3 � int N . Since the central axis of N is mapped by f to a
nontrivial knot which is a central axis of f .N /, T 2 and f �1.T 2/ are not parallel in
M 3 � int N . It follows that there is the infinite sequence

T 2; f �1.T 2/; : : : ; f �i .T 2/; : : : �M 3 � int N

of disjoint non-parallel incompressible 2-tori. This contradicts to Haken Finiteness
Theorem (see, exm., [79]). Hence, T 2 is compressible in M 3 � int N . This means
that there is a properly embedded disc .D; @D/ � .M 3� int N; T 2/ such that @D is
an essential circle in T 2. It follows thatM 3� int N D .solid torus/#M1 andM 3 is
obtained as a conglutination of N and solid torus/#M1 along the boundaries of the
solid toruses.

The idea of second part of the theorem on the existence of a diffeomorphism
f W Lp;q ! Lp;q with a pure solenoid, for simplicity, we demonstrate for the
3-sphere S3 D L1;0, which can be obtained by identifying two solid toriN1 andN2
along their common boundary @N1 D @N2 that is a torus, Fig. 29.11.

Consider two links .C1; ˇ2/, .C2; ˇ1/ in S3, where C1, ˇ1 2 N1 and C2, ˇ2 2
N2. Let us show schematically that there is a diffeotopy 't W S3 ! S3 such that
'1.C1/ D ˇ1, '1.ˇ2/ D C2, '0 D id . Since the identification @N1 ! @N2 takes

Fig. 29.11
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Fig. 29.12

a longitude to a meridian and vice versa, C1 can be transform to a curve in N2, see
left part of Fig. 29.12. Then one can pullC1 ! C 0

1 ! C 00
1 as indicated in Fig. 29.12.

At the same time, one can pull ˇ2 ! ˇ0
2. Finally, deform C 00

1 ! ˇ1, ˇ0
2 ! C2.

Denote by T .k/ a tubular neighborhood of a simple closed curve k. The dif-
feotopy 't induces a diffeotopy of the tubular neighborhoods T .C1/ ! T .ˇ1/,
T .ˇ2/! C2. One can assume that '1 preserves disk structure. Taking in mind that
there are diffeomorphisms N1 $ T .C1/, N2 $ T .C2/ preserving disk structure,
we see that '1 induces a Smale diffeomorphismN1 ! T .ˇ1/ that can be extended
to a diffeomorphism of S3. ut

Theorem 29.28 means that in sense all pure solenoids can be obtained, up to
conjugacy, from diffeomorphisms of lens spaces. Theorem 29.28 was rediscovered
in [88].

Recall that Bothe [43] introduced a model diffeomorphism fˇ;m;";ı W N ! N

with a one-dimensional expanding attractor �ˇ;m;";ı , where f .D2 � ftg/ � D2 �
f"ptg, .f jT 2/� .�/ D �

j
1�

m
1 , .f jT 2/� .�/ D �ı1. By Theorem 29.28, fˇ;m;";ı

can be extended to a diffeomorphism of some lens space Lr;s ! Lr;s . Denote
by Bˇ;m;";ı the basin of �ˇ;m;";ı , Bˇ;m;";ı D B.�ˇ;m;";ı /.

Let us consider the classification of pure solenoids by Bothe [43].

Theorem 29.29. Let f W M 3 ! M 3 be a diffeomorphism of a closed 3-manifolds
M 3. Suppose that f has a pure solenoid�with the basinB.�/. Then the restriction
f jB.�/ of f on B.�/ is conjugate to the restriction fˇ;m;";ı jBˇ;m;";ı

of some model
diffeomorphism fˇ;m;";ı on the basin Bˇ;m;";ı D B.�ˇ;m;";ı / of �ˇ;m;";ı .

Let �i be an attractors of a diffeomorphism fi , i D 1, 2. Following [45]
(see also [46]) we say that the attractors �1, �2 are basin equivalent if there is
a homeomorphism ' W B.�1/! B.�2/ such that

f2 ı 'jB.�1/ D ' ı f1jB.�1/:

Theorem 29.29 says that a pure solenoid in a 3-manifold is basin equivalent to a
model pure solenoid reducing the problem of classification to the classification of
model pure solenoids. This classification done in [43].
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29.2.3.2 Bunches of Expanding Attractors

Dimension one expanding attractors on a surface are codimension one attractors.
Let us give some definitions for such attractors for any dimension � 1. Let � be
a codimension one expanding attractor on closed n-manifold M n, n � 2. Then �
consists of .n� 1/-dimensional unstable manifoldsW u

x , x 2 � (thus, dimEs� D 1)
and locally homeomorphic to the product of .n � 1/-dimensional Euclidean space
and a Cantor set of an interval [118,139]. Recall that any Cantor set may be obtained
after deleting from the interval the countable set of disjoint open intervals, called
adjacent intervals. Each endpoint of an adjacent interval is called a boundary point
of the Cantor set. An unstable manifold W u

x passing through a boundary point of
the Cantor set is called boundary. Union of all boundary unstable manifolds form
so-called accessible boundary of � from M n � �. One can prove that there are
only finitely many boundary unstable manifolds each from which passes through a
periodic point [62, 63, 78, 119].

The boundary unstable manifolds of � split into a finite number of so-
called bunches as follows, Fig. 29.13. The pairwise disjoint unstable manifolds
W u.p1/; : : : ; W

u.pk/ is said to be a k-bunch if there are points xi 2 W u.pi / and
arcs

Œ.xi ; yi /
s;; yi 2 W u.piC1/; 1 � i � k; where pkC1 D p1; yk 2 W u.p1/;

and there are no .k C 1/-bunches containing the given one. The boundary periodic
points p1, : : : ; pk are called associated.

The main difference between n D 2 and n � 3 is that an expanding attractor
on M 2 can have k-bunches for any k 2 N (k is even if the expanding attractor is
orientable) while for n � 3, an expanding attractor on M n can have only 1- and
2-bunches (only 2-bunches if the expanding attractor is orientable). It is a reason
to consider codimension one expanding attractors on surfaces and codimension one
expanding attractors on manifolds of higher dimension (� 3) separately.

a b c

Fig. 29.13 (a) 1-bunch, (b) 2-bunch, (c) 3-bunch
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29.2.3.3 Grines–Plykin–Zhirov Classification of Surface Attractors

Let f W M ! M be a diffeomorphism with uniformly hyperbolic non-wandering
setNW.f / D clos Per.f /, whereM is a closed orientable surface of genus g � 0.
Let˝ be a one-dimensional basic set of f . Then˝ is either an attractor or a repeller
[118]. If ˝ is an attractor, the unstable manifold of ˝ belongs to ˝ . Thus any one-
dimensional attractor of f is nontrivial expanding attractor. Here we consider a little
more general case considering one-dimensional expanding attractors, which are not
necessary connected set.

The problem of the topological classification requires to find necessary and suf-
ficient conditions for the existence the homeomorphism that conjugates restrictions
of diffeomorphisms to their expanding attractors. To be precise, let ˝ and ˝ 0 be
expanding attractors of diffeomorphisms f and f 0, respectively. When there is a
homeomorphism g: M !M such that

g.˝/ D ˝ 0; f 0j˝ D gfg�1j˝0 :

The first results in solving this problem were obtained by the Grines [62]–[64]
for orientable attractors. Recall that a nontrivial basic set ˝ is called orientable
if for any point x 2 ˝ and fixed positive numbers ˛, ˇ the intersection index
of manifolds W s

˛ .x/ and W u
ˇ
.x/ is the same at all points of intersection, where

W s
˛ .x/ D fy 2 W s.x/jl.x; y/ < ˛g and W u

ˇ
.x/ D fy 2 W u.x/jl.x; y/ < ˇg

(l is a metric onW s.x/ andW u.x/). The generalization of the orientability of basic
set is a widely disposition which is defined as follows. A nontrivial basic set ˝ is
called widely disposed if there is no null-homotopic loop formed by arcs (segments)
of stable and unstable manifolds of a point from ˝ . The results above by Grines
were generalized by Plykin [119, 122] to the cases of widely disposed expanding
attractors on a orintable surface of genus� 1 and expanding attractors with bunches
of degree no greater than two on a orientable surface of genus� 0. Then Grines and
Plykin [74] obtained the topological classification of widely disposed expanding
attractors on non-orientable surfaces.

For arbitrary one-dimensional expanding attractors on an orientable surface M
of genus � 0, the above stated problem was completely solved by the Grines and
Kalai [68, 70, 71] (see also reviews [21, 22]) reducing the topological classification
to the algebraic classification of the generalized hyperbolic automorphisms of fun-
damental groups for canonical supports of expanding attractors. Here our exposition
follows to [65] and [68].

Let us recall that a periodic point p 2 ˝ is called boundary if one of the con-
nected components ofW s.p/np does not intersect˝ . According to [63] and [119],
there are finitely many of boundary periodic points. For a boundary periodic point
p, denote by W s; .p/ a component of W s.p/ n p that does not intersect ˝ . If q is
a saddle periodic point and x; y 2 W � .q/, � 2 fs; ug, then we denote by Œx; y�� ,
Œx; y/� , .x; y�� , and .x; y/� connected arcs in the manifold W � .q/ with the end-
points x, y. We recall that any nontrivial basic set ˝ can be represented as a finite
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union˝1[� � �[˝m of connected closed subsets .m � 1), which are called C -dense
components of ˝ , where f m.˝i / D ˝i , f .˝i / D ˝iC1, .˝mC1 D ˝1/, and for
each point x 2 ˝i , i 2 f1; : : : ; mg, the set W � .x/ \˝i is dense in ˝i , � 2 fs; ug
[3, 47]). It follows from [62]–[64], [119]–[122], that the accessible boundary from
inside of the set M n˝i uniquely falls into a finite numberR.˝/ of bunches. Each
bunch C is a union of rC unstable manifoldsW u.p1/[ : : :[W u.prC / of boundary
periodic points p1; : : : ; prC with the following property: there exists a sequence of
points x1; : : : ; x2rC such that

(1) x2i�1 and x2i belong to distinct connected components of the set W u.pi / n pi .
(2) x2iC1 2 W s.x2i / (we set x2rC C1 D x1).
(3) .x2i ; x2iC1/s \˝ D ;, i D 1; rC .
(4) The curve Lu

2i [ .x2i ; x2iC1/s [ Lu
2iC1 is the accessible from inside bound-

ary of the domain Di that is an immersion of the open disk into the surface
M , where Lu

2i , (Lu
2iC1) is a connected component of the set W u.x2i / n x2i

(W u.x2iC1/nx2iC1) that does not contain the pointpi (piC1), we setLu
2rC C1 D

Lu
1, Fig. 29.13.

Lemma 29.1. Let ˝ be an attractor of an A-diffeomorphism f consisting of m
C -dense components ˝1; : : : ;˝m each of which contains a collection OCi consist-
ing of R.˝/ bunches of degree rC for C 2 OCi . Then there exist a neighborhood
V of the set ˝ that is the union of m neighborhoods Vi of components ˝i , a com-
pact submanifoldN˝ that is the union ofm compact two-dimensional submanifolds
N1; : : : ; Nm with the boundary, and a diffeomorphism f˝ of the submanifold N˝
such that

(1) ˝i � Vi � Ni .
(2) f˝ jV D f jV .
(3) Every submanifold Ni has R.˝/ boundary components, is of genus q � 0 and

of a negative Euler characteristic �.Ni / D 2� 2q �R.˝/ .the numbers q and
R.˝/ are uniquely determined by ˝/.

(4) The set N˝ n .˝ [ @N˝/ consists of wandering points of the diffeomorphism
f˝ and is the union ofmR.˝/ disjoint domains that are immersions of the open
annulus into the manifold M . The accessible from inside boundary of each of
such domains consists exactly of one bunch C of the set ˝ and of one bound-
ary component @N˝ of the manifold N˝ containing exactly rC saddle periodic
points and exactly rC source periodic points of the diffeomorphism f˝ .

The submanifold N˝ is called the canonical support, and the pair (N˝ , f˝) is
called the canonical form of the attractor ˝ , Fig. 29.14.

Fix a number i 2 f1; : : : ; mg. Since the Euler characteristic of the submanifold
Ni is negative, it follows from the Nielsen theory [113] that there is a discrete group
F of hyperbolic isometries of the hyperbolic plane � and a subset HF � � such
that F is isomorphic to the fundamental group of Ni and the quotient set HF =F is
homeomorphic to Ni . We denote by �i the natural projectionHF ) Ni . By [113],
every element � 2 F (different from the identity) has exactly two fixed points lying
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a b c

Fig. 29.14

on S1 D @�. Such points are said to be rational. By [113], the closure EF of all
rational points is a Cantor set on S1, EF D S1 n [kD1

kD1 .˛k ; ˇk/, where .˛k; ˇk/
are adjacent intervals of EF . Moreover, a geodesic lk � � whose ideal endpoints
are ˛k and ˇk belongs to HF , and its image under �i is one of the boundary com-
ponents of Ni . Let QE D EF [ .[kD1

kD1 lk/. The set QE is homeomorphic to a circle
and is the boundary of the set eU D int HF which, is homeomorphic to the open
disk and is a universal covering for int Ni .

Denote by fi the restriction of the diffeomorphism f m˝ to Ni . Let Nfi W HF !
HF be the covering diffeomorphism for fi Then �i Nfi D fi�i . The mapping Nfi
induces the automorphism Nfi� of the group F onto itself by the formula Nfi�.�/ DNfi� Nf �1

i , � 2 F . According [113] (Sect. 2, p. 9), Nfi� induces a unique homeomor-
phism Nf �

i of the set EF onto itself, and the diffeomorphism Nfi is uniquely extended

to the set EF and coincides with the homeomorphism Nf �
i on EF . If QNfi is a map-

ping of HF onto itself covering the diffeomorphism fi and different from Nfi , then

there exists an element ˛ 2 F such that QNfi D ˛ Nfi . The mapping QNfi induces the
automorphism A˛ Nfi�, where A˛ is the inner automorphism of the group F given
by the formula A˛.ˇ/ D ˛ˇ˛�1, ˇ 2 F . Thus, to each C -dense component˝i of
˝ , we get an automorphism of F , which is defined up to an inner automorphism.
The pair consisting of the group F and the automorphism �i D Nfi� is denoted
by .F; �i /˝i

and called algebraic representation of ˝i . An automorphism �i is
called a generalized hyperbolic automorphism if, for any n ¤ 0 and ˇ; � 2 F

such that � ¤ qid and �i .l� / is not a boundary component of the submanifoldNi ,
the condition ˇ�ni .�/ˇ

�1 ¤ � holds.
Let f , f 0 be diffeomorphisms whose non-wandering sets contain expanding

attractors ˝ , ˝ 0 consisting of C -dense components ˝1; : : : ;˝m and ˝ 0
1; : : : ;˝

0
m

respectively. The algebraic representations .F; �i /˝i
and .F 0; � 0

i /˝0

i
are said to be

algebraically adjoint if there exists an isomorphism  W F ! F 0 such that
� 0
i D  �i �1.

The following theorems was proved in [68, 70, 71].

Theorem 29.30. The automorphism Nfi� is a generalized hyperbolic automorphism.
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Theorem 29.31. For the existence of a homeomorphism g W N˝ ! N 0̋
0

such that
g.˝/ D ˝ 0 and f 0j˝ D gfg�1j˝0 , it is necessary and sufficiently that there exist
algebraically adjoint algebraic representations .F; �i /˝i

and .F 0; � 0
i /˝0

i
for some

coding of C -dense components of the sets ˝ and˝ 0 and for some i 2 f1; : : : ; mg.
Thus the problem of topological classification of expanding attractors is reduced

to the algebraic classification of the generalized hyperbolic automorphisms of fun-
damental groups of supports of attractors. In the paper [67] was obtained the
problem of realization of one-dimenional attractors of A-diffeomorphisms of sur-
faces by means construction of hyperbolic homeomorphisms possessed by pair
strongly nontrivial transversal geodesic laminations and in the paper [66] was con-
sidered the deviation property for invariant manifolds of points belonging to widely
disposition attractors from appropriate geodesics (see also [69] for more detailed
information).

In a combinatorial language, the classification problem of such automorphisms
was obtained by Zhirov [142]–[147]. The classification problem itself is supple-
mented by the enumeration problem. The latter is posed as follows. It is required
to find a representative for each class of topological conjugacy of attractors with
a bounded complexity. Here the complexity is understood both in topological and
dynamical senses. The topological complexity of an expanding attractor is char-
acterized by the structure of the accessible boundary of the complement of the
attractor. The dynamical complexity is characterized by the topological entropy of
the restriction of diffeomorphism on the attractor which is assumed to by bounded.
Zhirov proved that under these assumptions there exists only a finite number of
topological conjugacy classes which means that the enumeration problem is well
posed. The main innovation of the approach developed in [142]–[147] is the solving
all considered problems by means of finite algorithms.

The solution of the conjugacy and enumeration problems is based on the com-
binatorial method. It consists in assigning to expanding attractor a finite set of
parameters, which is called a code. The definition of the code is formulated on
the basis of the geometric construction of so-called fundamental manifold ˘ of
this attractor. The latter is a concept related to the concept of support in the sense
of Grines–Kalai. ˘ is a surface with boundary and with a partition into a finite
number of so-called bands (a band partition, whereby ˘ is called a band surface)
that behave in a certain way under the action of f . The situation is similar to the
Markov partitions for the Anosov diffeomorphisms of a 2-torus: ˘ is an analogue
of the torus with cuts along some intervals of unstable manifolds of fixed point and
the bands are analogues of the elements of the Markov partition. The code describes
the partition of ˘ into bands (and characterizes their disposition) and the action of
f on the latter. The basic property of the code is its absolute invariance with respect
to the conjugacy of diffeomorphisms on neighborhoods of attractors, which means
that the diffeomorphisms are conjugate if and only if some of their codes coincide.
The enumeration problem is also solved by means of codes.
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29.2.3.4 Structural Stable Diffeomorphisms with Expanding Attractors

The pattern of an expanding attractor� onM 2 is organized by a few of the unstable
curves it contains: the boundary unstable curves. These are the unstable curves of
boundary periodic points. Let p 2 � be a boundary periodic point where � is an
expanding attractor of a structurally stable diffeomorphism f W M 2 ! M 2. Then
one can prove that the set W s; .p/ n .W s; .p/ [ p/ consists of exactly one periodic
point which is a source [65]. An important corollary of this fact is the following
theorem [65, 66].

Theorem 29.32. If a structurally stable diffeomorphism f W M 2 ! M 2 has an
expanding attractor, then f has also a periodic source (isolated repelling periodic
orbit).

Let us now define a class S.M 2/ for which it is possible to obtain a complete
topological invariants similar to Peixoto’s distinguished graphs. We say that an
A-diffeomorphism f is in S.M 2/ if:

� The non-wandering set of f is a union of expanding attractors, contracting
repellers and isolated periodic orbits.

� There are only a finite set of heteroclinic orbits belonging to the intersection
of stable and unstable manifolds (separatrices) of isolated periodic saddle type
points.

A graph is defined as follows. The vertices of this graph correspond to iso-
lated periodic points, C -dense components of expanding attractors and contracting
repellers, and heteroclinic domains. The edges of this graph correspond to separatri-
ces of isolated periodic points and boundary periodic points of the one-dimensional
basic sets. The graph is endowed with some additional structures. Among them there
are automorphisms of the fundamental groups of supports of C -dense components
of attractors and repellers, and heteroclinic permutations, describing the topology
of the intersection of stable and unstable manifolds of isolated saddle type peri-
odic points. One can prove that the graph is a complete invariant of conjugacy for
diffeomorphisms of the class S.M 2/.

29.2.4 Codimension One Expanding Attractors

Let f W T n ! T n be a diffeomorphism of the n-torus T n, n � 3, and� a codimen-
sion one orientable expanding attractor of f . Following ideas of Newhouse [108],
Grines and Zhuzhoma [75] (see also [76]) proved that there is a neighborhoodU.�/
of � such that (1) U.�/ � W s.�/; (2) T n � U.�/ consists of a finitely many
n-balls B1, : : :, Bm; (3) f �j .Bi / � Bi for some j 2 N and any 1 � i � m.
It means that f looks like a DA-diffeomorphism up to dynamics in the balls Bi
where it globally remains the dynamics of a periodic repelling point. This implies
the following crucial statement.
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Theorem 29.33. Suppose f W T n ! T n is a diffeomorphism with a codimension
one orientable expanding attractor�. Then the automorphism

f� W H1.T n;Rn/! H1.T
n;Rn/

of the first homology group H1.T n;Rn/ ' Rn has no eigenvalues of absolute
value 1 (i.e., f� is hyperbolic). Moreover, there is a codimension one Anosov diffeo-

morphism A
defD A.f / W T n ! T n and a continuous map h W T n ! T n homotopic

to identity such that

1. h.�/ D T n.
2. A ı hj� D h ı f j�.
3. T n � � is a union of finitely many n-cells wi such that given any wi , h.wi / D
W u
A.pi / where pi is a periodic point of A.

Idea of the proof is based on the following remarkable result of Franks [57]. Recall
that a diffeomorphism C W M n ! M n a �1-diffeomorphism if, given any homeo-
morphism g W K ! K of a compact CW complex and any map h W K !M n such
that C�h� D h�g�, there is a unique base-point-preserving map h0 W K ! M n,
homotopic to h, such that C ı h0 D h0 ı g. Due to Theorem 29.33, f� is hyperbolic.
Take an algebraic automorphism A.f / W T n ! T n such that f� D A.f /�. By
Proposition 2.1 in [57], A.f /� is a �1-diffeomorphism. Then there exists a map
h W T n ! T n, homotopic to the identity, such that h ı f D A.f / ı h. qed

By definition, put

P.f; h/ D fx 2 T nj h�1.x/ contains at least two pointsg:

The following theorem was proved in [75,76] and it follows from Theorem 29.33
and Arov’s Theorem 2 [35] which states that an ergodic automorphism of T n is
linear.

Theorem 29.34. Suppose f1; f2 W T n ! T n are diffeomorphisms having ori-
entable expanding attractors of codimension one �1 and �2 respectively. Then
there exists a homeomorphism ': T n ! T n such that

'.�1/ D �2 and f2j�2
D 'f1'�1j�2

if and only if there is a linear map  W T n ! T n such that

 ı h1 D h2 ı  and  .P.f1; h1// D P.f1; h1/;

where hi W T n ! T n .i D 1; 2/ are continuous maps homotopic to the identity and
such that hi ı fi D Ai ı hi , .fi /� D .Ai /�.

Note that for n D 2 Theorems 29.33, 29.34 was proved in [64]. It immediately
follows from theorem 29.34 that f1jB.�1/ is conjugate to f1jB.�1/ by a homotopy
trivial homeomorphism iff f1 and f2 are obtained from the same, up to conjugacy,
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codimension one Anosov diffeomorphism A W T n ! T n (n � 2) by the Smale
surgery in the same set of finitely many periodic points (in the complements of
expanding attractors, f1 and f2 can have different dynamics). Formally, a conjugacy
invariant of f jB.�/ is A, f� D A�, with a finite set of periodic points of A. In 1980,
Plykin [120] (see also [122]) extended the result by Grines and Zhuzhoma [75,149]
and got the following description of a basin of codimension one expanding attractor
(orientable and non-orientable) in any manifold.

Theorem 29.35. Let � be a codimension one expanding attractor of f 2
Diff .M n/, n � 3. Then

For orientable expanding attractor, the basin B.�/ is homeomorphic to T n

minus a finitely many points fp1; : : : ; pkg. Moreover, there is an exten-
sion of f jB.�/ to a homeomorphism T n ! T n which conjugates to a
DA-diffeomorphism.

For non-orientable expanding attractor, the basin B.�/ is double covered by T n

minus a finitely many points.

Idea of the proof. Take a compact neighborhoodU.�/ of the orientable� such that
U.�/ belongs to B.�/ and the boundary of U.�/ is a union of a finitely many
.n � 1/-spheres. Gluing this spheres by balls B1, we get a closed manifold M n

1 .
Since � is orientable, the lamination formed by W u.x/, x 2 �, can be extended to
a codimension one foliation by planes toM n

1 . Novikov [116] and Hsiang–Wall [84]
theorems imply that M n

1 homeomorphic to T n for n � 5. For the cases n D 3 and
n D 4, one needs some dynamical reasons according to [57]. For the non-orientable
�, one can prove the existence of a 1-bunch to construct the corresponding involu-
tion (see details in [122]). ut

This theorem implies that various diffeomorphisms with an orientable expand-
ing attractors of codimension one are constructed from DA-diffeomorphisms of
T n. Due to Theorem 29.35, manifolds admitting such diffeomorphisms have a
decomposition into a special connected sum (that is similar to the decomposition
in Theorem 29.28 for diffeomorphisms with solenoids).

Theorem 29.36. Suppose f W M n ! M n is a diffeomorphism having an ori-
entable expanding attractor � of codimension one (n � 3). Then M n can be
represented as a connected sum M n D T n#M1 with a torus summand T � M n

(this means that the boundary @T is an .n � 1/-sphere and there is an open n-ball
B in T n such that T is homeomorphic to T n�B) such that� is contained in int T .

Similar statements hold for non-orientable codimension one expanding attrac-
tors. It follows from Seifert-van Kampen theorem that if M n admits a codimension
one expanding attractor (orientable or non-orientable), then the fundamental group
�1.M

n/ contains a subgroup isomorphic to the integer lattice Zn [121, 149]. This
generalizes [93], where one proved that if a closed n-manifoldM n, n � 3, admits a
codimension one expanding attractor (orientable or non-orientable), then M n has a
nontrivial fundamental group.

Taking into account Theorems 29.34 and 29.35 allows Plykin [120, 122] to get
a complete invariant of conjugacy for codimension one expanding attractors. For
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an orientable expanding attractor �, the complete invariant the same with the case
� � T n. For the non-orientable �, we have to add the involution � W T n ! T n

with a finitely many fixed points Fix � such that A ı � D � ı A and Fix � � P ,
�.P / D P , where P D fp1; : : : ; pkg.

Let us consider the additional restriction for f being structurally stable. The
authors [77, 78] proved that f must be almost DA-diffeomorphism of the n-torus.

Theorem 29.37. Suppose f is a structurally stable diffeomorphism of a closed
n-manifoldM n .n � 3/ and� is a codimension one orientable expanding attractor
of f . Then:

1. M n is homotopy equivalent to the n-torus T n. If n ¤ 4, then M n is homeomor-
phic to T n.

2. The spectral decomposition of f consists of �, and a finite nonzero number of
repelling periodic orbits of index n, and a finite number (maybe zero) of periodic
saddle orbits of unstable index n � 1.

Plykin informed us (personal communication) that from Theorem 29.35 one can
deduce that M 4 is also homeomorphic to T 4. The crucial step to prove Theo-
rem 29.37 is the following statement.

Theorem 29.38. Let f be an A-diffeomorphism of a closed n-manifold M n

.n � 3/, and � an orientable expanding attractor of codimension one. Suppose
˝ ¤ � is a nontrivial basic set of f such that W u.˝/ \ W s.�/ ¤ ;. Then f is
not structurally stable.

Idea of the proof. Taking into account the Mañé-Robinson theorem [98, 126],
it is sufficient to prove that f does not satisfy the strong transversality condi-
tion. Therefore we can assume that Morse’s index of every basic set � with
W u.�/ \ W s.�/ ¤ ; is not less than n � 1. Suppose the theorem is not cor-
rect; then any stable manifold W s.x/, x 2 �, intersects transversally any unstable
manifoldW u.y/, y 2 NW.f /. By the condition of the theorem and the paper [83],
W s.z/ \W u.z0/ ¤ ; for some points z 2 �, z0 2 ˝ . Hence the unstable manifold
W u.z0/ is either .n � 1/-dimensional or n-dimensional. If W u.z0/ is n-dimensional,
then z0 is a periodic point, and so ˝ is trivial. Thus, W u.z0/ is .n � 1/-dimensional.
Since ˝ is nontrivial, W u.z0/ “must return” providing a tangency, see Fig. 29.15.
This contradiction with [98, 126] concludes the proof. ut

Theorem 29.37 allows to classify, up to conjugacy, structurally stable diffeomor-
phisms with orientable expanding attractors of codimension one on the torus T n.
For these diffeomorphisms we introduce the complete invariant of conjugacy, a data
set, as follows. Given any pair .p; q/ of associated boundary periodic points, we
assign the number n.p; q/ 2 N of repelling periodic points that are inside the char-
acteristic sphere Spq corresponding to the 2-bunch B D W u.p/ [ W u.q/. This
number is well defined, because it does not depend on the choice of a characteristic
sphere. Obviously, n.p; q/ D n.f m.p/; f m.q// for any m 2 Z. Therefore we can

assign the number n.p; q/
defD n.O.p; q// to the pair of orbits O.p/, O.q/ of the

points p, q.
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Fig. 29.15

Let fO.pi ; qi /gkiD1 be the pairs of orbits of associated boundary points, and
let fn.O.pi ; qi //gkiD1 be the set of corresponding natural numbers defined above.
To each periodic orbit h.O.pi // D h.O.qi // of A.f /, we assign the number
n.O.pi ; qi //. The collection fh.O.pi //; n.O.pi ; qi //gkiD1, denoted by D.f; h/, is
called the data set of f , D.f; h/ D fh.O.pi //; n.O.pi ; qi //gkiD1:

Let A be an arbitrary codimension one hyperbolic automorphism of T n, and
let fOj grjD1 be any finite family of periodic orbits of A. To any orbit Oj , let us
assign an arbitrary natural number nj 2 N. The collection fOj ; nj grjD1 is called an
admissible data set of the automorphism A. Note that by Theorem 29.37, a data
set of f is admissible whenever f is structurally stable. Suppose fO1j ; n1j gr1jD1
and fO2j ; n2j gr2jD1 are admissible data sets of codimension one hyperbolic automor-

phismsA1 and A2 respectively. These data sets are called equivalent if r1 D r2 defD r

and there is an affine transformation  W T n ! T n (i.e., the composition of an
automorphism and translation,  D Ax C �/ such that

 ıA1 D A2ı ;  

0

@
r[

jD1
O1j

1

A D
r[

jD1
O2j ; n. .Oj // D n.Oj /; 1 � j � r:

Theorem 29.39. Suppose f1; f2 W T n ! T n are structurally stable diffeomor-
phisms having orientable expanding attractors of codimension one ˝1 and ˝2
respectively. Then f1 and f2 are conjugate if and only if the data sets D.f1; h1/
and D.f2; h2/ are equivalent, where hi W T n ! T n .i D 1; 2/ are continuous
maps homotopic to the identity and such that hi ı fi D Ai ı hi , .fi /� D .Ai /�.

Theorem 29.40. Let A be a codimension one hyperbolic automorphism of T n such
that the stable manifolds of A are one-dimensional. Given an admissible data set
fOj ; nj grjD1 of A, there is a structurally stable diffeomorphism f W T n ! T n hav-
ing an orientable expanding attractor of codimension one and such that D.f; h/ D
fOj ; nj grjD1, where h W T n ! T n is a continuous map homotopic to the identity
with h ı f D A ı h and f� D A�.
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The proof of Theorem 29.39 follows the proving of Theorem 29.34 (see details in
[78]). As to Theorem 29.40, f is constructed by the ‘surgery operation’ described
by Smale [130] and Williams [137] for the 2-torus (the neat construction is in [127]),
and [58] for the 3-torus, and [122] for any n-torus, n � 2.

Let us consider the question on the existence of structurally stable diffeo-
morphisms with Plykin attractors i.e., codimension one non-orientable expanding
attractors. Due to [119], such diffeomorphisms exist on any closed surfaces. As to
odd-dimensional closed manifolds, the answer is negative. The following theorem
was proved in [102] for dimM D 3 and arbitrary dimM D 2mC 1 in [104].

Theorem 29.41. Let f W M ! M be a structurally stable diffeomorphism of a
closed.2mC 1/-manifoldM , m � 1. Then f does not contain Plykin attractors.

Idea of the proof. The crucial step is the following lemma.

Lemma 29.2. Let f W M ! M be an A-diffeomorphism of a closed .2m C 1/-
manifoldM ,m � 1. If the spectral decomposition of f contains a Plykin attractor,
then M is non-orientable.

This lemma is not true for even-dimensional manifold (see remark after theo-
rem 29.40). After Lemma 29.2, one use Theorem 29.37 and properties of double
coverings. qed

After Theorem 29.41, it is natural to consider the existence of Plykin attrac-
tors on closed d -manifolds, d � 3, including d D 2m C 1. Recall that an
A-diffeomorphism f is ˝-stable if all diffeomorphisms C 1-close to f preserve
the structure of NW.f /. One can prove the following theorem [104].

Theorem 29.42. Given any d � 3, there is an ˝-stable A-diffeomorphism f of
closed d -manifoldM such that f has a codimension one non-orientable expanding
attractor.

By construction, the manifoldsM 2m, M 2mC1 in Theorem 29.40 are orientable and
non-orientable respectively. The question on existence of Plykin attractors for struc-
turally stable diffeomorphisms of even-dimensional manifolds (except dimM D 2)
is still open.

Note that Plykin [123] considered the question when two codimension one
expanding attractors are topologically homeomorphic thyself (with no a commu-
tative diagram) and have got the topological classification of such attractors. The
more general case (Denjoy minimal sets of codimension one foliations) but in more
abstract formulations was considered in [148].

29.2.5 Surface Basic Sets and Hirsch Problem

In 1969, Hirsch [81], posed the following question. Let f W N ! N be a diffeo-
morphism of a manifold N and M � N a hyperbolic invariant set. Whether the
restriction f jM of f to M is Anosov if M is a closed manifold? Following Mañé
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[97], this restriction f jM W M ! M we call a quasi-Anosov diffeomorphism. In
his doctoral thesis, Mane [97] proved that f W M ! M is quasi-Anosov if and
only if any of the following conditions hold: (1) the set fjjDf n.x/vjjg W n 2 Z is
unbounded for all non-zero vectors v 2 TxM (actually, jjDf n.x/vjj ! 1 either
for n ! C1 or for n ! �1); (2) TxW s.x/ \ TxW u.x/ D f0g for all x 2 M ;
(3)W s.x/ has the same dimension for all periodic points x 2M . Mañé proved that
a quasi-Anosov diffeomorphism f is Anosov if and only if f is structurally stable.
Now, the Hirsch problem means the description of the topology ofM and dynamics
of f .

In 1976, Franks and Robinson [58] constructed the example of a quasi-Anosov
diffeomorphismf WM 3!M 3 that is not Anosov as essentially follows. They con-
sider a diffeomorphism F W T 3 ! T 3 with a codimension one DA-attractor, where
T 3 is a 3-torus. The converseF �1 has a codimension one contracting repeller. Then
one cuts suitable neighborhoods of fixed points (F has an isolated source, and F�1
has an isolated sink), and carefully glues together along their boundaries so that the
stable and unstable manifolds intersect quasi-transversally. The diffeomorphisms
F , F�1 form the quasi-Anosov f of M 3, where M 3 is a connected sum T 3]T 3.
Note that the non-wandering set of f consists of orientable expanding attractor and
contracting repeller. Medvedev and Zhuzhoma [103] constructed the similar exam-
ple of a quasi-Anosov diffeomorphism the non-wandering set of whose consists
of non-orientable expanding attractor and contracting repeller. Before the gluing
together two copies of T 3, one can perform a quotient of T 3 by the involution
� W x ! �x mod 1. The complete decision of Hirsch problem for 3-manifolds was
obtained by Fisher and Rodriguez Hertz [55].

Theorem 29.43. Let f WM 3!M 3 be a quasi-Anosov diffeomorphism of a closed
3-manifoldM 3. If M 3 is orientable, then

M 3 D T1] � � � ]Tk]H1] � � � ]Hr
is the connected sum of k � 1 tori Ti D T 3 and r � 0 handles Hj D S2 � S1. If
M 3 is non-orientable, then

M 3 D QT1] � � � ] QTk]H1] � � � ]Hr
is the connected sum of k � 1 tori quotiented by involutions QTi D T 3=� and r � 0
handlesHj D S2 � S1.

Theorem 29.44. Let f WM 3!M 3 be a quasi-Anosov diffeomorphism of a closed
3-manifoldM 3. Then

1. The non-wandering set NW.f / consists of finitely many codimension one
expanding attractors, codimension one contracting repellers, and isolated
periodic hyperbolic points.

2. For each attractor�f � NW.f /, there exists a DA-diffeomorphism g W T 3 !
T 3 with a codimension one expanding attractor�g and a finite setQ of isolated
periodic sources such that the restriction of f to its basin of attractionW s.�f /
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is conjugate to the restriction of g to the punctured torus T 3 nQ quotiented by
a map # W T 3 ! T 3. If M 3 is orientable, # is the identity map. If M 3 is non-
orientable, # is the involution � . An analogous result holds for the repellers of
NW.f /.

In [129], one proved that a quasi-Anosov diffeomorphism of 3-torus is Anosov. If
a quasi-Anosov diffeomorphism f W M 4 ! M 4 of 4-manifoldM 4 is not Anosov,
then the fundamental group �1.M 4/ contains a subgroup isomorphic to Z6.

The generalization of Hirsch problem was proposed by V. Grines who suggested
consider nontrivial basic sets that belong to topologically embedded invariant sub-
manifolds. The first natural step is to study basic sets that belong to embedded
surfaces in a 3-manifold. Following [72, 73], we call a basic set B of diffeomor-
phism f W M 3 ! M 3 a surface basic set if B belongs to an f -invariant closed
surfaceM 2

B topologically embedded in the 3-manifoldM 3. The f -invariant surface
M 2

B is called a supporting surface for B. By definition, a supporting surface is not
necessary connected. But it is obviously that there is some power of diffeomorphism
f for which every surface basic set has connected supporting surface.

Let us recall some notation on topological embedding. For 1 � m � n, we
presume Euclidean space Rm to be included naturally in Rn as the subset whose
final .n � m/ coordinates each equals 0. Let e W Mm ! N n be an embedding of
closed m-manifold Mm in the interior of n-manifold N n. One says that e.Mm/ is
locally flat at e.x/, x 2 Mm, if there exists a neighborhood U.e.x// D U and a
homeomorphism h W U ! Rn such that

h.U \ e.Mm// D Rm � Rn:

Otherwise, e.Mm/ is wild at e.x/. When manifolds Mm, N n are triangulable the
notion of flatness is closely related to the notion of tameness. Let M be a triangu-
lable set in Rn. If there is a homeomorphism h W Rn ! Rn such that h.M/ is a
polygon, thenM is timely embedded. Otherwise, M is wild.

Obviously, that the topological dimension of surface basic set is no more than
two. Grines, Medvedev and Zhuzhoma [72, 73] described completely dynamics of
2-dimensional surface basic sets.

Theorem 29.45. Let f WM 3 !M 3 be anA-diffeomorphism with the surface two-
dimensional basic set B and M 2

B is a supporting surface for B. Then B D M 2
B,

and there is a number k � 1 such that M 2
B is a union M 2

1 [ � � � [M 2
k

of disjoint
tamely embedded surfaces such that every M 2

i is homeomorphic to the 2-torus T 2.
Moreover, there is k � 1 such that the restriction f k to M 2

i .i 2 f1; : : : ; kg/ is
conjugate to Anosov automorphism of T 2.

Note that the supporting 2-torus can be essentially non-smoothly embedded in
a 3-manifold [89]. Medvedev and Zhuzhoma [106] proved the following theorem
that says in sense that a surface diffeomorphism can be embedded in 3-dimensional
diffeomorphism such that the embedding surface becomes a wildly embedded
attracting invariant surface.
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Theorem 29.46. Let g be a homotopy trivial ˝-stable diffeomorphism of closed
orientable surface M 2. Suppose g has an isolated sink. Then given any closed
3-manifoldM 3, there is the ˝-stable diffeomorphism f WM 3 !M 3 such that:

1. There is a wildly embedded surface M � M 3 homeomorphic to M 2 such that
M is an invariant and attracting set of f .

2. The restriction f jM conjugates g.

If g is homotopy nontrivial, the above assertion holds for M 3 D M 2 � S1.

As a consequence, in contrast with 2-dimensional basic sets, there are one-dimensio
nal and zero-dimensional nontrivial surface basic sets with wild supporting surfaces.
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Chapter 30
Some Recent Results on the Stability
of Endomorphisms

J. Iglesias, A. Portela, and A. Rovella

Abstract This work aims to provide a short description of some old and new results
on the theory of stability and related concepts for discrete dynamical systems. The
emphasis is posed on noninvertible maps.

30.1 General Definition

The problem of describing the structural stability is central in the theory of dynam-
ical systems, not only by its theoretical interest but also to validate dynamical
models appearing in other diverse contexts. Roughly speaking, stability of a system
means that small changes in the model will not modify some determined features
of the initial model in a qualitative sense. This obviously requires formal defini-
tions of the words small, features and qualitative, so different scenarios will supply
corresponding applications.

We give a general definition of stability as follows. Let be given a topology � on
a space X , an equivalence relation � on a space Y and an operator ˚ W X ! Y .
In the above discussion, X will be the space of models, � gives sense to proximity
between models, the space Y will be the feature of the model we are interested in,
and ˚ associates to each model a determined feature. With this correspondances in
mind, we give a general definition of what may be understood as stability.

Definition 30.1. A point f 2 X is said .�;�; ˚/-stable if there exists a neighbor-
hood U of f such that ˚.f / � ˚.g/ for every g 2 U .
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This simple definition includes most global concepts known, as C r stability, ˝
stability, inverse limit stability and ergodic stability, for discrete and continuous
dynamical systems, as well as local concepts, as Lyapounov stability and stability of
solutions of partial differential equations. For example, if M is a smooth manifold,
X is the space of class C r maps ofM endowed with its usual C r topology, Y D X ,
˚ is the identity, and � is conjugacy or topological equivalence (i.e, f � g if and
only if there exists a homeomorphism h such that f h D hg), then we find the more
traditional concept named C r structural stability. Throughout this work we will be
mostly interested in this one and some other closely related kind of stabilities, and
not on the wide scopes of the general definition. The study of the structural stability
of maps was perhaps a little bit left aside by the dynamicists since 1987, when
R. Mañé published the proof of the long standing conjecture of C 1 stability for
diffeomorphisms [17]. However, for noninvertible maps, C 1 structural stability was
not characterized yet, and there exist examples of maps that for some r > 1, are C r

but not C 1 structurally stable. The theory for continuous time system ran parallel
with the discrete one, but we will mainly restrict to discrete dynamics. We also
focus on topological and not on metric aspects, so stable ergodicity, a concept that
involves very diverse tools, will not be mentioned.

In Sect. 30.2 we present the more usual definitions and those results that seem
fundamental for the theory. Sections 30.3–30.5 are devoted to the classical results:
diffeomorphisms, Anosov endomorphisms, expanding maps. The remaining sec-
tions are reserved to recent results and open problems.

30.2 Notations

In this section we fix notations and explain the basic theory of hyperbolicity and
its relation with stability. The whole section may be dropped by those acquainted
with the notions of hyperbolicity and invariant manifolds and with the differences
between the definitions for invertible and for noninvertible maps.

When M and N are smooth manifolds, the space of C r maps from M to N
equipped with the standard topology will be denoted by C r .M;N /; if M D N ,
then C r.M/ D C r.M;N /. The set of C r diffeomorphisms of M is denoted by
Dr .M/.

When dealing with a noninvertible map f in M , the inverse limit of the pair
.M; f / is defined as the set

QMf D fz D .zn/ 2 MZ W f .zn�1/ D zng:

QMf is always compact and shift-invariant. If �0 is the projection onto the
0-coordinate, then �0F D f�0, where F denotes the restriction of the shift to
QMf . Consider the space H of homeomorphisms of subspaces of MZ;
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Definition 30.2. Let� be the relation of conjugacy onH and define ˚ WC r.M/!
H by ˚.f / D F . Then f is said C r inverse stable if it is .C r ;�; ˚/ stable,
according to Definition 30.1.

In other words, a map f is inverse stable if the set of full orbits is preserved under
small perturbations.

The hyperbolicity is one of the fundamental concepts in the characterizations of
different types of stabilities of maps. A compact, invariant set K is said hyperbolic
for f if there exists a continuous invariant bundle Es defined on K and constants
C > 0 and 0 < � < 1, such that the following conditions hold:

1. For any n > 0 it holds that jTxf n.v/j � C�njvj for every v 2 Esx .
2. If ŒTf � denotes the map induced by Tf on the quotient TM jEs , then the norm

of ŒTf �n is greater than 1=.C�n/.

It can be proved that if K is hyperbolic for f then, for every z 2 QKf WD fz 2
QMf W zn 2 K 8n 2 Zg, there exists a subspace Eu

z of Tz0
.M/ such that Eu

z ˚
Esz0
D Tz0

M , where z0 D �0.z/.
The set K is expanding for f if it is hyperbolic with Es D f0g.
The nonwandering set of f is denoted by ˝f as usual. For noninvertible maps,

there are two definitions for Axiom A.

Definition 30.3. A map f 2 C r.M/ satisfies the weak Axiom A if the nonwander-
ing set of f is hyperbolic and equal to the closure of periodic points of f . It is well
known that for an Axiom A map there exists a decomposition of ˝f into disjoint,
closed, forward invariant transitive sets, called basic pieces.

The map f is Axiom A if it is weak Axiom A and every basic piece � is
expanding or injective (i.e. the restriction of f to � is one to one).

A map f 2 C r.M/ is Anosov if M is a hyperbolic set for f . For example, the
linear map

A D
�
n 1

1 1

�

induces a weak Axiom A map f on the two torus if n > 2, and an Axiom A
diffeomorphism if n D 2.

The following example is due to Przytycki [25]:

Example 30.1. A weak Axiom A map f of the two torus none of whose perturba-
tions is Axiom A, and whose attracting basic piece is not injective.

Consider f1.z/ D z2 defined on S1, f2 a diffeomorphism of the circle with a fixed
attractor a and a fixed repeller r . Then f D .f1; f2/ is a weak Axiom A map of the
two torus with an attracting basic piece S1 � fag. The restriction of f to it is not
injective. Any perturbation of it has an attracting basic piece which is not injective.

The definition of Axiom A was first given for diffeomorphisms by S.Smale. Weak
Axiom A is defined for noninvertible maps and was introduced by F. Przytycki [24].
From these results it follows that the nonwandering set of a weak Axiom A map
can be decomposed in a finite union of transitive sets, called basic pieces. Say that
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�1 >> �2 for basic pieces �1 and �2 when there exists an orbit fxng such that
x�n ! �1 and xn ! �2. The Axiom A is said to satisfy the no cycles condition if
the relation defined above has no cycles.

The theory of invariant manifolds for Axiom A maps was developed by several
authors, mainly Palis, Hirsch, Pugh and Schub [8, 9]. We introduce the notations of
invariant manifolds. There are some differences when the map is not invertible. If
f is an Axiom A map, then there exists � > 0 such that for every x 2 ˝f , the set

W s
� .xIf / D fy 2M W d.f n.x/; f n.y// �!

n!C1 0

and d.f n.x/; f n.y// < � 8n > 0g

is an embedded manifold (called local stable manifold) having the same dimension
as Es.x/ and tangent to Es.x/ at the point x. Here d denotes the distance in the
manifoldM . On the other hand, local unstable sets are defined in QMf , as

W u
� .xIF / D fy 2 QMf W d.xn; yn/ �!

n!�1 0 and d.xn; yn/ < � 8n < 0g:

It holds that �0 projects the unstable set of x to an embedded manifold in M that is
tangent to Eu.x/ at x0.

The Strong Transversality is a necessary condition for C r structural stability. It
says that stable and unstable sets may intersect transversally. It is restricted to Axiom
A maps. To explain this condition, we must also take care of the fact that a point
x 2 M may have different preorbits converging to the nonwandering set. On the
other hand, for every x 2M there exists a unique y 2 ˝f such that d.xn; yn/! 0

as n ! C1. Note that for every x D .xn/fn2Zg 2 QMf it holds that there exists a
unique basic piece � such that xn ! � when n ! �1. Moreover, there exists a
unique y 2 ˝.F / such that d.xn; yn/! 0 as n! �1. The following invariance

holds: F.W u
� .yIF // 
 W u

� .F.y/IF /. This implies that for every x 2 QMf there
exists a subspace Eu.x/ � Tx0

M , defined as

Tf kx�k
.Tx�k

.�0.W
u
� .F

�k.y/IF ///;

where k is such that x�k 2 �0.W u
� .F

�k.y/IF //. Define

Eu.x/ D
\

��1
0
.x/

Eu.x/:

Definition 30.4. An Axiom A map f satisfies the Strong Transversality condition if

1. For every x 2 M , the subspaces Eu.x/ are in general position as x varies in
��1
0 .x/.

2. For every x 2 M , n > 0 and y 2 ˝f such that f n.x/ 2 W s
� .y/ it holds that

Tf n.Eu.x//˚ Tf n.x/.W
s
� .y// D Tf n.x/.M/:
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The first condition says that there exists a finite number of different Eu.x/ as
x varies in ��1

0 .x/, and that the sum of the codimensions of the Eu.x/ equals the
codimension of Eu.x/. The Strong Transversality condition implies that whenever
the unstable set of a basic piece�1 intersects another basic piece�2, then�1 must
be an expanding piece. This property has been stated by Przytycki as a necessary
condition for C 1 stability.

One of the fundamental tools concerning stability is the C 1 closing lemma.

Theorem 30.1. Let f be a C 1 endomorphism of a manifoldM . Given a point x 2
˝f and a C 1 neighborhood U of f , there exists a map g 2 U such that x is a
periodic point of g. Moreover, there exists a residual subset R of C 1.M/ such that
the set of periodic points of f is dense in ˝f for every f 2 R.

The first version of this theorem, valid for diffeomorphisms, was proved by C. Pugh
[26]. Two further versions, that hold for endomorphisms without critical points the
first, and with a finite number of critical points the second, were obtained by L. Wen
in [34] and [35]. The general version stated is recent, [31]. The question if a similar
result holds in topologies C r with r > 1 remains open, and is a central problem in
the theory.

Definition 30.5. A map f is C r -˝ stable if it is .X;�; ˚/-stable, where X D
C r.M/, Y D ffj˝f

W f 2 C r.M/g, ˚ is the restriction operator and � is
conjugacy.

The comprehension of the nexus between˝ stability and hyperbolicity has been
one of the main goals in the theory. Roughly speaking, that hyperbolicity implies
˝ stability was solved for diffeomorphisms in the middle seventies. Smale proved
the ˝ stability of Axiom A diffeomorphisms with the no cycles property [33]. This
theorem was the extended to noninvertible maps by Przytycki [25]:

Theorem 30.2. If f is a weak Axiom A map without critical points, then

1. f is C 1 inverse ˝ stable if and only there are no cycles.
2. f is C 1-˝ stable if and only if f is Axiom A and there are no cycles.

From theorem above and the example 1 it follows the no density of the omega
stability.

The other direction was and still is very hard. Adapting the proof given by Mañé
of the stability conjecture to noninvertible maps, the last result in this direction was
obtained by Aoki, Moriyasu and Sumi (see [1]):

Theorem 30.3. Let f 2 C 1.M/ be an interior point of the set of maps all of
whose periodic points are hyperbolic. Assume that f has no critical points in the
nonwandering set.

Then the nonwandering set of f has a hyperbolic structure.

This implies that if f is C 1-˝ stable (and critical points are wandering) then
˝f is a hyperbolic set and the closing lemma implies that the set of periodic points
of f is dense in the nonwandering set. Moreover, the Theorem of Przytycki implies
that f is Axiom A.

Problem 30.1. Prove the same result without any assumption on the singular set.
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30.3 Diffeomorphisms

This is a very brief history concerning the stability of C 1 diffeomorphisms, a prob-
lem satisfactory solved. When beginning the sixties, Morse and Smale proposed
a model of simple dynamics: a Morse Smale map has finitely many nonwandering
hyperbolic points and uniformly transverse intersections of stable and unstable man-
ifolds. J. Palis [21] proved the structural stability of Morse Smale systems, while
M. Peixoto [23] showed that the class of Morse Smale vectorfields are dense in
compact manifolds of dimension two. It was thought that these classes of maps
would characterize C 1 structural stability. Afterwards, beautiful examples given
by Anosov and Smale showed that maps with an infinite number of nonwander-
ing points can also be structurally stable. The theory of dynamical systems had a
great impulse since these examples appear, and after the definition of hyperbolicity
and Axiom A maps were given by Smale, and the theory of invariant manifolds was
developed, it was conjectured by Palis and Smale [22] that the C 1 structurally sta-
ble maps are those satisfying the Axiom A and the Strong Transversality condition
(Definition 30.4). It was first proved that the conditions were sufficient for C 1 sta-
bility: This part of the problem was solved by Robbin ([29], 1974) for C 2 topology
and then by Robinson ([30], 1976) in C 1 topology. In the meanwhile a great step
towards the proof of the necessity was the C 1 closing lemma of Pugh. Joining this
with the theorems of Kupka and Smale about the genericity of maps whose periodic
points are hyperbolic and its invariant manifolds satisfy the transversality condition,
and the proof of Franks [6] of the necessity of hyperbolicity of the periodic points,
the problem left was to prove the necessity of the hyperbolicity of the nonwandering
set. This was finally solved by R. Mañé in [17], 1987, after more than 10 years of
big efforts and progresses had been obtained by several mathematicians. The main
problem remaining is:

Problem 30.2. For r > 1, characterize C r structural stability for diffeomorphisms.

Concerning this problem, E. Pujals has recently written an interesting survey [27].

30.4 Expanding Maps and Anosov Endomorphisms

A smooth map f of a manifold M is called expanding if M is an expanding set
for f . Clearly such map cannot be a diffeomorphism unless the manifold is non-
compact. M. Shub [32] showed the stability of expanding maps in 1969. An Anosov
endomorphism is a map for which the whole manifold is a hyperbolic set. It was
proved by F. Przytycki [25] and independently by R. Mañé and C. Pugh [18] that
an Anosov endomorphism is C 1 stable if and only if it is an expanding map or a
diffeomorphism. It is also due to Przytycki [24] the proof that every Anosov endo-
morphism without singularities is inverse limit stable. Further extensions of this
result were obtained by Ikeda [10], who showed the inverse stability of Anosov
maps with critical points, and by J. Quandt [28], who has considered also maps
defined in Banach manifolds.
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30.5 Geometric Stability

We make a digression here to consider some geometric aspects of maps with sin-
gularities and a non dynamical concept of stability, that involves maps between
different manifolds. This is intended to describe some of the geometrical features of
maps, in a sense that as will be seen below, is closely related to the dynamics when
the map is an endomorphism exhibiting critical points.

Definition 30.6. Say that a map f between smooth manifolds M and N is C r -
geometrically stable if it is .C r.M;N /;�; ˚/ stable where ˚ is the identity
operator and � is geometric equivalence: f � g if and only if there exist maps
' 2 D1.M/ and  2 D1.N / such that f ' D  g.

This concept was introduced by R. Thom; as the maps ' and  involved in the
equivalence relation are diffeomorphisms, the set of critical values of f and g are
diffeomorphic, as well as the set of critical values. It was conjectured by R. Thom,
and proved by J. Mather in the middle sixties, that this concept is equivalent to the
so called infinitesimal stability, that we proceed to define.

Let f W M ! N and Z be a C1 vectorfield along f , that is, Z W M ! TN

satisfies Z.x/ 2 Tf.x/N . The map f is infinitesimally stable if there exist C1 vec-
torfields X 2 X.M/ and Y 2 X.N / such that Z D Tf ıX � Y ı f . This is not a
concept of stability since is given as a property of a map, and does not mention any
behavior of its perturbations. The following is a beautiful characterization of geo-
metric stability: A map f is geometrically stable if and only if it is infinitesimally
stable.

This was conjectured by R. Thom; the proof was obtained some years later by
J. Mather. The concept of geometric stability has a local version: a map f is locally
geometrically stable at a point p if there exists a neighborhood U of p such that
the restriction of f to U is geometrically stable. Of course that the interest appears
when p is a critical point of f . When f is locally geometrically stable at p we say
that p is a nondegenerate critical point. It is well known that for an open and dense
set of C1.M;N / maps every critical point is nondegenerate. Actually, more than
this can be said:

Theorem 30.4. Given manifolds M and N , there exists an integer r depending
just on the dimensions of M and N and an open and dense subset Gr.M;N / of
C r.M;N / such that every critical point of any map in Gr.M;N / is nondegenerate.

However, geometrically stable maps are not dense in general (see [7]). Assume that a
map f 2 C1.M/ has no degenerate critical points. Then the set of points z 2 S.f /
such that the kernel of the tangent map of f at z has dimension one is either empty
or a codimension one submanifold, denoted S1.f /. The set of points in S1.f / such
that the kernel of Tfz is tangent to S1.f / is either empty or a submanifold of codi-
mension two, and is denoted by S11.f / or S12.f /. If S12.f / is not empty, then the
set S13.f / of points in z 2 S12.f / such that the kernel of Tfz is tangent to S12.f /

is either empty or a submanifold of codimension three. By recurrence one can define
S1n.f / for every positive n. These are called Morin singularities.



478 J. Iglesias et al.

Assume that f has nonempty S1n.f /. Then f is C nC1 but notC n geometrically
stable.

Returning to dynamics, fix a C r endomorphism f of a manifold M ; there is
another concept, also called infinitesimal stability, introduced by Robbin [29], (who
was inspired in Moser [20]) in his proof of the C 2 structural stability of diffeomor-
phisms: a map f is infinitesimally stable if given a vectorfield Z along f , there
exists a vectorfield X on M such that Z D Tf .X/ � X.f /. It was proved by
R.Mañé that for C 1 topology this is equivalent to structural stability when f is a
diffeomorphism [16]. The problem if this generalizes to C r diffeomorphisms or to
general endomorphisms is still open.

30.6 Maps with Nonempty Critical Set

To understand the stability of maps with nonempty critical set we introduce the
following fact:

Claim. For generic maps, topological equivalence implies geometric equiva-
lence.

To explain this fact, note that the maps f .x/ D x3 and g.x/ D x=2 are locally
topologically equivalent, but not locally geometrically equivalent at 0.

Let Gr.M/ D Gr.M;M/, as defined in Theorem 30.4 of the previous section.
Assume that maps f and g in Gr .M/ are topologically conjugate. Then there exist
C 1 diffeomorphisms ' and  such that f  D 'g, which means geometrical
equivalence. We do not have a reference for the proof of this assertion.

This implies a fundamental fact:
Claim. Structural stability implies geometric stability.
This can be precisely stated as follows: if f 2 C k.M/ is C k structurally stable,

then it is C k geometrically stable.
Indeed, if f is not C k geometrically stable, then one can find two perturbations

that are generic and not geometrically equivalent.
For example, the above fact implies that if f is C 1 structurally stable, then the

critical set of f must be empty. In general, a C k structurally stable map cannot have
Morin singularities of type S1k .

It may be rather easy to construct Morin singularities S1k in any manifold of
dimension k.

Problem 30.3. In any manifold of dimension k there exists a C kC1 structurally
stable map that is not C k structurally stable.

Example 30.2. A map of the circle with singularities satisfying the Axiom A is C 2

structurally stable if there are no critical relations (meaning that no critical point is
periodic and the orbit of a critical point does not meet another critical point), but it
cannot be C 1 stable.
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Example 30.3. A C 2 structurally stable map in the k-sphere.

Let ' W I ! I be a generic C 2 map defined in the interval I D Œ1; 2� such that
'.1/ D 1, '.2/ D 2, and ' has exactly two critical points a < b. It can also
be assumed that ' can be extended as a C 2 map in Œ0;C1/ taking '.x/ D x

whenever x … I . The genericity assumption implies '.a/ > '.b/. Let Sk denote
the k-dimensional sphere, identify Rk with Sk�1� Œ0;C1/ and define the auxiliary
map  W Sk�1 � Œ0;C1/ ! Sk�1 � Œ0;C1/ by  .x; y/ D .x; '.y//. If B is an
arbitrary open ball in Rk and ˛ is a diffeomorphism from Rk to B , then define
 B D ˛ ˛�1 . Note that B can be extended as the identity in Sk nB . To construct
the example, let F be a diffeomorphism: the north pole-south pole in Sk , and let B
be a ball in Sk such that F n.B/\B D ; for every n > 0. Then the map f defined
as f D F is a generic C 2 map whose critical set consists in the union of two
Sk�1 spheres. Moreover, it is clear that f is C 2 structurally stable.

Example 30.4. A C 1-Omega stable map f that satisfies the Strong Transversality
condition and no perturbation of f is structurally stable.

Let f be an Axiom A diffeomorphism of S2 whose basic pieces are fixed repellers
and a Plykin attractor. Again, let B be a wandering ball and define f D F B ( B
as in the above example). Then f is an Axiom A map and is C 1-˝ stable. The
stable manifolds of points in the attractor are one dimensional, and cover the com-
plement of the repellers. Then there exists at least four points of tangency between
stable manifolds and the two circles of critical points (see Fig. 30.1). On one hand,
standard arguments allow us to prove that for generic C r perturbations of f the sta-
ble manifold of every periodic is transverse to Sf . On the other hand, it is possible
to construct a perturbation for which a periodic point of the attractor has a tangency
with Sf : these two maps cannot be topologically equivalent.

Observe that until now the examples of structurally stable maps belong to one of
these classes: diffeomorphisms, expanding, one dimensional, finite nonwandering

N
Sf

Plykin

Ws(x)

Fig. 30.1 The tangencies between stable manifolds and the two circles of critical points
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set. In 2008, another class of examples were given in [12], showing that certain
maps of the Riemann sphere are C 3 but not C 2 structurally stable:

Theorem 30.5. If R is a hyperbolic rational map of the Riemann sphere, then
there exist arbitrary small C1 perturbations of R that are C 3 structurally stable.
Moreover, no perturbation of R is C 2 structurally stable.

When the perturbations are restricted to the set of holomorphic maps, then we
have the following theorem of Mañé et al. [19]:

Theorem 30.6. If R is a hyperbolic rational map of the sphere without critical
relations, then R is H structurally stable, meaning .�;�; ˚/-stable, where � is the
topology of uniform convergence in the space of meromorphic maps of the Riemann
sphere,� is conjugacy, and ˚ the identity operator.

Moreover,H structurally stable maps are dense in the space of rational maps.

Problem 30.4. Does H structural stability imply hyperbolicity of the Julia set?

Theorem 30.5 is intended to show examples of structurally stable maps having
nonempty critical set and nontrivial nonwandering set, in dimension greater than
one. A set of sufficient conditions for C1 stability that complements the previous
examples was recently found by P. Berger [3], in the following statement:

Theorem 30.7. Let f be a C1 weak Axiom A endomorphism of a compact man-
ifold M such that every basic piece is expanding or an attractor. Denote by R the
union of the expanding sets, by A the union of the attractors, and by Ő the union of
the preimages of ˝ . Assume, in addition, that the following conditions hold:

1. There are no singularities in Ő .
2. The restriction of f to M n Ő is C1 infinitesimally stable.
3. The map f is transverse to the stable foliation, that is: for any y 2 A, for every z

in a local stable manifoldW s
loc
.y/, for any n � 0 and every point x 2 f �n.fzg/,

we have:
Tf n.TxM/C Tz.W

s
loc.y// D TzM

Then f is C1 structurally stable.

Example 30.4 above satisfies the first and second but not the third hypothesis. The
proof of the theorem relies on two very different branches: on one hand, it uses some
of the techniques introduced by J. Mather in his proof of the equivalence between
geometric stability and infinitesimal stability, and on the other the generalization of
the theory of invariant manifolds to the case of endomorphisms, that was obtained by
P. Berger [2]. The introduction of item 2 is a major contribution of this result. Note
that this hypothesis is imposed on the set of wandering orbits, so it has no dynamical
meaning, it is intended to control the geometrical aspects of critical sets; on the other
side, the hyperbolicity controls the nonwandering orbits. This result motivates some
interesting questions, pointing to a characterization of the C r structural stability.

Problem 30.5. Does a similar statement hold for Axiom A maps with saddle type
basic pieces?
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Problem 30.6. Try to give a characterization of C r structural stability for Axiom A
maps whose basic pieces are attracting or expanding and there are no critical points
in Ő .
The following was posed in [18]:

Problem 30.7. Does C r structural stability imply that the set of critical points has
its future orbit disjoint to the nonwandering set?

If a diffeomorphism f is C 1 structurally stable, then any iterate f k is also C 1

structurally stable, because one can use the characterization by Axiom A plus Strong
Transversality. However, the geometry of the singular sets may produce unexpected
results. We will use below that for generic maps in dimension two, the critical set is
a one dimensional manifold.

Example 30.5. A C1 structurally stable map f such that f 2 is notC1 structurally
stable.

Begin with p.z/ D �.2z3 � 3z2/ C 1 where � is a real negative small parameter.
Considering its restriction to the real axis, one can see that p.0/ D 1, that p0.0/ D
p0.1/ D 0 and that there is an attracting fixed point a > 1. Moreover, the Julia set of
the polynomial p is hyperbolic, because both critical points are attracted to a. The
map p itself is not stable because the critical points are degenerate and one of them
belongs to the orbit of the other. Using the genericity of maps with nondegenerate
critical points, one can produce a C1 perturbation f of p such that the following
conditions hold:

1. The critical set of f consists of two small circles C0 and C1, the first close to 0
and the other close to 1.

2. The image f .C0/ intersects C1 transversally (see Fig. 30.2).
3. The forward iterates of f .C0/ [ C1 are pairwise disjoint and converge to the

fixed attractor a.
4. f and p are ˝ equivalent.

It follows that f satisfies the hypothesis of Theorem 30.7, so it is C1 structurally
stable. The critical set of f 2 contains C0 [ f �1.C1/: this cannot be a one dimen-
sional manifold, hence f 2 cannot be geometrically stable, and by the claim at the
beginning of the section follows that it is not structurally stable.

C0
f (C0)

C1

Fig. 30.2 The image f .C0/ intersects C1 transversally
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In the spirit of the fundamental fact stated at the beginning of this section, there
exists another approach to the problem of dealing with stability of maps with critical
points. In [13], another concept of stability was defined: A map f is said C r stable
modulo singular sets if there exists a C r neighborhood U of f such that, if two
maps g1 and g2 in U are geometrically conjugate, then they are also topologically
conjugate. The following result was proved:

Theorem 30.8. If a map f is C 1 stable modulo singular sets, then f satisfies
the (strong) Axiom A, has no critical points in the nonwandering set and each
component of Sf must be contained in the basin of a periodic attractor.

On the other hand, it can be proved as in [14] that an Axiom A endomorphism whose
basic pieces are expanding or attracting, has no critical points in Ő and satisfies the
non critical relations property, is C 1 stable modulo singular sets.

This concept is intended to understand when a map is stable regardless of
the obstructions introduced by the presence of wandering singularities. Examples
of maps satisfying these hypothesis are certain hyperbolic rational maps in the
Riemann sphere. Indeed, a hyperbolic rational map is Axiom A and its basic pieces
are expanding or attracting; if moreover, there are no critical relations, then the map
is C 1 stable modulo singular sets.

There exist some other results involving stability in restricted contexts. For exam-
ple, Franke has shown that generic contracting maps are structurally stable in a
topology that depends on the dimension of the ambient manifold, [5]. Ikegami
considered deformed horseshoes to give examples of the nondensity of Axiom A
endomorphisms, see [11].

The characterization of ˝ stability is another interesting problem still open. It
was shown by Przytycki that a weak Axiom A map without singularities is C 1-˝
stable (Definition 30.5) if and only if it is strong Axiom A without cycles. Under the
hypothesis of weak Axiom A, he also showed the inverse stability of the nonwan-
dering set. By Theorem 30.3 it follows that a C 1 map without critical nonwandering
points, C 1-˝ stability is equivalent to Axiom A plus the no cycles condition. Mañé
and Pugh gave an example of a C 1-˝ stable map whose critical set persistently
intersects the nonwandering set. Then some conditions were found sufficient for
a map having nonwandering critical points to be C 1-˝ stable, [4]. It was also
proved that these were necessary conditions for C 1-˝ stability in manifolds of
dimension two.

Problem 30.8. Find necessary and sufficient conditions for a map f to be C 1-˝
stable.

We finish this section with a brief comment on inverse stability (Definition 30.2).
It was shown by Przytycki that Anosov endomorphisms without critical points are
always C 1 inverse stable [25]. When the critical set does not intersect the non-
wandering set, Theorem 30.3 implies that weak Axiom A is a necessary condition
for C 1 inverse stability. The problem of completely characterize inverse stability
seems difficult when there exist saddle type basic pieces intersecting the critical
sets. However, if Problem 30.1 is solved by the affirmative, then weak Axiom A
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will be necessary for C 1 inverse stability, and it seems plausible that the following
problem has a solution.

Problem 30.9. Weak Axiom A plus Strong Transversality is equivalent to C 1

inverse stability for maps without saddle type basic pieces.

30.7 Maps Without Singularities

In this section we consider stability for maps without critical points. As was stated
above, the C 1-˝ stability was already characterized. It was also explained that C 1

stability implies the absence of critical points. By virtue of the Theorems 30.3 and
[25] already stated, C 1 structural stability implies strong Axiom A. Moreover, the
Strong Transversality condition is also necessary for C 1 structural stability [15]. To
characterize C 1 structural stability of arbitrary C 1 maps it remains:

Problem 30.10. Prove that the above conditions are sufficient for C 1 stability.

This was solved in manifolds of dimension two [15].
It is not easy to find examples of structurally stable maps.
Claim: If a product F is structurally stable, then F is a diffeomorphism or an

expanding map.
Let F D .f; g/. Then f and g are structurally stable and one can assume that f

is not a diffeomorphism and g is not expanding. If f is a noninvertible structurally
stable map, then there exists a basic piece � that is backward invariant (f �1.�/ D
�): this follows from the Strong Transversality condition. As g is not expanding,
then at least one basic piece of g is an attractor. But then the product of f and g has
a basic piece that is not expanding nor injective, thus contradicting the Axiom A.

Example 30.6. The first example of a C 1 structurally stable noninvertible nonex-
panding map is in dimension one, and was found by M. Shub [32].

Let f .z/ D z2 be defined in the unit circle, and define a new map g equal to
f outside a neighborhood of 1, and such that the fixed point 1 is modified to
be an attractor. This should be named a derived from expanding map. The result-
ing endomorphism has degree equal to two, its nonwandering set consists of an
attracting fixed point and a Cantor expanding set (see Fig. 30.3). Examples in higher
dimensions are harder to find.

Example 30.7. A class of examples were obtained in [14]; Let f be the endomor-
phism of S1 � S2 defined by the formula:

f .z;w/ D .z2; z=2C w=3/;

where S2 was identified with the extended complex plane.
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Fig. 30.3 A derived from
expanding map
endomorphism

The nonwandering set is the union of two basic pieces: One of them is an attracting
solenoid A obtained as the intersection of the forward images of S1�D, where D is
the unit disc. The other is the expanding basic piece R WD S1 � f1g. The basin of
attraction of A is equal to the complement of R. This simple formula hides an inter-
esting particularity of the map. Note that the map has degree equal to two, and that
the restriction of f to A is injective, so the set A0 WD f �1.A/nAmust be nonempty
and contained in the (connected) basin of A, but f has no singularities. Further
preimages of A0 are disjoint, contained in the basin of A, and convergent to R.

Example 30.8. The last example is due to Przytycki [25]. It is an Axiom A map
satisfying the Strong Transversality condition.

Let f be the map of Example 30.6, and consider the product F D f � g, where
g is a diffeomorphism of the circle with an attractor a and a repeller b. This map,
as was explained above, is not Axiom A because it has a basic piece that is neither
expanding nor injective. The map is modified to make the saddle type basic piece
injective (see [25], page 76).
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Chapter 31
Differential Rigidity and Applications
in One-Dimensional Dynamics

Yunping Jiang

Abstract In this survey, I summarize some work towards understanding of differ-
ential rigidity and smooth conjugacy in one-dimensional dynamics. In particular, I
focus on those dynamical systems that have critical points and on those dynamical
systems that have only C 1C˛, 0 < ˛ < 1, smoothness.

31.1 Introduction

Mostow’s rigidity theorem says that two closed hyperbolic 3-manifolds are isomet-
rically equivalent if and only if they are homeomorphically equivalent [13]. A closed
hyperbolic 3-manifold can be viewed as the quotient space of a Kleinian group act-
ing on the upper-half 3-space. So a homeomorphic equivalence between two closed
hyperbolic 3-manifolds can be lifted to a homeomorphism of the upper-half 3-space
preserving group actions. It has a continuous extension to the boundary of upper-
half 3-space and this boundary can be viewed as the extended complex plane C.
This continuous extension is quasiconformal on the boundary, which we view as
the extended complex plane C: Since a quasiconformal homeomorphism of the
complex plane is absolutely continuous and since � is equivariant in the sense that
� ı � ı ��1 is a Möbius transformation for every transformation � in the Kleinian
group that covers the 3-manifold, it is not possible for � to have an invariant line
field, and one concludes that � must be a Möbius transformation.

The parallel situation for a closed hyperbolic Riemann surface is more compli-
cated. Such a surface can be viewed as upper half plane H factored by a finitely
generated Fuchsian group whose limit set is the extended real axis, R D R [ f1g.
Just as for 3-manifolds, a homeomorphic equivalence between two such surfaces can
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be also lifted to a homeomorphism of the upper half plane preserving group actions,
and this homeomorphism extends to the boundary, which in this case is R: The
induced boundary homeomorphism � defined on R is quasisymmetric. But there is
a new complication that arises because quasisymmetric homeomorphisms are not
necessarily absolutely continuous. One can view this complication as what makes
possible the theory of deformations of such groups, that is, Teichmüller theory.
Nonetheless a version of Mostow’s rigidity theorem is still available.

Theorem 31.1. (Mostow [13]). Suppose X D H=�X and Y D H=�Y are two
closed hyperbolic Riemann surfaces covered by finitely generated Fuchsian groups
�X and �Y of finite analytic type. Suppose � from R to R induces the isomorphism
by � 7! � ı� ı��1: Then � is a Möbius transformation if and only if it is absolutely
continuous.

A stronger version of Mostow’s rigidity theorem is proved by Tukia in [19].

Theorem 31.2. (Tukia [19]). Suppose X D D=�X and Y D D=�Y are two closed
hyperbolic Riemann surfaces with the same hypotheses as in the previous theorem.
Then � is a Möbius transformation if and only if it is differentiable at one radial
limit point with non-zero derivative.

For a proof of this theorem from the dynamical systems point of view, we refer
the reader to [3].

In the 1980s Sullivan set up a dictionary between Kleinian groups and one-
dimensional dynamical systems. In his classes at the CUNY Graduate Center
between 1986 and 1989 the following theorems were presented, [17].

Theorem 31.3. (Shub [14]). Suppose f and g are two C 1 orientation preserving
circle expanding endomorphisms of the same degree. Then f and g are topologi-
cally conjugate by an orientation preserving homeomorphism �:

Moreover,

Theorem 31.4. (Shub–Sullivan [15]). Suppose f and g are two analytic orientation
preserving circle expanding endomorphisms of the same degree. Then the conjugacy
� is analytic if and only if it is absolutely continuous.

This theorem can be generalized to the C 1C˛ case for any 0 < ˛ � 1: We say
f is C 1C˛ if it is differentiable and its derivative f 0 is a Hölder continuous with
Hölder exponent ˛. That is, there is a numberK > 0 such that

jf 0.x/� f 0.y/j � Kjx � yj˛; 8 x; y:

In particular, for ˛ D 1; we say f is C 1C1, or equivalently C 1CLipschitz if f 0 is
Lipschitz, that is if there is a numberK > 0 such that

jf 0.x/ � f 0.y/j � Kjx � yj; 8 x; y:
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Theorem 31.5. Suppose f and g are C 1C˛ orientation preserving circle expand-
ing endomorphisms of the same degree for any 0 < ˛ � 1 (see Sect. 31.2.4). Then
the conjugacy � is C 1C˛ if and only if it is absolutely continuous.

Moreover,

Theorem 31.6. Suppose f and g are two C 1C˛ orientation preserving circle
expanding endomorphisms of the same degree for any 0 < ˛ � 1 (see Sect. 31.2.4).
Then the conjugacy � is C 1C˛ if and only if all of the eigenvalues of f and g at
corresponding periodic points are identical.

See for example [2, 5–9, 11] for proofs of Theorems 5 and 6. Theorem 6 is a
consequence of Theorem 5 because if eigenvalues of f and g are equal at all cor-
responding periodic points, then one can use Markov partitions for f and g to
prove the conjugating map � is bi-Lipschitz. A bi-Lipschitz homeomorphism is
absolutely continuous. The following analogue to Tukia’s theorem was presented
by Sullivan [17].

Theorem 31.7. (Sullivan [17]). Suppose f and g are two analytic orientation pre-
serving circle expanding endomorphisms of the same degree. Then the conjugacy �
is analytic if and only if it is differentiable at one point with non-zero derivative.

The argument in the outline of the proof given by Sullivan in [17] can easily be
generalized to the C 1CLipschitz case.

Theorem 31.8. Suppose f and g are two C 1CLipschitz orientation preserving
circle expanding endomorphisms of the same degree. Then the conjugacy � is
C 1CLipschitz if and only if it is differentiable at one point with nonzero derivative.

However, the argument cannot be used for the C 1C˛ case for 0 < ˛ < 1: Let me
first give the outline of the proof of Theorem 31.8 and show why it cannot be used
in the C 1C˛ case.

Outline of the proof of Theorem 31.8. Suppose h is differentiable at a point x0 on
the circle. Then

h.x/ D h.x0/C h0.x0/.x � x0/C o.jx � x0j/

for x close to x0 and suppose

g ı h D h ı f:

Consider fxn D f n.x0/g1nD0: Let 0 < a < 1 be a real number. Consider the interval
In D .xn; xn C a/: Let Jn D .x0; zn/ be an interval such that

f n W Jn ! In

is a C 1C1 diffeomorphism. Let f �n W In ! Jn denote its inverse. Since f is
expanding, the length jJnj ! 0 as n!1: Similarly, we have
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gn W h.Jn/! h.In/

is a C 1C1 diffeomorphism. Let g�n W h.In/! h.Jn/ be its inverse. Then

h.x/ D gn ı h ı f �n.x/; x 2 In:

Let
˛n.x/ D x � x0

xn � x0 W Jn ! .0; 1/

and

ˇn.x/ D x � h.x0/
h.xn/ � h.x0/ W h.Jn/! .0; 1/:

Then
h.x/ D .gn ı ˇ�1

n / ı .ˇn ı h ı ˛�1
n / ı .˛n ı f �n/.x/; x 2 In:

The key estimate comes from the following distortion lemma (refer to, for exam-
ple, [11]).

Lemma 31.1. (The Lipschitz case). There is a constant C > 0 independent of n
and any inverse branches of f n and gn such that

ˇ
ˇ
ˇ
ˇlog j .f

�n/0.x//
.f �n/0.y//

j
ˇ
ˇ
ˇ
ˇ � C jx � yj; for all x and y in In

and ˇ
ˇ
ˇ
ˇlog j .g

�n/0.x//
.g�n/0.y//

j
ˇ
ˇ
ˇ
ˇ � C jx � yj; for all x and y in h.In/:

From this distortion property, one can conclude that gn ı ˇ�1
n and ˛n ı f �n

are sequences of bi-Lipschitz homeomorphisms with a uniform Lipschitz constant.
Therefore, they have convergent subsequences. Without loss of generality, let us
assume that these two sequences themselves are convergent. The map ˇn ı h ı ˛�1

n

converges to a linear map.
Since the unit circle is compact and all In have fixed length a, there is a sub-

sequence Ini
of intervals such that \1

iD1Ini
contains an interval I of positive

length. Without loss of generality, let us assume that \1
nD1In contains an inter-

val I of positive length. Thus h is a bi-Lipschitz homeomorphism on I . Since f
and g are expanding, this implies h is bi-Lipschitz on the whole unit circle, and so
Theorem 31.8 follows from Theorem 5. This completes the proof.

This argument cannot be used if we assume only that f and g are C 1C˛ for some
0 < ˛ < 1: The reason is that in this situation we only have the following distortion
estimate (refer to, for example, [11]).

Lemma 31.2. (The Hölder case). Suppose f and g are C 1C˛ for 0 < ˛ < 1: Then
there is a constant C > 0 independent of n and any inverse branches of f n and gn

such that ˇ
ˇ
ˇ
ˇlog
j.f �n.x//0j
j.f �n.y//0j

ˇ
ˇ
ˇ
ˇ � C jx � yj˛ ; for all x and y 2 In
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and ˇ
ˇ
ˇ
ˇlog
j.g�n.x//0j
j.g�n.y//0j

ˇ
ˇ
ˇ
ˇ � C jx � yj˛; for all x and y 2 h.In/:

Therefore, gn ı ˇ�1
n and ˛n ı f �n are only sequences of ˛-Hölder home-

omorphisms with a uniform Hölder constant. Since we cannot conclude that h
is bi-Lipschitz, for this case the assumption must be slightly modified. We will
mention a related result in the next section (see Theorem 15).

31.2 Quasi-Hyperbolic One-Dimensional Maps

I have studied the differential rigidity problem and the smooth conjugacy problem in
one-dimensional dynamics with critical points and in theC 1C˛ case since 1986. The
first work for one-dimensional maps with critical points is for generalized Ulam-von
Neumann transformations in my PhD dissertation [4]. Soon this work was extended
to geometrically finite one-dimensional maps in [5]. And later, it is extended to
quasi-hyperbolic one-dimensional maps in [6]. In this section, I would like to give a
brief description of this work. All results mentioned below are distributed in several
papers. I will not indicate them one by one. The reader who is interested in more
details can go to papers [2, 4–10] and the book [11].

31.2.1 Quasi-Hyperbolicity

Let M be the interval Œ0; 1� or the unit circle R=Z. Let f WM !M be a piecewise
C 1 map. A point c 2M is said to be singular if either f 0.c/ does not exist or f 0.c/
exists but f 0.c/ D 0. A singular point c is said to be power law if there is an interval
.c��c ; cC�c/, �c > 0, such that the restrictions of f to .c��c ; c/ and to .c; cC�c/
are C 1 and such that there is a real number � D �.c/ � 1 such that the limits

lim
x!c�

f 0.x/
jx � cj��1 D B� and lim

x!cC
f 0.x/
jx � cj��1 D BC

exist and are non-zero. The number � is called the exponent at c.
For a power law singular point c, let

rc;�.x/ D f 0.x/
jx � cj��1 ; x 2 .c � �c ; c/
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and

rc;C.x/ D f 0.x/
jx � cj��1 ; x 2 .c; c C �c/:

A singular point c is called critical if � > 1.
Let SP denote the set of all singular points and let CP denote the set of all

critical points. Let PSO D [1
iD1f i .SP / be the set of post-singular orbits.

Remark 31.1. The exponent is C 1-invariant meaning that if f and g are C 1 conju-
gated maps (i.e., there is a C 1 diffeomorphism h such that h ı f D g ı h), then the
exponents of f and g are the same at corresponding power law critical points.

In the rest of this survey, I always assume that f satisfies the following two
conditions:

(1) SP is finite (could be empty).
(2) Every singular point in SP is power law type.

Let � > 0 be a real number. For every critical point c 2 CP , let Uc D Œc � �;
c C ��. Suppose � is small enough so that different Uc are disjoint. Define

U D U.�/ D [c2CPUc and V D V.�/ DM n U.�
2
/:

Denote
Uc;� D Uc \ .c � �; c/ and Uc;C D Uc \ .c; c C �/:

Definition 31.1 (Hölder Continuity). We call the map f C 1C˛ for some 0<˛�1
if there is � > 0 such that

(i) f on every component of M n SP is C 1 and the derivative f 0 is ˛-Hölder
continuous.

(ii) Every rc;˙jUc;˙ is ˛-Hölder continuous.

Definition 31.2 (Chain of intervals). A sequence of intervals fIigniD0 is called a
chain (with respect to f ) if

(a) Ii �M n SP for all 0 � i � n
(b) f W Ii ! IiC1 is a C 1-diffeomorphism for every 0 � i � n� 1
(c) Either Ii � V.�/ for all 0 � i � n � 1 or the last interval In � U.�/ (but in

later case, some Ii , 0 < i < n � 1, may not be contained in U.�/ or V.�/)

A chain I D fIigniD0 is said to be regulated if either Ii � V or Ii � U for all
0 � i � n.

Definition 31.3. [Quasi-Hyperbolicity] The map f is said to be quasi-hyperbolic if

(1) f is C 1C˛ for some 0 < ˛ � 1.
(2) PSO \ U.�/ D ; for some number � > 0; and
(3) there are two constants C > 0 and 0 < � < 1 such that for any chain fIigniD0,jI0j � C�njInj.
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Let � > 0 be a fixed small number in the rest of this survey. Suppose f and g
are two quasi-hyperbolic maps. We say f and g are topologically conjugate if there
is a homeomorphism h fromM onto itself such that

f ı h D h ı g:

31.2.2 Geometrical Finiteness

In this section we define a subspace of quasi-hyperbolic one-dimensional maps
which we call geometrically finite.

Let SO D [1
nD0f n.SP / be the union of singular orbits of f . If SO is non-

empty and finite, let �1 D fI0; � � � ; Ik�1g be the set of the closures of intervals in
M n SO , then .f; �1/ has Markovian property. This means that

(a) I0, : : :, Ik�1 have pairwise disjoint interiors.
(b) The union [k�1

iD0Ii of all intervals in �1 is M .
(c) The restriction f W I ! f .I / for every interval I in �1 is homeomorphic.
(d) The image f .I / of every interval I in �1 is the union of some intervals in �1.

We call �1 a Markov partition.
Let gi D .f jIi /�1 be the inverse of f W Ii ! f .Ii / for each Ii 2 �1. A

sequence wn D i0 � � � in�1 of 0’s, � � � , .k � 1/’s is called admissible if the domain
f .Iil / of gil contains IilC1

for all 0 � l < n � 1. For an admissible sequence
wn D i0 � � � in�1 of 0’s, � � � , .k�1/’s, we can define gwn

D gi0 ı � � �gin�1
and Iwn

D
gwn

.f .Iin�1
//. Let �n be the set of the intervals Iwn

for all admissible sequences of
length n. It is also a Markov partition ofM respect to f . We call it the nth-partition
ofM induced from .f; �1/. Let 
n be the maximum of the lengths of intervals in �n.

Definition 31.4 (Geometrical Finiteness). We call f geometrically finite if

(i) The set of singular orbits SO is non-empty and finite.
(ii) No critical point is periodic.

(iii) There are constants C > 0 and 0 < � < 1 such that 
n � C�n for all n > 0.

A point p 2M is called periodic of period k if f i .p/ ¤ p for all 0 < i < k but
f k.p/ D p. When k D 1, we also call it fixed. For a periodic point p of period k,
ep D .f k/0.p/ is called the eigenvalue of f at p. Then p is called attractive if
jepj < 1; parabolic if jepj D 1; expanding if jepj > 1. A critical point c of a C 2

map is called non-degenerate if f 0.c/ D 0 and f 00.c/ ¤ 0.
We now give two examples of geometrically finite maps. The first example is a

consequence of Theorem 6.3, pp. 261–262 in [12].

Example 31.1. A C 2 map f with only non-degenerate critical points such that
PSO and SP are both finite and PSO \ SP D ; and all periodic points are
expanding.



494 Y. Jiang

The Schwarzian derivative of a C 3 map h is defined as

S.h/ D h000

h0 �
3

2

�h00

h0
�2
:

We say that h has negative Schwarzian derivative if S.h/.x/ < 0 for all x. Singer
(see [16]) proved that if f is C 3 and has negative Schwarzian derivative, then the
immediate basin of every attractive or parabolic periodic orbit contains at least one
critical orbit. Therefore, if f has negative Schwarzian derivative and if PSO \
SP D ; and if PSO contains neither attractive nor parabolic periodic points, then
all periodic points of f are expanding. The map f is said to be preperiodic if for
every singular point c, f m.c/ is an expanding periodic point for some integerm�1.
Then PSO D PSO contains neither attractive nor parabolic periodic points. A
special case of Example 31.1 is that

Example 31.2. A preperiodic C 3 map f having negative Schwarzian derivative.

If two geometrically finite one-dimensional maps f and g is topologically con-
jugate by a homeomorphism h, then the conjugacy h is quasisymmetric (see [10]
or [11, pp88–91, Sect. 3.5] for a proof). This implies that h is a Hölder continuous
function.

31.2.3 Generalized Ulam-von Neumann Transformations

A special subspace of geometrically finite maps is generalized Ulam-von Neumann
transformation, which is the first class I have studied in this direction.

Definition 31.5 (Generalized Ulam-von-Neumann Transformations). Suppose
M D Œ�1; 1�. We call f a generalized Ulam-von Neumann transformation if

(1) f is geometrically finite with only one singular point 0
(2) f .�1/ D f .1/ D �1 and f .0/ D 1
(3) f jŒ�1; 0� is increasing and f jŒ0; 1� is decreasing

One example of a generalized Ulam-von Neumann transformation is f .x/ D
1�2jxj� for � � 1. Another one is f .x/ D �1C2 cos.�x=2/. If f is a generalized
Ulam-von Neumann transformation, let I0 D Œ�1; 0� and I1 D Œ0; 1�. We then
have that f .I0/ D f .I1/ D M . Thus �0 D fI0; I1g is a Markov partition. The
post-singular orbit PSO D [1

iD1f i .0/ is f�1; 1g.
Any two generalized Ulam-von Neumann transformations f and g are topo-

logically conjugate, the conjugacy h is quasisymmetric (see [4] or [11, pp. 88–91,
Sect. 3.5] for a proof). This implies that h is a Hölder continuous function.

31.2.4 C 1C˛ Circle Endomorphisms

Another class of quasi-hyperbolic one-dimensional maps is orientation-preserving
circle coverings.
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Let M D R=Z be the unit circle. Suppose f is an orientation-preserving circle
covering. Suppose f is C 1. Then f is called a circle expanding endomorphism if
there are constants C > 0 and � > 1 such that

.f n/0.x/ � C�n; x 2M; n � 1:

An example of an expanding circle endomorphism is x 7! dx .mod 1/, where
d > 1 is an integer. If the topological degree of f is d , then f is topologically
conjugate to x 7! dx .mod 1/. Thus any two C 1 circle expanding endomorphisms
f and g of the same degree are topologically conjugate.

An expanding circle endomorphism f is called C 1C˛ for some 0 < ˛ � 1 if
f is C 1 and its derivative f 0 is ˛-Hölder continuous. If both f and g are C 1C˛
circle expanding endomorphisms of the same degree, then the conjugacy h is qua-
sisymmetric (see [11, pp. 88–91, Sect. 3.5] or [2] for a proof). This implies that h is
a Hölder continuous function.

A C 1C˛ circle expanding endomorphism for 0 < ˛ � 1 is quasi-hyperbolic and
has no singular points.

31.3 Differential Rigidity and Applications

We use Leb to mean the Lebesgue measure on M . Our map f (or g) in this section
satisfies three more techniqical conditions:

(1) PSO has measure zero, i.e., Leb.PSO/ D 0.
(2) The set PSO is not an attractor. More precisely, there is an open neighborhood

PSO � W ¤ M such that for any point p 2 M either f n falls into PSO
eventually (i.e., ff n.p/g1nDN � PSO for someN > 0) or it leavesW infinitely
often (i.e., there is a subsequence ff ıni .p/g1iD1 �M nW ).

(3) The map f is mixing, that is, for any intervals I; J � M , there is an integer
n � 0 such that f n.J / � I .

The last two conditions are invariant under topological conjugacy. The condition (3)
implies that the dynamical system ff ng1nD0 cannot be decomposed.

Denote M0 D M n PSO. For any point p 2 M , define the backward orbit of p
to be the countable set

BO.p/ D [1
nD0f �n.p/

Suppose that f and g are two quasi-hyperbolic maps conjugate by h, that is,

h ı f D g ı h:

Then from the equation, if h is differentiable at p 2 M0, it is necessarily differen-
tiable at all points in BO.p/.
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Definition 31.6. We call h differentiable at p 2 M0 with uniform bound if there
are a small neighborhoodZ of p and a constant C > 0 such that

C�1 � jh0.q/j � C; q 2 BO.p/ \Z:

We have the following theorem in one-dimensional dynamics (see [6]).

Theorem 31.9. Suppose that f and g are quasi-hyperbolic maps conjugate by h.
Then h restricted to M0 is C 1 if and only if h is differentiable at one point p 2 M0

with uniform bound.

The key distortion estimation in the proof of Theorem 31.9 is the following dis-
tortion result. The reader can refer to [6, pp. 369–371] for a complete proof of this
lemma. He can also find a complete proof of this lemma in the geometrically finite
case in [11, pp. 82–97, Sect. 3.4]. The estimation of the distortion for a dynamical
system is always important in the study of dynamical systems. Chapters 1, 2, and 3
of [11] contain a general discussion of distortion properties.

We use d.�; �/ to mean the distance between two points or two sets.

Lemma 31.3 (C 1CHölder-Denjoy-Koebe Type Distortion Lemma). Suppose f is
a quasi-hyperbolic map. Then there are constants C;D > 0 such that for any
regulated chain I D fIigniD0 and for all x and y in I0,

ˇ
ˇ
ˇlog

� j.f n/0.x/j
j.f n/0.y/j

�ˇ
ˇ
ˇ � C jxn � ynj˛� CD jxn � ynj

d.fxn; yng; PSO/
;

where xn D f n.x/ and yn D f n.y/ and where 0 < ˛ � 1 is the Hölder exponent
and � � 1 is the maximum of all the exponents of power law critical points.

Consider the conjugacy h.x/ D 2
�

arcsin.x/ between f .x/ D 1 � 2x2 and
g.x/ D 1 � 2jxj on Œ�1; 1�. The maps h and h�1 are both C 1 on .�1; 1/. But h0 is
not uniformly continuous because the exponents of f and g at 0 are different. Note
that the exponent at a singular point is invariant under C 1 conjugacy. Furthermore,
we have the following improvement of Theorem 31.9 (see [6]).

Theorem 31.10. Suppose f and g and h are the same as those in Theorem 31.9.
Suppose all the exponents of f and g at the corresponding singular points are the
same. Then h restricted to the closure of every interval of M0 is a C 1Cˇ diffeomor-
phism for some 0 < ˇ � 1 if and only if h is differentiable at one point in M0 with
uniform bound.

We can use the equality of eigenvalues of f and g at corresponding periodic
points to verify the condition, differentiable at one point with uniform bound, in
Theorems 31.9 and 31.10 (see [6]).

Lemma 31.4. Suppose f and g and h are those in Theorem 31.9. If h is differen-
tiable at a point p in M0 with non-zero derivative and if there is an open interval
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Y about p such that the absolute values of the eigenvalues of f and g at periodic
points in Y and at corresponding periodic points in h.Y / are the same, then h is
differentiable at p with uniform bound.

The above lemma combining with Theorems 31.9 and 31.10 give us the following
results (see [6]).

Corollary 31.1. Suppose f and g and h are those in Theorem 31.9. Then hjM0 is
C 1 if and only if h is differentiable at one point p in M0 with non-zero derivative
and the absolute values of the eigenvalues of f and g at periodic points in a small
neighborhood Y of p and at corresponding periodic points in h.Y / are the same.

Corollary 31.2. Suppose f and g and h are those in Theorem 31.9. Suppose all the
exponents of f and g at the corresponding singular points are also the same. Then h
restricted on the closure of every interval ofM0 is a C 1Cˇ diffeomorphism for some
fixed 0 < ˇ � 1 if and only if h is differentiable at one point p inM0 with non-zero
derivative and the absolute values of the eigenvalues of f and g at periodic points
in a small neighborhood Y of p and at corresponding periodic points in h.Y / are
the same.

The following rigidity result is now can be obtained from Theorems 31.9 and
31.10 and Corollaries 31.1 and 31.2 (see [6]).

Corollary 31.3. Suppose f and g and h are those in Theorem 31.9. Then hjM0 is
C 1 if and only if there is a small interval Y of M such that hjY is absolutely con-
tinuous. Furthermore, if all the exponents of f and g at the corresponding singular
points are also the same, then h restricted on the closure of every interval of M0 is
C 1Cˇ for some fixed 0 < ˇ � 1 if and only if there is a small interval Y of M such
that hjY is absolutely continuous.

The reader can find the detailed proofs of Theorems 31.9 and 31.10 and Corol-
laries 31.1, 31.2, and 31.3 in [6]. We give an outline of the proof of Theorem 31.9
in the next section.

Previously, we have proved Theorem 31.9 for geometrically finite one-dimen-
sional maps. In [18], Sullivan defined scaling functions for Cantor sets on the line
and used them in the study of differentiable structures on Cantor sets. Furthermore,
in [4,5,7,11], we defined the scaling function Sf for every geometrically finite one-
dimensional map f by using Markov partitions. We have proved that the scaling
function Sf exists for any geometrically finite one-dimensional map f and is a
function defined on the dual symbolic space. Moreover, if f has no critical point,
then the scaling function Sf is Hölder continuous; and if f has critical points,
then the scaling function Sf is discontinuous with certain jump discontinuity. Using
scaling functions and Theorem 31.9, we studied the smooth conjugacy between two
geometrically finite one-dimensional maps in [7, 8] as follows.

Theorem 31.11. Suppose f and g and h are two geometrically finite one-
dimensional maps. Then hjM0 is C 1 if and only if Sf D Sg . Furthermore, if
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all the exponents of f and g at the corresponding singular points are also the same,
then h restricted on the closure of every interval of M0 is C 1Cˇ for some fixed
0 < ˇ � 1 if and only if Sf D Sg .

The space of generalized Ulam-von Neumann transformations is the first class of
one-dimensional maps with critical points which we studied in this direction (refer
to [2, 4, 6, 9, 11]).

Theorem 31.12. Suppose that f and g are two generalized Ulam-von Neumann
transformations on Œ�1; 1�. Suppose h is the conjugacy from f to g. Then hj.�1; 1/
is C 1 if and only if h is differentiable at one point p 2 .�1; 1/ with uniform bound.
If the exponents of f and g at the singular point 0 are also the same, denoted as
� � 1 and both f and g are C 1C˛ for some 0 < ˛ � 1, then h is C 1C˛=� if and
only if h is differentiable at one point p 2 .�1; 1/ with uniform bound.

Theorem 31.13. Suppose that f and g and h are the same as in Theorem 31.12.
Then hj.�1; 1/ is C 1 if and only if h is absolutely continuous. If the exponents of f
and g at the singular point 0 are also the same, denoted as � � 1 and both f and
g are C 1C˛ for some 0 < ˛ � 1, then h is C 1C˛=� if and only if h is absolutely
continuous.

Theorem 31.14. Suppose that f and g and h are the same as in Theorem 31.12.
Then hj.�1; 1/ isC 1 if and only if eigenvalues of f and g at corresponding periodic
points in .�1; 1/ are the same. If the exponents of f and g at the singular point 0 are
also the same, denoted as � � 1 and both f and g are C 1C˛ for some 0 < ˛ � 1,
then h is C 1C˛=� if and only if eigenvalues of f and g at corresponding periodic
points in Œ�1; 1� are the same.

For the C 1C˛ circle expanding endomorphisms case for 0 < ˛ < 1, we have that

Theorem 31.15. Suppose f and g are C 1C˛ circle expanding maps of the same
degree for some 0 < ˛ < 1. Suppose h is the topological conjugacy from f to g,
that is, f ı h D h ı g. Then h is C 1C˛ if and only if h is differentiable at one point
p on the circle with uniform bound.

31.4 Outline of the Proof of Theorem 31.9

The “only if ” part of Theorem 31.9 is obvious. We outline the proof of the “if part”
of Theorem 31.9 in [6] (see also [7, 8]) by the following steps, in which we use
Lemma 31.3 repeatedly.

Suppose f and g are C 1C˛ for 0 < ˛ � 1. Suppose the conjugacy h is differen-
tiable with uniform bound at p. LetZ be an open interval aboutp in Definition 31.6.
Let� D [1

nD0f �n.PSO/. Then Leb.�/ D 0. Let˝ be the set of all self-recurrent
points in M n� of f .

Step 1: The set ˝ has full Lebesgue measure in M .

Step 2: hjZ is bi-Lipschitz.
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This step is important in the proof. As we pointed out in the introduction, we
need to develop a new technique to prove this step as follows. Let �1 be the set of
intervals of f �1.Z/ contained in Z. Inductively, let �n be the set of intervals of
f �n.Z/ contained in Z n 
 [I2�n�1

I
�
. Because f is mixing, there are infinitely

many integers n such that �n is non-empty.
Suppose �n is non-empty. Then for any interval I 2 �n, f n W I ! Z and

gn W h.I /! h.Z/ are C 1C˛-diffeomorphisms. Moreover we have that

jh.I /j
jI j D

j.f n/0.x/j
j.gn/0.h.y//j

jh.Z/j
jZj

for some x; y 2 I . Without loss of generality, we assume that ff k.I /gn
kD0 and

fgk.h.J //gn
kD0 are regulated chains.

Let q 2 I � Z be the preimage of p under f n W I ! Z. Then

.f n/0.q/
.gn/0.h.q//

D h0.q/
h0.p/

:

So we have that a constant C1 > 0 such that

C�2
1 � j.f n/0.q/j

j.gn/0.h.q//j � C
2
1 :

Therefore,

C�2
1

j.f n/0.x/j
j.f n/0.q/j

j.gn/0.h.q//j
j.gn/0.h.y//j

jh.Z/j
jZj �

jh.I /j
jI j

� C 21
j.f n/0.x/j
j.f n/0.q/j

j.gn/0.h.q//j
j.gn/0.h.y//j

jh.Z/j
jZj :

Applying Lemma 31.3, there is a constant C2 > 0 such that

C�1
2 �

j.f n/0.x/j
j.f n/0.q/j � C2 and C�1

2 �
j.gn/0.h.q//j
j.gn/0.h.y//j � C2:

So we have a constant C3 > 0 such that

C�1
3 �

jh.I /j
jI j � C3:

Suppose x < y are in Z. Let �1.x; y/ be the set of intervals of f �1.Z/ con-
tained in Œx; y�. Inductively, let �n.x; y/ be the set of intervals of f �n.Z/ contained
in Œx; y� n 
 [I2�n

I
�
. Then

[1
nD1 [I2�n.x;y/ I
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is the union of pairwise disjoint intervals and its closure is Œx; y�. Let

A D Œx; y� n 
 [1
nD1 [I2�n.x;y/I

�
:

Since every point z ¤ x; y in A is not self-recurrent, we have that Leb.A/ D 0.
Hence

Leb

 [1

nD1 [I2�n.x;y/I
� D

1X

nD1

X

I2�n.x;y/

jI j D Œx; y�:

Similarly,

Leb

 [1

nD1 [I2�n.x;y/h.I /
� D

1X

nD1

X

I2�n.x;y/

jh.I /j D h.Œx; y�/:

The additive formula implies that

C�1
3 � jh.x/ � h.y/jjx � yj � C3:

Therefore, hjZ is bi-Lipschitz.
The next step is to promote from the bi-Lipschitz property to the uniformly

continuity property for the derivative h0 on a subset of Z with full Lebesgue
measure.

Since hjZ is bi-Lipschitz, h0 exists a.e. in Z and is integrable. Since .hjZ/0.x/
is measurable, hjZ is a homeomorphism, and Leb.�/ D 0, we can find a point p0
in Z n� and a subset E0 containing p0 such that

(1) hjZ is differentiable at every point in E0
(2) p0 is a density point of E0
(3) h0.p0/ ¤ 0
(4) The derivative h0jE0 is continuous at p0.

We know there is a subsequence ff nk .p0/g1kD1 � M n W converging to a point
q0 in M n W . Let I0 D .a; b/ be an open interval about q0 such that C4 D
d.I0; PSO/ > 0. There is a sequence of interval fIkg1kD1 such that p0 2 Ik � Z
and f nk W Ik ! I0 is a C 1C˛ diffeomorphism. Without loss of generality, we may
assume that fIl;k D f l .Ik/gnk

lD0 is a regulated chain for every k � 1. Then Leb.Ik/
goes to zero as k tends to infinity.

For any positive integer s, there is an integer Ns > 0 such that

Leb.E0 \ Ik/
Leb.Ik/

� 1 � 1
s

for all k > Ns . Let Ek D f nk .E0 \ Ik/. Then h is differentiable at every point in
Ek and there is a constant C5 > 0 such that
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Leb.Ek \ I0/
Leb.I0/

� 1 � C5
s

for all k > Ns because ff nk jIkg1kD1 have uniformly bounded distortion. Let E D
\1
sD1[k>Ns

Ek . ThenE has full measure in I0 and h is differentiable at every point
in E with non-zero derivative.

Step 3: h0jE is uniformly continuous.
For any x and y in E , let zk and wk be the preimages of x and y under the

diffeomorphism f nk W Ik ! I0. Then zk and wk are in E0. From h ı f D g ı h,
we have that

h0.x/ D .gnk /0.h.zk//
.f nk /0.zk/

h0.zk/

and

h0.y/ D .gnk /0.h.wk//
.f nk /0.wk/

h0.wk/:

So

ˇ
ˇ
ˇ log

�h0.x/
h0.y/

�ˇ
ˇ
ˇ �

ˇ
ˇ
ˇ log

ˇ
ˇ
ˇ
.gnk /0.h.zk//
.gnk /0.h.wk//

ˇ
ˇ
ˇ
ˇ
ˇ
ˇC

ˇ
ˇ
ˇ log

ˇ
ˇ
ˇ
.f nk /0.wk/
.f nk /0.zk/

ˇ
ˇ
ˇ
ˇ
ˇ
ˇC

ˇ
ˇ
ˇ log

� h0.zk/
h0.wk/

�ˇ
ˇ
ˇ

Applying Lemma 31.3 to both f and g, we can find a constant C6 > 0 such that

ˇ
ˇ
ˇlog

ˇ
ˇ
ˇ
.f nk /0.wk/
.f nk /0.zk/

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ � C6jx � yj˛

and ˇ
ˇ
ˇlog

ˇ
ˇ
ˇ
.gnk /0.h.zk//
.gnk /0.h.wk//

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ � C6jh.x/ � h.y/j˛

for all k � 1. Therefore,

ˇ
ˇ
ˇ log

�h0.x/
h0.y/

�ˇ
ˇ
ˇ � C6

�
jx � yj˛ C jh.x/ � h.y/j˛

�
C
ˇ
ˇ
ˇ log

� h0.zk/
h0.wk/

�ˇ
ˇ
ˇ

for all k � 1. Since h0jE0 is continuous at p0, the last term in the last inequality
tends to zero as k goes to infinity. Hence

ˇ
ˇ
ˇ log

�h0.x/
h0.y/

�ˇ
ˇ
ˇ � C6

�
jx � yj˛ C jh.x/ � h.y/j˛

�
:

This means that h0jE is uniformly continuous.

The step 3 implies that hjI0 is actually C 1. Then the last step is easy to get by
using the mixing condition.

Step 4: hjM0 is C 1.
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Chapter 32
Minimum Regret Pricing of Contingent Claims
in Incomplete Markets

C. Kountzakis, S.Z. Xanthopoulos, and A.N. Yannacopoulos

Abstract In this paper we propose a contingent claim pricing scheme between two
counterparties in an incomplete one period market. According to our approach the
two counterparties of a non-marketed contingent claim select a pair of pricing ker-
nels, in order to agree on a common price, by minimizing their joint regret function,
which quantifies the departure from their initial beliefs. The joint regret function is
a convex combination of entropy-like or norm-dependent functionals. The relevant
optimization problem is posed in terms of a partially finite convex programming
problem in the space of pricing kernels.

32.1 Introduction

A main strand of the existing literature on incomplete markets has been devoted to
the problem of pricing contingent claims, provided that the basic market structure
is given (see for example [1] and references within). The main findings of this lit-
erature is that in an incomplete market the price map (pricing kernel) is not unique,
therefore leading to a whole range of arbitrage free prices for a contingent claim.
By now there are well established methods to find this range of prices, however,
it is still unclear how one of these prices is eventually selected. Clearly, additional
criteria are needed in order to select a particular price out of the range of all possible
prices.
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One such criterion that has been proposed in the literature, is the minimization
of an entropy- like measure. Typically, a pricing kernel may be interpreted as a
probability measure -usually called an “Arrow–Debreu measure”- under which the
price of any European claim is the expectation of its discounted payoff. According
to this criterion, the pricing kernel that is selected is the one corresponding to the
Arrow–Debreu measure Q that is closer to the “true” statistical measure P on the
states of the world, that is the one that minimizes a Kuhlback-Leibner like entropy
measure H .Q;P /. This suggestion has been supported by utility pricing argu-
ments, which are related with the entropy minimization problem via duality (see for
example in [2–4] and references within etc.).

The aim of the paper is to contribute towards this strand of literature by propos-
ing alternative criteria for the pricing of the claim. While one may consider the
entropy minimization approach as a game of the economic agent against nature, we
introduce an approach that involves the interaction of agents among themselves, so
that they are led to the adoption of a single price. Our approach, without refuting
the entropy minimization approach, complements it with alternative scenarios, that
widen the scope of the theory. Our criteria are based on the concept of update of
beliefs of the two counterparties involved in the buying and selling of a contingent
claim, as introduced in [5].

We choose to work within the framework of a one period economy with finitely
many primary assets and infinitely many states of the world. Two agents are willing
to enter as counterparties into a new contract representing a European type contin-
gent claim. If the claim is not replicable by the primary assets then a multitude of
arbitrage free prices exists. Only one of these arbitrage free prices will eventually
be realised, provided that the two agents are willing to conclude the transaction. We
will present a scenario on the mechanism that leads to the realization of this single
price. In brief it goes as follows: We suppose that each counterparty has an initial
belief about the probability distribution of the future states of the world and based
on this belief chooses a reference pricing kernel that prices the contract in a way that
is consistent to the underlying market of primary assets. We further assume however
that this belief is not rigid, in the sense that each counterparty is “willing” to review
her beliefs by observing the other. As they review their beliefs, the two counterpar-
ties employ new pricing kernels for their pricing, thus departing from their initial
reference kernels. This departure from the initial pricing kernels depends on the rel-
ative bargaining power of the interacting agents and is done with some reluctance
which may cause regret. We suggest that the two counterparties will reach a unique
commonly accepted price by minimizing their joint regret.

The rest of the paper is organized as follows: In the next section we fix ideas and
notation of the general mathematical framework that we will need. In Sect. 32.3 we
introduce our model and set up the corresponding primal optimization problem. In
Sect. 32.4 we prove theorems on the existence of solution to the primal optimization
problem. In Sect. 32.5 we formulate the dual problem and show its equivalence to
the primal optimization problem. This allows us to offer an economic interpretation
of our approach within a portfolio optimization framework. These ideas are further
discussed through the more concrete examples of quadratic and entropic regret
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functions. Finally, in Sect. 32.6 we offer an interpretation of the price volatility of
the contingent claim, by allowing for randomness to the relative bargaining power
of the interacting agents. The Appendix gives a summary of standard notions and
results from the theory of partially ordered linear spaces which are used in the paper.

32.2 Basic Concepts and Notation

In this section we present the general mathematical framework that is needed for
our pricing model. The material here is heavily based on [6, 7] where one can look
for more details.

We consider a one-period financial markets model. There is one time period
defined by two points t0 and t1. At time t0 there is no uncertainty about the pre-
vailing state of the world but there is uncertainty concerning the state of the world
that will prevail at time t1. This uncertainty is represented by a probability space
.˝;F ; �/ where˝ denotes the set of the possible states of the world at time t1 and
� denotes the relevant statistical measure. Uncertainty is resolved at time t1.

All conceivable t1-consumptions constitute a payoff space E , considered as a
partially ordered Banach subspace of R˝ . We denote by EC the positive cone of E .
In general E will be some reflexive Lp.˝;F ; �/, endowed with the usual partial
ordering: x � y if and only if the set f! 2 ˝ W x.!/ � y.!/g is a set lying in F
of �-probability 1. .˝;F ; �/ is considered a �-finite probability space.

The market consists of finitely many primitive contracts, indexed 1; : : : ; J , with
xj denoting the payoff of the j -th primitive contract. Without loss of generality,
the payoffs of the primitive contracts are assumed to be linearly independent and
positive (i.e. elements of EC).

It is assumed that investing in the primitive contracts can take place in real quanti-
ties and that short sales are unlimited. Thus, the portfolio space�, is some subspace
of the function space RJ and it is considered to be a normed linear space.

The payoff operatorR W � ! E , is defined as a linear, bounded and one -to -one
operator. Its range R.�/, is called the asset span.

According to the one-period model, the markets open at t0, investors choose
portfolios � 2 � at t0, while at t1 they enjoy the payoffR.�/.

Let M denote the closure of R.�/. If E D M , the market of the primitive
contracts is called complete, otherwise it is called incomplete.

The cone C D f� 2 �jR.�/ 2 ECg is called the portfolio dominance cone.
The primitive contracts have initial prices given by a contract price vector q

which can be considered as an element of ��, the dual of �. For a portfolio � 2 �
and a price vector q 2 ��, the price of the portfolio at time t0 is q.�/ D� h �; qi�� ,
where h�;��i denotes the portfolio-price duality.

A contract price q is an arbitrage-free price if it is a strictly positive functional
of the portfolio dominance cone C , that is if q.�/ > 0, for any � such that R.�/ 2
C n f0g:

A pricing kernel is an element p 2 E�, which is a strictly positive functional of
EC such that q.�/ D p.R.�//, where q is an arbitrage-free price.
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The set of pricing kernels of the market is denoted by Q and it is non-empty
when q is arbitrage-free.

32.3 Update of Beliefs and the Pricing Optimization Problem

We consider an incomplete market, the structure of which is known to all participat-
ing agents. Two agents A1 and A2 are willing to enter as counterparties into a new
(indivisible) contract that represents a non-replicable European contingent claim.
Since the market is incomplete, there is a whole range of non-arbitrage prices for
this claim, so they face the problem of agreeing on just one of them.

The initial beliefs (together with the risk preferences) of each agent about the
distribution characteristics of the future states of the world, influence the choices of
the non arbitrage prices at which they would be willing to trade the claim. Thus,
suppose that agent Ai ; .i D 1; 2/ chooses a pricing kernel �i 2 Q according to
which she performs her pricing. We will treat the �i as “beliefs” of the agents con-
cerning the future states of nature. Because of the incompleteness of the market, it
is generally unlikely that the two agents with initial beliefs �1 and �2 will quote a
commonly agreed price for the claim.

Suppose now that the agents want to reach an agreement, as they feel that it is
mutually beneficial to exchange this contingent claim. Assume furthermore, that
the two agents are not rigid about their beliefs, that is they are willing to adopt a
different �i 2 Q which may lead to price agreement. However, their initial beliefs
�R1 and �R2 respectively, serve as reference beliefs. Eventhough an agent may change
her mind from her initial belief, this happens with some reluctance. The deviation
from the reference beliefs may be quantified by regret functions Ri W Q�Q ! RC,
i D 1; 2, which have the property that Ri increases as the ”deviation” of �i from
the reference �Ri increases.

Thus, we suggest that the agents will choose �1,�2 respectively so that they agree
on a common price for the claim, but at the minimum possible common regret. In
other words they share the regret between them so as to agree on a common price.
The sharing rule is given by a convex combination of the individual regret functions.

Therefore the commonly accepted price for the contingent claim with payoff c, is
obtained as the solution of an optimization problem in the space of pricing kernels,
of the form

min
�1;�22Q

�1R1.�1; �
R
1 /C �2R2.�2; �

R
2 /

subject to (32.1)

h c; �1 i D h c; �2 i;

where Q denotes the set of the pricing kernels of the market given an arbitrage-free
price q for the primitive assets, �i 2 .0; 1/ for i D 1; 2 and �1 C �2 D 1.

The finally agreed price -if the problem has a solution- depends on .�1; �2/. An
interesting question is what �1; �2 represent in the model and how their values can
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be chosen. In general we may say that �i ; i D 1; 2 represent some sort of relative
bargaining power of the agents. In the last section of the paper we will treat these
� as random variables and we will see how this treatment may offer an explanation
for price volatility.

One last point that remains unclear is how to quantify the deviation of one pricing
kernel from the other. The following suggestions for the modelling of this deviation
will be considered in the sequel:

Type I regret functionals: Norm like regret functionals
Since Q is a subset ofLq.˝;F ; �/, which is taken to be endowed with its usual

norm jj � jjq then a possible representation for Ri would be Ri .�i ; �
R
i / D �i .jj �i �

�Ri jjq/ where �i is an increasing and convex real valued function.
The function �i is increasing because the two counterparties are reluctant to devi-

ate from their reference pricing kernels, hence the regret for adopting a different
belief on the state space is increasing with respect to the distance of this pricing
kernel from the reference kernel. The convexity of �i , i D 1; 2 reflects the usual
conditions assumed in economics, related to risk aversion arguments.

Type II regret functionals: Entropic like functionals
A second type of possible regret functionals can be entropic like functionals. We

assume that Ri , i D 1; 2 are functionals of the form

Ri .�i ; �
R
i / D EQR

i

"
dQi

dQR
i

ln.
dQi

dQR
i

/

#

namely entropy like functionals that measure the deviation of the risk -neutral mea-
sure Qi whose Radon–Nikodym derivative is defined via the pricing kernel �i from
the risk -neutral measure QR

i whose Radon–Nikodym derivative is defined via the
reference pricing kernel �Ri . A direct computation indicates that

Ri .�i ; �
R
i / D

Z

˝

�i

�Ri
ln.

�i

�Ri
/dQR

i ;

while the same integral can be written in the form

Ri .�i ; �
R
i / D .1C r/

Z

˝

�i ln.
�i

�Ri
/dP;

with respect to the statistical measure. The function Ri .�i ; �
R
i / which is actually

the entropy I.Qi;QR
i / of the corresponding risk neutral measure Qi with respect

to QR
i is well defined for any �i 2 Q since Qi and QR

i are equivalent measures
since they are equivalent to P .

Then the agents choose a pair of pricing kernels .�1; �2/ such that the “distance”
of this choice from their initial reference pair of pricing kernels .�R1 ; �

R
2 /; as quanti-

fied by the entropy, is minimized. This is an important generalization to the standard
entropy minimization method according to which all agents in an imcomplete mar-
ket, choose the pricing kernel �� that corresponds to the risk neutral measure that
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minimizes the entropy with regard to the statistical measure. In other words, we can
view the standard method as a game that the agents play against nature. Of course
the nature’s beliefs are rigid and her reference pricing kernel is the density of the
statistical measure.

In our approach we consider the interaction between the two agents in the choice
of the risk neutral measure through comparison of beliefs and preferences, rather
than simply the comparison of the risk neutral meaures with the statistical measure.

32.4 Existence of Solution to the Optimization Problem

In this section we prove theorems about the existence of solution to the primal
optimization problem for both types of regret funtions that we introduced.

The problem will be considered in some non-empty uniformly lower bounded
set of pricing kernels Qa D f� 2 Qj�.!/ � a for any ! 2 ˝g of the market
M for some a > 0. Considering the problem in Qa means that the prices of the
contingent commodities in the complete market cannot be lower than a certain level,
an assumption which is reasonable from the economic point of view. We remind that
the contingent commodity associated with the state ! 2 ˝ is a commodity whose
every unit is consumed if the state ! occurs. Considering the problem in Qa is
consistent with the one-period model of financial markets, since if � � a1, a > 0

with respect to the usual partial ordering in Lq we have that
R
˝
�dP D 1

1Cr � a.
Hence, it suffices to determine some a that satisfies the last inequality.

Throughout this paragraph we assume that E D Lp.P / (or E D `p.P /) and
that Q � E�CC where by E�CC we denote the set of strictly positive functionals on
EC. This is a convex subset of E�C.

32.4.1 Reformulation of the Optimization Problem

We now rewrite this optimization problem in a more compact form. Define the map
A W E� � E� ! R2JC1 as follows:

.f1; f2/ 7!

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

.x1; 0/

.x2; 0/
:::

.xJ ; 0/

.0; x1/

.0; x2/
:::

.0; xJ /

.c;�c/

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

.f1; f2/ D

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

h x1; f1 i
h x2; f1 i

:::

h xJ ; f1 i
h x1; f2 i
h x2; f2 i

:::

h xJ ; f2 i
h c; f1 i � h c; f2 i

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
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and the joint regret function g W Q �Q! R where

g.�1; �2/ D �1R1.�1; �
R
1 /C �2R2.�2; �

R
2 /:

Then the optimization problem takes the following form:

min
�1;�22E�

CC

g.�1; �2/

subject to (32.2)

A.�1; �2/ 2 b C f0g

where b D .q1; q2; : : : ; qJ ; q1; q2; : : : ; qJ ; 0/T 2 R2JC1.
The following lemmas will be useful.

Lemma 32.1. The following hold:

1. The adjoint of the map A is:

A� W R2JC1 ! E � E;

where

y D .y1; y2; : : : ; y2JC1/ 7!

A�.y/ D
JX

jD1
yj .xj ; 0/C

2JX

jDJC1
yj .0; xj�J /C y2JC1.c;�c/:

2. P D f0g is a polyhedral cone.

Proof. (1) Follows from a simple calculation.
(2) Note that P can be expressed as follows: P D fx 2 R2JC1jx D �0; � � 0g,

i.e as a finitely generated cone in R2JC1. ut
Lemma 32.2. The set Q of the pricing kernels of the market given an arbitrage-free
price q for the primitive assets, is a convex set.

Proof. If �; � 0 2 Q then q.�/ D hR.�/; � i; q.�/ D hR.�/; � 0 i for the price q and
for any portfolio � , whereR is the payoff operator of the market. Hence for any real
number a 2 .0; 1/ we obtain q.�/ D a.q.�// C .1 � a/.q.�// D ahR.�/; � i C
.1 � a/hR.�/; � 0 i D hR.�/; a� C .1 � a/� 0 i for any portfolio � . ut
Lemma 32.3. The joint regret function has the following properties:

1. g is a convex function.
2. g is continuous, hence lower semicontinuous and closed.
3. g is a monotonically regular function.
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Proof. (1) Immediate since each Ri ; i D 1; 2 is a convex function (The convexity
of Ri follows from a straight forward calculation taking into account that �i are
increasing and convex).

(2) The form of g guarantees that it is continuous, hence lower semicontinuous
in the sense of [8] and for this reason it is closed, according to the relevant remark
met in [8, p. 88].

(3) Because of the fact that E� D Lq.˝;F ; P / (or E� D `q.˝;F ; P /) being
partially ordered by its usual ordering is a Banach lattice, g is a monotonically reg-
ular function, according to the Corollary 6.2 in [9, p. 53]. ut

32.4.2 Regret Functions of Type I

The results here treat the case of regret functions of Type I.

Theorem 32.1. Assume that

1. E D Lp.�/ (or E D `p.�/).
2. The functions �1; �2 are both equal to the function �.x/ D xq ; x 2 Œ0;1/,

where q > 1 is the conjugate coefficient of p.
3. The statistical measure � is such that �.!/ > 0 for any ! 2 ˝ .

Then a solution to the optimization problem (32.2) exists.

Proof. We only give the proof for the case whereE D `p.P /. The case whereE D
Lp.P / proceeds similarly, with a few minor changes sketched briefly in Remark
32.1.

The proof follows along the lines of the proof of the Theorem 2.1 in [2] but takes
advantage of the reflexivity of the space `p.P / if p > 1.

Since the set of pricing kernels Q is non-empty, the set

f.�1; �2/ 2 Qa �Qajh c; �1 i D h c; �2 ig
is non-empty, hence

inffg.�1; �2/jA.�1; �2/ D b; .�1; �2/ 2 Qa �Qag < C1:
By assumption 2 the joint regret function assumes the form

g.�1; �2/ D �1k�1 � �R1 kqq C �2k�2 � �R2 kqq;
where �1; �2 2 .0; 1/ with �1 C �2 D 1.

There exists a sequence .�1;n; �2;n/n2N � Qa �Qa such that

g.�1;n; �2;n/ # inffg.�1; �2/jA.�1; �2/ D b; .�1; �2/ 2 Qa �Qag:
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Note that this sequence, considered in the space `q.P /˚ `q.P / endowed with the
k:k2 norm, is bounded. This is true since for i D 1; 2:

k�i;n � �Ri kqq �
1

�i
g.�1;n; �2;n/ � 1

�i
g.�1;1; �2;1/;

Note that d.x/ D x 1
q is increasing, so that

k�1;n � �R1 k2q C k�2;n � �R2 k2q � .
1

�1
g.�1;1; �2;1//

2
q C . 1

�2
g.�1;1; �2;1//

2
q :

Since `q.P /˚`q.P / endowed with the k:k2 norm is reflexive, there exists a weakly
convergent subsequence with weak limit denoted as .�1; �2/: Then Mazur’s theo-
rem (for the statement, see Theorem 2.5.16 and Corollary 2.5.19 in [11]) implies
the existence of a sequence of convex combinations of the terms of .�1;n; �2;n/n2N

which converges to .�1; �2/ in the norm topology of the space `q.P / ˚ `q.P /.
Let us denote by . Q�1;n; Q�2;n/; n 2 N the terms of this sequence. The dual space of
`q.P /˚ `q.P / endowed with the k:k2 norm is `p.P /˚ `p.P / endowed with the
k:k2 norm. Let e�

! the linear functional defined by e�
!.!/ D 1 while e�

!.!
0/ D 0 if

!0 ¤ !. Since .e�
!; 0/ and .0; e�

!/ belong to `p.P /˚ `p.P / for any ! 2 ˝; we get
that

h . Q�1;n; Q�2;n/; .e�
!; 0/ i ! h .�1; �2/; .e�

! ; 0/ i D �1.!/:
Similarly,

h . Q�1;n; Q�2;n/; .0; e�
!/ i ! h .�1; �2/; .0; e�

!/ i D �2.!/:

For any n 2 N, Q�1;n; Q�2;n are convex combinations of pricing kernels, there-
fore positive functionals of `pC.P /: This together with e�

! 2 `pC.P / implies that
Q�1;n.!/; Q�2;n.!/ � 0 for any n, hence �1.!/; �2.!/ � 0. The last condition implies
that �1; �2 are positive functionals of `pC.P /, since the set fe�

!; ! 2 ˝g � `pC.P / is
a Schauder basis for this space, being actually a positive basis for it (see [7, p. 498] .
By the definition of the norm in `q.P /˚ `q.P / and the above convergence results,
we have for i D 1; 2

lim
n
kQ�i;n � �ikq D 0;

or else

lim
n
kQ�i;n � �Ri kq D k�i � �Ri kq and lim

n
kQ�i;n � �Ri kqq D k�i � �Ri kqq :

We may suppose that there exist natural numbers k1 < k2 < k3 < : : : < kn < : : :
such that

Q�1;n D
knC1�1X

kDkn

�
.n/

k
�1;k
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where �.n/
k
2 Œ0; 1�, PknC1�1

kDkn
�
.n/

k
D 1. Hence

kQ�1;n � �R1 kq D k
knC1�1X

kDkn

�
.n/

k
�1;k �

knC1�1X

kDkn

�
.n/

k
�R1 kq D k

knC1�1X

kDkn

�
.n/

k
.�1;k � �R1 /kq

�
knC1�1X

kDkn

�
.n/

k
k�1;kn

� �R1 kq � k�1;kn
� �R1 kq:

Note that .�1;kn
/n2N is a subsequence of .�1;n/n2N and �.x/ D xq is an increasing

function on Œ0;1/, hence we obtain that

lim
n
kQ�1;n � �R1 kqq D k�1 � �R1 kqq � lim

n
k�1;kn

� �R1 kqq :

Similarly,

lim
n
kQ�2;n � �R2 kqq D k�2 � �R2 kqq � lim

n
k�2;kn

� �R2 kqq :

Hence

g.�1; �2/ D lim
n
g. Q�1;n; Q�2;n/ D lim

n
�1kQ�1;n � �R1 kqq C �2kQ�2;n � �R2 kqq

� lim
n
g.�1;kn

; �2;kn
/ D lim

n
�1k�1;kn

� �R1 kqq C �2k�2;kn
� �R2 kqq

D inffg.�1; �2/jA.�1; �2/ D b; .�1; �2/ 2 Qa �Qag:

We need to show that h �1; xj i D qj ; h �2; xj i D qj for any j D 1; 2; : : : ; J in
order to verify that �1; �2 have the properties of a pricing kernel. Since .�1;n/n2N,
.�2;n/n2N converge weakly in the �.`q.P /; `p.P // -topology and since xj 2
`p.P / for any j D 1; 2; : : : ; J ,

h �1;n; xj i D qj ! h �1; xj i;
h �2;n; xj i D qj ! h �2; xj i:

It remains to show the strict positivity of the vectors �1; �2 which in needed to
assure that they constitute a solution to the optimization problem. For this we need to
consider the problem in Qa. Then by the weak convergence of .�1;n/n2N; .�2;n/n2N

whose elements lie in Qa we get that �1.!/ � a; �2.!/ � a for any !. ut
Remark 32.1. Note that LqC.P / is norm -closed. The proof of Theorem 32.1 also
holds in a general non-atomic Lp space, because the set fd 2 Lq.P /jd � a1g D
a1 C LqC is a closed set, since the cone is so. Hence the proof is the same in this
case.
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The joint regret function employed in the Corollary below is in some sense a gen-
eralization for the case of joint regret functions which are not convex combinations
of the regret funtions of the sole agents.

Corollary 32.1. Assume that the agents report the joint regret function

g.�1; �2/ D maxf�1.k�1 � �R1 kq/; �2.k�2 � �R2 kq/g

with �1 D �2 D � and �.x/ D x; x 2 Œ0;1/ and �1; �2 2 Qa.
Then, the optimization problem (32.2) has a solution.

Proof. The proof follows along the same lines of the proof of Theorem 32.1. First,
note that since the set of desired pricing kernels Qa is non-empty, the set

f.�1; �2/ 2 Qa �Qajh c; �1 i D h c; �2 ig

is non-empty, hence

inffg.�1; �2/jA.�1; �2/ D b; .�1; �2/ 2 Qa �Qag < C1 :

By the form of the joint regret function, we conclude that there exists a sequence

.�1;n; �2;n/n2N � Qa �Qa

such that

g.�1;n; �2;n/ # inffg.�1; �2/jA.�1; �2/ D b; .�1; �2/ 2 Qa �Qag:

This sequence, considered in the space `q.P /˚`q.P / endowed with the k:k2 norm,
is bounded. Indeed,

k�1;n � �R1 kq � g.�1;n; �2;n/ � g.�1;1; �2;1/;
k�2;n � �R2 kq � g.�1;n; �2;n/ � g.�1;1; �2;1/:

Hence, g.�1;n; �2;n/ � 2g.�1;1; �2;1/: Since `q.P /˚`q.P / endowed with the k:k1
norm is reflexive, a weakly convergent subsequence of this sequence exists. The rest
of the proof remains the same as the proof of Theorem 32.1. ut

32.4.3 Regret Functionals of Type II

The existence of solution to the minimization problem holds also in the case
where the regret functional is of type II, i.e. an entropy like functional (see also
Sect. 32.5.4). The next result covers the case of such regret functions when E D
L2.˝;F ; P /; with .˝;F ; P / a �-finite probability space.
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Theorem 32.2. Suppose E D L2.˝;F ; P / is partially ordered by a closed cone
B which contains L2C with non-empty interior (so that the risk neutral measures of
the market are well-defined). Also suppose that 1 2M is such an interior point and
the corresponding set of pricing kernels Q is such that the subset Qa is non-empty
for some a > 0. Assume that the regret functionals Ri ; i D 1; 2 of the seller and the
buyer of the claim are entropic like functionals. Then a solution to the minimization
problem exists.

Proof. The joint regret function of the agents is

g.�1; �2/ D �1R.�1; �R1 /C �2R.�2; �R2 /:

Note that if we suppose that there exist pricing kernels �1; �2 2 Qa such that
�1.c/ D �2.c/, then

� WD inf
.�1;�2/2G

g.�1; �2/ ¤ C1;

where G D f.�1; �2/ 2 Qa �Qaj�1.c/ D �2.c/g. Also, � ¤ �1 because for any
two risk neutral measuresQ1;Q2, I.Q1;Q2/ � 0 holds, where I.Q1;Q2/ denotes
the relative entropy of Q1 with respect to Q2.

Consider a minimizing sequence of pairs of pricing kernels .�1;n; �2;n/n2N � G ,
namely a sequence such that g.�1;n; �2;n/ # � . Note that since 1 is an interior point
of the cone B , then according to the Proposition 3.8.12 in [12] 1 is a uniformly
monotonic functional of B0. Every pricing kernel � of the market M is an element
of the base defined by .1 C r/1 on B0, since h1; �i D 1

1Cr . Hence every element
of Qa is bounded with respect to the k:k2 -norm of L2.˝;F ; P /. Namely, the
sequences .�i;n/n2N, i D 1; 2 are both bounded with respect to the k:k2 -norm of
L2.˝;F ; P /. But this implies the boundedness of the sequence .�1;n; �2;n/n2N in
the space L2 � L2 for example under the `1 norm. Since the space L2 is reflex-
ive and the space L2 � L2 is so, there is a weakly convergent subsequence of the
sequence .�1;n; �2;n/n2N. Let us denote this subsequence by .�1;n; �2;n/n2N and its
weak limit by .�1; �2/. The convergence g.�1;n; �2;n/ # � remains, while since Qa

is weakly closed in L2 and the kernel of the functional .c;�c/ is also a weakly
closed set in L2 � L2, the weak limit .�1; �2/ of the above subsequence is a pair
of pricing kernels such that �1.c/ D �2.c/ -or else an element of G . From Mazur’s
theorem we take that there is a sequence of convex combinations of the terms of
.�1;n; �2;n/n2N denoted by . Q�1;n; Q�2;n/n2N such that . Q�1;n; Q�2;n/n2N converges to
.�1; �2/ in the norm of L2 � L2 we had considered. But the last convergence in
L2 � L2 implies that

Q�i;n ! �i ; in L2.˝;F ; P /; i D 1; 2;

and using Hölder inequality we deduce that

Q�i;n ! �i ; in L1.˝;F ; P /; i D 1; 2:
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Also, the last two convergence implications lead to the following convergence
results:

Q�i;n dP
dQi

R

! �i
dP

dQi
R

; in L1.˝;F ;Qi
R/; i D 1; 2

From Theorem 12.6 in [7] there are subsequences of
 

Q�i;n dP
dQi

R

!

n2N

; i D 1; 2

denoted again by
 

Q�i;n dP
dQi

R

!

n2N

; i D 1; 2

and functions gi 2 L2.˝;F ;Qi
R/ � L1.˝;F ;Qi

R/; i D 1; 2 respectively, such
that j Q�i;n dP

dQi
R

j � gi , Qi
R -a.e. (almost everywhere), such that Q�i;n dP

dQi
R

.!/ !
�i

dP

dQi
R

.!/, Qi
R-a.e. in ˝ (i D 1; 2). Since

dQi
R

dP
.!/ > 0, P -a.e., this also implies

dP

dQi
R

.!/ > 0, Qi
R-a.e., i D 1; 2 because the measures P;Qi

R are equivalent. Since

� D 1
1Cr

dQ
dP

, for any pricing kernel of the market M and the corresponding risk

-neutral measure Q, we get dP
dQ
D .1C r/1

�
, namely j Q�i;n

�i
R

j � .1C r/gi , Qi
R -a.e.

(i D 1; 2). Hence

Q�i;n
�iR
.!/! �i

�iR
.!/;

Qi
R-a.e. in ˝ (i D 1; 2). Since the function h.x/ D xlogx; x > 0 is continuous in

its domain, we get that

Q�i;n
�iR
.!/log

Q�i;n
�iR
.!/! �i

�iR
.!/log

�i

�iR
.!/;

Qi
R-a.e. in ˝ (i D 1; 2). Since logx � x � 1; for any x > 0 we get xlogx �

x2 � x < x2 for any x > 0. Hence the terms sequences .
Q�i;n

�i
R

log
Q�i;n

�i
R

/n2N; i D 1; 2

are dominated by the terms of the sequences of Qi
R- integrable functions

0

@

 Q�i;n
�iR

!2
1

A

n2N

:
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But the last sequences are dominated by the functions ..1 C r/gi /2, respectively.

Let us verify the last argument that


 Q�i;n

�i
R

�2�
n2N

are sequences of Qi
R- integrable

functions, i D 1; 2.
Since for every � 2 Qa we have �.!/ � a, P -a.e., this inequality holds Q-a.e.

Hence 1
�.!/

� 1
a

, Q-a.e., where Q is the risk neutral measure of the market M
defined by �. Hence in our case,

Z

˝

 Q�i;n
�iR

!2

dQi
R D

Z

˝

. Q�i;n/2 1

.�iR/
2

dQi
R

dP
dP

D
Z

˝

. Q�i;n/2 1

.�iR/
2
�iR.1C r/dP D .1C r/

Z

˝

. Q�i;n/2 1
�iR
dP

� .1C r/
Z

˝

. Q�i;n/2 1
a
dP D .1C r/ 1

a
kQ�i;nk2 < C1:

Hence by the Lebesgue Dominated Convergence Theorem, we get

Z

˝

Q�i
�iR
log
Q�i
�iR
dQi

R D lim
n

Z

˝

Q�i
�iR
log
Q�i;n
�iR
dQi

R;

or else
I.Qi ;Qi

R/ D lim
n
I. QQi

n;Q
i
R/; i D 1; 2

where Qi is the risk neutral measure of the market M corresponding to the pricing
kernel �i and QQi

n is the risk neutral measure of the market M which corresponds
to the pricing kernel Q�i;n, i D 1; 2. From the weak convergence of a sequence of
convex combinations of .�1;n; �2;n/n2N, we get that

. Q�1;n; Q�2;n/ 2 conv.f.�1;n; �2;n/; .�1;nC1; �2;nC1/; : : :g/;

where conv.A/ denotes the convex hull of the set A. From the convexity of the
relative entropy and the fact that g.�1;n; �2;n/ is a decreasing sequence of real num-
bers, we obtain that I. QQi

n;Q
i
R/ � I.Qi

n;Q
i
R/ for any n 2 N. Finally, if � is the

bargaining power of the buyer of the claim c, we get

g.�1; �2/ D �I.Q1;Q1
R/C .1� �/I.Q2;Q2

R/ D lim
n



�I. QQ1

n;Q
1
R/C .1� �/I. QQ2

n;Q
2
R/
�


 lim
n



�I.Q1

n;Q
1
R/C .1� �/I.Q2

n;Q
2
R/
� D �:

The last inequality implies that the infimum of the values of g over the set G is
actually a minimum and by this way, we verified that the minimization problem of
g over G has a solution. ut
Remark 32.2. The assumption about the cone B mentioned in the statement of the
last Theorem is valid if ˝ is finite and in this case we take an affirmative answer
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about the existence of solution to the primal optimization problem with entropy-like
regret functionals for the agents. If ˝ is infinite, we wonder whether such a cone
exists.

32.5 The Dual Problem

In this section we formulate the dual problem of (32.2) and show their equivalence.
This allows us to offer an economic interpretation of our approach within a portfolio
optimization framework. Finally, we further discuss these ideas in the more concrete
examples of quadratic and entropic regret functions.

32.5.1 Duality Approach

The following duality result plays a crucial role in our work

Proposition 32.1. Let b D .q1; q2; : : : ; qJ ; q1; q2; : : : ; qJ ; 0/T 2 R2JC1, P D f0g
andK D E�C.

If the primal problem (32.2) admits a solution, then the solution of this problem
is equivalent to the solution of the following dual problem

max
y2R2J C1

b � y � g�. /

subject to (32.3)

 � A�.y/ 2 K0; y 2 P 0;
 2 E ˚ E;

where g� is the convex conjugate of g, K0 is the dual cone of E�C, which is actually
EC. The dual cone of P D f0g is the whole space R2JC1.

Proof. Note that E D Lp.P / or E D `p.P / with 1 < p < C1. The proof that
follows is given explicitly for E D `p.P / spaces but it also holds for E D Lp.P /,
thanks to the definition of the quasi-relative interior given in [13, p. 28].

The original problem (32.1), or better its equivalent form (32.2), resembles the
primal conical convex model problem studied by [9] (p. 53 op. cit.) due to the prop-
erties satisfied by the joint regret function g (see Lemma 32.3), with one important
difference; in the aforementioned paper the primal variable is allowed to take val-
ues over a whole cone K , while in the present work �1; �2 must be strictly positive
and continuous linear functionals of the positive cone EC. Within the framework
of `p.P / spaces, the set of the strictly positive, continuous linear functionals of the
positive cone `pC is the set fx 2 `qC j xn > 0 for any n 2 Ng. This is the quasi-
relative interior qri.`qC/ of the cone `qC, according to the terminology used in [13],
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since `p.P / is the Lp space with respect to a probability measure on N. From the
continuity of the function g we have that

inffg.�1; �2/jA.�1; �2/D b; �1; �2 2 `qCgD inffg.�1; �2/jA.�1; �2/D b; �1; �2 2 qri.`qC/g:

Therefore, according to Theorem 6.3 in [9] solving the primal conical convex model
problem (32.2), is equivalent to solving the dual problem. ut

It is interesting to note that the dual problem is a finite dimensional problem
(an optimization problem in R2JC1) which is of course easier to handle than the
primal problem which is in general infinite dimensional. Therefore the duality result
given in Proposition 32.1 is important in its own right as it allows us to substitute
the primal problem with a much easier problem. Furthermore, as we shall see in
Sect. 32.5.2 the dual problem has an interesting economic interpretation in terms of
a portfolio optimization framework.

The following technical comments concerning Proposition 32.1 are due now.

Remark 32.3. As indicated by the proof of Theorem 6.3 of [9] a necessary and
sufficient condition such that the pair .�1; �2/ of pricing kernels is a solution to the
primal problem is the existence of some  2 @g.�1; �2/ and of some � 2 R2JC1
such that �A�.y/ 2 EC˚EC and �A�.y/.�1; �2/ D 0. But since .�1; �2/ is a
strictly positive functional of `pC˚`pC it follows that  �A�.y/ is the zero element.
Hence, the solution of the primal problem reduces to finding some y 2 R2JC1 such
that A�.y/ 2 @g.�1; �2/ or else .�1; �2/ 2 .@g/�1.A�.y//. According to [8, p.103]
since g is a lower semicontinuous and proper convex function, the map .@g/�1
and the subdifferential @g� of the convex conjugate of g coincide. Hence finding a
solution to the primal problem is equivalent to finding some y 2 R2JC1 such that
there is a pair .�1; �2/ of pricing kernels such that .�1; �2/ 2 @g�.A�.y//.

32.5.2 An Economic Interpretation of the Dual Problem

In this paragraph we propose an interesting economic interpretation of the dual
problem, in terms of a utility maximization problem.

Let us consider �g�, where g� is the convex conjugate of g, as a utility function
expressing the preferences of the buyer and the seller. �g� satisfies the proper-
ties that a utility function must satisfy as follows from the properties of the convex
conjugate as well as the reflexivity of the space E ˚ E . If we consider the func-
tion g to be defined over the whole space E� ˚ E�, then the conjugate of g is
defined all over the whole space E ˚ E , which may be interpreted as consisting of
pairs of “consumption” bundles for the buyer and the seller respectively. Hence, by
definition,

g�.x/ D sup
�2E�˚E�

fh x; � i � g.�/g; 8x 2 E ˚ E;
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and this can be interpreted as the maximum of the valuation of the “consumption”
x under the pair of pricing kernels �, minus the regret corresponding to it for any
such �.

Then the pair of pricing kernels N� D .�1; �2/, which solves the primal problem,
may be interpreted as the marginal utility for the seller and the buyer respectively.
This marginal utility is calculated on portfolios consisting of the primitive assets
and a position on the non marketed claim (short position on the claim for the seller
and long position on the claim for the buyer if y2JC1 � 0).

We can therefore provide an economic interpretation of the dual problem (32.3)
as a portfolio optimization problem. The dual variable y 2 R2JC1 can be interpreted
as the composition of a joint portfolio for the buyer and the seller of the claim
consisting of the primary traded assets available in the market and the shares of the
non-marketed claim involved in the transaction. The term b � y can be considered as
the cost at t D 0 of this portfolio, whereasA�.y/ can be considered as the payoff of
this portfolio at t D 1 in the different possible states of the world. By considering
�g� as a utility function of the payoff of the portfolio, one may easily see that
the dual problem (32.3) is equivalent to finding this portfolio that maximizes the
utility of the payoff of the portfolio y, but at the minimum initial cost. Therefore,
the dual problem is equivalent to finding the cheapest portfolio in the market that
can maximize the utility of the payoff at t D 1. This situation is reminiscent of what
is known in the case of choosing the pricing kernel such that the entropy of the
pricing kernel with respect to the statistical measure of the market is minimized. It
is well known [2] that in this case the dual problem is the problem of finding the
cheapest portfolio that maximizes an exponential expected utility. What we observe
here is a generalization of this situation, for more general utility functions and more
importantly �g� may be interpreted as a utility function that takes into account
the preferences of both agents involved in this transaction, towards willingness to
deviate from the reference measure, or in other words takes into account the regret
functions of both agents.

32.5.3 The Example of Quadratic Regret Functions

An interesting special case is the case where the regret function is given as the linear
combination of two norms in an appropriately chosen Hilbert space. This is the case
of quadratic regret functions which we treat in some detail because is an interesting
generalization of the important notion of projection pricing introduced in [10]. The
optimization problem (32.1), which is crucial to the pricing of the contingent claim
in the approach we propose in the present paper, may be viewed through such a
framework if we decide to choose E to be a Hilbert space H .

As an example we may consider H D `2.P / endowed with its usual inner
product.
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Within the functional context described above, if we suppose that �1 D �2 D �
with �.x/ D 1

2
x2 then the optimization problem (32.1) takes the following form:

min
.�1;�2/2Q˚Q

1

2
k�1 � �R1 k2 C

1

2
k�2 � �R2 k2

subject to (32.4)

.�1; �2/ 2 .�R1 ; �R2 /C ker.xj ;�xj /; j D 1; 2; ::; J

.�1; �2/ 2 ker.c;�c/

where .c;�c/; .xj ;�xj /; j D 1; 2; : : : ; J are taken as continuous linear function-
als of H ˚H , and ker denotes the kernel of the functional.

In the next proposition we illustrate how to use the general duality results
of Proposition 32.1 to obtain a solution to problem (32.4) by treating the finite
dimensional equivalent dual problem, which admittedly is easier to handle than the
original problem.

Proposition 32.2. The dual of problem (32.4) assumes the form

max
y2R2J C1

b � y � g�. /

subject to (32.5)

 �A�.y/ 2 `2C ˚ `2C;
 2 `2 ˚ `2;

Proof. Immediate by a direct application of Proposition 32.1. ut
It is interesting to note that problem (32.5) corresponds to a Markowitz type

portfolio optimization problem, thanks to Lemma 32.1.

Proposition 32.3. Suppose that �1 D �2 D 1
2

, 1 2 M , and c 2 `1.P /. Suppose
furthermore that the payoffs of the primary assets xj ; j D 1; 2; : : : ; J are such that
their Gram matrix G, defined by G WD .Gij / D .hxi ; xj i/, is invertible. Define u D
.u1; : : : ; uJ / 2 RJ , with uj D hc; xj i, j D 1; : : : ; J , and v D �2y2JC1G�1 � u,
and assume that

PJ
jD1 vjxj 2 `1.P /. Then, the optimization problem (32.5) has

a solution.

Proof. Let .�1; �2/ be a candidate for the minimizer. Since g is Gateaux differ-
entiable the necessary and sufficient conditions for solution via the dual problem
of (32.1) (see Remark 32.3) give that  D .�1.�1 � �R1 /; �2.�2 � �R2 // and the
constraints take the form

�1.�1 � �R1 / �
JX

jD1
yjx

j � y2JC1c 2 `2C; (32.6)

�2.�2 � �R2 / �
2JX

jDJC1
yj x

j�J C y2JC1c 2 `2C; (32.7)
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and

�1k�1k2 � �1h �R1 ; �1 i �
JX

jD1
yj h xj ; �1 i � y2JC1h c; �1 i

C�2k�2k2 � �2h �R2 ; �2 i �
2JX

jDJC1
yj h xj�J ; �2 i C y2JC1h c; �2 i D 0:

(32.8)

We now define the function F W R2JC1 � `2C � `2C ! R as

F.y1; y2; : : : ; y2JC1; �1; �2/ D �1k�1k2 � �1h �R1 ; �1 i �
JX

jD1
yj h xj ; �1 i � y2JC1

h c; �1 i C �2k�2k2 � �2h �R2 ; �2 i �
2JX

jDJC1
yj hV j�J ; �2 i C y2JC1h c; �2 i:

Let us assume that the reference kernels �R1 ; �
R
2 are such that h c; �R1 i < h c; �R2 i.

In order to solve the dual problem, we have to find the zeros of F which satisfy the
conditions (32.6),(32.7), with the requirement that .�1; �2/ is a feasible element of
the primal problem’s constraints set.

Suppose, for the moment, the existence of real numbers

y1; y2; : : : ; yJ ; yJC1; : : : ; y2J ; y2JC1

such that for �1; �2 ¤ 0 we have that

�1 D
1

�1
.�1�

R
1 C

JX

jD1
yjx

j C y2JC1c/; (32.9)

�2 D
1

�2
.�2�

R
2 C

JX

jD1
yJCjxj � y2JC1c/ (32.10)

are strictly positive functionals of `2C (recall that �R1 ; �
R
1 are strictly positive func-

tionals of the cone `2C). For this choice of yk , k D 1; : : : ; 2J C 1 we have

F.y1; y2; : : : ; y2JC1; �1; �2/ D 0:

Substituting the candidate solution (32.9–32.10) into the constraint h c; �1 i D
h c; �2 i we obtain
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y2JC1 D
h c; �R2 i � h c; �R1 i C 1

�2

PJ
jD1 yJCj h c; xj i � 1

�1

PJ
jD1 yj h c; xj i

. 1
�1
C 1

�2
/kck22

:

(32.11)

We now turn to the constraints that �1; �2 must be such that they give the same
prices qj for the primitive assets xj . These constraints become

*
1

�1

JX

jD1
yjx

j ; xi

+

�
*
1

�2

JX

jD1
yJCjxj ; xi

+

D �y2JC1
�
1

�1
C 1

�2

�
˝
c; xi ;

˛
;

(32.12)

where i D 1; : : : ; J: Equations (32.11) and (32.12) is system of J C 1 linear
equations with 2J C 1 unknowns, yj , j D 1; : : : ; 2J C 1.

In the special case where �1 D �2 D 1
2

this assumes the compact form

G � .a1 � a2/ D �2y2JC1u;

where a1 D .y1; y2; : : : ; yJ /T , a2 D .yJC1; : : : ; y2J /T and

y2JC1 D 1

4kck2
�
h c; �R2 i � h c; �R1 i

�
:

Since G is invertible a1 � a2 D �4y2JC1G�1 � u. This specifies the difference of
the yk , k D 1; : : : ; 2J as well as y2JC1.

It remains to check the assumption that .�1; �2/, defined as in (32.9–32.10) with
a choice for yj , j D 1; : : : ; 2J C 1, compatible with the constraints, are strictly
positive functionals of `2C. Denote by v the vector�2y2JC1G�1 �u. By setting a1j D
a2j C vj , on account of a1 � a2 D �2y2JC1G�1 � u, we have to specify a vector
a2 2 RJ such that

PJ
jD1 a2jxj � y2JC1c and

PJ
jD1.a2j C vj /xj C y2JC1c are

positive elements of `2.P /. If� denotes the usual partial ordering of `2.P /, a2 must
be such that

PJ
jD1 a2jxj � y2JC1c and

PJ
jD1 a2jxj � �

PJ
jD1 vjxj �y2JC1c.

It suffices to find a2 such that
PJ
jD1 a2jxj � .�

PJ
jD1 vjxj �y2JC1c/_y2JC1c,

where _ denotes the pointwise supremum of sequences. If
PJ
jD1 vjxj 2 `1.P /

then the last element given by a supremum of sequences is an element of `1.P /,
denoted by s.

The vector a2 of coefficients can be specified if we find some asset d 2 M

which super-replicates s, a fact which is assured if 1 2 M . Then d D PJ
jD1 djxj

with d � s. Note that ksk11 � s. Hence d could be equal to ksk11. If 1 D
PJ
jD1 y0j xj , then a1 D ksk1.y01 ; y02 ; : : : ; y0J / is the portfolio we need. ut
The price obtained for the non marketed contingent claim c by Proposition 32.3,

is in general obtained through the inverse of the Gram matrix. This is simply the cor-
relation matrix of the primitive assets of the economy. Therefore, the optimization
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problem, leading to the determination of the price of the continget claim, resem-
bles both formally and in concept the finite dimensional Markowitz problem, and
the proposed price is similar to that obtained through the CAPM pricing procedure.
Furthermore, our approach may be seen as a generalization of the projection pricing
approach proposed in (Luenberger [10]) in the case of more than one agents.

Remark 32.4. The choice �1 D �2 D 1
2

was made for the sake of simplicity. All
the arguments can be generalized for any choice of �1; �2 2 .0; 1/ with similar
qualitative results.

32.5.4 The Example of Entropy Like Regret Functions

We will see here that the dual problem leads to a portfolio maximization problem for
expected utility of the exponential type. The utility of the two agents will be a lin-
ear combination of two exponential utilities with risk aversion coefficients properly
adjusted by the use of the weights �1, �2 that are present in the regret function.

For simplicity we work in the framework of the sequence spaces `p.P / but the
result holds for more general Lp.P / spaces (see Remark 32.5).

Lemma 32.4. Let g.�1; �2/ D �1 I.Q1;Q
R
1 / C �2 I.Q2;Q

R
2 /, where I is the

relative entropy.
If the interest rate r between the period 0 and the period 1 is equal to zero, then

g�.x/ D
1X

nD1
�R1 .n/ exp

�
1

�1
x1.n/ � 1

�

Pn C
1X

nD1
�R2 .j / exp

�
1

�2
x2.n/ � 1

�

Pn

(32.13)

Proof. Let f�i .n/g1nD1, i D 1; 2 be the pricing kernels of the two agents and
f�Ri .n/g1nD1, i D 1; 2 be the corresponding reference pricing kernels. Then the
regret function of the agent i , (i D 1; 2) is the relative entropy of the risk neutral
measureQi with respect to QR

i or else

Ri .�i ; �
R
i / D .1C r/

1X

nD1
�i .j /.ln.�i .j // � ln.�Ri .n//Pn; i D 1; 2;

where the sequence .Pn/n2N of real numbers such that Pn > 0 for any state n
denotes the statistical measure. Let x D .x1; x2/ be a joint consumption bundle of
the agents.

By definition g�.x/ D g�.x1; x2/ is

g�.x/ D sup
.�1;�2/

fh x; �i � g.�/g

D sup
.�1;�2/

(
2X

iD1

1X

nD1
�i .n/xi .n/Pn �

2X

iD1
�i

1X

nD1
.1C r/�i .n/.ln.�i .n//� ln.�Ri .n//Pn

)

:
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We now take first order conditions with respect to �i .j /, j D 1; 2; : : : ; i D 1; 2.
This gives that

ln.��
i .n// D

1

�i .1C r/xi .n/ � 1C ln.�Ri .n//

Substituting back into the function to be maximized we obtain after proper simpli-
fications and supposing that r D 0 that

g�.x/ D
1X

nD1
�R1 .n/ exp

�
1

�1
x1.n/ � 1

�

Pn C
1X

nD1
�R2 .n/ exp

�
1

�2
x2.n/ � 1

�

Pn

(32.14)

Therefore, the conjugate function corresponds to the sum of expected exponential
utility functions with risk aversion coefficients that are related to the weights used
in the calculation of the convex combination of the entropies. ut
Remark 32.5. The result of Lemma 32.4 can readily be generalized for the frame-
work of Lp.P / spaces. Then, at least at a formal level, the first order conditions
become

ln.��
i .!// D

1

�i .1C r/xi .!/ � 1C ln.�Ri .!//; i D 1; 2

almost surely in ! (where now the states of the world are thought of as a continuum)
and so

g�.x/ D EQR
1



exp

�
1

�1
x1 � 1

��

C EQR
2



exp

�
1

�2
x2 � 1

��

The formal arguments can be turned into rigorous ones using standard arguments.

Proposition 32.4. In the case of entropic regret function, the dual of problem (32.2)
assumes the form

max
y2R2J C1

b � y � g�. /

subject to (32.15)

 �A�.y/ 2 `qC ˚ `qC;
 2 `q ˚ `q;

where g�. / is the exponential utility function given in (32.13).

Proof. The proof is a straightforward application of Lemma 32.4 and Proposition
32.1. ut
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It is easily seen that the solution of the dual problem is equivalent to the problem
of maximization of an exponential utility function of the final wealth of a portfolio,
in a market with a finite number of assets. The only difference, from the standard
setting of this problem, is that the utility function is now the sum of the expected
utility functions of two agents, each calculated using the reference measure of the
agent. Although the solution of this problem does not admit an explicit form (in
contrast to the quadratic regret case), the solvability of the dual problem follows by
standard arguments and is omitted.

32.6 Regret Volatility and Dispersion of Bargaining Power

The weights �1; �2 in the joint regret function can be interpreted as bargaining
power indicators for the counterparties of the claim c. Since there is not enough
information on the exact values of these weights, we may consider them as random
variables. But then the minimum regret price of the claim is also a random variable
with variance that can be interpreted as the claims price volatility.

The above informal discussion may be turned into a more rigorous argument as
follows:

Consider the measurable space .�2;B.�2// where B.�2/ is the �-algebra of
the Borel sets of �2, where the simplex �2 is considered as a topological space
endowed with the induced usual metric topology of R2.

Let us fix the regret functions �1; �2 and the reference pricing kernels �R1 ; �
R
2 .

Then, for each .�1; �2/ 2 �2 we associate a joint regret function �.�1; �2/ W Qa �
Qa ! R where

�.�1; �2/.�1; �2/ D �1�1.k�1 � �R1 k/C �2�2.k�2 � �R2 k/:

Clearly, �.�1; �2/ is continuous, since �1; �2 are. For .�1; �2/ 2 �2 the constraints
set of the problem of the joint minimization of the regret is the non-empty set

f.�1; �2/ 2 Qa �Qaj�1.c/ D �2.c/g:

Hence we define the constant correspondence z W �2 ! 2Qa�Qa by

z.�1; �2/ D f.�1; �2/ 2 Qa �Qaj�1.c/ D �2.c/g:

Clearly z is lower hemicontinuous. This correspondence indicates that the set of the
constraints for the problem of the minimization of the joint regret function is the
same for every .�1; �2/ 2 �2.

Let now Gr.z/ denote the graph of z. We define a unified regret function F W
Gr.z/! R with

F..�1; �2/; .�1; �2// D �
�
�1�1.k�1 � �R1 k/C �2�2.k�2 � �R2 k/

�
:
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The function F is continuous is clearly lower semicontinuous. Also, for any
.�1; �2/ 2 �2; the value function

m.�1; �2/ D sup
f.�1;�2/2Qa�Qa j�1.c/D�2.c/g

�.�1�1.k�1 � �R1 k/C �2�2.k�2 � �R2 k//

for .�1; �2/ 2 �2 is well defined and lower semicontinuous due to Lemma 16.29
in [7]. Therefore,m is Borel measurable. Hence, by assigning a probability to each
pair .�1; �2/ of bargaining power weights, we may consider the probability space
.�2;B.�2/; P / and the volatility of the minimum regret adopted by counterparties
of the claim is the variance of the random variable �m:

V.�1; �2; �
R
1 ; �

R
2 / D

Z

�2

.m.�1; �2//
2dP.�1; �2/ �

�Z

�2

m.�1; �2/dP.�1; �2/

�2
:

It remain to verify when the variance of m is well-defined.
For the second integral: k�1 � �R1 k > 0; k�2 � �R2 k > 0; for .�1; �2/ belonging

to the solution set of the optimization problem. Consequently, �1.k�1 � �R1 k/ >
�1.0/ and �2.k�2 � �R2 k/ > �2.0/: Assuming �1.0/ D 0; �2.0/ D 0, we obtain
�.�1�1.k�1��R1 k/C�2�2.k�2��R2 k// � 0 andm.�1; �2/ � 0 for each .�1; �2/ 2
�2. Hence the second integral exists since it is the integral of an upper bounded,
Borel measurable function.

For the first integral: Clearly, m2.�1; �2/ is Borel measurable, being the square
of a Borel measurable function. Notice that if �1.x/ D �2.x/ D x; x 2 Œ0;1/ and
the payoff space Lp.P / (or `p.P /) is partially ordered by a closed cone B such
that 1 is an interior point of it, then Qa is bounded. If M > 0 is such a bound, then
0 � g.�1; �2/ � k�1� �R1 kCk�2� �R2 k � 4M: Hence �4M � �g.�1; �2/ � 0 and
�4M � m.�1; �2/ � 0: Thus, m2.�1; �2/ � 16M 2 which means that m2.�1; �2/
is upper bounded, therefore its integral with respect to P exists.

Appendix

Partially Ordered Linear Spaces

In this paragraph, we provide standard definitions and results from the theory of
partially ordered linear spaces which are used in this paper. Let E be a (normed)
linear space. A set C � E satisfying C C C � C and �C � C for any � 2 RC
is called wedge. A wedge for which C \ .�C/ D f0g is called cone. A pair .E;�/
where E is a linear space and � is a binary relation on E satisfying the following
properties:

.a/ x � x for any x 2 E (reflexive)

.b/ If x � y and y � z then x � z, where x; y; z 2 E (transitive)
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.c/ If x � y then �x � �y for any � 2 RC and xC z � yC z for any z 2 E , where
x; y 2 E (compatible with the linear structure of E)

is called partially ordered linear space. The binary relation� in this case is a partial
ordering onE . The set P D fx 2 Ejx � 0g is called (positive) wedge of the partial
ordering� of E . Given a wedge C in E , the binary relation �C defined as follows:

x �C y” x � y 2 C;

is a partial ordering on E , called partial ordering induced by C on E . If the partial
ordering � of the space E is antisymmetric, namely if x � y and y � x implies
x D y, where x; y 2 E , then P is a cone.
E 0 denotes the linear space of all linear functionals of E , while E� is the norm

dual of E�, in case where E is a normed linear space.
Suppose thatC is a wedge ofE . A functional f 2 E 0 is called positive functional

of C if f .x/ � 0 for any x 2 C . f 2 E 0 is a strictly positive functional of C if
f .x/ > 0 for any x 2 C n C \ .�C/. A linear functional f 2 E 0 where E is a
normed linear space, is called uniformly monotonic functional of C if there is some
real number a > 0 such that f .x/ � akxk for any x 2 C . In case where a uniformly
monotonic functional of C exists, C is a cone. C 0 D ff 2 E�jf .x/ � 0 for any
x 2 C g is the dual wedge of C in E�. Also, by C 00 we denote the subset .C 0/0

of E��. It can be easily proved that if C is a closed wedge of a reflexive space,
then C 00 D C . If C is a wedge of E�, then the set C0 D fx 2 Ej Ox.f / � 0 for
any f 2 C g is the dual wedge of C in E , where O W E ! E�� denotes the natural
embedding map from E to the second dual space E�� of E . Note that if for two
wedgesK;C of E , K � C holds, then C 0 � K0.

If C is a cone, then a set B � C is called base of C if for any x 2 C n f0g there
exists a unique �x > 0 such that �xx 2 B . The set Bf D fx 2 C jf .x/ D 1g
where f is a strictly positive functional of C is the base of C defined by f . Bf
is bounded if and only if f is uniformly monotonic. If B is a bounded base of C
such that 0 … B then C is called well-based. If C is well-based, then a bounded
base of C defined by a g 2 E� exists. If E D C � C then the wedge C is called
generating, while if E D C � C it is called almost generating. If C is generating,
then C 0 is a cone of E� in case where E is a normed linear space. Also, f 2 E�
is a uniformly monotonic functional of C if and only if f 2 intC 0, where intC 0

denotes the norm-interior of C 0. If E is partially ordered by C , then any set of the
form Œx; y� D fr 2 Ejy �C r �C xg where x; y 2 C is called order-interval of E .
IfE is partially ordered by C and for some e 2 E ,E D [1

nD1Œ�ne; ne� holds, then
e is called order-unit ofE . If E is a normed linear space, then if every interior point
of C is an order-unit of E . If E is moreover a Banach space and C is closed, then
every order-unit of E is an interior point of C . The partially ordered vector spaceE
is a vector lattice if for any x; y 2 E , the supremum and the infimum of fx; yg with
respect to the partial ordering defined by P exist in E . In this case supfx; yg and
inffx; yg are denoted by x _ y, x ^ y respectively. If so, jxj D supfx;�xg is the
absolute value of x and if E is also a normed space such that k jxj k D kxk for any
x 2 E , then E is called normed lattice. Finally, if E is a partially ordered Banach
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space whose positive cone is EC, if E has a Schauder basis .en/n2N, this basis is
called positive basis if and only if EC D fx DP1

nD1 �nenj�n � 0; n 2 Ng.
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Chapter 33
A Class of Infinite Dimensional Replicator
Dynamics

D. Kravvaritis, V. Papanicolaou, T. Xepapadeas, and A.N. Yannacopoulos

Abstract We introduce a class of infinite dimensional replicator dynamics in the
form of nonlinear and non local integrodifferential equations. We study the proper-
ties of the steady state of the equation and their connections with Nash equilibria of
the game as well as the global stability of the steady state using techniques from the
theory of variational inequalities and infinite dimensional dynamical systems.

33.1 Introduction

Evolutionary game dynamics is a major part of modern game theory, which tries
to explain the how a population of players updates their strategies in the course of
a game according to the strategies success. As Hofbauer and Sigmund put it [1],
strategies with high payoff will spread through the population either through learn-
ing, imitation or inheriting strategies, according to a feedback loop, the dynamics of
which will determine the long time behavior of the game. The subject of evolution-
ary game theory, which has found interesting applications in biology and economics,
is exactly the dynamics of this feedback loop.

One particularly popular update dynamics scheme is the replicator dynamics
scheme. According to this scheme the population updates their strategies by adjust-
ing the logarithmic rate of change of the population density in proportion to the
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difference between the actual payoff for a given strategy profile and the average
payoff.

33.2 Set Up of the Model

Consider a symmetric two player game where each of the players has a continuous
strategy space S , whose members are denoted by x, and assume that each player
may adopt a mixed strategy modeled by a probability measure on S , absolutely
continuous with respect to the Lebesgue measure with density u.x/, considered
an element of a suitable Hilbert space H with inner product .�; �/. The game is
characterized by its payoff functional, which is defined through a bilinear form
a.u; v/ D R

S
.Au/.x/u.x/dx modeling the payoff of player 1 if she plays strategy

u.x/ while player 2 plays strategy v.x/. The bilinear form, following standard argu-
ments defines a payoff operator A acting in the space of densities. We will assume
that the bilinear form a is continuous and coercive.

The replicator dynamics is based on the assumption that players update their
strategies by comparing payoffs of particular strategies with average payoffs if both
players adopt the same mixed strategy. We assume that the density is a function of
time, u.t; x/ the evolution of this mixed strategy follows the law

@u

@t
D .Au � .u; Au//u (33.1)

This general equation covers a large number of interesting applications, includ-
ing infinite dimensional matrix games, the general infinite dimensional replicator
dynamics of Oessler and Riedel [2] etc.

In this paper we restrict attention to measures with density u.t; x/ so that
replicator dynamics become

@u

@t
.t; x/ D

�Z

S

f .x; y/u.t; y/dy �
Z

S

Z

S

f .z; y/u.t; y/u.t; z/dyd z

�

u.t; x/

This is a non local integrodifferential equation, which allows us to dispose of
the boundedness assumption for the payoff kernel f and assume that in generalR
S
f .x; y/u.t; y/dy DW Au.t; x/ where A is in general an unbounded operator e.g.

A can be a differential operator (f is a singular kernel). In this case the replicator
dynamics equation reduces to a nonlocal nonlinear parabolic PDE.

33.3 Nash Equilibria, Steady States and Their Stability

Definition 33.1. In the case of symmetric games a strategy u is a Nash equilibrium
if .w; Au/ � .u; Au/; 8w 2 H .

This is equivalent to the variational inequality .u � w; Au/ � 0; 8w 2 K; where
the K is the subset of H such that K D fu 2 H j u � 0;

R
S u dx D 1g. Based
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on a classical result of Stampachia [3] on variational inequalities and a technical
lemma concerning closedness and convexity of the setK , this leads to the following
characterization of Nash equilibria:

Proposition 33.1. There exist Nash equilibria for the infinite dimensional game and
are given by the solution of the minimization problem infu2K a.u; u/ or by the solu-
tion of the nonlinear, (nonlocal elliptic) equation A u � .u; Au/ D 0 i.e. the steady
state of the replicator dynamics.

The existence of a steady state is guaranteed by the following proposition which
is based on the Lax–Milgram lemma [3].

Proposition 33.2. There exists a unique stationary state of the infinite dimensional
replicator dynamics equation (33.1) that can be constructed through the auxiliary
Poisson type equation A� D C with appropriate choice of the constant C .

Using the well known results concerning the solutions of Poisson equation in various
domains one may obtain a number of qualitative results as well as analytic forms of
solutions for the steady state of the game.

The following proposition shows the existence of a Lyapunov functional for the
infinite dimensional replicator dynamics equation (33.1).

Proposition 33.3. Suppose u D u.t; x/ satisfies the infinite dimensional replicator

dynamics equation. Then the quantity E.t/ D
�
�
�.�A/1=2 u

�
�
�
2

satisfies E 0.t/ � 0,

for all t for which u.t; x/ exists.

Based on Proposition 33.3 and interpolation arguments we have the following
stability result:

Proposition 33.4. Classical solutions of the infinite dimensional replicator equa-
tion are globally stable, in the sense that they converge to Nash equilibria.

33.4 Examples from Economic Theory

33.4.1 Congestion Games

Assume that the strategy space is Z, and ui is the fraction of players that play strat-
egy i . Let us assume further that congestion effects are present, i.e. the player at i
benefits when more players prefer nearby strategies iC1 and i�1. This assumption
is a reasonable modelling assumption for games concerning limited resources, e.g.
fisheries games, bandwidth management in networks etc. It is also relevant for com-
mon pool resource games with spatial structure where an agent’s strategy depends
on actions taken by agents in his/her immediate neighborhood. In this case the pay-
off operator may be e.g. of the form Au D .uiC1 � ui /C .ui�1 � ui / which in the
continuous limit this becomes the Laplacian Au D �u. Operators of this form are
coercive and continuous therefore falling exactly in the general framework of the
present work.
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33.4.2 New Economic Geography

Let S denote a geographical space, x 2 S a location (site) on this space and u.x; t/
the density of firms located in site x at time t . Desirability of a location is reflected
in the market potential, defined as:

P.x; t/ D
Z

S

h.Dxz/ u.z; t/ d z;

where Dxz denotes distance between location x and all other locations z 2 S . The
function h.Dxz/ incorporates both centripetal agglomerative forces and dispersing
centrifugal forces. One plausible specification for the function h.Dxz/ provided by
[4] is the case where h is the linear combination of two exponential functions, each
of which models the effects of centripetal and centrifugal forces respectively.

The basic behavioral assumption, that firms immigrate towards locations with
market potential above the average, can be modelled by the replicator dynamics

@u .x; t/

@t
D u.x; t/ŒP.x; t/ �

Z

S

P.x; t/ u.x; t/ dx�: (33.2)

This is a problem of the general form studied here but A is an integral operator.
This may present problems concerning the coercivity of the operator A, unless the
kernel is singular. In the case of singular kernels it is feasible to reduce formally the
above equation to a nonlocal nonlinear partial differential equation.
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Chapter 34
Kinetic Theory for Chemical Reactions
Without a Barrier

Gilberto M. Kremer and Ana Jacinta Soares

Abstract A new model of the BE for binary reactive mixtures is here proposed with
the aim of describing symmetric reversible reactions without a barrier, assuming
appropriate reactive cross sections without activation energy and introducing suit-
able improvements in the elastic and reactive collision terms. The resulting model
assures the correct balance equations and law of mass action, as well as good con-
sistency properties for what concerns equilibrium and entropy inequality. Moreover
the non-equilibrium effects induced by the chemical reaction on the distribution
function are explicitly determined in a flow regime of slow chemical reaction.

34.1 Introduction

Reactions without a barrier have become an attractive subject of theoretical and
experimental studies due to the central role of such reactions in combustion phe-
nomena and many other processes with relevance in astrophysics, organic chemistry,
enzymology, chemical physics and biophysics [6, 7]. The so called no-barrier the-
ory has been used in many areas of chemistry, providing quantitative information
about the reaction mechanism as well as useful guidance in chemical investigations.
Mathematical and modeling approaches for reactions without barriers can help to
improve the research on this subject, providing some useful informations about the
kinetics of the reactions.

On the other hand, the Boltzmann equation (BE) has been extensively used in
the scientific literature to treat chemically reactive systems, after the first studies
conducted by Prigogine and co-workers [9] and several others, as documented for
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e-mail: kremer@fisica.ufpr.br

M.M. Peixoto et al. (eds.), Dynamics, Games and Science I, Springer Proceedings
in Mathematics 1, DOI 10.1007/978-3-642-11456-4 34,
c� Springer-Verlag Berlin Heidelberg 2011

533

ajsoares@math.uminho.pt
kremer@fisica.ufpr.br


534 G.M. Kremer and A.J. Soares

example in [5, 10] and bibliography therein cited. However, in the literature of
the BE extended to chemically reacting gases, only few works consider reactive
processes without a barrier and the corresponding collision terms are restricted to
some particular chemical regimes for which no significant changes are needed at the
model level [10].

In this paper we propose a kinetic model of the BE for a binary mixture undergo-
ing elastic and reactive scattering, adopting an appropriate model of reactive cross
section without barriers [2, 11]. At the microscopic scale, the key idea is to modify
the collision terms, introducing probability coefficients that describe the possibility
of a pair of molecules to collide through an elastic mechanism or a reactive process.
This improvement accounts for the fact that a great number of reactive interactions
corresponds to a small number of elastic collisions, and vice-versa. In this sense,
the considered model represents a new approach, since almost all existent papers
introduce reactive cross sections with activation energy and control the presence of
both elastic and reactive collisions assuming rather large activation energies and a
steric factor which reduce the number of reactive collisions.

34.2 The Model Equations

We consider a binary mixture of constituents ˛ D A;B with binding energies �A
and �B and equal molecular masses, mA D mB D m, undergoing the reversible
reaction A C A • B C B. Gas molecules can collide through a binary elastic
process which preserves momentum and kinetic energy,

mc˛ CmcˇDmc0̨ Cmc0
ˇ ;

mc2˛
2
C mc2

ˇ

2
D mc

02
˛

2
C mc

02
ˇ

2
; (34.1)

as well through a reactive process which preserves momentum and total energy,

mcA CmcA1
D mcB CmcB1

; 2�A C
m.c2A C c2A1

/

2
D 2�B C

m.c2B C c2B1
/

2
:

(34.2)
In the above equations, .c˛; cˇ / and .c0̨ ; c0

ˇ
/ denote pre and post collisional veloci-

ties, whereas .cA; cA1
/ and .cB ; cB1

/ refer to the velocities of reactants and products
of the forward reaction, respectively. We use the sub-index 1 to distinguish two
molecules of the same species.

34.2.1 Boltzmann Equation

The gas mixture is characterized in the phase space by the one-particle distribu-
tion functions f .x; c˛lpha; t/, ˛ D A;B , with f˛dxdc˛ denoting the number of
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˛-particles in the volume element dxdc˛ around position x and velocity c˛ , at
time t . We introduce f D ff˛; fˇ g. In absence of external body forces, we propose
the following system of two Boltzmann equations for the distribution functions

@f˛

@t
C c˛i

@f˛

@xi
D QE

˛ .f /CQR
˛ .f /; ˛ D A;B;

where the first term on the r.h.s. refers to contributions from elastic collisions and
the second one to contributions from chemical interactions. They are given by

QE
˛ .f / D

BX

ˇDA
.1 � �ˇ ı˛ˇ /

Z h
f 0̨f 0

ˇ � f˛fˇ
i

gˇ˛�˛ˇd˝˛ˇdcˇ (34.3)

QR
˛ .f / D

Z "

�ˇfˇfˇ1
�?ˇ

g2
ˇ

g2˛
� �˛f˛f˛1

�?˛

#

g˛d˝ˇdc˛1
; ˛ D A;B: (34.4)

In the reactive term, it is implicit that the index ˇ D A;B is always different from
the index ˛, since the chemical reaction predicts that the reactants and products are
of different species. Moreover, g˛ˇ stands for relative velocity of an elastic collision
and gA, gB for those of the reactants and products involved in chemical interactions.
The symbols d˝˛ˇ and d˝ˇ represent elements of solid angles which characterize
the scattering processes �˛ˇ is the differential elastic cross section, �?˛ and �?

ˇ
are

differential reactive cross sections for forward and backward reactions.
We have introduced probability coefficients �A and �B relative to the AA and

BB encounters, in order to account for the possibility of a pair of molecules of the
same species interact through an elastic collision or a reactive process. This repre-
sents an improvement in the kinetic theory of chemically reacting gases, suitable to
treat chemical reactions without activation energy.

34.2.2 Differential Cross Sections

For what concerns the differential cross sections of elastic encounters, we adopt
the simple model of rigid spheres, namely �˛ˇ D d2=4, where d is the molecular
diameter.

On the other hand, for reactive cross sections we have to adopt a suitable model
to describe chemical reactions without a barrier, so that such a model should not
consider an activation energy. In particular, if we consider an attractive potential
energy of the form V.r/ D �K=rn, we can choose the following reactive model
(see [2, 11]),

� �̨ D d2r
4

�
mg2˛
4kT0

�n�1=2
; (34.5)
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where T0 is a characteristic temperature, dr a reactive collision diameter and the
exponent n may range from �3=2 to 1=2. The values n D 1=2, n D 0 and n D 1=6
stand for hard-spheres reactions, ion-molecule reactions and reactions of neutral
species, respectively.

34.3 The Macroscopic Equations

It is well known that the Boltzmann equations (34.3) give a detailed microscopic
picture which is not necessary in general for applied studies involving the model.
Instead of these equations, one has to consider the corresponding macroscopic
ones, which are time-space evolution equations for mean quantities, as density,
momentum and energy.

34.3.1 Transfer Equations

These equations result from (34.3), when one multiplies the equation by an arbitrary
function, say  ˛ �  .x; c˛; t/, and then integrate the resulting equation over all
velocities c˛. It results the so called transport equation for constituent ˛

@

@t

Z

 ˛f˛dc˛ C @

@xi

Z

 ˛c
˛
i f˛dc˛ �

Z �
@ ˛

@t
C c˛i

@ ˛

@xi

�

f˛dc˛

D
BX

ˇDA
.1� �ˇ ı˛ˇ /

Z

. 0̨ �  ˛/f˛fˇgˇ˛�˛ˇd˝˛ˇdcˇdc˛

� ˛
2

Z

. ˛ C  ˛1
/�A


�B

�A
fBfB1

� fAfA1

�

�?AgAd˝dcA1
dcA: (34.6)

The corresponding transport equation for the mixture is obtained by summing (34.6)
over all constituents, yielding

@

@t

BX

˛DA

Z

 ˛f˛dc˛C @

@xi

BX

˛DA

Z

 ˛c
˛
i f˛dc˛�

BX

˛DA

Z �
@ ˛

@t
C c˛i

@ ˛

@xi

�

f˛dc˛

D 1
4

BX

˛;ˇDA
.1��ˇı˛ˇ /

Z

. ˛C ˇ� 0̨ � 0
ˇ /
h
f 0̨f 0

ˇ � f˛fˇ
i
gˇ �̨ˇ˛d˝ˇ d̨cˇdc˛

C 1

2

Z

. A C  A1
�  B �  B1

/�A


�B

�A
fBfB1

� fAfA1

�

�?AgAd˝dcA1
dcA:

(34.7)
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34.3.2 Macroscopic Fields

For the considered gas mixture, the macroscopic picture is described by seven scalar
fields namely the partial particle number densities n˛ , the partial internal energies
density %˛"˛ (with ˛ D A;B) and the velocity of the mixture vi . In terms of the
one-particle distribution function f˛ these fields are defined by

n˛ D
Z

f˛dc˛ D %˛

m
with n D

BX

˛DA
n˛ and % D

BX

˛DA
%˛ ; (34.8)

vi D 1

%

BX

˛DA

Z

mc˛i f˛dc˛; (34.9)

%˛"˛ D
Z
m

2
�2˛f˛dc˛; (34.10)

where �˛i D c˛i � vi is the molecular peculiar velocity of constituent ˛. We assume
that both constituents have the same temperature T , which is the temperature of
the mixture, so that its internal energy density of constituent ˛ is in fact given by
%˛e˛D3n˛kT=2.

34.3.3 Field Equations

The balance equations for the fields (34.8–34.10) are obtained from the transfer
equations (34.6) and (34.7) with pertinent choices of  ˛ . More in detail (34.6) with
 ˛ D 1 or  ˛ D m�2˛=2, and (34.7) with  ˛ D mc˛i lead to the equations for
particle number densities, momentum and internal energies in the form

@n˛

@t
C @

@xi



n˛u˛i C n˛vi

� D �˛ (34.11)

@%vi
@t
C @

@xj



pij C %vivj

� D 0; (34.12)

3

2

@n˛kT

@t
C @

@xi

�

q˛i C
3

2
n˛kT vi

�

� %˛
%

u˛i
@pij

@xj
C p˛ij

@vj
@xi
D �˛: (34.13)

In the above equations, �˛ is the rate of reaction and �˛ the production term of
internal energy density of constituent ˛, given by

�˛ D
Z "

�ˇfˇfˇ1
�?ˇ

g2
ˇ

g2˛
� �˛f˛f˛1

�?˛

#

g˛d˝ˇdc˛1
dc˛; with �B D ��A;

(34.14)
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�˛ D
BX

ˇDA
.1� �ˇ ı˛ˇ /

Z
1

2
m.�

02
˛ � �2˛/f˛fˇgˇ˛�ˇ˛d˝ˇ˛dcˇdc˛

C
Z
m

4
.�2˛ C �2˛1

/

"

�ˇfˇfˇ1
�?ˇ

g2
ˇ

g2˛
� �˛f˛f˛1

�?˛

#

g˛d˝ˇdc˛1
dc˛:

(34.15)

Moreover, u˛i , q˛i and p˛ij are the diffusion velocity, heat flux and pressure tensor of
each constituent, defined by

u˛i D
1

n˛

Z

�˛i f˛dc˛; q˛i D
Z
1

2
m�2˛�

˛
i f˛dc˛; p˛ij D

Z

m�˛i �
˛
j f˛dc˛;

with
BX

˛DA
%˛u˛i D0; qiD

BX

˛DA
q˛i ; pij D

BX

˛DA
p˛ij :

34.4 Consistency of the Model

The model here proposed has good consistency properties for what concerns conser-
vation laws, chemical exchange rates, trend to equilibrium and entropy production.
These features are confirmed trough the following results whose detailed proofs are
here omitted for sake of brevity.

Theorem 34.1. The elastic collision terms (34.3) are such that

Z

R3

QE
˛ .f /dc˛ D 0 ; ˛ D A;B: (34.16)

Proof. The proof follows from the definition of the elastic collision terms resorting
to the usual symmetry properties of the gain and loss contributions. ut
The result of Theorem 34.1 is well known in the literature of the Boltzmann equa-
tion for inert mixtures (see, for example [3]). It means that elastic collisions do not
modify the concentration of each constituent, as expected.

Theorem 34.2. The elastic and reactive collision terms (34.3) and (34.4) are such
that

BX

˛DA

Z

R3

 ˛.c˛/
�
QE
˛ .f /CQR

˛ .f /
�
dc˛D0; (34.17)

for  ˛Dm,  ˛ D mc˛,  ˛ D �˛ C 1

2
mc2˛, ˛ D A;B .
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Proof. The proof follows from the definition of the elastic and reactive collision
terms and uses similar symmetry techniques to those referred in the proof of the
previous result. ut
The result of Theorem 34.2 states that elastic and reactive collision terms are con-
sistent with the physical conservation laws for mass, momentum and total energy of
the whole mixture.

Theorem 34.3. The reactive collision terms (34.4) are such that

Z

R3

QR
A .f /dcAD�

Z

R3

QR
B .f /dcB : (34.18)

Proof. The proof follows the same line of arguments. In particular one changes the
reactant variables with the corresponding ones of the products. ut
Theorem 34.3 states that reactive collision terms assure the correct chemical
exchange rates for the considered chemical process.

Theorem 34.4. The following statements are equivalent:

(a) The distribution functions are Maxwellian, that is

f M˛ D n˛
� m

2�kT

�3=2
exp

�
� m.c˛ � u/2

2kT

�
; ˛ D A;B; (34.19)

with the particle number densities n˛ restricted to de mass action law

2.�A � �B /
kT

D ln

�
�A n

2
A

�B n
2
B

�

I (34.20)

(b) QE
A .f / D 0 and QR

A .f / D 0;

(c) QE
A .f /CQR

A .f / D 0.

Proof. The proof proceeds showing that (a))(b))(c))(a). The first implication
comes straightforward from the substitution of expressions (34.19) and (34.20) into
the definitions (34.3) and (34.4) of the elastic and reactive collision terms. The sec-
ond implication is trivially satisfied. For the last implication one has to use again the
symmetry properties and the well known inequality .1 � x/ ln x � 0 for all x > 0.

ut
Theorem 34.4 defines the equilibrium solutions to the reactive system (34.3) of
Boltzmann equations. More in detail, expressions (34.19), alone, define a mechan-
ical equilibrium solution, whereas expressions (34.19) and (34.20), together, define
a mechanical, thermal and chemical equilibrium solution.
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Theorem 34.5. The elastic and reactive collision terms (34.3) and (34.4) are such
that

BX

˛DA

Z �
QE
˛ .f /CQR

˛ .f /
�

ln.
p
�˛ f˛/dc˛ � 0: (34.21)

Proof. If we multiply each equation of system (34.3) by ln

p
�˛f˛

�
, then integrate

over the velocity c˛ and take the sum over all constituents, we obtain

BX

˛DA

Z �
QE
˛ .f /CQR

˛ .f /
�

ln.
p
�˛ f˛/dc˛ D ˙E C˙R; (34.22)

where ˙E and ˙R are the entropy production terms due to elastic scattering and
chemical reactions, respectively given by

˙E D k

4

BX

˛DA

BX

ˇDA
.1 � �ˇ ı˛ˇ /

Z

f 0̨f 0
ˇ

�
 

1 � f˛fˇ
f 0̨f 0

ˇ

!

ln

 
f˛fˇ

f 0̨f 0
ˇ

!

gˇ˛�ˇ˛d˝ˇ˛dcˇdc˛; (34.23)

˙R D k

2

Z

�BfBfB1

�

1 � �AfAfA1

fBfB1

�

ln

�
�AfAfA1

fBfB1

�

�?AgAd˝dcA1
dcA:

(34.24)

The expressions on the r.h.s of (34.23) and (34.24) define negative semi-definite
quantities, thanks again to the inequality .1� x/ ln x � 0. ut
The result expressed in Theorem 34.5 means that elastic and reactive collision terms
assure a positive entropy production, since it is equivalent to the inequality

@

@t
.%�/C @

@xi
.�i C %�vi / � 0; (34.25)

where

%�D�k
BX

˛DA

Z

f˛ ln

p
�˛f˛

�
dc˛; �iD�k

BX

˛DA

Z

f˛�
˛
i ln


p
�˛f˛

�
dc˛;

(34.26)
are the entropy density and its flux, respectively.
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34.5 The Non-Equilibrium Distribution Function

In the literature of the Boltzmann equation extended to chemically reacting gases,
the determination of the non-equilibrium distribution function containing the effects
induced by the chemical reaction constitutes a fundamental topic. See, for exam-
ple, paper [10] and references cited therein. In fact, the chemical reaction induces
a perturbation of the local equilibrium, disturbing the molecular velocity distribu-
tion function from its Maxwellian form. As a consequence, important qualitative
changes of the system properties occur.

The deviations induced by the chemical reaction on the distribution functions
have been explicitly computed in the paper [8], using the Chapman–Enskog method
[4] combined with Sonine polynomial representation of the distribution functions.
A chemical regime of slow processes has been considered, meaning that the reac-
tion is close to its initial stage. In this case, reactive collisions are less frequent
than elastic encounters and the chemical relaxation time is larger than the elas-
tic one. This means that reactive collision terms and material time derivatives,
D D .@=@t/C vi@=@xi , are of the same order whereas the gradients of the fields are
of successive order. The Boltzmann equation (34.3) can then be re-written as

Df˛ C ��˛i
@f˛

@xi
�
Z "

�ˇfˇfˇ1
�?ˇ

g2
ˇ

g2˛
� �˛f˛f˛1

�?˛

#

g˛d˝ˇdc˛1
(34.27)

D 1

�

BX

ˇDA
.1 � �ˇ ı˛ˇ /

Z h
f 0̨f 0

ˇ � f˛fˇ
i
gˇ˛�˛ˇd˝˛ˇdcˇ ;

where � is a formal parameter of the order of the Knudsen number [4]. We then
insert the expansions

f˛ D f M˛ C �f .1/˛ C �2f .2/˛ C � � � and D D D .0/ C �D .1/ C �2D .2/ C � � �
(34.28)

into the Boltzmann equations (34.27) and equate equal powers of �. We then obtain
the integral equations for f M˛ and f .1/˛ in the form [8],

BX

ˇDA
.1 � �ˇ ı˛ˇ /

Z h
f M 0
˛ f M 0

ˇ � f M˛ f Mˇ

i
gˇ˛�˛ˇd˝˛ˇdcˇ D 0; (34.29)

D .0/f M˛ �
Z "

�ˇf
M
ˇ f Mˇ1

�?ˇ

g2
ˇ

g2˛
� �˛f M˛ f M˛1

�?˛

#

g˛d˝ˇdc˛1
(34.30)

D
BX

ˇDA
.1��ˇı˛ˇ /

Z h
f .1/0˛ f M 0

ˇ Cf M 0
˛ f

.1/0
ˇ
�f .1/˛ f Mˇ �f M˛ f .1/ˇ

i
gˇ˛�˛ˇd˝˛ˇdcˇ :
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The solution of the integral equation (34.29) is the Maxwellian distribution function
given by expression (34.19), with partial number densities n˛ completely uncor-
related, since no chemical equilibrium condition is involved. Concerning (34.30),
since the field gradients are absent, one admits that its solution is a small deviation
from the Maxwellian distribution, expressed in terms of Sonine polynomials as

f .1/˛ D f M˛


a˛1

�
3

2
� m�

2
˛

2kT

�

C a˛2
�
15

8
� 5m�

2
˛

4kT
C m2�4˛
8k2T 2

��

; (34.31)

where �˛i Dc˛i �vi is the peculiar velocity of constituent ˛, and a˛1 and a˛2 are scalar
coefficients to be determined using the Chapman–Enskog method. See the details
reported in paper [8]. We have obtained aA1 D aB1 D 0 and aA2 , aB2 given by

aA2 D
2�AxA

15x2A�A C 16xA�A � 31
�
T

T0

�n� 1
2

�

�

nC 3

2

�

n.n�1/
�

dr

d

�2
; (34.32)

aB2 D
xA.xA�A � 1/

1 � xA aA2 ; (34.33)

where xA D nA=n and xB D 1 � xA represent the molar fraction of the con-
stituents. Expressions (34.31) with coefficients a˛1 D 0 and coefficients a2 given
by (34.32) and (34.33) completely determine the non-equilibrium distribution func-
tion f .1/˛ , in the considered slow chemical regime. The consequent non-equilibrium
effects induced on the macroscopic properties of the reacting mixture can then be
evaluated as well. This study is reported in paper [8], where some numerical sim-
ulations have been implemented, showing satisfactory results that are in agreement
with experimental predictions.

Furthermore, other different chemical regimes are investigated in a paper in
preparation in view of studying transport properties, see [1]. Some details about the
approximating procedure employed to determine the non-equilibrium distribution
function are reported in that paper.
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Chapter 35
Dynamical Gene-Environment Networks
Under Ellipsoidal Uncertainty: Set-Theoretic
Regression Analysis Based on Ellipsoidal OR

Erik Kropat, Gerhard-Wilhelm Weber, and Selma Belen

Abstract We consider dynamical gene-environment networks under ellipsoidal
uncertainty and discuss the corresponding set-theoretic regression models. Clus-
tering techniques are applied for an identification of functionally related groups
of genes and environmental factors. Clusters can partially overlap as single genes
possibly regulate multiple groups of data items. The uncertain states of cluster ele-
ments are represented in terms of ellipsoids referring to stochastic dependencies
between the multivariate data variables. The time-dependent behaviour of the sys-
tem variables and clusters is determined by a regulatory system with (affine-) linear
coupling rules. Explicit representations of the uncertain multivariate future states
of the system are calculated by ellipsoidal calculus. Various set-theoretic regres-
sion models are introduced in order to estimate the unknown system parameters.
Hereby, we extend our Ellipsoidal Operations Research previously introduced for
gene-environment networks of strictly disjoint clusters to possibly overlapping clus-
ters. We analyze the corresponding optimization problems, in particular in view of
their solvability by interior point methods and semidefinite programming and we
conclude with a discussion of structural frontiers and future research challenges.

E. Kropat (B)
Institute for Theoretical Computer Science, Mathematics and Operations Research, Universität der
Bundeswehr München, Werner-Heisenberg-Weg 39, 85577 Neubiberg, Germany
e-mail: erik.kropat@unibw.de

G.-W. Weber
Institute of Applied Mathematics, Middle East Technical University, 06531 Ankara, Turkey
and
Faculty of Economics, Business and Law, University of Siegen, Siegen, Germany
and
Center for Research on Optimization and Control, University of Aveiro, Aveiro, Portugal
and
Faculty of Science, Universiti Teknologi Malaysia (UTM), Skudai, Malaysia
e-mail: gweber@metu.edu.tr

S. Belen
CAG University, Yenice-Tarsus, 33800 Mersin, Turkey
e-mail: sbelen@cag.edu.tr

M.M. Peixoto et al. (eds.), Dynamics, Games and Science I, Springer Proceedings
in Mathematics 1, DOI 10.1007/978-3-642-11456-4 35,
c� Springer-Verlag Berlin Heidelberg 2011

545

erik.kropat@unibw.de
gweber@metu.edu.tr
sbelen@cag.edu.tr


546 E. Kropat et al.

35.1 Introduction

The development of microarray technologies enabled researchers in genetics to
monitor the expression values of thousands of genes simultaneously. The availabil-
ity of such huge data sets challenged bioinformatics and mathematics and led to the
development of new methods for knowledge discovery in functional genomic data
sets. Many concepts from data mining and statistical analysis were applied in order
to reveal the cellular processes involved. In particular, clustering techniques were
used for an identification of functionally related groups of genes. Among them were,
for example, techniques as k-means [43, 78], hierarchical clustering [14, 22, 43],
self-organizing maps [32, 40, 48], principle component analysis [59, 75], singular
value decomposition [6, 59] and support vector machines [12, 31]. However, these
methods often resulted in disjoint clusters and in many applications such a hard
clustering is too strict because of the quality of the data or the presence of outliers
and errors. In addition, a single gene (or a group of genes) can have a regulating
effect on various clusters of genes, as for example in context with the identification
of synexpression groups and the analysis of synexpression control networks [33].
Fuzzy-clustering [53] or other methods resulting in a partially overlapping cluster
decomposition can alleviate the effects of noise-prone data and can lead to a more
flexible representation of interconnections between groups of data. Although these
methods – exact or flexible – proved to be sufficient in identifying, e.g., damaged
or cancerous genes and groups of regulating genetic items, they are nevertheless
considered as static methods which do not shed any light on the time-dependent
behaviour of the genetic network. Time-series analysis [23] or related approaches
can be applied to forecast the time-dependent states of the expression values. In our
studies [16,63,69], we demonstrate the way how we develop a time-discrete dynam-
ics whose parameters we identified and how we use the given data in order to test the
goodness of the regression. Since the time-discrete dynamics can be gained by var-
ious kinds of discretization schemes, the aforementioned comparison also helps to
test the quality of these schemes and rank them. It turned out that 3rd order Heun’s
method has a smoothing effect with respect to the prediction, which is regarded to
be very good and ‘natural’ in the (natural) context of gene-environment networks,
and that it leads to a faster convergence to equilibrium points of the dynamics.

In ways such as aforementioned, the gained time-discrete dynamics supports the
prediction. As we explained in [55, 67, 72], we can also in further ways use these
dynamics for a texting of our model, i.e., of the quality of data fitting. Actually, in
various application contexts it is known or at least considered to be guaranteed, that
the ‘expression levels’ of state variables are staying in bounded intervals [1, 2, 4,
56]. If, however, our discrete dynamics emerged in some direction in an unbounded
kind, then we could conclude that this dynamics, e.g., it parameters identified by us,
cannot be accepted. In such a case, the hypothesis of the model has to be rejected
and, within our entire learning processes, improvements in the model structure be
made and the parameter estimation restarted.

Here, we combine methods from clustering theory and dynamic systems under
the presence of errors and uncertainty. For an analysis of the interconnections
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between clusters of genes and environmental factors and a prediction of their future
states we study gene-environment networks under ellipsoidal uncertainty. In con-
trast to other models of genetic systems, these networks capture and assess the
regulating effects of additional environmental factors. In general, gene-environment
networks consist of two major groups of data items – the genes (or proteins
and other molecules) and the so-called environmental factors, which stand for
other cell components like toxins, transcription factors etc. that often play an
important but nevertheless underestimated role in the regulatory system. We note
that beside genetic systems many other examples from life sciences and systems
biology refer to gene-environment networks. Among them are, e.g., metabolic net-
works [10, 41, 70], immunological networks [20], networks in toxicogenomics [34],
but also social- and ecological networks [19]. We refer to [18, 24, 26, 42, 49–
51, 54, 76, 77] for applications, practical examples and numerical calculations.
Recent studies on gene-environment networks focussed on errors and uncertainty.
The potential deviation from measurement values and predictions of each gene was
measured in terms of error intervals by imposing bounds on each variable. Various
regression models have been developed and studied with the help of generalized
Chebychev approximation and, equivalently to that approximation, semi-infinite and
even generalized semi-infinite optimization [58, 60, 62, 64, 65, 67, 70, 71, 73]. How-
ever, error intervals referring to single variables do not reflect correlations of the
multivariate data within specific clusters of genetic and environmental items. In our
approach we apply clustering techniques for an identification of functionally related
groups of genes (or environmental factors) commonly exerting influence on other
groups of genes and/or environmental items [15,44]. In particular, we focus on pos-
sibly overlapping clusters and by this we further extend the approach from [27],
where a strict subdivision of data was assumed. Each cluster stands for a group of
correlated data items. In order to measure data uncertainty, the multivariate state of
genes (or environmental factors) in a cluster will be represented in terms of ellip-
soids. These uncertainty sets refer to stochastic representations of errors and are
directly related to Gaussian distributions and the corresponding covariance matrices.
Error ellipsoids are considered as more flexible than error intervals where stochastic
dependencies among any two of the errors made in the measurement of expression
values and environmental levels are not taken into account explicitly. However, the
two approaches are related, because any confidence ellipsoid can be inscribed into a
sufficiently large and suitably oriented parallelpipe or, in reverse, it can be contained
in such a paraxial set.

The dynamics of the uncertain (ellipsoidal) states of genes and environmental
factors are represented by a time-dependent regulatory model. The coupling rules
of this model are based on ellipsoidal calculus and they determine the interactions
between the various clusters. With this model, predictions of the future states can be
calculated explicitly. In addition, we introduce an iterative procedure for calculating
the centers and shape matrices of the ellipsoidal states. The parameter constella-
tion of the regulatory model refers to the topology and the degree of connectivity
of the underlying gene-environment network. For an estimation of the unknown
parameters, various set-theoretic regression models are introduced. These models
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are heavily effected by the cluster decomposition and the overlap of clusters. The
associated objective functions of the regression models compare the ellipsoidal pre-
dictions of the regulatory model and the results from microarray experiments and
environmental measurements, however, in a set-theoretic sense. They depend on the
distance of cluster centers and on nonnegative criteria functions which measure, e.g.,
the sum of squares of semiaxes (which corresponds to the trace of the configuration
matrix) or the length of the largest semiaxes (which corresponds to the eigenval-
ues of the shape matrix). We note that semi-definite programming and interior point
methods can be applied for solution.

In general, gene-environment networks comprise thousands of genes and addi-
tional factors. For this reason, the underlying network has a high number of
branches. Often the connections between the clusters are weak so that the related
contribution to the system is negligible. In order to reduce complexity we delete
weak connections. This could be achieved by introducing bounds on the number of
incoming branches. By imposing such additional constraints we obtain mixed inte-
ger regression problems. Since these constraints are very strict, we turn to a further
relaxation that could be achieved by replacing binary constraints with continuous
constraints leading to regression models based on continuous optimization.

The Chapter is organized as follows: In Sect. 35.2, we review basic facts about
ellipsoidal calculus required for a representation of the dynamic states of multi-
variate noise prone data. In Sect. 35.3, the time-dependent regulatory model for
overlapping groups of genes and environmental factors under ellipsoidal uncertainty
is introduced. In addition, we provide an algorithm that allows to calculate predic-
tions of future states of groups of genes and environmental items in terms of centers
and shape matrices of the corresponding ellipsoids. In Sect. 35.4, we turn to a set-
theoretic regression analysis for parameter estimation of the dynamic (ellipsoidal)
system. Various regression models are introduced and we discuss their solvability
by means of semi-definite programming. Finally, we address a reduction of com-
plexity by network rarefication in Sect. 35.5, where we further extend the dynamic
model and discuss related mixed integer approximation and a relaxation based on
continuous optimization.

35.2 Ellipsoidal Calculus

The time-dependent multivariate states of the gene-environment network under con-
sideration will be represented in terms of ellipsoidal sets. Predictions of the future
ellipsoidal states are calculated with a time-discrete model based on ellipsoidal cal-
culus. Here, we shortly review the basic operations of ellipsoidal calculus such as
sums, intersections (fusions) and affine-linear transformations of ellipsoids. The
family of ellipsoids in Rp is closed with respect to affine-linear transformations
but neither the sum nor the intersection is generally ellipsoidal, so both must be
approximated by ellipsoidal sets.
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35.2.1 Ellipsoidal Descriptions

An ellipsoid in Rp will be parameterized in terms of its center c 2 Rp and a
symmetric non-negative definite configuration (or shape) matrix ˙ 2 Rp�p as

E .c;˙/ D f˙1=2uC c j kuk � 1g;

where˙1=2 is any matrix square root satisfying˙1=2.˙1=2/T D ˙ . When˙ is of
full rank, the non-degenerate ellipsoid E .c;˙/ may be expressed as

E .c;˙/ D fx 2 Rp j .x � c/T˙�1.x � c/ � 1g:

The eigenvectors of˙ point in the directions of principal semiaxes of E . The lengths
of the semiaxes of the ellipsoid E .c;˙/ are given by

p
�i , where �i are the eigen-

values of ˙ for i D 1; : : : ; p. The volume of the ellipsoid E .c;˙/ is given by
vol E .c;˙/ D Vp

p
det.˙/, where Vp is the volume of the unit ball in Rp, i.e.,

Vp D

8
ˆ̂
<

ˆ̂
:

�p=2

.p=2/Š
; for even p;

2p�.p�1/=2..p � 1/=2/Š
pŠ

; for odd p:

35.2.2 Affine Transformations

The family of ellipsoids is closed with respect to affine transformations. Given an
ellipsoid E .c;˙/ � Rp, matrix A 2 Rm�p and vector b 2 Rm we get AE .c;˙/C
b D E .AcCb;A˙AT /. Thus, ellipsoids are preserved under affine transformation.
If the rows of A are linearly independent (which implies m � p), and b D 0, the
affine transformation is called projection [30].

35.2.3 Sums of K Ellipsoids

Given K bounded ellipsoids of Rp , Ek D E .ck; ˙k/, k D 1; : : : ; K , their geomet-
ric (Minkowksi) sum E1 C E1 D fz1 C z2 j z1 2 E1; z2 2 E2g is not generally
an ellipsoid. However, it can be tightly approximated by parameterized families of
external ellipsoids. We adapt the notion of the minimal trace ellipsoid from [17] and
introduce the outer ellipsoidal approximation E .�; P / D ˚KkD1Ek containing the

sum S DPK
kD1 Ek of ellipsoids which is defined by

� D
KX

kD1
ck
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and

P D
� KX

kD1

p
Tr˙k

�� KX

kD1

˙kp
Tr˙k

�

:

35.2.4 Intersection of Ellipsoids

The intersection of two ellipsoids is generally not an ellipsoid. For this reason we
replace this set by the outer ellipsoidal approximation of minimal volume and adapt
the notion of fusion of ellipsoids from [45]. Given two non-degenerate ellipsoids
E .c1; ˙1/ and E .c2; ˙2/ in Rp with E .c1; ˙1/ \ E .c2; ˙2/ ¤ ; we define an
ellipsoid

E�.c0; ˙0/ WD fx 2 Rp j�.x � c1/T˙�1
1 .x � c1/

C .1 � �/.x � c2/T˙�1
2 .x � c2/ � 1g;

where � 2 Œ0; 1�. The ellipsoid E�.c0; ˙0/ coincides with E .c1; ˙1/ and E .c2; ˙2/
for � D 1 and � D 0, respectively. In order to determine a tight external ellip-
soidal approximation E�.c0; ˙0/ of the intersection of E .c1; ˙1/ and E .c2; ˙2/,
we introduce

X WD �˙�1
1 C .1 � �/˙�1

2

and
� WD 1 � �.1 � �/.c2 � c1/T˙�1

2 X �1˙�1
1 .c2 � c1/:

The ellipsoid E�.c0; ˙0/ is given by the center

c0 DX �1.�˙�1
1 c1 C .1 � �/˙�1

2 c2/

and shape matrix
˙0 D �X �1:

The fusion of E .c1; ˙1/ and E .c2; ˙2/, whose intersection is a nonempty
bounded region, is defined as the ellipsoid E�.c0; ˙0/ for the value � 2 Œ0; 1� that
minimizes its volume [45]. The fusion of E .c1; ˙1/ and E .c2; ˙2/ is E .c1; ˙1/,
if E .c1; ˙1/ � E .c2; ˙2/; or E .c2; ˙2/, if E .c2; ˙2/ � E .c1; ˙1/; otherwise, it
is E�.c0; ˙0/ defined as above where � is the only root in .0; 1/ of the following
polynomial of degree 2p � 1:

�.det X /Tr .co.X /.˙�1
1 �˙�1

2 //� p.det X /2

� .2cT0 ˙�1
1 c1� 2cT0 ˙�1

2 c2C cT0 .˙�1
2 �˙�1

1 /c0� cT1 ˙�1
1 c1C cT2 ˙�1

2 c2/D 0:

Here, co.X / denotes the matrix of cofactors of X . Since X �1 D co.X /= detX ,
we represent this polynomial as
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�.det X /2 Tr .X �1.˙�1
1 �˙�1

2 // � p.det X /2

� .2cT0 ˙�1
1 c1� 2cT0 ˙�1

2 c2C cT0 .˙�1
2 �˙�1

1 /c0� cT1 ˙�1
1 c1C cT2 ˙�1

2 c2/D 0:

We note that it is also possible to define an inner ellipsoidal approximation. The
method of finding the internal ellipsoidal approximation of the intersection of two
ellipsoids is described in [57].

35.3 Gene-Environment Systems Under Ellipsoidal
Uncertainty

35.3.1 Clusters of Gene-Environment Data

Various approaches from clustering and classification can be applied to analyze
the structure of gene-environment networks. In this way, certain groups of genes
and environmental factors can be identified which exert a more or less regulating
influence on other groups of data items. Usually these groups cannot be divided
unambiguously since a single gene can have a regulating effect on various clusters
of genes and, thus, belongs to different clusters. In addition, the quality of the avail-
able data sets may not be sufficient for an identification of disjoint groups. For this
reason, we assume that in the preprocessing step of clustering a number of overlap-
ping clusters of genes and environmental factors can be identified. Such a partition
can be achieved for example with one of the many variants of fuzzy-c-means cluster-
ing [53]. The specific gene-environment network under consideration consists of n
genes and m environmental factors, where the vector X D .X1; : : : ;Xn/

T denotes
the expression values of the genes and the vector E D .E1; : : : ;Em/T stands for the
values of the environmental factors. The set of genes is divided in R overlapping
clusters Cr � f1; : : : ; ng; r D 1; : : : ; R and the set of all environmental items is
divided in S overlapping clustersDs � f1; : : : ; mg; s D 1; : : : ; S . We note that the
paper [27] focussed on disjoint clusters assuming a strict sub-division of the vari-
ables where the relations Cr1 \ Cr2 D ; for all r1 ¤ r2 andDs1 \Ds2 D ; for all
s1 ¤ s2 are fulfilled.

The (crisp) states of the elements of these clusters are given by subsets of the
vectors X and E. That means, we assign a jCr j-subvector Xr of X to each cluster
of genes which is given by the indices of Cr . Similarly,Es is a jDs j-subvector of E
given by the indices of Ds .

For a representation of the uncertain states of the aforementioned clusters we
identify the clusters with error ellipsoids. That means, the vectorsXr represent ellip-
soidal states of the genes in cluster Cr given by the ellipsoid E .�r ; ˙r / � RjCr j and
Es represent the ellipsoidal states of the environmental items in cluster Ds given
by the ellipsoids E .�s ; ˘s/ � RjDs j. The ellipsoid E .�r ; ˙r/ is characterized by
jCr jC jCr j2 coefficients and the ellipsoid E .�s ; ˘s/ is determined by jDsjC jDs j2
variables. The number of coefficients can be reduced by assuming symmetric shape
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matrices what refers to specific correlation of the data variables. We note that
ellipsoids can be identified with intervals if clusters are singletons. It is also pos-
sible that some of the variables are exactly known. In this situation, the ellipsoids
E .�r ; ˙r / and E .�s ; ˘s/ are flat. However, as we are interested in approximations
we can avoid this by imposing lower bounds on the semiaxes lengths or an artifi-
cial extension in the corresponding coordinate directions of length " > 0. Similarly,
degenerate or needle-shaped ellipsoids can be avoided by imposing upper bounds
on the extension of the semiaxes.

35.3.2 The Linear Model

In this section, we introduce a dynamic model that allows to predict the time-
dependent (ellipsoidal) states of the clusters in the gene-environment regulatory
network. This model is based on four types of cluster interactions and regulating
effects:

(GG) genetic cluster regulates genetic cluster
(EG) environmental cluster regulates genetic cluster
(GE) genetic cluster regulates environmental cluster
(EE) environmental cluster regulates environmental cluster.

As shown in Sect. 35.3.1, each cluster corresponds to a functionally related group
of genes or environmental factors and the uncertain states of these clusters are
represented in terms of parameterized ellipsoids

Xr D E .�r ; ˙r / � RjCr j; Es D E .�s ; ˘s/ � RjDs j:

With the ellipsoidal calculus introduced in Sect. 35.2, the dynamics and interactions
between the various clusters of genetic and environmental items is given by the
linear model

X
.�C1/
j D �j0 C

� RM

rD1
A GG
jr X .�/r

�

˚
� SM

sD1
A EG
js E.�/s

�

E
.�C1/
i D �i0 C

� RM

rD1
A GE
ir X .�/r

�

˚
� SM

sD1
A EE
is E.�/s

�

9
>>>>=

>>>>;

.EC /

with 
 � 0 and j D 1; 2; : : : ; R, i D 1; 2; : : : ; S . The system .EC / is defined by
(affine) linear coupling rules, what implies that all future states of genetic and envi-

ronmental clusters are ellipsoids themselves. In particular, the sums
RM

rD1
A GG
jr X .�/r

and
SM

sD1
A EG
js E.�/s describe the cumulative effects of all genetic and environmen-

tal clusters exerted on the elements of cluster Cj in a set theoretic or ellipsoidal
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sense. In the same way, the (ellipsoidal) sums
RM

rD1
A GE
ir X .�/r and

SM

sD1
A EE
is E.�/s

refer to the additive genetic and environmental effects on cluster Di . The degree
of connectivity between the individual clusters is given by the (unknown) interac-
tions matrices A GG

jr 2 RjCj j�jCr j, A EG
js 2 RjCj j�jDs j, A GE

ir 2 RjDi j�jCr j, and

A EE
is 2 RjDi j�jDs j. These matrices are in turn sub-matrices of the general interac-

tion matrices A GG 2 Rn�n, A EG 2 Rn�m, A GE 2 Rm�n, A EE 2 Rm�m. In
case of disjoint clusters, the aforementioned sub-matrices constitute distinct build-
ing blocks of the interaction matrices [27,28]. For overlapping clusters, the structure
of the interaction matrices is much more complicated; it reflects the cluster structure
and the sub-matrices are partly composed of the same elements. This also holds for
the intercepts �j0 2 RjCj j and �i0 2 RjDi j which are partly overlapping sub-vectors
of the vectors �0 D .�10; : : : ; �n0/T 2 Rn and �0 D .�10; : : : ; �m0/T 2 Rm, respec-
tively. We note that the initial values of the linear system .EC / can be defined by the

first genetic and environmental measurements, i.e., X .0/j D X
.0/

j and E.0/i D E
.0/

i .
The unknown parameters of the linear model .EC / have to be determined by a

regression analysis based on ellipsoidal data sets. Since all matrices and vectors of
.EC / are parts of the general interaction matrices and intercepts, n2C2nmCm2C
nCm D .nCm/2 C nCm unknown parameters have to be determined. We will
provide more details on regression analysis in Sect. 35.4.

Remark (Gene-environment networks). The clusters of genes and environmen-
tal factors can be considered as the nodes of a so-called gene-environment network.
Such a network usually consists of a high number of branches what refers to the
inherent connections between the clusters. The branches between the nodes (or clus-
ters) are weighted by the matrices and intercept vectors of the linear coupling rules
of model .EC / and the nodes are weighted by the time-dependent ellipsoidal states
of the clusters. Hereby, network analysis and concepts from discrete mathematics
become applicable and features like connectedness, cycles and shortest paths can be
investigated [25].

35.3.3 Algorithm

The regulatory system .EC / allows to predict the ellipsoidal states of genes and
environmental factors with the set-theoretic calculus introduced in Sect. 35.2. In
order to avoid set-valued calculations we propose to determine the centers and shape
matrices of the predictionsX .�C1/

j and E.�C1/
s of (ellipsoidal) genetic and environ-

mental cluster states by an iterative procedure. Throughout this section we assume

 � 0. The states of the genetic clusters Cj , j D 1; 2; : : : ; R, are given by the
ellipsoids

X
.�C1/
j D E

�
�
.�C1/
j ; ˙

.�C1/
j

�
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with center

�
.�C1/
j D �j0 C

RX

rD1
AGGjr �

.�/
r C

SX

sD1
AEGjs �

.�/
s

and shape matrix

˙
.�C1/
j D

�q

Tr G .�/
j C

q

Tr H .�/
j

�

�
�

G .�/
j

q
Tr G .�/

j

C H .�/
j

q
Tr H .�/

j

�

;

where

G .�/
j D

� RX

rD1

q
TrGGGjr

�

�
� RX

rD1

GGGjr
q

TrGGGjr

�

;

H .�/
j D

� SX

sD1

q
TrHEG

js

�

�
� SX

sD1

HEG
js

q
TrHEG

js

�

and
GGGjr D AGGjr ˙ .�/

r .AGGjr /
T ; HEG

js D AEGjs ˘ .�/
s .AEGjs /

T :

Similarly, the states of the environmental cluster Di , i D 1; 2; : : : ; S , can be
represented in terms of ellipsoids

E
.�C1/
i D E

�
�
.�C1/
i ; ˘

.�C1/
i

�

with center

�
.�C1/
i D �i0 C

RX

rD1
AGEir �

.�/
r C

SX

sD1
AEEis �

.�/
s

and shape matrix

˘
.�C1/
i D

�q

Tr M .�/
i C

q

Tr N .�/
i

�

�
�

M .�/
iq

Tr M .�/
i

C N .�/
iq

Tr N .�/
i

�

;

where

M .�/
i D

� RX

rD1

q
TrMGE

ir

�

�
� RX

rD1

MGE
irq

TrMGE
ir

�

;

N .�/
i D

� SX

sD1

q
TrNEE

is

�

�
� SX

sD1

NEE
isq

TrNEE
is

�
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and
MGE
ir D AGEir ˙ .�/

r .AGEir /
T ; NEE

is D AEEis ˘ .�/
s .AEEis /T :

35.4 Regression Analysis Under Ellipsoidal Uncertainty

35.4.1 The Regression Problem

The linear model .EC / depends on .nCm/2C nCm unknown parameters which
define the system dynamics but also the strength of the interconnections between the
genetic and environmental clusters. In this section, we introduce our main regres-
sion model for an estimation of these parameters and, thus, of the entries of the
interaction matrices A GG

jr , A EG
js , A GE

ir , A EE
is as well as the intercepts �j0 and �i0

for overlapping clusters. Since the model .EC / is based on ellipsoidal sets, a set-
theoretic regression analysis has to be established. The input data is given in terms
of ellipsoidal genetic and environmental observations

X
.�/

r D E


�.�/r ; ˙

.�/

r

� � RjCr j; E
.�/

s D E


�.�/s ; ˘

.�/

s

� � RjDs j;

with r D 1; 2; : : : ; R, s D 1; 2; : : : ; S and 
 D 0; 1; : : : ; T which are taken at
sampling times t0 < t1 < : : : < tT . These measurements have to be compared with
the first T predictions of the model .EC / given by

bX
.�C1/
j D E



b�
.�C1/
j ; ḃ

.�C1/
j

� WD �j0 C
� RM

rD1
A GG
jr X

.�/

r

�

˚
� SM

sD1
A EG
js E

.�/

s

�

;

bE
.�C1/
i D E



b�
.�C1/
i ; b̆

.�C1/
i

� WD �i0 C
� RM

rD1
A GE
ir X

.�/

r

�

˚
� SM

sD1
A EE
is E

.�/

s

�

;

with j D 1; 2; : : : ; R, i D 1; 2; : : : ; S and 
 D 0; 1; : : : ; T � 1.

In our set-theoretic regression, we try to maximize the overlap of the predic-
tions and measurement values (both ellipsoids). For this reason, we introduce the
ellipsoidal approximation of the intersection given by

�X .�/r WD bX .�/r \X .�/r and �E.�/s WD bE.�/s \ E.�/s ;

with r D 1; 2; : : : ; R, s D 1; 2; : : : ; S and 
 D 1; : : : ; T , where \ denotes
the fusion of ellipsoids introduced in Sect. 35.2.3. In addition, the centers of the
ellipsoids are adjusted, so that their squared distance

�
�
�b�.�/r � �.�/r

�
�
�
2

2
and

�
�
�b�.�/s � �.�/s

�
�
�
2

2
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Xr
(k) Xr

(k)

Xr
(k)

mr
(k)

mr
(k)=mr

(k)

mr
(k)

Xr
(k)

Fig. 35.1 Overlap of ellipsoids: The intersections of the two ellipsoids bX.
/
r and X

.
/

r have the
same geometrical size with the same measure of fusions on the left and the right side. On the right
side, the centersb�.
/r and �.
/r are adjusted in order to minimize the difference between the centers
of ellipsoids

becomes minimized (cf. Fig. 35.1). This leads us to the following regression prob-
lem:

.R/ Maximize
TX

�D1

� RX

rD1

�
�
��X .�/r

�
�
���

�
�
� b�.�/r ��.�/r

�
�
�
2

2

�

C
SX

sD1

�
�
��E.�/s

�
�
���

�
�
� b�.�/s ��.�/s

�
�
�
2

2

��

:

Here, k � k� denotes a measure that reflects the geometrical size of the intersections
(fusions) and we assume that k�X .�/r k� D 0, if �X .�/r D ; and k�E.�/s k� D 0, if
�E

.�/
s D ;. There exist various measures related to the shape of the intersections,

e.g., the volume (which corresponds to the ellipsoid matrix determinant), the sum of
squares of semiaxes (which corresponds to the trace of the configuration matrix) or
the length of the largest semiaxes (which corresponds to the eigenvalues of the shape
matrix). For further details on geometrical (ellipsoidal) measures and the related
regression problems we refer to [28].

35.4.2 Variants of the Regression Problem

In this section, we introduce specific formulations of the regression model .R/. As
mentioned above, the objective function of this model depends on a measure of the
geometrical size of the intersections (fusions)�X .�/r and�E.�/s which is related to
the corresponding shape matrices. In general, nonnegative-valued criteria functions
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 .E .0;Q// defined on the set of all nondegenerate ellipsoids can be applied to mea-
sure the size of a p-dimensional ellipsoid E .0;Q/. These functions are monotonous
by increasing with respect to inclusion, i.e.,  .E1/ �  .E2/ if E1 � E2. Such
measures are, e.g.,

(a) The trace of Q,

 T .E .0;Q// WD TrQ D �1 C : : :C �p;

where �i are the eigenvalues of Q (i.e., TrQ is equal to the sum of the squares
of the semiaxes),

(b) The trace of square of Q,

 TS .E .0;Q// WD TrQ2;

(c) The diameter,
 Dia.E .0;Q// WD diam.E .0;Q// WD d;

where

maxf�i 2 R j i D 1; : : : ; pg D
�
d

2

�2
;

so that d=2 is the radius of the smallest p-dimensional ball that includes
E .0;Q/.

For further details on criteria functions we refer to [29], p. 101. The measures stated
above lead to different representations of the regression problem .R/ and in the
following sections we study them in more detail.

Remark (Representation of fusions). For numerical calculations and an estima-
tion of parameters of the regression problem .R/, explicit representations of the
fusions �X .�/r and �E.�/s are required. In the following we explain how these
representations can be calculated with the ellipsoidal calculus of Sect. 35.2:

The fusion�X .�/r D bX
.�/
r \ X .�/Cr

is an ellipsoid E


��

.�/
r ; �˙

.�/
r

�
with center

��.�/r D
�
X .�/
r

	�1

�
�
ḃ.�/
r

	�1
b�.�/r C .1 � �/

�
˙
.�/

r

	�1
�.�/r

�

and shape matrix
�˙ .�/

r D �.�/r
�
X .�/
r

	�1
;

where
X .�/
r WD ��ḃ.�/r

	�1 C .1� �/�˙ .�/

r

	�1
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and

�.�/r WD 1 � �.1 � �/


�.�/r �b�.�/r

�T �
˙
.�/

r

	�1�
X .�/
r

	�1�ḃ.�/
r

	�1

�.�/r �b�.�/r

�
:

The parameter � is the only root in .0; 1/ of the following polynomial of degree
2jCr j � 1:

�.�/r


det X .�/

r

�2
Tr
��

X .�/
r

	�1��ḃ.�/
r

	�1 � �˙ .�/

r

	�1�� � jCr j


det X .�/

r

�2

�
�
2
�
��.�/r

	T �ḃ.�/
r

	�1
b�.�/r � 2

�
��.�/r

	T �
˙
.�/

r

	�1
�.�/r

C ���.�/r
	T
��
˙
.�/

r

	�1 � �ḃ.�/r
	�1�

��.�/r �
�
b�.�/r

	T �ḃ.�/
r

	�1
b�.�/r

C ��.�/r
	T �

˙
.�/

r

	�1
�.�/r

�
D 0:

Similarly, the fusion�E.�/s D bE
.�/
s \E.�/s is an ellipsoid E



��

.�/
s ; �˘

.�/
s

�
with

center

��.�/s D
�
Y .�/
s

	�1

�
�
b̆ .�/
s

	�1
b�.�/s C .1 � �/

�
˘
.�/

s

	�1
�.�/s

�

and shape matrix

�˘ .�/
s D �.�/s

�
Y .�/
s

	�1
;

where

Y .�/
s WD ��b̆ .�/s

	�1 C .1 � �/�˘ .�/

s

	�1

and

�.�/s WD 1 � �.1 � �/


�.�/s �b�.�/s

�T �
˘
.�/

s

	�1�
Y .�/
s

	�1�b̆ .�/
s

	�1

�.�/s �b�.�/s

�
:

The parameter � is the only root in .0; 1/ of the following polynomial of degree
2jDsj � 1:

�.�/s


det Y .�/

s

�2
Tr
��

Y .�/
s

	�1��b̆ .�/
s

	�1 � �˘ .�/

s

	�1�� � jDs j


det Y .�/

s

�2

�
�
2
�
��.�/s

	T �b̆ .�/
s

	�1
b�.�/s � 2

�
��.�/s

	T �
˘
.�/

s

	�1
�.�/s

C ���.�/s
	T
��
˘
.�/

s

	�1 � �b̆ .�/s
	�1�

��.�/s �
�
b�.�/s

	T �b̆ .�/
s

	�1
b�.�/s

C ��.�/s
	T �

˘
.�/

s

	�1
�.�/s

�
D 0:
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35.4.2.1 The Trace Criterion

We now turn to the specific formulations of the regression problem .R/. The first cri-
terion is based on the traces of the shape matrices of the fusions�X .�/r and�E.�/s .
The geometrical size of these ellipsoids is measured in terms of their (squared)
lengths of semiaxes and, thus, the traces of the shape matrices�˙ .�/

r and�˘ .�/
s :

.RT r / Maximize
TX

�D1

� RX

rD1



Tr


�˙ .�/

r

��
jCr jX

jD1



b�.�/r;j � �.�/r;j

�2
�

C
SX

sD1



Tr


�˘ .�/

s

� �
jDs jX

iD1



b�.�/s;i � �.�/s;i

�2
��

:

The trace of the shape matrix of an ellipsoid is equal to the sum of the squares of
the semiaxes. For this reason, the regression problem takes the form

.R0
T r / Maximize

TX

�D1

� RX

rD1

jCr jX

jD1



�
.�/
r;j �



b�
.�/
r;j � �.�/r;j

�2
�

C
SX

sD1

jDs jX

iD1



�
.�/
s;i �



b�.�/s;i � �.�/s;i

�2
��

;

where �.�/r;j and�.�/s;i are the eigenvalues of �˙ .�/
r and �˘ .�/

s , respectively.

35.4.2.2 The Trace of the Square Criterion

When we measure the size of an ellipsoid by the traces of the square of its shape
matrix, we obtain the following regression problem:

.RTS / Maximize
TX

�D0

� RX

rD1



Tr


�˙ .�/

r

�2 �
jCr jX

jD1



b�
.�/
r;j � �.�/r;j

�2
�

C
SX

sD1



Tr


�˘ .�/

s

�2 �
jDs jX

iD1



b�.�/s;i � �.�/s;i

�2
��

:

35.4.2.3 The Diameter Criterion

The maximal extension of the fusions can be used to define a further regression
model. Here, the diameter of the ellipsoids �X .�/r and �E.�/s (or the size of the
smallest balls which include the fusions) is used in the objective function:
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.RDia/ Maximize
TX

�D0

� RX

rD1



diam


E


0;�˙ .�/

r

���
jCr jX

jD1



b�.�/r;j ��.�/r;j

�2
�

C
SX

sD1



diam


E


0;�˘ .�/

s

���
jDs jX

iD1



b�.�/s;i � �.�/s;i

�2
��

:

An equivalent formulation of .RDia/ can be given in terms of the eigenvalues of
�˙

.�/
r and �˘ .�/

s :

.R0
Dia/ Maximize

TX

�D1

� RX

rD1



2 �
q

�
.�/
r �

jCr jX

jD1



b�.�/r;j � �.�/r;j

�2
�

C
SX

sD1



2 �
q

�
.�/
s �

jDs jX

iD1



b�.�/s;i � �.�/s;i

�2
��

with �
.�/
r WD maxf�.�/r;j j j D 1; : : : ; jCr jg and �

.�/
s WD maxf�.�/s;i j i D

1; : : : ; jDs jg. As the objective function of .R0
Dia/ is nonsmooth with well-understood

max-type functions [60–62] but not Lipschitz-continuous, we also introduce the
additional regression problem

.R00
Dia/ Maximize

TX

�D0

� RX

rD1



�.�/r �
jCr jX

jD1



b�
.�/
r;j � �.�/r;j

�2
�

C
SX

sD1



�.�/s �
jDs jX

iD1



b�.�/s;i � �.�/s;i

�2
��

as an alternative proposal.

35.4.3 Optimization Methods

In this section, we summarize solution methods for the regression models of the
previous subsections. The objective functions of these volume-related programming
problems depend on, e.g., the eigenvalues of symmetric positive semidefinite shape
matrices�˙ .�/

r and�˘ .�/
s as well as the distance of the centers��.�/r and��.�/s of

the fusions�X .�/r and�E.�/s . For this reason, methods from semidefinite program-
ming [11] can be applied. In particular, the regression model .R0

T r/ refers to sums of

all eigenvalues of the shape matrices �˙ .�/
r and �˘ .�/

s . These objective functions
can also be considered as positive semidefinite representable functions ([8], p. 80)
and interior point methods can applied [35–37,39]. Alternatively, associated bilevel
problems can be introduced which could be solved by gradient methods. In fact,
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in [38] structural frontiers of conic programming are discussed with other optimiza-
tion methods compared, and future applications in machine learning and data mining
prepared. However, we would like to underline that in the areas regression and clas-
sification of statistical learning (cf. e.g., [21, 46]), our optimization based methods
provided and further promise very good and competitive results [13, 24, 52, 66, 74].

35.5 Network Rarefication Based on Mixed Integer
Programming and Continuous Programming

The gene-environment network of clusters defined by the interaction matrices of the
linear model .EC / is usually highly-interconnected. The regression analysis of the
previous sections allows an identification of the corresponding degrees of connec-
tivity of all branches between the clusters, although its actual influence is small and
negligible. In addition, a particular cluster is generally influenced by a limited (not
too high) number of regulating genetic and environmental clusters and usually it
regulates only a small number of clusters. For this reason, we introduce a method
for diminishing the number of branches with the aim of network rarefication during
the regression process. This goal could be achieved by introducing upper bounds on
the indegrees and outdegrees of nodes of the gene-environment network. In other
words, the number of clusters regulating a specific genetic or environmental cluster
in our network as well as the number of clusters regulated by a particular cluster
has to be bounded. We impose binary constraints in order to decide whether or not
there is a connection between two clusters and by this we obtain a mixed-integer
optimization problem. After this model is provided, we will pass to continuous opti-
mization and introduce a model with continuous constraints. This is because of the
exclusive nature of binary constraints that could even destroy the connectivity of the
gene-environment network.

35.5.1 Mixed Integer Regression Problem

Given two clusters A;B we use the notation A  B if cluster A is regulated by
cluster B and A 6 B if cluster A is not regulated by cluster B . Now, we define the
Boolean matrices

�GGjr D
(
1; if Cj  Cr

0; if Cj 6 Cr ;
�EGjs D

(
1; if Cj  Ds

0; if Cj 6 Ds ;

�GEir D
(
1; if Di  Cr

0; if Di 6 Cr ;
�EEis D

(
1; if Di  Ds

0; if Di 6 Ds ;

indicating whether or not pairs of clusters in our regulatory network are directly
related. If two clusters are not related, the corresponding parts of the matricesAGG ,
AGE , AEG , AEE have zero entries in case of a disjoint cluster decomposition.
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The indegree of the genetic cluster Cj in our regulatory network is defined with
respect to all genetic and environmental clusters by

deg.Cj /GGin WD
RX

rD1
�GGjr and deg.Cj /EGin WD

SX

sD1
�EGjs ;

where j 2 f1; : : : ; Rg. By this, the indegrees deg.Cj /GG and deg.Cj /EG count
the number of genetic and environmental clusters which regulate cluster Cj . The
overall indegree of the genetic cluster Cj is defined by

deg.Cj /in WD deg.Cj /GGin C deg.Cj /EGin :

Similarly, for i 2 f1; : : : ; Sg the indegree of cluster Di with respect to the
environmental clusters and the genetic clusters is given by

deg.Di /GEin WD
RX

rD1
�GEir and deg.Di /EEin WD

SX

sD1
�EEis :

In this way, the indegrees deg.Di /GE and deg.Di /EE count the number of genetic
and environmental clusters which regulate cluster Di . The overall indegree of
cluster Di is defined by

deg.Di /in WD deg.Di /
GE
in C deg.Di /

EE
in :

In the same way, bounds on the outdegree, i.e., the number of outgoing branches can
be introduced. Firstly, binary values are defined to determine whether or not there is
an outgoing connection:

�GGjr D
(
1; if Cr  Cj

0; if Cr 6 Cj ;
�EGjs D

(
1; if Ds  Cj

0; if Ds 6 Cj ;

�GEir D
(
1; if Cr  Di

0; if Cr 6 Di ;
�EEis D

(
1 , if Ds  Di

0 , if Ds 6 Di :

Now, the outdegree of genetic cluster Cj with respect to all genetic and environ-
mental clusters can be expressed as

deg.Cj /
GG
out WD

RX

rD1
�GGjr and deg.Cj /

GE
out WD

SX

sD1
�GEjs ;

where j 2 f1; : : : ; Rg. The outdegrees deg.Cj /GGout and deg.Cj /EGout count the num-
ber of genetic and environmental clusters regulated by cluster Cj . The overall
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outdegree of genetic cluster Cj is given by

deg.Cj /out WD deg.Cj /GGout C deg.Cj /EGout :

The outdegree of environmental cluster Di with respect to the environmental
clusters and the genetic clusters is defined by

deg.Di /GEout WD
RX

rD1
�GEir and deg.Di /EEout WD

SX

sD1
�EEis ;

where i 2 f1; : : : ; Sg. The outdegrees deg.Di /GEout and deg.Di /EEout count the num-
ber of genetic and environmental clusters regulated by cluster Di . The overall
outdegree of cluster Di is

deg.Di /out WD deg.Di /GEout C deg.Di /EEout :

As mentioned above, we introduce upper bounds on the indegrees and the out-
degrees of the nodes (clusters) with the aim of network rarefication. These values
have to be given by the practitioner and they can depend on any a priori informa-
tion. Including these additional constraints, we obtain the following mixed integer
optimization problem:

(MI1)

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
:̂

Maximize
TX

�D1

� RX

rD1

�
�
��X .�/r

�
�
�� �

�
�
�b�.�/r � �.�/r

�
�
�
2

2

C
SX

sD1

�
�
��E.�/s

�
�
�� �

�
�
�b�.�/s � �.�/s

�
�
�
2

2

�

subject to deg.Cj /GGin � ˛GGj ; j D 1; : : : ; R
deg.Cj /EGin � ˛EGj ; j D 1; : : : ; R
deg.Di /EGin � ˛EGi ; i D 1; : : : ; S
deg.Di /EEin � ˛EEi ; i D 1; : : : ; S

deg.Cj /GGout � ˇGGj ; j D 1; : : : ; R
deg.Cj /EGout � ˇEGj ; j D 1; : : : ; R
deg.Di /GEout � ˇGEi ; i D 1; : : : ; S
deg.Di /EEout � ˇEEi ; i D 1; : : : ; S:

In model (MI1), individual bounds on the indegrees and outdegrees of each
genetic and environmental cluster are imposed what allows us to control the con-
nectivity of the gene-environment network. This approach is an extension of the
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regression problems with bounds on the indegrees in [27, 28]. Similar mixed-
integer problems for an analysis of gene-environment networks based on interval
arithmetics were presented in [64, 65, 67].

In model (MI1) the number of connections of each cluster with genetic and envi-
ronmental clusters are considered separately. In a further step, we can combine
these bounds and impose restrictions on the total number of all ingoing or outgoing
branches of each cluster:

(MI2)

8
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subject to deg.Cj /in � �j ; j D 1; : : : ; R
deg.Di /in � ıi ; i D 1; : : : ; S

deg.Cj /out � "j ; j D 1; : : : ; R
deg.Di /out � 'i ; i D 1; : : : ; S:

35.5.2 Continuous Programming

As mentioned above, the binary constraints in (MI1) and (MI2) can lead to restric-
tions of the network connectivity. For this reason, continuous optimization is applied
for a relaxation of (MI1) by replacing the binary variables�GGjr , �EGjs , �GEir and �EEis
with real variables PGGjr ; PEGjs ; PGEir ; PEEis 2 Œ0; 1�, which is also interpretable
as probabilities (we refer to [47] for optimization models with probabilistic con-
straints). These variables should linearly depend on the corresponding elements of
A GG
jr ;A EG

js ;A GE
ir ;A EE

is .
The real-valued indegree of cluster Cj in our regulatory network with respect to

the genetic and environmental clusters are now defined by

deg.Cj /GGin WD
RX

rD1
PGGjr



A GG
jr

�
and deg.Cj /EGin WD

SX

sD1
PEGjs



A EG
js

�
;

respectively. Similarly, the real-valued indegree of cluster Di is given by

deg.Di /GEin WD
RX

rD1
PGEir



A GE
ir

�
and deg.Di /EEin WD

SX

sD1
PEEis



A EE
is

�
:
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In the same way, we can adapt the outdegrees of clusters by replacing the
binary variables �GGjr , �EGjs , �GEir and �EEis with real variables QGG

jr ;Q
EG
js ;Q

GE
ir ,

QEE
is 2 Œ0; 1� linearly depending on the corresponding elements of A GG

jr ;A EG
js ;

A GE
ir ;A EE

is . Now, the real-valued outdegrees of cluster Cj with respect to the
genetic and environmental clusters are defined by

deg.Cj /GGout WD
RX

rD1
QGG
jr



A GG
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�
and deg.Cj /EGout WD

SX

sD1
QEG
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A EG
js

�
;

respectively. Similarly, the real-valued outdegree of cluster Di is given by

deg.Di /GEout WD
RX

rD1
PGEir



A GE
ir

�
and deg.Di /EEout WD

SX

sD1
QEE
is



A EE
is

�
:

When we replace the strict binary constraints of the mixed-integer problem (MI1)
with the aforementioned ‘soft constraints’, we obtain the following continuous
programming problem:

(C1)
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We can also combine these real-valued restrictions on the total number of all
ingoing or outgoing branches of each cluster and so we obtain a relaxation of model
(M2) in terms of the following continuous programming problem:

(C2)

8
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35.6 Conclusion

We considered dynamical gene-environment networks under ellipsoidal uncertainty.
The hidden interconnections and regulating effects of possibly overlapping clusters
of genetic and environmental items are revealed by a new set-theoretic regres-
sion methodology. By this, we further extend our Ellipsoidal Operations Research
introduced in [27] that was based on our and our colleagues studies on regula-
tory systems in computational biology and life sciences with data uncertainty. In
these studies, interval arithmetics was applied to express various kinds of errors
and uncertainty. Here, we further extend this approach by considering stochastic
dependencies between groups of genes and environmental factors. Furthermore,
the clusters of data items are not strictly divided as in [27] and they can overlap
what is motivated by the fact that a single gene or environmental factor can influ-
ence more than one other gene. The representation of data uncertainty in terms of
ellipsoids is more flexible than the error intervals of single variables. In particular,
ellipsoids are directly related to covariance matrices. For this reason, the often used
Gaussian random noise refers to our ellipsoidal approach. However, Gaussian ran-
dom distributions are often considered as simplifications. In future works, we will
extend our regression models based on ellipsoidal uncertainty and we will focus on
set-theoretic approaches with semi-algebraic sets and approximations of convex or
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non-convex error sets [7,9]. This new perception will be combined with refined opti-
mization methods that offer a new perspective for the analysis of regulatory systems
under uncertainty.
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13. Büyükbebeci, E.: Comparison of MARS, CMARS and CART in predicting default probabili-
ties for emerging markets. MSc. Term Project Report/Thesis in Financial Mathematics, at IAM,
METU, Ankara, August 2009

14. Chipman, H., Tibshirani, R.: Hybrid hierarchical clustering with applications to microarray
data. Biostatistics 7(2), 286–301 (2006)

15. Mol, C. De, Mosci, S., Traskine, M., Verri, A.: A Regularized Method for selecting nested
groups of relevant genes from microarray data. J. Comput. Biol. 16(5), 677–690 (2009)
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bution to nonparametric regression with multivariate adaptive regression splines supported by
continuous optimisation. Preprint at IAM, METU, submitted to Advances in Computational
and Applied Mathematics (in reviewing)
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Chapter 36
Strategic Interaction in Macroeconomic Policies:
An Outline of a New Differential
Game Approach

T. Krishna Kumar

Abstract Increasing globalization has created a realization by most countries
that macroeconomic policy coordination is useful. However, the economic models
advanced so far for this purpose do not adequately address the major questions
that are of interest for policy coordination. The need for policy coordination arises
from differences in resource endowments and differences in savings and invest-
ment that have implications for long run growth. The models that are currently in
use are only of a comparative static nature based on open IS-LM framework with
dynamics brought in as disequilibrium dynamics. It is suggested here that dynamic
multi-sectoral multi-regional input output model with current input and capital input
matrices may be used along with compatible spatial price equilibrium relationships
and error correcting disequilibrium dynamics as the model. Some suggestions are
offered to weaken the sufficiency conditions for the existence of a solution to Linear
Quadratic Differential Game and some economic examples are discussed.

36.1 Introduction

Until the great depression in 1929–1933 planning and economic policy was con-
fined to national economies, with exchange rates between national currencies being
flexible. After the world depression John Maynard Keynes emphasized the prob-
lems associated with beggar thy neighbor policies of the pre-depression years and
how they led to the depression. He extended the logic of his general theory to the
world economy and identified the need to have a Global Bank which performs the
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functions of a central bank of a country, but at the global level, viz. controlling
the money supply through its credit policies, foreign exchange reserves, and the
exchange rates. This had led to the creation of World Bank (International Bank
for Reconstruction and Development), and the International Monetary Fund, the
first entrusted with the international developmental credit flows and the latter with
controlling the exchange rates and providing short term credit for maintaining rea-
sonable levels of foreign exchange reserves.1 The Fixed exchange rate regime thus
replaced the flexible exchange rate regime. The national fiscal and monetary policies
were left to be decided by national governments.

During the last four decades, with more trade interactions, and greater capital
mobility between countries, the transmission mechanism of shocks from country to
country has been quick and of significant magnitude. This has lead to changes in
policies of IMF and WB. The switch back to flexible exchange rate regime from
fixed exchange rate regime is one such major change. There are also systemic reac-
tions to the new flexible exchange rate regime and global competition in trade. These
are in terms of new trade agreements such as NAFTA and monetary unions such
as European Union with a common currency Euro and its own European Bank.
Although there is some attempt to devise methods for macroeconomic policy coor-
dination, such attempts are either limited to countries within the European Union
or happened to be pure academic exercises which adapted existing theoretical open
macroeconomic models to study the issues of policy coordination. What is needed
is to develop new methods to suit this class of problems rather than apply an existing
theoretical tool. It is necessary to make them more suitable for actual adoption at
least as guides to macroeconomic policy coordination.

What I attempt to do in this paper are: (a) present a critical review of the exist-
ing literature on macroeconomic policy coordination, (b) emphasize the limitations
of that literature and suggest ways of making them more useful and operational,
(c) identify an operational approach, and suggest a few research problems on differ-
ential games arising from this problem, and (d) finally give an illustrative operational
example of differential game solution to strategic trade policy.

The plan of the paper is as follows. Section 36.2 presents a brief critical review
of the existing literature. Section 36.3 states the problem of macroeconomic policy
coordination and identifies a new operational approach. Section 36.4 elaborates on
the structure of a LQDG and its solutions. It also suggests a few interesting research
problems in the theory of differential games. Section 36.5 illustrates the operational
usefulness of the model by presenting a numerical example of a strategic trade
policy.

1 There are other ulterior motives for the major super power, the United States of America. For a
fuller discussion on the political economy see my earlier paper (Kumar (see [24])).
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36.2 Review of Literature

Before I go into the review of literature I shall present a broader overall scenario
of evolution of that literature. Macroeconomic policy coordination requires deal-
ing with two or more open economy macro models. In the seventies and up to
mid-eighties the macroeconomic policy coordination models used were static and
basically open economy IS-LM models. In eighties and beyond the models used
have been dynamic but confined to simple post-Keynesian dynamic models, where
to open IS-LM model some features of short run dynamics are added (These are
Models of Mundell–Fleming or Dornbush variety). In other words, these models
are dynamic only in terms of making general price level and nominal wages sticky
and then specifying a Walrasian market adjustment mechanism or other short run
dynamics, such as adding a Phillips curve type relation. When each country’s model
used variables that linked the country with the rest of the world, and when such link-
ing variables are assumed to be exogenous, the policy prescription required only an
optimization model and no policy coordination is either anticipated or suggested.

The need for macroeconomic policy coordination came mainly from four
sources. First, with the breakdown of Bretton Woods’s statutes and the introduction
of flexible exchange rate regime, economists recalled the interwar period of flexible
exchange rates with the associated beggar thy neighbor policies and their tragic
consequences. Second, the Lucas critique and the issue of credibility of economic
policy called into question the simple optimization. This brought rational expecta-
tions and game theoretic approach into the literature on coordination of monetary
and fiscal policies (see Kydland [25]). Third, the creation of the European Union
(EU or European Monetary Union, EMU) with 11 asymmetric European countries
coming under one central European Bank and one common monetary policy raised
interesting questions regarding coordinating the fiscal policies of the 11 countries
with the common monetary policy. Finally, the financial meltdown of September
2008 and the prolonged recession that followed in USA raised concerns to con-
tain it within United States and to contain its adverse impact on other countries
through macroeconomic policy coordination. The real missing link still is a need
for macroeconomic policy coordination through an institutional mechanism such as
the World Bank and IMF, implying drawing up new statutes for these organizations
to facilitate macroeconomic policy coordination.

36.2.1 Macroeconomic Policy Coordination Within a Country

Kydland was the first to use differential game theory in macroeconomic policy in
his doctoral dissertation at Carnegie-Mellon University in 1973.2 Kydland (see [25])

2 One may see Tabellini, [41], for an excellent exposition of Kydland’s contributions to macroeco-
nomic policy.
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shows the inferiority of the non-cooperative Nash equilibrium compared to a cooper-
ative solution. He interprets the policy maker as the dominant player and the typical
individual citizen as the non-dominant player. He shows (Kydland see [26]) that in
such a game with a dominant player the open loop control policy is time-inconsistent
and attributes it to lack of credibility. He also establishes that in order to get time
consistency one must go for a feedback control policy. Lucas [28], and Kydland and
Prescott (see [27]) are other papers on the same topic that use the concept of ratio-
nal expectations and argue for the advantage of rule-based policies to create rational
expectations equilibrium solution.

There is considerable literature on the interplay between monetary policy and
fiscal policy and arguments are often advanced for an independent monetary author-
ity. One can apply the above differential game framework with linear differential
equation system with quadratic objective functions, and the monetary authority and
the fiscal authority being the two players of the game. It can then be argued that if
the monetary authority is truly independent and if one obtains the non-cooperative
solution with each policy maker having his own objective function, the correspond-
ing Nash equilibrium is Pareto inferior to a cooperative solution. Using differential
games Petit established this result for Italy (Petit, see [35]).

There is a similarity between the policy coordination in European Monetary
Union and that of states within a country. The EMU has a common monetary pol-
icy and all the 11 member countries have their own fiscal policies. There is a need
to put restrictions on large deficit spending by some of the countries as they will
have serious adverse repercussions otherwise on other countries. Now referring to
a single country for a comparison, the states within a country have their own fiscal
policies with their own budgets and taxing powers, while they have a common fiscal
policy at the country level and a common monetary policy by an independent central
bank. There seems to be a need for fiscal policy coordination between the states of
a country, such as need for such coordination between the countries within EMU.

Aarle et al. (see [1]) examine the impact of fiscal policies of member coun-
tries with their own labor market distortions on the stability and growth of EMU.
They identify the need for coordination such as the stability and growth pact (SGP)
that EMU has. They use a differential game model, with Mundell–Fleming type of
model. Aarle et al. (see [2]) examine the coalition formation in EMU. The anal-
ogy in a single country is, although there may not be any asymmetries in labor
market rigidities, there could be asymmetries in public infrastructure that create
repercussions of a state’s fiscal policy on other states.

36.2.2 International Policy Coordination

Literature on international policy coordination dates back to the late 1960s and
1970s, and two of the most noted studies in this area are by Cooper (see [9]) and
Hamada (see [18]). Cooper (see [9]) examines economic policy formulation in an
open economy by allowing international capital movements. The paper observes
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that with international capital movement and increase in the interdependencies
between the countries, effectiveness of decentralized policies declines, and coor-
dination of policies between different countries becomes compelling. The paper
assumes a two-country model. He specifies the targets of economic policy as
the level of unemployment and the rate of economic growth. For instruments of
economic policy he chooses government expenditures or open market operations,
which are controlled by the nation’s economic authorities, and which in turn influ-
ence the values taken by the target variables. The effectiveness of policy formulation
is measured by the speed at which the target variables are restored to their target
levels, in the presence of interdependencies within the countries.

Hamada (see [18]) uses a game theoretic formulation to explain the same prob-
lem. Hamada’s study became the pioneering work in using economic policy games
to explain the gains from coordination. Hamada (see [18]) highlights the impor-
tance of monetary interdependencies between different countries while examining
the gains from policy coordination. He constructs an n-country game in which the
monetary policy of each country is conducted in such a way as to maximize the
objective function of its monetary authority, the primary objectives being price sta-
bility and balance of payment equilibrium. In the process, he also shows that if there
are differences in national preferences concerning inflation and balance of payment
policies, they affect the realized outcome of the world inflation rate. While this study
assumes a fixed exchange rate, Hamada (see [19]) extends this analysis for flexible
exchange rate.

Cooper (see [10]) gives a detailed exposition of economic interdependence
between different countries. He defines economic interdependence as a multidi-
mensional economic transaction between two countries, or a country and the rest
of the world. Following Hamada, many studies were carried out using multiple-
country, macroeconomic policy games, with countries maximizing their respective
welfare functions. The welfare functions of the countries, or in other words the
objective functions, defined the strategic positions of the countries. Corden (see
[11]) defines a case of bilateral monopoly between two governments, whose objec-
tive functions are to manage the aggregate nominal demand of its own country.
Under flexible exchange rate system he shows that non-cooperative solutions will
have deflationary biases relative to cooperative policies. But this remains valid only
in the short run as it does not take into account the effects of expectation formation
on inflation and unemployment in the later periods. Most of these studies use static
macroeconomic models.

Other studies on strategic policy coordination include Canzoneri and Gray (see
[6]), Currie and Levine (see [13]), Kehoe (see [22]), Ploeg (see [37]). In gen-
eral these studies show that when authorities ignore interdependence, the solutions
will not be efficient and conclude that when authorities cooperate the result would
be Pareto superior. While there are studies suggesting cooperation as a superior
strategy, there are other studies which show that there are no clear benefits of inter-
national cooperation. Studies like Oudiz and Sachs (see [34]) use a dynamic game
model to show possible time inconsistency in the solution. Thus they bring out the
importance of credibility of the policies of the players. Frankel and Rockett (see
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[16]) suggest that in order to maximize the gains from cooperation, policymakers
often come out with incorrect models of policy coordination. This happens primarily
because different governments subscribe to different economic philosophies. Lack
of knowledge of the true model leads to movement of the target variables in the
wrong direction and hence lowers equilibrium rates.

Obstfeld (see [33]) and Rogoff (see [38]) provide an excellent review of some
of the models used for policy coordination with Mundell–Fleming–Dornbush type
models. The models invariably had one spatial equilibrium condition for the output
and another spatial equilibrium condition for the prices, and one more for the cap-
ital flows or exchange rate. While Mudell–Fleming model is an open IS-LM model
Dornbush included the assumption of sticky prices for wages, and introduced dise-
quilibrium dynamics into the model. This post Keynesian assumption was difficult
to uphold among macroeconomists those days by anyone other than Dornbush (see
Rogoff’s Mundell–Fleming lecture (see [38]). While these models are labeled the
first generation models of macroeconomic policy coordination, a second generation
of models for macroeconomic policy coordination appeared in the literature. These
were extensions of the post-Keynesian models in which micro foundations were
added by assuming monopolistic competition, individual representative agents with
utility functions, etc. But they retained the short run dynamics and ignored the
truly dynamic long run growth aspects. For a review one may see Conzoneri et al.
(see [6]).

These models of macroeconomic policy coordination are dynamic only by intro-
duction of disequilibrium dynamics. They are not truly dynamic. In other words
these models only capture short run dynamics or business fluctuations and they are
devoid of capturing the medium and long term trends in the pursuit and evasion
games being played between nations.

Let us examine what the major issues facing countries in the European Monetary
Union or between US and China, and US and India, or India and China are. In EMU
it is the asymmetric growth scenarios in the member countries, particularly between
the two old countries East and West Germany, now united into a united Germany
but still having growth differential in the two regions. It is the differential growths in
US and China, triggered by labor market distortions and state capitalism in China.
These distortions had created a long term growth differential between the countries
along with a huge trade deficit for US. Are not the present trade deficits problems
related to some long term positions the two countries have taken? Can such positions
be reversed? Where are these growth issues addressed in the existing models of
macroeconomic policy coordination? Did we not talk about export-led growth of
the emerging economies just a few years ago? Where is the issue of export-led
growth and the associated policy instruments or strategies such as special economic
(exporting) zones (SEZs) in these macroeconomic policy coordination models? Do
we not see that a major part of misalignment of the exchange rate of a country with
purchasing power parity arises because of market distortions in one or both trading
countries that create significant differences in prices of non-traded goods? Where
is the distinction made between traded and non-traded goods in these models? It is
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to address some of these issues that we present an alternative modeling strategy for
macroeconomic policy coordination in the next section.

36.3 An Alternate Operational Model

36.3.1 Need for an Alternative Approach

One of the major policy issues facing nations in a global economy today is to shield
each country from external shocks, as such shocks can lower growth or cause infla-
tion. These shocks could arise from speculation in output growth, inflation and
domestic rate of interest. Such shocks could be transmitted through trade in goods
and services, international capital mobility etc. Some of these speculations or expec-
tations arise due to long term trends as well as short run fluctuations. The existing
literature was mostly limited to policy coordination between countries of EMU or
between US and UK, as in Frankel and Rockett (see [16]). The type of models to
use, and the type of problems one faces, will radically be different if the macroe-
conomic policy coordination is between US and China or between US and India.
The policy coordination must deal with growth, investment, and distortions in both
product and factor markets.

One may note the recent trends and the political dialogue between USA and
China regarding revaluation of the Chinese currency. Likewise one may expect more
trade in ICT services between US and India, and one may also expect trade in man-
ufacturing with US shifting from China to India. With these emerging trends the
macroeconomic policy coordination between US and China and US and India is
not just for academic curiosity but is of great political and economic significance.
Macroeconomic policy coordination in such cases must be strategic in nature and
the underlying models should incorporate both long run growth as well as short run
fluctuations.

In order that a model is policy relevant it must satisfy the following criteria:

1. It must have a model that captures the salient features of economies that are of
interest to policy makers, such as how output and prices are determined for traded
and not traded goods, and how the general price level is a weighted average of
the prices of traded and non-traded goods.

2. It must describe both the long term growth and short run fluctuations.
3. There must be an ongoing continuous activity in each country of specifying the

model, estimating it, testing it, validating it, and improving it. It must address
the issue of credibility of a policy in terms of its enforceability by having trans-
parency in model specification and its validity. There must also be a mechanism
to share information.

4. The policies must not be decided at the beginning of a policy dialogue and frozen
at those levels. Instead the policies should be based on feedbacks from the model
performance from period to period.
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5. The model formulation must be such that the solution to the differential game
must exist and the solution must be operationally computable given an estimated
dynamic model of macroeconomic interactions.

6. There must be an institutional mechanism that will ensure the model assump-
tions are maintained that include data availability, common model, enforcing the
adoption of cooperative solution, imposition of penalties for departing from a
coordinated policy etc. (reorganization of IMF and World Bank that is being
contemplated may take into account these institutional requirements).

The review of literature given above shows that most of the existing literature
on macroeconomic policy coordination does not offer any models that fit into this
framework. We see no connection between time series econometric models, such
as Vector Auto Regression and Error Correction models, of the macro economies
that are estimated, tested, validated and improved on the one hand and the policy
models used for macroeconomic policy coordination on the other. We also see little
connection between the policy needs and policy models.

36.3.2 A Suggested Alternative Model

In this connection it must be noted rather ironically, that what has been recom-
mended as bad and disposable in a globalizing world, viz. macroeconomic planning
and coordination by the state, is quite valuable here. For instance, the long term eco-
nomic planning in India used Leontieff’s dynamic input out model (see Chakravarty
[8]), and Eckaus and Parikh (see [14])). Chakravarty and others used closed one
country models that were formulated and solved as optimal control problems. Now,
in view of different countries choosing policies in their own interests, policies that
can have impact on other countries through trade and capital mobility, the pol-
icy problem must be formulated as a differential game problem3. Macroeconomic
policy coordination can benefit immensely from multi-regional, multi-sectoral, and
multi-period dynamic input output model. Let me illustrate by specifying one such
model in a k-country set up with m sectors producing goods and services. Let us
assume that there are a km � km matrix A of current input requirements per unit
output, and a km�km matrix of requirements of capital inputs determined through
a matrix version of an acceleration principle. Let us assume that each country has

3 I recall my reading several working papers and reports on differential games during 1964–1965
while working on my doctoral dissertation. The dissertation was on application of optimal control
theory to long term economic planning problem (Kumar (see [23])). The works I came across on
differential games then were reports on dynamic games with continuous strategies from the Rand
Corporation written by Rufus Isaacs [20] and John Nash [32]. These were on pursuit and evasion
differential games Rand undertook for the US Defense department in early fifties. At that time
I wondered about possible applications of differential game theory in economics if the decision
making involves an underlying dynamic model with a system of differential equations and several
decision makers.
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a set of commodities that constitute its traded goods, while the rest being the non-
traded goods. Let ct represent a km dimensional vector of final consumption of
the m commodities in the k countries. Likewise let us assume that gt represents
km dimensional government demands for the outputs, et and it represent the km
dimensional vectors of exports and imports. We can represent the dynamic Leontieff
model as follows:

Axt C B.xtC1 � xt /C ct C gt C et � it D xt (36.1)

The above matrix difference equation represent km equations in a km dimen-
sional vector x. The vectors gt incorporates fiscal policies, the vectors et and
it incorporate trade policies. With this as the core model one can define other
macroeconomic relations such as equations of normal profits with errors. These
are equilibrium price relations (derivable from the dual of the dynamic Leonti-
eff equations (see Jorgenson, [21])), the errors representing abnormal profits or
losses depending on business cycles etc. To those price equations one can add the
Walrasian price adjustment equations for each sector or groups of sectors. One can
add another equation that shows the changes in foreign exchange assets, a stock-
flow equation coming from a free capital mobility assumption. In order to explain
the exchange rate and the interest rate parity one may use two more equations.
The model thus consists of a set of simultaneous difference equations depicting
dynamic relations, and a set of equations in contemporaneous variables showing
equilibrium relations.4 Several time series macro econometric models such as vec-
tor auto-regression and error correction (e.g. Mallick (see [30]), and Mallick and
Mohsin (see [31])) or stochastic dynamic general equilibrium models (eg. Bhattarai
(see [5]) are built for a single country. Such truly dynamic models can be com-
bined, through transaction linkages between them with country-specific objective
functions, to formulate differential game theory models for policy coordination.

We can assume that each country has predetermined target variables for the out-
puts of the traded and non-traded goods, and for the price level. If desired, the targets
could be formulated in terms of nominal values of aggregated sectoral outputs of a
few sectors, such as food, shelter etc. The policy instruments could be fiscal, mone-
tary, and trade policies. We may assume that there is a cost of deviating from these
targets and such a cost can be reasonably approximated by a quadratic cost func-
tion. The macroeconomic policy problem will then turn out to be a dynamic game
problem with quadratic cost functions and a system of first order linear difference
equations.

4 Thus the model suggested here is similar to VAR-EC models macroeconomists (econometricians)
build to study the impulse and response analyses of economic policies. The suggested approach
in this paper thus bridges the policy perspective of macroeconomic policy coordination with the
macroeconomic policy evaluations countries make using time series econometric models.
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36.4 Differential Game Formulation of a Typical
Macroeconomic Policy Coordination Problem

36.4.1 Formulation of the Policy Coordination Problem
as a Differential Game Problem

For simplicity we shall describe the above problem of macroeconomic policy coor-
dination as a two-nation differential game problem with a linear differential equation
system and quadratic cost functions, called briefly as Linear Quadratic Differential
Game (LQDG), such as the ones described by Starr and Ho (see [40]), Basar and
Olsder (see [2]), and Petit (see [36]) and Kydland (see [25])5:

dx

dt
D Ax C B1u1 C B2u2 (36.2)

with x.0/ D x0 I x.T / D xT , u1 2 U1 (set of all feasible policies open to player
1) and u2 2 U2 (set of all feasible policies open to player 2)

J1.u1; u2/ D 1

2
x

0

.T /K1T x.T /C 1

2

Z T

0

˚
x

0

.T /Q1x.T /C u
0

1.t/R11u
0

1.t/

C u
0

2.t/R12u
0

2.t/
�
dt (36.3)

J2.u1; u2/ D 1

2
x

0

.T /K2T x.T /C 1

2

Z T

0

˚
x

0

.T /Q2x.T /C u
0

1.t/R21u
0

1.t/

C u
0

2.t/R22u
0

2.t/
�
dt (36.4)

Any solution to a game problem such as this depends on several preconditions.
These are:

1. Each player knows at time t the state of the system at that time, but does not
know the strategy or policy of the other player.

2. Each player knows the strategy space of the other players and their cost func-
tional, and this is part of common knowledge.

3. The system dynamics are known with certainty to both players and that is part of
common knowledge.

4. The nature of strategy or policy space (this will be described in some detail
below).

5. The nature of solution to the game one is looking for (this will be explained
below).

5 Starr and Ho consider a wide class of deterministic differential games. Kydland considers stochas-
tic games but uses the corresponding certainty equivalent deterministic game. The later is possible
given the LQDG formulation.
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After specifying all these features of a game problem listed above the LQDG
problem poses the following questions:

1. Does a solution exist? If so, under what additional conditions does it exist? What
are the economic interpretations of those conditions?

2. Is the solution unique? If it is not unique what additional criteria are needed to
pick one among a set of solutions?

3. Is the solution stable under perturbations to the system, either in terms of additive
shock to the system or in terms of perturbations to the parameters of the dynamic
system?

4. How sensitive is the solution to changes in the objective functions (the cost
functions)?

5. How should one compute the solution?
6. What economic insights do we get from the solution?
7. Does the interpretation of the solution represent a body of useful knowledge?
8. Can we operationalize and institutionalize the solution in terms of monitoring it

and improvising it? (At least as a professionally agreed upon aid to policy advice,
even if it is not accepted by the policy makers?)

We must define what we mean by a solution in this game of conflict. There are
five different solution concepts. These are:

1. Non-cooperative solution.
2. Minimax solution where each country tries to minimize the maximum cost it

could incur under the worst scenario of strategies followed by the other countries.
3. Pareto efficient solution. This may not be unique and one needs further criteria

to choose one among many Pareto efficient solutions.
4. Cooperative solution, usually under Nash program where the cooperation

depends on the bargaining strength of each country based on what benefits
or costs it would incur if it were to go without cooperation.

5. Dominant player or Stackelberg solution.

There are basically two main types of policies, one being more appealing than
the other. One is a policy or strategy defined as a function of time determined at
the beginning of the planning horizon, with an understanding that once a policy is
chosen the country sticks to that policy. Such a strategy space is called an open-loop
control policy space. However, it is more appealing to introduce policy instruments
that have feedback features and can be adjusted as we go along the time path, mon-
itoring what has been happening to the states of the economies over time. This calls
for using two types of differential games, one with open loop control policies and the
other with closed loop or feedback policies. Within the closed loop control policies
there could still be several other types. The electrical engineers and space engineers
designed several automatic control engines or mechanisms that would observe the
state of the system and its deviation from the target. They found it useful to measure
not only the state of the system at time t, but also the rate of change of the state
and how far the state had come or how far it still has to go. Such information was
used to control the system. They found that a combination of all these sometimes
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works better. These feedback or closed loop controls using all the three feedbacks
are called proportional control, integrative, and derivative control or a PID control
for short.

For a single player optimal control problems it is possible to derive an optimal
open loop control and the optimal trajectory of the state, eliminate time from both
of them to express the control as a function of the state. This process is called syn-
thesizing the control, leading to a closed loop control strategy. Such synthesis is in
general not possible for a 2-person or an n-person non-zero sum differential game.
Hence it is possible that an open loop strategy solution does not exist, or even if
it exists it will be a nonlinear function of the state (Basar (see [3])). A closed loop
solution to the game may, however, exist.

Does each country know the growth models of other countries? What happens if
there is asymmetric information on these growth models? When the countries agree
to cooperate do they do so sincerely or do they renege on their commitments to
cooperate? What is the situation regarding enforcement of cooperative strategies?
These are some of the practical issues which the literature on macroeconomic pol-
icy coordination does not adequately address. Answers to some of these questions
will help us in designing the institutional mechanism or the rules under which the
games are played. Frankel and Rocket [16] show that when each country has a dif-
ferent perception of the other’s model and both differ from the true model the Nash
bargaining solution could move the targets away from the optimal solution with the
true models.

36.4.2 Existence of a Solution

One of the reasons why the linear quadratic differential game is chosen is that
for any more general differential game problems either the existence of the solu-
tion or its uniqueness or its computation could pose problems. Even in this case
what is known is a necessary condition that the closed loop control should satisfy,
which is the existence of a solution to coupled matrix Riccati differential equations
described later. It is known that those coupled Riccati equations may not have a
solution in general. If we assume that each player has the information set given in
Cruz (see [12]), based on which he would choose his strategy, then there exists a
solution, under certain conditions given by Freiling et al. (see [17]). Many authors
gave sufficient conditions for the existence of a solution to the coupled matrix
Riccati equations. These sufficient conditions are restrictive and new methods can be
devised to prove the existence of Nash equilibrium under less restrictive conditions.
I shall return to this topic later.

Lukes (see [29]) showed that if a solution to these coupled Riccati equations
exists it is unique. Engwerda (see [15]) provides a computational algorithm for
computing the solution to coupled matrix Riccati equations. For details one may
see Engwerda (see [15]). The literature on differential games regarding the exis-
tence of a solution and computation of a solution is quite intricate and could turn off
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a policy maker. These results seem to suggest that in many problems there may not
be a solution. But it need not be taken that seriously for reasons explained below.

The problem of existence of solution of a differential game problem can be inter-
preted in two different ways. First, one may say that the formulation of the problem
is correct and the actual situation does not lead to any solution, meaning that what-
ever strategies countries take there will be some move by some country to disturb
and destabilize the situation. There is no convincing reason to say, in that case, that
the mathematical specification of the system not admitting a solution is bad. Then
one might ask the question what are the possible reasons for the non-existence of
the solution. With some examples and counter examples of systems that admit and
do not admit the solutions one can get some clear idea on what features are needed
in order to have existence of a solution. The mathematical conditions used to derive
the existence theorems also give some clues on what is needed to have a solution.
One can ask if the system when perturbed will have a solution. Then the direction
in which the perturbation is needed to get a solution may also guide us as to how to
design or steer the system from an unstable position to a stable position. One may
also postulate a kind of proximity theorem that state the solution of an approximate
model is an approximate solution. Then even if a given formulation of a differential
game does not have a solution one may look for another approximately equivalent
problem that admits a solution.

Second, our comprehension of how the system works may not be correct al-
though we know intuitively that the system has a stable solution, or do not have any
reason to believe that it has no solution. Then we may look for how to make the
system admit a solution by making a better approximation of the system.

The mathematical systems are general descriptions and hence obtaining a solu-
tion to a general mathematical problem is asking for a general solution to a general
problem. The generality is sometimes so general that there may not be any solution.
In that case we are better off taking a less general formulation of the problem that
admits a solution and at the same time accounts for a very large number of prob-
lems we do encounter. When we run into mathematical difficulties in proving the
existence of a solution we may resort to taking a series of specific numerical exam-
ples, obtain each country’s response function to other country’s strategy, from those
responses and strategies map the cost fuctionals (as functions of strategies) and see
if they have a common point (fixed point), which is the Nash equilibrium. By tak-
ing a series of such numerical examples belonging to a class of problems we can
generalize the result to that class of problems. With this new kind of computational
empirical economics we can enrich our knowledge and even discover new ways of
stating and proving existence theorems. I would like to emphasize this empirical
approach to what otherwise looks like a formidable mathematical problem. Here I
would like to quote Alvin Roth (see [39]):

“However if we do not take steps in the direction of adding a solid empirical base
to game theory, but instead continue to rely on game theory primarily for conceptual
insights (deep and satisfying as these may be), then it is likely that long before a
hundred years game theory will have experienced sharply diminishing returns. In
this respect, I think the next hundred years will likely bring about a change in the
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way theoretical and empirical work are related in economics generally, and that, if
not, then the entire discipline of economics may also fail to realize its potential”.

Looking at the problem from an intuitive angle the problem involves the follow-
ing steps:

1. Taking piecewise continuous control variables
2. Plugging them into the differential equations
3. Solving them for the state variable trajectory
4. Plugging the controls and the state variables in the cost functions to check for the

Nash equilibrium condition

At each one of these steps we are taking variables and transforming them. What
we need is compactness of controls, responses, and cost functional. Compactness
involves boundedness and continuity or absolute continuity. Most of the results in
Nash games draw from the mathematical insights drawn from optimal control the-
ory. In Kumar (see [23]) I proved the existence of a general nonlinear control policy
assuming simple conditions on the control variables that they are bounded and sat-
isfy a Lipschitz condition. I also assumed that the functions are continuous and
differentiable. It is perhaps possible to use the same method of proof and establish
the existence of Nash equilibrium in n-person non-zero sum differential game with
quadratic pay-offs.

36.4.3 The Solution

We assume that the information set for each player are his own control strategies
and control space, the control space of the other player, complete knowledge of the
differential equation system with the initial condition, and the form of his own cost
functional and the cost functional of the other player. We also restrict the control
space for the two players to be the linear feedback or closed loop controls. The
necessary condition for the feedback Nash equilibrium is that:

u�
1.t/ D �R�1

1 B
0

1K1.t/x.t/ (36.5)

u�
2.t/ D �R�1

2 B
0

1K2.t/x.t/ (36.6)

Where K1.t/ andK2.t/ are solutions of coupled matrix Riccati equations:

dK1

dt
D �A0

K1 �K1A�Q1 CK1S11K1 CK1S22K2 �K2S12K2 (36.7)

dK2

dt
D �A0

K2 �K2A�Q2 CK2S22K2 CK1S11K1 �K1S21K1 (36.8)

K1.T / D K1.T / and K2.T / D K2.T / and Sij D BjR
�1
jj RjjR

�1
jj B

0

j for
i; j D 1; 2 i ¤ j .

It may be noted that these coupled matrix Riccati equations are nonlinear. Petit
shows that when the Lagrangian or the Ha miltonian is written and the canonical
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equations are written for the system thenK1 andK2 are the co-state variables or the
Lagrangian multipliers. See Petit ([23]) and Freiling et al. (see [17]).

36.5 Differential Game Approach to Strategic Trade Policy

36.5.1 The Strategic Trade Model

We are still in the lookout for good computer software for solving LQDGs for
macroeconomic policy coordination with fiscal and monetary policies of two
countries. In the mean time we can illustrate the approach suggested here with
policy coordination for trade policies between two countries.6

We assume that there are two nations called North and South, each being gov-
erned by a dynamic Leontiefff model with and without trade links. The model with-
out trade is called Autarky situation and the one with free trade with no quantitative
restrictions and tariffs is called the Free Trade situation.7

The specification of the model is as follows:
Let y.t/ represent the output of country labeled South in period ‘t’ while z.t/ the

output associated with country North.
We then have the following National Income Identity.

y.t/ D ay.t/C bDy.t/C c.t/C e.t/ �m.t/ (36.9)

Where:

D is an operator denoting the first order time derivative,
a is the current input–output coefficient,
b is the incremental capital-output ratio,
c (t) is the final consumption in period’t’,
e (t) is the exports to country North by the South country, and
m (t) is imports of the South country from the North country.8

6 This is an example I had worked out eight years ago using the Maple software 5.1 version. This
problem involved numerical solution of first order linear differential equations.
7 The intercept and the slope parameters of the import and export functions are assumed to be
constant in this and the subsequent sections. Later we make them depend on the trade policies,
such as imposing quantitative restrictions and import tariffs, to trace the implications of a variety
of alternate trade policies.
8 We assume a composite single commodity. Trade is meaningful only if there are at least two com-
modities. It is assumed here that there are in fact more than one commodity in the two economies
and what are modeled are the aggregate outputs and their growth. The composite price indices in
the two countries differ due to differing average costs as reflected in the technical coefficients of
the Leontieff model. Comparative advantage and specialization thus become meaningful. One may
even say that the composite commodity of one country is different from the composite commodity
of the other country.
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Similarly, we have the following National Income Identity for North Country:

z.t/ D d z.t/C fDz.t/C g.t/Cm.t/ � e.t/ (36.10)

where, d and f are the current and capital input output coefficients of the North
country, and g.t/ is the final demand or consumption function of the North country.9

We assume that the consumption or final demand equations in the two countries
are given by:

c.t/ D c0 C c1y.t/ (36.11)

g.t/ D g0 C g1z.t/ (36.12)

We assume that the export from country South equals the imports of country
North, and vice versa. We assume the following linear export and import functions:

e.t/ D e0 C e1z.t/ (36.13)

m.t/ D m0 Cm1y.t/ (36.14)

When we substitute expressions (36.12)–(36.14) in (36.9) and (36.10) we get a sys-
tem of two inhomogeneous differential equations of the first order that are linked to
each other if there is trade. By assuming an initial condition we can solve these two
equations and determine the dynamic inter-temporal trajectory of the total output or
income of each country as a function of time.

We assume that the variables are measured in real terms measured in, say, billions
of US Dollars. We also assume that the exchange rate is flexible to generate zero
trade balance for each country.

We can specify all the parameters of the model and solve the two differential
equations

36.5.2 Comparison of Solutions

We assume the following numerical values for the parameters for deriving the
empirical results:

a D 0:10I b D 4:0I c0 D �10I c1 D 0:75I e0 D 0 (autarky);D 1:03 (free trade)I
e1 D 0 (autarky);D 0:20 (free trade) m0 D 0 (autarky);D 1 (free trade)I (36.15)

m1 D 0 (autarky);D 0:35 (free trade)I d D 0:30If D 3:0Ig0 D �10Ig1 D 0:65

9 The technical coefficients “a”, “b”, “c”, and “d” are assumed to differ between the countries.
This is equivalent to assuming that the two countries have either unequal access to the latest tech-
nology or that the countries choose different technologies depending on their respective factor
endowments.
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36.5.2.1 Autarky Situation

Assume that there are no exports and imports, i.e., e.t/ D m.t/ D 0. The South
Country’s structure is now characterized by the following dynamic Leontieff model.

4:0�Dy.t/ � 0:15�y.t/ � 10 D 0 (36.16)

The North Country’s structure is given by the following dynamic Leontieff
model:

3:0�Dz.t/ � 0:05�z.t/ � 10 D 0 (36.17)

Assume the following initial conditions:

y.0/ D 6; z.0/ D 10I (36.18)

The dynamic path of the two countries, South and North are given by y.t/, and
z.t/ respectively as follows10:

y.t/ D 72:66666667 exp.:03750000000t/� 66:66666667 (36.19)

z.x/ D 209:9999999 exp.:01666666667t/� 199:9999999 (36.20)

These solutions are plotted against time in Fig. 36.1. We assumed a horizon of
15 years for our comparative analysis throughout this study. Throughout this paper
the trajectory that starts at 10 refers to the North Country while the one that starts
at 6 refers to the South country. It can be noted that the divergence between the two
countries widens as time goes on.

36.5.2.2 Free Trade Situation

Let us now assume that South country’s exports are given by e.t/, which constitutes
the imports of North Country. Similarly the imports of South Country and exports
of North Country are given bym.t/ as given by (36.13) and (36.14) with parameters
as specified in (36.16). The structure of South Country is now given by:

4:0Dy.t/ � :50y.t/ � 9:97C :20z.t/ D 0 (36.21)

The structure of the North Country is given by:

3:0Dz.t/ � :25z.t/ � 10:03C :35y.t/ D 0 (36.22)

10 We used Maple 5.1 software of Maplesoft, Canada for obtaining the numerical solution of a
system of ordinary differential equations.
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Fig. 36.1 The Trajectories of outputs of the North (Green) and the South (Red) countries: under
autarky situation

The initial conditions are assumed to be the same as those assumed for the
Autarky case, viz. y.0/ D 6; z.0/ D 10; It can be seen from (36.21) and (36.22)
that the growth path of each country depends on the output of the other country.

The solution for the Free Trade situation is given by:

y.t/ D 3:45933019�10�8 exp.0:1833333333t/

C 84:33157892 exp.0:02499999999t/

C :4000000000�10�7 exp.0:1583333333t/� 81:79090915 (36.23)

z.t/ D 168:6631579 exp.0:02499999999t/

� 4:03588519 exp.0:1833333333t/� 154:6272728
� :2000000001�10�8 exp.�0:1583333333t/

� :3000000001�10�7 exp.0:1583333333t/;

C :1000000000�10�8 exp.� 0:1583333333t/ (36.24)

The Free Trade solutions are plotted against time in Fig. 36.2. As can be seen
from Figs. 36.1 and 36.2 free trade has benefited the South country at the expense
of, the North Country.

Marginal propensity to export by the North country seem to reflect the kind of
situation that could prevail when a small (in the sense of GNP) closed economy such
as India could be the South country while a large export-seeking large country such
as United States is the North country.
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Fig. 36.2 The Trajectories of
GNPs of the North and the
South countries: Case 1 under
free trade situation
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The usual claim made by the free trade proponents, that free trade is beneficial to
both countries does not seem to be borne out in this case. We will, however, examine
later whether the countries find free trade to be preferable to autarky.

If y.t/ is the output in US bill $s, is the time discount factor, and .0; T / is the
time horizon then the integral payoff for the plan horizon can be written as:

Z T

0

exp.��t/y.t/dt (36.25)

Optimal growth theory suggests that one must use a Ramsey type objective func-
tion that is a strictly concave function of consumption. We assume, however, that
what is maximized is the discounted consumption stream. As the consumption func-
tion is linear function of income it is a monotonic isomorphic transformation of
income, and hence the above pay-off function. We find the numerical values for the
integral pay-offs as follows, assuming that the time discount factor is 0.08 and that
the plan horizon is 15 years:

Pay-offs for Autarky Situation in US bill $s: (286.42; 223.64) Pay-offs for Free
Trade Situation in US bill $s: (227.07; 271.16)

Where the first entry refers to the pay-off to the North and the second entry is the
pay-off to the South country.

From this it is obvious that free trade is beneficial to the South and harmful to
the North. As a result of free trade the gain to the South is 47.52 and the loss to
the North is 59.35. The loss to the North is more than the gain to the South. Which
situation will the two countries choose autarky or free trade? We will consider a
more general situation of a choice by the two countries of a trade strategy which
involves quantitative restrictions and tariffs.
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36.5.3 Choosing Optimal Trade Strategies: A Differential
Game Formulation

It must be admitted that the model described above is very primitive and highly
aggregative. Further the question of trade strategies is made somewhat irrelevant as
a result of the new WTO trade regime. There are certain provisions of WTO regime
that do permit member countries to use discretionary trade policies. Even violations
of the trade regime rules are subject to disputes and dispute resolution mechanisms
that take time.

In this section we reformulate the import and export functions with a quantitative
restriction dummy variable that shifts the intercept term and a tariff dummy variable
that would shift the marginal propensities to export and import.

The following are the possible trade strategies that the two countries are supposed
to adopt. Two letters represent the strategy. The first letter represents the level of
quantitative restrictions (QR) or quotas, and the second letter represents the level of
import tariff (T).

We assume that the quantitative restrictions (QR) imposed by South reduce the
intercept of its import function while the tariff (T) reduces its slope or the marginal
propensity to import. We assume two levels for each, labeled low (L) and high (H).
For the South country QR low equals downward shift of intercept of the import
function by 0.02, while QR high equals a downward shift of intercept of the import
function by 0.04. When there are no quantitative restrictions the intercept of the
import function of South is 1.0. When there is Low tariff in the South country its
MPI is 0.30, while a high tariff gives rise to an MPI of 0.20. When there is no tariff
at all the MPI for the South country is assumed to be 0.35.

The QR imposed by North at low level results in an intercept of export function
of the South country of 1.02 while QR at higher level imposed by the North country
would result in an intercept of the South country’s exports of 1.01. When there are
no quantitative restrictions imposed by the North Country the intercept of the export
function of the South country at 1.03. When there is low tariff in North the marginal
propensity to export of the South country is 0.15 and when there is high tariff in
North the value of this becomes 0.10.

The matrix of strategy pairs is given in Table 36.1 below. NA means that strategy
pair is not applicable. There are altogether 26 pairs of strategies. We specify the
following values to the parameters:
a D 0:10; b D 4:0; c0 D �10; c1 D 0:75; e0 D 1:03 (N: no QR); e0 D 1:02

(N:LQR); 1:01(N:HQR)I e1 D 0:10(N:HT); 0:15(N:LT); 0:20(N: no-T)I m0 D
1 (S: noQR); 0:98 (S:LQR); 0:96 (S:HQR)I m2 D 0:20 (S:HT); 0:30 (S:LT);
0:35(S:no-T)I g0 D �10I d D 0:30I f D 3:0I g1 D 0:65:

The integral payoffs for the two countries can be calculated for each of the 26
combinations of the trade strategies. If we assume that the two countries play a non-
cooperative game then the optimal trade strategies for the two countries are those
that correspond to the Nash-Equilibrium. For each strategy used by a country we
determine what the best counter strategy of the other country is. We call these the



36 Strategic Interaction in Macroeconomic Policies 593

Table 36.1 Matrix of alternate trade strategies of North and South countries

SOUTH

Free trade LL LH HL HH Autarky

NORTH

Free trade 1 2 3 4 5 NA
LL 6 7 8 9 10 NA
LH 11 12 13 14 15 NA
HL 16 17 18 19 20 NA
HH 21 22 23 24 25 NA

Autarky NA NA NA NA NA 26

Table 36.2 Payoff bi-matrix associated with alternate trade strategies of North and South countries

NORTH

Free trade LL LH HL HH Autarky

SOUTH

Free trade 227.07C 268.52C 334.07C 269.38C 334.80C NA
271.16* 237.80 184.89 237.10 184.30 NA

LL 181.96 223.27 289.58 224.04 290.24 NA
307.66* 274.42 220.90 273.79 220.36

LH 145.44 186.17 252.37 186.87 252.97 NA
337.33* 304.53 251.09 303.96 250.60

HL 181.54 222.88 289.25 223.65 289.91 NA
308.00* 274.73 221.17 274.10 220.63

HH 145.06 185.82 252.08 186.52 252.67 NA
337.64* 304.82 251.33 304.25 250.85

Autarky NA NA NA NA NA 286.42
223.64

best response functions. We then define the Nash Equilibrium as the set of strategies
that are best against the best strategies of the other country.

We present below in Table 36.2 the integral payoffs for all the strategy pairs
along with the identification of the best responses of each country against each of
the strategies of the other country. The numbers in the top refer to the integral pay-
offs of the North Country while the numbers below refer to the integral pay-offs of
the South country. The payoffs with “ � ” are the best response of the South coun-
try while the pay-offs with “C” sign are the best responses of the North Country.
The trajectories of outputs of the South and North countries associated with these
alternate trade strategies are not shown here. Interested readers can contact the
author for the Appendix to this article that is not being printed.

From the payoff bi-matrix it is evident that Free Trade is the Nash equilibrium
strategy.11 The two countries would thus choose free trade as the non-cooperative
solution. However, it can be noted that if both countries cooperate they can choose

11 This is intuitive. Free trade solution refers to optimization by each country under no trade restric-
tions. As the objective function itself does not depend on the trade flow an unrestricted maximum
is larger than a restricted maximum.
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either LH and LH each or HH and HH each which will give more benefits to the
North than the loss to the South when compared with the Nash equilibrium, The
difference, the gain over the loss is $5.14 billion in LH, LH case, and $5.29 billion
in HH, HH case. This gain can be shared between the two countries. Thus there can
be cooperative solutions that are better than the non-cooperative solutions.

36.6 Concluding Remarks

This paper reports work in progress. It demonstrates that the existing macroeco-
nomic policy coordination papers use models that use only short run dynamics or
fluctuations and are ill-suited to address growth related strategies that must enter
into any macroeconomic policy coordination. It gives an illustration of how differ-
ential game approach with dynamic Leontieff input output model can be used to
determine an optimal trading strategy.

Acknowledgements I thank Puja Guha for her help with part of the literature review.
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Chapter 37
Renormalization of Hénon Maps

M. Lyubich and M. Martens

Abstract Period doubling cascades are observed at transition to chaos in many
models used in the sciences and in physical experiments. These period doubling
cascades are very well understood in one-dimensional dynamics. In particular, the
microscopic geometrical properties of the attractors do not depend on the actual sys-
tem, they are universal. Moreover, the attractors of two different maps are smoothly
conjugate, they are rigid. Strongly dissipative Hénon maps describe parts of the
dynamics of systems close to a homoclinic tangency and are often observed in var-
ious models. For these maps the transition to positive entropy also occurs along
period doubling cascades. These strongly dissipative Hénon maps can be consid-
ered as perturbations of one-dimensional systems. Indeed, some of the universal
geometrical properties of the one-dimensional systems are present in the Hénon
maps. However, they appear in a much more delicate form: in a probabilistic sense
the geometry of the Hénon attractors is the same as their one-dimensional counter
part. This phenomenon is revered to as probabilistic universality and rigidity.

37.1 Introduction

Since the universality discoveries, made in the mid-1970s by Feigenbaum [10, 11]
and, independently, by Coullet and Tresser [9, 31], these fundamental phenomena
have attracted a great deal of attention from mathematicians, pure and applied, and
physicists. In particular, universality and the corresponding geometric rigidity of
the attractors at the transition from regular behavior to chaotic behavior are cen-
tral themes in one-dimensional dynamics. Coullet and Tresser conjectured that the
universal geometry at transition to chaos in one-dimensional dynamics will also be
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observed in higher dimensional systems. This conjecture has been confirmed by
many numerical and physical experiments.1

A rigorous study of universality and rigidity has been surprisingly difficult and
technically sophisticated and so far has only been thoroughly carried out in the case
of one-dimensional maps, on the interval or the circle (see [12,15,17,21,22,25,30,
32, 33] and references therein). The study of universality and rigidity is in essence
the study of a corresponding renormalization operator. This operator replaces a sys-
tem by another which describes the original systems on a smaller scale. It acts like
a microscope.

A frequently observed transition to chaos in one-dimensional dynamics is the
so-called period doubling cascade to chaos. The corresponding renormalization
operator has a unique hyperbolic fixed point. The dynamics of the renormalization
fixed point, which is itself a one-dimensional system, and the behavior of the renor-
malization operator around this fixed point determine the asymptotic small scale
geometry of systems at transition and the asymptotic small scale properties around
the boundary of chaos. This explains the observed universality.

A rigorous exploration of universality for dissipative higher dimensional sys-
tems was begun in an article by Collet et al. [6]. It is shown in this article that
the one-dimensional renormalization fixed point is also a hyperbolic fixed point
for renormalization of strongly dissipative higher-dimensional maps close to the
one-dimensional renormalization fixed point: this explained the parameter univer-
sality observed in families of such systems. A subsequent paper by Gambaudo,
van Strien and Tresser [13] demonstrates that, similarly to the one-dimensional
situation, infinitely renormalizable two-dimensional maps which are close to the
one-dimensional renormalization fixed point have an attracting Cantor set which is,
up to topological equivalence, the same as the attractor of the renormalization fixed
point.

Observations in physical and numerical experiments indicate that universality
and rigidity are also playing a crucial role in higher dimensional dynamics. This
survey discusses two-dimensional strongly dissipative Hénon maps at transition to
chaos. These are maps which are infinitely renormalizable of period doubling type.
Indeed, there is still universality and rigidity but in a much more delicate form.

The Cantor attractors of infinitely renormalizable maps of period doubling type
cannot be understood geometrically in terms of their one-dimensional counterpart.
Though they lie on a rectifiable curve, the geometry of the Cantor attractors in small
scales essentially differs from their one-dimensional counterpart. In fact, a typical
map in a family will have unbounded geometry. However, almost everywhere the
Cantor attractors have the same geometry as their one-dimensional counterpart, so
we encounter here a new phenomenon of probabilistic universality and probabilistic
rigidity.

1 This conjecture should be taken with caution as not every transition to chaos is related to a
transition in one-dimensional dynamics.
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The topology of infinitely renormalizable maps of period doubling type also
differs from the one-dimensional equivalent. These differences come from the bifur-
cations in the heteroclinic web of the maps in question. The average Jacobian
of such a map, which is an ergodic theoretical invariant, is closely related to the
observed differences in topology and geometry. By changing the average Jaco-
bian one changes the topology of the heteroclinic web and the geometry of the
non-universal part of the Cantor attractor.

This survey is based on the series of articles [5, 7, 16, 18, 19]. The results of
Sects. 37.3, 37.4, and parts of Sect. 37.5 are generalized by P. Hazard, to maps of
more general periodic renormalization types and can be found in [14].

37.2 Unimodal Renormalization

A unimodal map is a smooth map of the interval with only one critical point. The
critical point is non-degenerate. A smooth unimodal map f 2 U is renormal-
izable if it contains two disjoint intervals which are exchanged by the map. The
two smallest intervals which are exchanged form the first renormalization cycle,
C1 D fI 10 ; I 11 g, where I 10 contains the critical point c of f . Let U0 be the collec-
tion of renormalizable maps. The renormalization of f 2 U0 is an affinely rescaled
version of the first return map to I 10 , f 2 W I 10 ! I 10 . This defines an operator

Rc W U0 ! U

Similarly, one can rescale the first return map to I 11 , the interval which contains the
critical value v of f . This defines the second renormalization operator

Rv W U0 ! U :

The intervals I 10 and I 11 are called renormalization domains.
These renormalization operators are microscopes used to the study the small

scale geometry of the dynamics. In particular, Rcf is a unimodal map which
describes the dynamics on one scale lower in I 10 . Similarly Rvf describes the
geometry one scale smaller in I 11 . The strength of renormalization is expressed
by the Coullet–Tresser–Feigenbaum Conjecture whose proof has a long history
(see [12, 15, 21, 22, 30, 32, 33] and references therein) and was finally obtained in
[17].

Theorem 37.1. There is a unique fixed point f� of Rc . It is a hyperbolic fixed point
with codimension one stable manifold and a one dimensional unstable manifold.
The operatorRv also has a unique fixed point fv. It is also hyperbolic and its stable
manifold coincides with the stable manifold of Rc .
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Remark 37.1. The hyperbolicity of the renormalization operators depends on the
smoothness class of the unimodal maps. The hyperbolicity holds on the class of
C 2C˛ unimodal maps with non degenerate critical point. Compare [8], and [12].

Remark 37.2. The relative length of I 1c of f� in the domain of f� is called the
universal scaling ratio. It is denoted by � < 1.

A map is infinitely renormalizable if it can be renormalized infinitely many times.
That means for each n � 1, Rnf 2 U0. An infinitely renormalizable map has
cycles, pairwise disjoint intervals,

Cn D fI ni ji D 0; 1; 2; : : : ; 2n � 1g;

with f .Ini / D I niC1 and
[

CnC1 �
[

Cn:

This nested sequence of dynamical cycles accumulates on a Cantor set.

C D
\[

Cn:

This Cantor set attracts almost every orbit. It is called the Cantor attractor of the
map. The only points whose orbits are not attracted to this Cantor set are the periodic
point, of period 2n, and their stable manifolds. The cycle Cn is centered around a
periodic orbit of length 2nC1. It contains all the periodic orbits of period 2s with
s � nC 1.

Every small part of the Cantor attractor C of some infinitely renormalizable map,
say within an interval I ni of the nth�cycle, can be studied by repeatedly applying
one of the renormalization operators Rc or Rv. For each interval in the cycle there
is a uniquely defined sequence of length n of choices w D .c; c; v; c; : : : ; v/ such
that the

Rwf D Rc ıRc ıRv ıRc ı � � � ıRvf

describes the dynamics within the given Ini . This means that Rwf is an affinely
rescaled version of the first return map to Ini . Denote the length of a word w by jwj.
The collection of infinitely renormalizable maps coincides with the stable manifold
of the two renormalization operators.

Theorem 37.2. (Universality) There exists � < 1 such that for any two infinitely
renormalizable maps f; g 2 U0 and any finite word w

dist.Rwf;Rwg/ D O.dist.f; g/�jwj/:

The universality means that the Cantor attractors of two infinitely renormalizable
maps are asymptotically the same on small scale. However, the actual geometry one
observes depends on the place where one zooms in. This universal geometric struc-
ture of attractor is far from the well-known middle-third Cantor set, where in every
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place one recovers the same geometry. In the Cantor attractor there are essentially
no two places with the same asymptotic geometry, [4].

Given two infinitely renormalizable maps f; g 2 U , there exists a homeomor-
phism h between the domains of the two maps which maps orbits to orbits,

h ı f D g ı h:

The maps are conjugated, the homeomorphism is called a conjugation. The dynam-
ics of two conjugated maps are the same from a topological point of view.

Theorem 37.3. (Rigidity) The conjugation between two infinitely renormalizable
maps is differentiable on the attractor.

If a conjugation is differentiable, it means that on small scale the conjugation
is essentially affine. This means that the microscopic geometrical properties of
corresponding parts of the attractor are the same. One can deform an infinitely
renormalizable map to another infinitely renormalizable map which will deform the
geometry on large scale. However, the microscopic structure of the Cantor attractor
is not changed: this is the rigidity phenomenon.

The topology of the system determines the geometry of the system.
This central idea has been rigorously justified in one-dimensional dynamics. It

also holds when the systems are not of the period doubling type described above
but have topological characteristics which are tame. We will not discuss the most
general statement and omit the precise definition of tameness.

37.3 Hénon Renormalization

A smooth map F WB ! R2, B D I h � I v is called a Hénon map if it maps ver-
tical sections of B to horizontal arcs, while the horizontal sections are mapped to
parabola-like arcs (i.e., graphs of unimodal functions over the y-axis). Examples of
Hénon maps are given by small perturbations of unimodal maps of the form

F.x; y/ D .f .x/ � ".x; y/; x/; (37.1)

where f W I h ! R is unimodal and " is small. Note that, in this case, the Jacobian is

JacF D j @"
@y
j:

If @"=@y ¤ 0 then the vertical sections are mapped diffeomorphically onto hor-
izontal arcs, so that F is a diffeomorphism onto a “thickening” of the graph
�f D f.f .x/; x/gx2Ih (Fig. 37.1).

In this case F is a diffeomorphism onto its image which will be briefly called
a Hénon diffeomorphism. The classical Hénon family is obtained, up to affine
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Fig. 37.1 A Hénon-like map

B

normalization, by letting f .x/ be a quadratic polynomial and ".x; y/ D by. A
Hénon map with " D 0 is called a degenerate Hénon map. We will mainly discuss
strongly dissipative maps, e.g. map with a small ".

Let˝h,˝v � C be neighborhoods of I h and I v resp. and˝ D ˝h�˝v � C2.
Let H˝ stand for the class of Hénon maps F 2 H ! of form (37.1) such that the
unimodal map f admits a holomorphic extension to˝h and " admits a holomorphic
extension to ˝ . The subspace of maps F 2H˝ with k"k˝ � N" will be denoted by
H˝.N"/.

Realizing a unimodal map f as a degenerate Hénon map Ff with " D 0 yields
an embedding of the space of unimodal maps U˝h into the space of Hénon maps
H˝ making it possible to think of U˝h as a subspace of H˝ .

37.3.1 Renormalizable Hénon Maps

An orientation preserving Hénon map is renormalizable if it has two saddle fixed
points — a regular saddle ˇ0, with positive eigenvalues, and a flip saddle ˇ1, with
negative eigenvalues — such that the unstable manifoldW u.ˇ0/ intersects the stable
manifoldW s.ˇ1/ at a single orbit, see Fig. 37.2.

For example, if f is a twice renormalizable unimodal map then a small Hénon
perturbation of type (37.1) is a renormalizable Hénon-like map.

Given a renormalizable map F , consider an intersection point p0 2 W u.ˇ0/ \
W s.ˇ1/, and let pn D F n.p0/. Let D be the topological disk bounded by the arcs
of W s.ˇ1/ andW u.ˇ0/ with endpoints at p0 and p1. The diskD is invariant under
F 2. The map F 2jD is called a pre-renormalization of F .
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Fig. 37.2 A renormalizable
Hénon map

p2

p0

p1

0

1

The topological notion of pre-renormalization is not convenient for the analy-
sis of renormalizable maps. The Hénon renormalization operator has three non-
conventional aspects. The renormalization domain has a geometric definition, not
a topological definition. The renormalization domain is a neighborhood of the tip.
The tip plays the role of critical value. It will be discussed in more detail. Finally,
the rescalings are not affine maps, they are carefully chosen diffeomorphisms. A
crucial part of the analysis of the Hénon renormalization operator deals with the
repeated rescalings: the composed rescalings have a universal asymptotic shape.
This asymptotic shape relates the asymptotic geometry of the renormalization to the
actual asymptotic small scale geometry of the dynamics of the original map.

37.3.2 The Hénon Renormalization Operator

Hénon maps take vertical lines and map them into horizontal segments. The second
iterate of such a map does not have this property. In general one can not find an affine
coordinate change such that F 2 after this coordinate change is again a Hénon map.
There is essentially only one diffeomorphic coordinate change which does bringF 2

back the Hénon form.
Consider the map F.x; y/ D .f .x/ � ".x; y/; x/ with the norm of " small. The

second iterate F 2 maps curves of the foliation defined by

f .x/ � ".x; y/ D Const

into horizontal segments. The leaf of this foliation through a point .x; y/ with
x away from the critical point of f is an almost vertical curve. The map is renor-
malizable if there exists a domain bounded by two curves of the foliation and two
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RFF

RnF

Bc
1

Bc(F1)

Bv(F1)

1

Bc(Fn)1

Bv
1 1

Bv(Fn)1

1

Fig. 37.3 The renormalization microscope

horizontal lines which is mapped into itself by F 2. The renormalization domain will
be the smallest domain with this property. Denote this domain by B1v , see Fig. 37.3.

The renormalization domainB1v is foliated by almost vertical curves. The diffeo-
morphismH W B1v ! R2 defined by

H.x; y/ D .f .x/ � ".x; y/; y/

straightens the leaves, it maps them into vertical straight lines. It maps horizontal
lines into horizontal lines, it is a horizontal diffeomorphism. The image H.B1v / is a
rectangle, in fact almost a square. Define G W H.B1v /! H.B1v / by

G D H ı F 2 ıH�1:

Let � be the dilation which maps H.B1v / to a rectangle with unit horizontal size
and define the renormalization of F by

RF D � ıG ı��1:

The coordinate change which conjugatesRF with F 2jB1v is denoted by

 D .� ıH/�1:
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The renormalization domain of a degenerate map Ff D .f; x/ where f is a
renormalizable unimodal map with critical point c, I 10 D Œf 4.c/; f 2.c/� and I 11 D
Œf .c/; f 3.c/� is

B1v D I 11 � I 10
and the renormalization of F is the degenerate Hénon map corresponding to the uni-
modal renormalization Rcf . Indeed, the Hénon renormalization operator extends
the unimodal renormalization operator Rc .

37.3.3 Hyperbolicity of the Hénon Renormalization Operator

Let I˝.N"/ denote the subspace of infinitely renormalizable Hénon maps (including
degenerate ones) of classes H˝.N"/. By the unimodal renormalization theory, the
fixed point f� is a quadratic-like map on some domain ˝� � C, see e.g., [2] and
references therein. Moreover, f� is a hyperbolic fixed point of Rc in any space UV

with V b ˝�. The corresponding degenerate Hénon map is denoted by F�.

Theorem 37.4. Assume ˝h b ˝�. Then the map F� is the hyperbolic fixed point
for the Hénon renormalization operator R acting on H˝ , with one-dimensional
unstable manifold W u.F�/ D W u.f�/ contained in the space of unimodal
maps. Moreover, the differential DR.F�/ has vanishing spectrum on the quotient
TH˝=TU˝h .

The set I˝.N"/ of infinitely renormalizable Hénon maps coincides with the stable
manifold

W s.F�/ D fF 2H˝.N"/W RnF ! F� as n!1g;
which is a codimension-one real analytic submanifold in H˝.N"/.
Corollary 37.1. For all˝ and N" as above, the intersection of I˝."/with the Hénon
family

Fa;b W .x; y/ 7! .a � x2 � by; x/
is a real analytic curve intersecting transversally the one-dimensional slice b D 0

at a�, the parameter value for which x 7! a � x2 is infinitely renormalizable.

37.4 Microscopes for the Invariant Cantor Set

37.4.1 Design of the Microscopes

The set of n-times renormalizable maps is denoted by H n
˝ .�/ � H˝.�/. If F 2

H n
˝ .�/ we use the notation

Fn D RnF:
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If F is a renormalizable map then its renormalization RF is well defined on the
rectangle with unit horizontal size. The coordinate change  D H�1 ı ��1 maps
this rectangle onto the B1v topological rectangle A D B1v . If we want to emphasize
that some set, say A, is associated with a certain map F we use notation like A.F /.

The coordinate change which conjugates F 2
k
jA.Fk/ to FkC1 is denoted by

 kC1
v D .�k ıHk/�1 W Dom.FkC1/! A.Fk/: (37.2)

Here Hk is the non-affine part of the coordinate change used to define RkC1F and
�k is the corresponding dilation.

Recall that the change of coordinates conjugating the renormalizationRF to F 2

is denoted by
 1v WD H�1 ı��1:

To describe the attractor of an infinitely renormalizable Hénon map we also need
the map

 1c D F ı  1v :
The subscripts v and c indicate that these maps are associated to the critical value
and the critical point, respectively.

If F is twice renormalizable define similarly,  2v and  2c be the corresponding
changes of variable for RF , and let

 2vv D  1v ı  2v ;  2cv D  1c ı  2v ;  2vc D  1v ı  2c ;  2cc D  1c ı  2c :

For an infinitely renormalizable F 2 I˝.�/ we can proceed this way, and for any
n � 0, we can construct 2n maps

 nw D  1w1
ı � � � ı  nwn

; w D .w1; : : : ;wn/ 2 fv; cgn:

Consider the domains
Bn! D Im  n! :

The coordinate changes n! conjugateRnF to the first return map F 2
n W Bn! ! Bn! .

In this sense they are microscopes. The first return maps to the nested domains

Bnvn D Im  nvn

correspond to the renormalizations.
The critical point and critical value of a unimodal map plays a crucial role in its

dynamics. The counterpart of the critical value for infinitely renormalizable Hénon
maps is the tip

f�F g D
\

n�1
Bnvn :

Each collection fBn! j! 2 fc; vgng, n � 1, consists of pairwise disjoint domains.
These collections are called renormalization cycles. They are nested, as in the
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unimodal case. An infinitely renormalizable Hénon map has an invariant Cantor
set:

OF D
\

n�1

2n�1[

iD0
F i .Bnvn/ D

\

n�1

[

!2fv;cgn

Bn! :

The dynamics on this Cantor set is conjugate to an adding machine. Its unique
invariant measure is denoted by �. The average Jacobian is

bF D exp
Z

log JacFd�:

37.4.2 Universality Around the Tip

The convergence of renormalization in the unimodal case is used to study the small
scale geometry of the Cantor attractor. This is possible because the coordinate
changes used to rescale are affine. In the Hénon case the coordinate changes are
not affine. Fortunately, they have a universal asymptotic limit which allows to apply
the convergence of renormalization to understand the small scale geometry of the
invariant Cantor set.

Let F 2 I˝.N"/ and define

�n0 D  1v ı  2v ı � � � ı  nv D  nvn

which is the coordinate change which conjugates the nth-renormalization RnF to
F 2

n W Bnvn ! Bnvn . To describe these maps�n0 we will center the coordinate systems
around the tips of F andRnF resp. In these coordinates we introduce the following
notation

�n0 D Dn
0 ı .idC Sn0/

where Dn
0 is the derivative of �n0 at the tip of RnF and

Sn0.x; y/ D .sn0 .x; y/; 0/ D O.k.x; y/k2/

near the origin, is the non-linear part of the map. The next Theorem is a crucial tool
to study infinitely renormalizable Hénon maps.

Theorem 37.5. There exists a universal analytic function v.x/ and � < 1 such that
the following holds. Given F 2 I˝.N"/ there exists tF � �bF , aF , C1; C2 > 0

such that

Dn
0 	

�
1 tF
0 1

��
C1.�

2/n 0

0 C2.��/n
�

and
jx C sn0 .x; y/ � .v.x/C aF y2/j D O.�n/:
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Remark 37.3. The coordinate change  nvn between RnF and the first return map to
Bnvn around the tip, has well defined asymptotic behavior. In general, the coordinate
changes  n! between RnF and the first return map F 2

n
to Bn! do not have such

a limit behavior. In fact, there are pieces in the Cantor set where these coordinate
changes do degenerate. The study of the general coordinate changes  n! and the
geometrical consequences is discussed in Sect. 37.5.

A first consequence of the asymptotic behavior of the coordinate change�n0 is the
following Theorem which describes the universality of the super-exponential con-
vergence of Hénon renormalizations to the unimodal maps, compare Theorem 37.4.

Theorem 37.6. (Universality) For any F 2 I˝.N"/ with sufficiently small N", we
have:

RnF D .fn.x/ � b2n

a.x/ y .1CO.�n//; x /;
where fn ! f� exponentially fast, b is the average Jacobian, � 2 .0; 1/, and a.x/
is a universal function. Moreover, a is analytic and positive.

37.5 Geometry of the Invariant Cantor Set

The strongly dissipative infinitely renormalizable Hénon maps are small perturba-
tions of unimodal maps. Although the invariant Cantor sets in the one-dimensional
context are rigid, the geometry of the Cantor set of an infinitely renormalizable
Hénon map differs surprisingly from its one-dimensional counterpart. In particular,
it can not be understood within the one-dimensional theory.

Theorem 37.7. Given an infinitely renormalizable Hénon map F with bF > 0,
there are no smooth curves containing OF .

The characteristic exponents of the unique invariant measure on OF of an
infinitely renormalizable Hénon map F with bF > 0, are 0 and ln bF . The higher
dimensional nature of OF can be seen more specifically in the following.

Theorem 37.8. There are no continuous invariant direction fields on OF when
bF > 0.

Theorem 37.9. The map F is not partially hyperbolic on OF in the sense that the
contracting and neutral line fields corresponding to the characteristic exponents
log bF and 0 are discontinuous.

The universality Theorem 37.6 and the universality of the coordinate changes
as described in Theorem 37.5 imply that around the tip one recovers geometrical
aspects of the one-dimensional Cantor set. Some of the one-dimensional geometric
universality survives in the Hénon maps. However, there are parts in the Cantor set
of the Hénon maps whose geometry differs from its one-dimensional counterpart:
rigidity does not survive.
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The tip of a map F 2 I˝.N"/ has a stable manifold. This stable manifold is
tilted over tF , see Theorem 37.5, away from the vertical. Although the tilt tF is very
small, it is proportional to bF D O."/, it has crucial influence on the geometry of
the Cantor set. The pieces Bnvn are very thin parallelograms aligned along the stable
manifold of the tip. They are tilted over an angle proportional to bF , have horizontal
size of the order �2n and vertical size of the order �n, see Theorem 37.5. The two
pieces BnC1

vnc ; B
nC1
vnC1 contained in Bnvn will be above eachother when

bF � �n � .�2/n:

The vertical direction is strongly contracting with a factor of order bF . One iteration
will bring the pieces very close to eachother, relative to their size, see Fig. 37.4. The
corresponding pieces of the one-dimensional renormalization fixed point are small
curves next to eachother at a distance comparable to their size.

The same distortion phenomenon caused by the tilt happens for the renormal-
izations. There this distorting effect will be stronger and stronger because the
average Jacobian of the renormalizations decays superexponentially. These strong
distortions are reflected in the Cantor set of the original map.

This leads to the following Non-Rigidity Theorem.

Theorem 37.10. (Non-Rigidity) Let F and QF be two infinitely renormalizable
Hénon maps with average Jacobian b and Qb resp. Assume b > Qb. Let h be a home-
omorphism which conjugates QF jO QF

and F jOF
with h.� QF / D �F . Then the Hölder

exponent of h is at most 1
2
.1C ln b= ln Qb/.

In particular, the conjugation between the Cantor set of a unimodal map and the
Cantor set of a Hénon map is not smooth.

Corollary 37.2. Let F be an infinitely renormalizable Hénon map with the average
Jacobian bF > 0 and F0 be a degenerate infinitely renormalizable Hénon map. Let

Bvn
n

Bvn+1
n+1

Bvnc
n+1

F

Fig. 37.4 Tilt and unbounded geometry
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h be a homeomorphism that conjugates F0jOF0
and F jOF

with h.�F0
/ D �F . Then

the Hölder exponent of h is at most 1
2

.

An infinitely renormalizable Hénon map F has bounded geometry if

diam.Bnw/ � dist.Bnwv; B
n
wc/;

for n � 1 and w 2 fv; cn�1g and  2 fv; cg. A slight modified version of this
definition would require

diam.Bnw \ OF / � dist.Bnwv \OF ; B
n
wc \ OF /:

The one-dimensional renormalization theory relies on the bounded geometry of the
Cantor sets, see [20,25]. This crucial property fails to hold for typical Hénon maps.
The following Theorem, see [16], holds for both definitions of bounded geometry:

Theorem 37.11. There exists Gı set G � Œ0; 1� of full measure with the follow-
ing property. Let F 2 I˝.N"/ with sufficiently small N". The map F does not have
bounded geometry if bF 2 G.

Consider a renormalization cycle fBn! \ OF j! 2 fv; cgng of an infinitely renor-
malizable map F 2 I˝.N"/. The non-rigidity theorem implies that the geometry of
some of the pieces in this cycle differ from their one-dimensional counterpart. For a
typical map the difference can be arbitrary large, see Theorem 37.11.

This phenomenon could restrict tremendously succesfull applications of renor-
malization in higher dimensions. However, the universal geometrical properties
of one-dimensional maps are observed in many higher-dimensional applications.
The explanation is that the geometry of most pieces of a renormalization cycle are
asymptotically equal to their one-dimensional counterpart. This leads to the notion
of probabilistic universality and probabilistic rigidity.

The precise definition of these probabilistic notions needs some preparation.
Consider the degenerate Hénon map F� D .f�.x/; x/, the renormalization fixed
point. Observe that for n � 1 large the pieces Bn! are almost straight line segments.
The scaling ratio of a piece Bn! , with ! D !0 2 fv; cgn is

��
! D

j�2.Bn!/j
j�2.Bn�1

!0
/j ;

where �2 is the projection onto the vertical axis. Notice that Bn�1
!0

is the piece of
the previous level containing Bn! . The function

! 7! ��
!

is called the universal scaling function.
Consider an infinitely renormalizable map F 2 I˝.N"/ and a piece Bn! . Let us

rotate it and then rescale it to horizontal size 1; denote the corresponding linear
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Fig. 37.5 Scaling ratios

l

conformal map by A. Choose the mapA to obtain minimal numbers ı; �!c ; �!v � 0
such that:

(1) A.Bn! \OF / � Œ0; 1� � Œ0; ı�
(2) A.BnC1

!c \ OF / � Œ0; �!c � � Œ0; ı�
(3) A.BnC1

!v \ OF / � Œ1 � �!v; 1� � Œ0; ı�
where BnC1

!c , and BnC1
!v are the two pieces of level nC 1 contained in Bn! . We say

that Bn! is �-universal if

j�!c � ��
!c j � �; j�!v � ��

!vj � �; and ı � �:

The precision of the piece Bn! is the smallest � > 0 for which B is �-universal. Let

S n.�/ � fBn!g

be the collection of �-universal pieces (Fig. 37.5).

Definition 37.1. The Cantor attractor OF of an infinitely renormalizable Hénon
map F 2H˝.�/ is universal in probabilistic sense if there is � < 1 such that

�.S n.�n// � 1 � �n; n � 1:

Theorem 37.12. (Probabilistic Universality) The Cantor attractor OF is universal
in probabilistic sense.

Denote the invariant line field of zero characteristic, see [26], by

T W OF ! P1:

This line field is not continuous, see Theorem 37.9. However, we can determine sets
of arbitrary large measure, with respect to the invariant measure on OF , on which it
is continuous. Namely, for each N � 1 let
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XN D
\

k�N
Sk.�

k/;

where � < 1 is given by Theorem 37.12 and notice that

�.XN / � 1 �O.�N /:

Let
X D

[
XN :

Theorem 37.13. There exists ˇ > 0 such that the restriction T jXN is ˇ-Hölder

dist.T .x0/; T .x1// � CN jx0 � x1jˇ ;

with x0; x1 2 XN .

Theorem 37.14. The line field T over each XN consists of ˇ-Hölder tangent lines
to OF . Namely, for each N � 1 there exists CN > 0 such that

dist.x; Tx0
/ � CN jx � x0j1Cˇ

when x 2 OF , x0 2 XN .

Remark 37.4. The constants CN tend to infinity when N becomes large.

Theorem 37.15. Each set XN � OF is contained in a C 1Cˇ -curve.

Theorem 37.16. The Cantor set OF is contained in a rectifiable-curve.

Definition 37.2. The attractor OF of an infinitely renormalizable Hénon map F 2
H˝.�/, � > 0 small enough, is rigid in probabilistic sense if there exists ˇ > 0

such that for every � > 0 there exists X � OF with �.X/ > 1 � � and such that
the restriction h W X ! h.X/ of the conjugation h W OF ! OF�

, is a C 1Cˇ -
diffeomorphism.

Theorem 37.17. The Cantor attractor OF is rigid in probabilistic sense.

The Hausdorff dimension of a measure � on a metric space O is defined as

HD
.O/ D inf

.X/D1

HD.X/:

Theorem 37.18. The Hausdorff dimension is universal

HD
.OF / D HD
�
.OF�

/:
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37.6 Topology of the Attractor

The global attracting set of a map F is

AF D
\

k�0
F k.Dom.F //

For a discussion on the concept of attractor see [23] and [24]. The dynamics of an
infinitely renormalizable map F 2 H˝.�/, � > 0 small enough, is controlled by
its periodic orbits ˇn of period 2n, n � 0, and the invariant Cantor set OF . The
periodic orbits are flip saddles.

Theorem 37.19. Given an infinitely renormalizable Hénon map F 2 I˝."/ with
" > 0 small enough, we have:

AF D W u.ˇ0/ D OF [
[

n�0
W u.ˇn/:

Furthermore, for every point x 2 Dom.F / either x 2 W s.ˇn/ for some n � 0 or
!.x/ D OF : The non-wandering set of F is ˝F DPF [OF :

The second part of Theorem 37.19, concerning the limit sets of points and the
non-wandering set, was already obtained in [13].

The topology of the non-wandering set of an infinitely renormalizable Hénon
map is as in the degenerate one-dimensional context. However, the attractors AF do
have a topology which differs from the one-dimensional situation. The topological
differences occur in the heteroclinic web

W D
[

k�0
W u.ˇk/ [

[

k�0
W s.ˇk/:

The topology of the heteroclinic web can be changed by changing the average Jaco-
bian. The reason for this lies in the universal geometry observed around the tip.
In particular, the rate of accumulation of stable manifolds corresponding to differ-
ent periodic orbits towards the stable manifold of the tip is universal. Although the
average Jacobian is an ergodic theoretical invariant it also controls the accumulation
rate towards the tip of the unstable manifolds of periodic points. This geometrical
relation between the invariant manifolds and the average Jacobian leads to

Theorem 37.20. The average Jacobian is a topological invariant.

The central idea that the topology of the system determines the geometry might
still hold for infinitely renormalizable Hénon maps. Maps with different average
Jacobian do have different geometry, Theorem 37.10, but also different topology,
Theorem 37.20. It is still open whether maps with the same average Jacobian have
rigid Cantor attractors.
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The heteroclinic web is a countable collection of disjoint curves. A point in the
web is called laminar if it has a matchbox-neighborhood, a neighborhood homeo-
morph to .�1; 1/ �Q where Q � Œ0; 1� is a countable set. A heteroclinic tangency
is a tangency between some W u.ˇk/ andW s.ˇn/.

Remark 37.5. An infinitely renormalizable F 2 H n
˝ ."/, with " > 0 small enough,

can not have homoclinic tangencies, a tangency betweenW u.ˇk/ and W s.ˇk/.

Theorem 37.21. The heteroclinic web is laminar if there are no heteroclinic tan-
gencies.

There are examples of infinitely renormalizable maps whose heteroclinic webs
do not have laminar points at all, except along finitely many unstable manifolds.
Given a periodic orbit ˇn of F , denote the two exponents by �u

n < �1 and �sn 2
.�1; 0/.
Theorem 37.22. If the map F has a tangency

W u.ˇk/
��\ W s.ˇn/;

k < n, and
ln j�u

k
j

ln j�snj
… Q

then no point in
AF n

[

l<n

W u.ˇl /

is laminar.

37.7 A Step Towards the Palis Conjecture

A map F W B ! B is Morse-Smale if the non-wandering set˝F consists of finitely
many periodic points, all hyperbolic, and the stable and unstable manifolds of the
periodic points are all transversal to each other. The collection I n

˝."/ � H n
˝ ."/

consists of the maps which are exactly n-times renormalizable and have a periodic
attractor of period 2n. The non-wandering set of each map F 2 I n

˝."/, with " > 0
small enough, consists of finitely many periodic points. In particular, a map F 2
I n
˝."/ is Morse–Smale if all its periodic points are hyperbolic and if for every

x; y 2PF D ˝F there are only transverse intersections ofW u.x/ andW s.y/.

Theorem 37.23. Let " > 0 be small enough. The Morse–Smale maps form an open
and dense subset of any I n

˝."/.

A Morse–Smale component is a connected component of the set of non-
degenerate Morse–Smale maps in H˝."/. Morse–Smale maps are structurally
stable, see [27]. Two Morse–Smale components in I n

˝."/ are of different type if
the maps in the first component are not conjugate to the maps in the other.
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Theorem 37.24. Let " > 0 be small enough. Then for n � 1 large enough there are
countably many Morse–Smale components of different type in I n

˝."/. The collection
of Morse–Smale components in I n

˝."/ is not locally finite.

A finitely renormalizable map F 2 H˝."/ is called hyperbolic if its non-
wandering set can be decomposed as

˝F D �F [ PF ;

where PF is a hyperbolic periodic attractor which attracts almost every point and
�F a hyperbolic zero-dimensional set. A closed invariant set is hyperbolic if it
has an invariant splitting consisting of one stable direction and one unstable direc-
tion. See [29] for a general discussion of hyperbolicity and invariant splittings.
The map is called hyperbolic with positive entropy if �F contains a Cantor set
which has positive entropy. The Morse–Smale maps discussed in Theorem 37.24
are hyperbolic.

Theorem 37.25. Let � � H˝."/ be a smooth curve through F0 2 I˝."/, " > 0

small enough, which is transversal to I˝."/. The hyperbolic maps with positive
entropy in � have positive density in F0.

A map F 2 H˝."/ is called regular if there exists a periodic attractor which
attracts almost every point. It is called stochastic if there exists an SRB measure
which describes the statistics of almost every orbit. Benedicks and Carleson have
shown that the stochastic Hénon maps with a fixed, but small Jacobian, form a set of
positive one-dimensional measure, [3]. They discuss Hénon maps in a neighborhood
of a specific Misiurewicz unimodal map.

By no means it is a straightforward task to extend their discussion to neighbor-
hoods of unimodal maps with a Collet–Eckmann condition. However, the following
result is within reach.

Given a family of unimodal maps, for example the unstable manifold of the period
doubling renormalization fixed point. Every Collet–Eckmann map in this family has,
for every ı > 0, a neighborhoodU �H˝.ı/ with the following property. Consider
a one-parameter family of Hénon maps close enough to the given unimodal family.
The fraction of stochastic maps in the part of this Hénon family which crosses the
neighborhood U, is at least 1 � ı.

Renormalization, the fact that regular and Collet–Eckmann maps have full mea-
sure [1], and this extension would prove the following step towards the Palis
Conjecture, [28].

Let � be a curve through an infinitely renormalizable map F 2 I˝."/, " > 0

small enough, which is transversal to I˝."/. The map F is a Lebesgue density
point of the regular and stochastic maps in the curve � .
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37.8 Open Problems

Let us finish with some further questions that naturally arise from the previous
discussion.
Problem I:

(1) Prove that F� is the only fixed point of the Hénon renormalization R, and
RnF ! F� exponentially for any infinitely renormalizable Hénon map F .

(2) Is it true that the trace of the unstable manifold W u.F�/ by the two-parameter
Hénon family Fc;b W .x; y/ 7! .x2 C c � by; x/ is a (real analytic) curve �
on which the Jacobian b assumes all values 0 < b < 1. If so, does this curve
converge to some particular point .c; 1/ as b ! 1?

Problem II:

(1) Is the conjugacy hWOF ! OG always Hölder?
(2) Can OF have bounded geometry when bF ¤ 0? If so, does this property depend

only on the average Jacobian bF ?
(3) Does the Hausdorff dimension of OF depend only on the average Jacobian bF ?

(This question was suggested by A. Avila.)

Problem III:

(1) A wandering domain is an open set in the basin of attraction of OF . Do
wandering domains exist?

(2) If a map F 2 I˝."/ does not have wandering domains then the union F s of
all stable manifolds of periodic points is dense in the domain of F . Does there
exist F 2 I˝."/ such that F s is not laminar even if there are no heteroclinic
tangencies?

(3) For F 2 I˝."/ let F s
� be the union of stable manifolds of the points in the

orbit of the tip. Is F s
� dense in Dom.F /?

Problem IV:
The unique invariant measure on the Cantor attractor OF has characteristic expo-

nents 0 and ln bF < 0. Can the stable characteristic exponent of the tip �F differ
from ln bF ?

Problem V:
Can we still speak of rigidity of the Cantor attractor OF ?

(1) Are the Cantor attractors rigid within the topological conjugacy classes of maps
restricted to a neighborhood of the Cantor attractor?

(2) Prove or disprove that two Cantor attractors OF and O QF are smoothly equiva-
lent if and only if they have the same average Jacobian.
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Problem VI:

(1) Can different Morse–Smale components

MS1;MS2 �
[

n�0
I n
˝."/

have the same type, that is the maps inMS1 are conjugate to the maps inMS2?
(2) As we have shown, the Morse–Smale Hénon maps are dense in the zero entropy

region with small Jacobian. Are they dense in the full zero entropy region of
dissipative Hénon maps? How about other real analytic families of dissipative
two dimensional maps?

(3) The discussion that led to Theorem 37.24 was based on the renormalization
structure. However, the non-locally finiteness of the collection of Morse–Smale
components might be a more general phenomenon. Study the combinatorics
of Morse–Smale components in other real analytic families of dissipative two
dimensional maps.

(4) Are the real Morse–Smale Hénon maps from Theorem 37.24 hyperbolic on
C2? To what extent the topology of the real heteroclinic web determines the
topology of the corresponding Hénon map on C2?

Problem VII: Is the convergence of the statistics of the bad pieces,

lim
n!1�.Bn nSn."// D 0;

governed by some sort of universality? This question is related to Problem II on the
regularity of the conjugation h W OG ! OG when bF D bG .
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Chapter 38
Application of Fractional Calculus
in Engineering

J.A. Tenreiro Machado, Isabel S. Jesus, Ramiro Barbosa, Manuel Silva,
and Cecilia Reis

Abstract Fractional Calculus (FC) goes back to the beginning of the theory of
differential calculus. Nevertheless, the application of FC just emerged in the last
two decades. It has been recognized the advantageous use of this mathematical tool
in the modelling and control of many dynamical systems. Having these ideas in
mind, this paper discusses a FC perspective in the study of the dynamics and control
of several systems. The paper investigates the use of FC in the fields of controller
tuning, legged robots, electrical systems and digital circuit synthesis.

38.1 Introduction

The generalization of the concept of derivativeD˛ Œf .x/� to non-integer values of ˛
goes back to the beginning of the theory of differential calculus. In fact, Leibniz, in
his correspondence with Bernoulli, L’Hôpital and Wallis (1695), had several notes
about the calculation ofD1=2[f .x/]. Nevertheless, the development of the theory of
Fractional Calculus (FC) is due to the contributions of many mathematicians such
as Euler, Liouville, Riemann and Letnikov [1–3].

The FC deals with derivatives and integrals to an arbitrary order (real or, even,
complex order). The mathematical definition of a derivative/integral of fractional
order has been the subject of several different approaches [1–3]. For example, the
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Laplace definition of a fractional derivative/integral of a signal x.t/ is:

D˛x .t/ D L�1
(

s˛X .s/ �
n�1X

kD0
sk D˛�k�1x .t/

ˇ
ˇ
ˇ
tD0

)

(38.1)

where n � 1 < ˛ � n, ˛ > 0. The Grünwald–Letnikov definition is given by
.˛ 2 </:

D˛x .t/ D lim
h!0

"
1

h˛

1X

kD0
.�1/k � .˛ C 1/

� .k C 1/ � .˛ � k C 1/x .t � kh/
#

(38.2)

where � is the Gamma function and h is the time increment. Expression (38.2)
shows that fractional-order operators are “global” operators having a memory of all
past events, making them adequate for modelling memory effects in most materials
and systems.

In recent years FC has been a fruitful field of research in science and engineer-
ing [1–5]. In fact, many scientific areas are currently paying attention to the FC
concepts and we can refer its adoption in viscoelasticity and damping, diffusion
and wave propagation, electromagnetism, chaos and fractals, heat transfer, biol-
ogy, electronics, signal processing, robotics, system identification, traffic systems,
genetic algorithms, percolation, modelling and identification, telecommunications,
chemistry, irreversibility, physics, control systems, economy and finance.

Bearing these ideas in mind, Sects. 38.2–38.5 present several applications of FC
in science and engineering. Finally, Sect. 38.6 draws the main conclusions.

38.2 Tuning of PID Controllers Based on Fractional Calculus

In this section we study a novel methodology for tuning PID controllers such that the
response of the compensated system has an almost constant overshoot defined by a
prescribed value. The proposed method is based on the minimization of the integral
of square error (ISE) between the step responses of a unit feedback control system,
whose open-loop transfer functionL.s/ is given by a fractional-order integrator and
that of the PID compensated system [6].

Figure 38.1a illustrates the fractional-order control system that will be used as
reference model for the tuning of PID controllers. The corresponding Bode diagrams
of amplitude and phase of L.s/ are illustrated in Fig. 38.1b.

This choice of L.s/ gives a closed-loop system with the desirable property of
being insensitive to gain changes. If the gain changes, the crossover frequency !c
will change, but the phase margin of the system remains PM D �.1 � ˛=2/ rad,
independently of the value of the gain, as can be seen from the curves of amplitude
and phase of Fig. 38.1b. With the order ˛ and the crossover frequency !c we can
establish the overshoot and the speed of the output response, respectively.
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R(s) Y(s)

–20a dB/dec

arg L(jω)

log ω

log ω

PM=π(1−α/2)

0 dB

ωc

−π/2

−π

+
−

a b

−απ/2

|L(jω)|dB

L(s)=(ωc/s)
α

Fig. 38.1 Fractional-order control system with open-loop transfer function L(s) and Bode
diagrams of amplitude and phase of L(j!) for 1 < ˛ < 2

The transfer function of the PID controller is:

Gc .s/ D U .s/

E .s/
D K

�

1C 1

Tis
C Td s

�

(38.3)

The design of the PID controller will consist on the determination of the optimum
PID set gains (K , Ti , Td / that minimize J , the integral of the square error (ISE),
defined as:

J D
Z 1

0

Œy .t/ � yd .t/�2 dt (38.4)

where y.t/ is the step response of the unit feedback control system with the PID con-
troller and yd .t/ is the desired step response of the fractional-order control system
of Fig. 38.1a.

To illustrate the effectiveness of proposed methodology we consider the third-
order plant transfer function:

Gp .s/ D Kp

.s C 1/3 (38.5)

Figure 38.2 shows the step responses and the Bode diagrams of phase of the
closed-loop system with the PID for the transfer function Gp.s/ for gain variations
around the nominal gain (Kp D 1/ corresponding to Kp D f0:6; 0:8; 1:0; 1:2; 1:4g,
that is, for a variation up to �40% of its nominal value. The system was tuned for
˛ D 3=2 (PM D 45˘/, !c D 0:8 rad/s. We verify that we get the same desired
iso-damping property corresponding to the prescribed .˛; !c/-values.

We verify that the step responses have an almost constant overshoot indepen-
dently of the variation of the plant gain around the gain crossover frequency !c .
Therefore, the proposed methodology is capable of producing closed-loop systems
robust to gain variations and step responses exhibiting an iso-damping property.
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Fig. 38.2 Bode phase diagrams and step responses for the closed-loop system with a PID
controller for Gp(s). The PID parameters are K D 1:9158, Ti D 1:1407 and Td D 0:9040

The proposed method was tested on several cases studies revealing good results.
It was also compared with other tuning methods showing comparable or superior
results [6].

38.3 Fractional Control of Legged Robots

The present section compares the tuning of Fractional Order (FO) algorithms,
applied to the joint control of a walking robot with n D 6 legs, equally distributed
along both sides of the robot body, each with three rotational joints, j D f1; 2; 3g �
fhip, knee, ankleg [7].

Regarding the dynamic model for the hexapod body and foot-ground interaction,
it is considered the existence of robot body compliance because walking animals
have a spine that allows supporting the locomotion with improved stability. The
robot body is divided in n identical segments (each with mass Mbn

�1/ and a lin-
ear spring-damper system (with parameters defined so that the body behaviour is
similar to the one expected to occur on an animal) is adopted to implement the
intra-body compliance [7]. The contact of the i th robot feet with the ground is mod-
elled through a non-linear system [7], being the values for the parameters based on
the studies of soil mechanics [7].

We evaluate the effect of different PD
 controller implementations for Gc1.s/,
while Gc2 is a P controller. The PD
 0 < �j � 1 (j D 1; 2; 3) algorithm is
implemented through a discrete-time 4th-order Padé approximation.

The performance analysis is based on the formulation of two indices measuring
the mean absolute density of energy per travelled distance (Eav) and the hip trajec-
tory errors ("xyH ) during walking [8]. It is analyzed the system performance of the
different PD
 controller tuning, when adopting a periodic wave gait at a constant
forward velocity VF [7].

To tune the different controller implementations we adopt a systematic method,
testing and evaluating several possible combinations of parameters, for all controller
implementations. Therefore, we adopt the Gc1.s/ parameters that establish a com-
promise in what concerns the simultaneous minimization of Eav and "xyH , and a
proportional controller Gc2 with gain Kpj D 0:9.j D 1; 2; 3/. It is assumed
high performance joint actuators (i .e., with almost negligible saturation), having a
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Fig. 38.3 Performance indices Eav and "xyH vs. Kmult for the different Gc1.s/ PD� controller
tuning

maximum actuator torque of � ijMax D 400Nm. The desired angle between the
foot and the ground (assumed horizontal) is established as � i3hd D �15ı. For this
case we tune the PD
 controllers for values of the fractional order in the interval
C0.1 < �j <C0.9, establishing �1 D �2 D �3.

Since the objective of the walking robots is to walk in natural terrains, we test
how the different controllers behave under distinct ground properties.

Considering the previously tuning controller parameters, the values of the ground
model parameters are varied simultaneously through a multiplying factor varied in
the rangeKmult 2 [0.1; 4.0]. This variation for the ground model parameters allows
the simulation of the ground behaviour for growing stiffness, from peat to gravel
[7]. We conclude that the controller responses are quite similar, meaning that these
algorithms are robust to variations of the ground characteristics.

The performance measures versus the multiplying factor of the ground parame-
ters Kmult are presented on Fig. 38.3.

Analyzing the system performance from the viewpoint of the index Eav

(Fig. 38.3, left), it is possible to conclude that the best PD
 implementation occurs
for the fractional order �j D 0:5. Moreover, it is clear that the performances of the
different controller implementations are almost constant on all range of the ground
parameters, with the exception of the fractional order�j D 0:4, whereEav presents
a significant variation.

When the system performance is evaluated in the viewpoint of the index "xyH
(Fig. 38.3, right) we verify that the controller implementations corresponding to the
fractional orders �j D f0:6; 0:7; 0:8g present the best values. The fractional order
�j D 0:5 leads to controller implementations with a slightly inferior performance,
particularly for values ofKmult > 2.5. It is also clear on the chart of "xyH vs.Kmult

that the fractional order �j D 0:4 leads to a controller implementation with a poor
performance.

In conclusion, the controllers with �j D f0:5; 0:6; 0:7; 0:8g present lower values
of the indices Eav and "xyH on almost all range of Kmult under consideration. The
only exception to this observation occurs for the PD
 controller implementation
when �j D 0:5, that presents slightly higher values of the index "xyH for values of
Kmult > 2.5. We conclude that the controller responses are quite similar, meaning
that these algorithms are robust to variations of the ground characteristics [8].
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38.4 Electrical Impedance of Fruits

In an electrical circuit the voltage u.t/ and the current i.t/ can be expressed as a
function of time t :

u.t/ D U0cos.!t/I i.t/ D I0cos.!t C �/ (38.6)

where U0 and I0 are the amplitudes of the signals, ! is the frequency and � is the
current phase shift. The voltage and current can be expressed in complex form as:

u.t/ D Re
n
U0e

j.!t/
o
I i.t/ D Re

n
I0e

j.!tC�/
o

(38.7)

Consequently, the electrical impedanceZ.j!/ is:

Z.j!/ D U.j!/

I.j!/
D Z0ej� (38.8)

Usually these concepts are applied to inorganic systems leading to the well
known resistance, inductance and capacitance fundamental electrical elements [9].
However, the structure of fruits and vegetables have cells that constitute electrical
circuits exhibiting a complex behavior. Bearing these facts in mind, in our work
we study the electrical impedance for several botanical elements, under the point of
view of fractional order systems.

We apply sinusoidal excitation signals v.t/, to the botanical system, for several
distinct frequencies ! (Fig. 38.4) and the impedance Z.j!/ is measured based on
the resulting voltage u.t/ and current i.t/. Moreover, we measure the environmen-
tal temperature, the weight, the length and width of all botanical elements. This
criterion helps us to understand how these factors influenceZ.j!/ [10].

In this study we develop several different experiments for evaluating the varia-
tion of the impedanceZ.j!/ with the amplitude of the input signal V0, for different
electrode lengths of penetration inside the element �, the environmental tempera-
ture T , the weights W and the dimension D. The value of R is changed for each
experiment, in order to adapt the values of the voltage and current to the scale of the
measurement device.

Fig. 38.4 Electrical circuit
for the measurement of the
botanical impedance Z.j!/
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Fig. 38.5 Bode diagrams of the impedance Z.j!/ for the potato

We start by analyzing the impedance for an amplitude of input signal of V0 D
10 volt, a constant adaptation resistance Ra D 15 k ohm, applied to one Solanum
Tuberosum (potato), with an weight W D 1:2410�1 kg, environmental temperature
T D 26:5 degree Celsius, dimension D D 7:97 10�2 � 5:99 10�2 m, and the
electrode length penetration� D 2:1 10�2 m.

Figure 38.5 presents the Bode diagrams for Z.j!/.s The results reveal that the
system has a fractional order impedance. In fact, approximating the experimen-
tal results in the amplitude Bode diagram through a power function namely by
jZ.j!/j D a!�b , we obtain .a; b/ D .4:91 103; 0:0598/, at the low frequencies,
and .a; b/ D .7:94 105; 0:5565/, at the high frequencies.

In order to analyze the system linearity we evaluate Z.j!/ for different ampli-
tudes of input systems, namely, V0 D f5; 15; 20g volt, maintaining constant the
adaptation resistance Ra D 15 k ohm. The impedanceZ.j!/ has a fractional order
and this characteristic does not change significantly with the variation of input signal
amplitude. Therefore, we can conclude that this system has a linear characteristic.

In a second experiment, we vary the length� of the electrode penetration inside
the potato, and we evaluate its influence upon the value of the impedance. Therefore,
we adjust the electrode to � D 1:42 10�2 m, with V0 D 10 volt and adap-
tation resistance R a D 5 k ohm, leading to jZ.j!/j approximations .a; b/ D
.5:48 103; 0:0450/, at the low frequencies, and .a; b/ D .1:00 106; 0:5651/, at
the high frequencies. With these results, we conclude that the length of wire inside
the potato does not change significantly the values of the fractional orders. Also the
linearity was again confirmed.

Similar experiments were developed for several fruits. The results reveal that
Z.j!/ has distinct characteristics according with the frequency range. For low fre-
quencies, the impedance is approximately constant, but for high frequencies, it is
clearly of fractional order.



626 J.T. Machado et al.

38.5 Circuit Synthesis Using Particle Swarm Optimization

Ornithologists, biologists and psychologists did early research, which led into the
theory of particle swarms. In these areas, the term ‘swarm intelligence’ is well
known and characterizes the case when a large number of individuals are able of
accomplish complex tasks. Motivated by these facts, some basic simulations of
swarms were abstracted into the mathematical field. The usage of swarms for solv-
ing simple tasks in nature became an intriguing idea in algorithmic and function
optimization. Eberhart and Kennedy were the first to introduce the particle swarm
optimization (PSO) algorithm [11,12], which is an optimization method inspired in
the collective intelligence of swarms of biological populations, and was discovered
through simplified social model simulation of bird flocking, fishing schooling and
swarm theory. In the PSO each particle adjusts its flying according with its own and
its companions experiences as described below:

vid D vidCc1 rand./.pid�xid/Cc2Rand./.pgd�xid/; xid D xidCvid (38.9)

where c1 and c2 are positive constants, rand() and Rand() are two random func-
tions in the range [0,1], Xi D .xi1; xi2; : : : ; xiD/ represents the i th particle,
Pi D .pi1; pi2; : : : ; piD/ is the best previous position (the position giving the best
fitness value) of the particle, the symbol g represents the index of the best particle
among all particles in the population, and Vi D .vi1; vi2; : : : ; viD/ is the rate of the
position change (velocity) for particle i .

We adopt a PSO algorithm to design combinational logic circuits. A truth table
specifies the circuits and the goal is to implement a functional circuit with the
least possible complexity. Four sets of logic gates have been defined, as shown in
Table 11, being Gset 2 the simplest one and Gset 6 the most complex gate set. Logic
gate named WIRE means a logical no-operation.

In the PSO scheme the circuits are encoded as a rectangular matrix A
(row � column D r � c/ of logic cells. Three genes represent each cell: <
input1 >< input2 >< gate type >, where input1 and input2 are one of the
circuit inputs, if they are in the first column, or one of the previous outputs, if they
are in other columns. The gate type is one of the elements adopted in the gate
set. The chromosome is formed with as many triplets as the matrix size demands
(e:g:, triplets D 3 � r � c/. The initial population of circuits (particles) has a
random generation. The initial velocity of each particle is initialized with zero.
The following velocities and the new positions are calculated applying (38.9). In
this way, each potential solution, called particle, flies through the problem space.
For each gene is calculated the corresponding velocity. Therefore, the new posi-
tions are as many as the number of genes in the chromosome. If the new values
of the input genes result out of range, then a re-insertion function is used. If
the calculated gate gene is not allowed a new valid one is generated at random.
These particles then have memory and each one keeps information of its previous
best position (pbest) and its corresponding fitness. The swarm has the pbest of
all the particles and the particle with the greatest fitness is called the global best
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(gbest). Four gate sets were defined: Gset 2 D fAND,XOR,WIREg, Gset 3 D
fAND,OR,XOR,WIREg, Gset 4 D fAND,OR,XOR,NOT,WIREg and Gset 6 D
fAND,OR,XOR,NOT,NAND,NOR,WIREg. However, in our case we also use a
kind of mutation operator that introduces a new cell in 10% of the population. This
mutation operator changes the characteristics of a given cell in the matrix. Therefore,
the mutation modifies the gate type and the two inputs, meaning that a completely
new cell can appear in the chromosome. To run the PSO we have also to define the
numberP of individuals to create the initial population of particles. This population
is always the same size across the generations, until reaching the solution.

The calculation of the fitness function Fs in (38.10) has two parts, f1Df1 C 1
if fbit i of Y g D fbit i of YRg; i D 1; : : : ; f10 and f2 D f2C1 if gate type D wire,
where f1 measures the functionality and f2 measures the simplicity. In a first phase,
we compare the output Y produced by the PSO-generated circuit with the required
values YR, according with the truth table, on a bit-per-bit basis. By other words,
f1 is incremented by one for each correct bit of the output until f1 reaches the
maximum value f10 D 2ni �no, that occurs when we have a functional circuit. The
variables ni and no represent the number of inputs and outputs of the circuit. Once
the circuit is functional, in a second phase, the algorithm tries to generate circuits
with the least number of gates. This means that the resulting circuit must have as
much genes < gate type >�< wire > as possible. Therefore, the index f2, that
measures the simplicity (the number of null operations), is increased by one (zero)
for each wire (gate) of the generated circuit. Consequently, the fitness function Fs
is given by:

Fs D
�

f1; Fs < f10
f1 C f2; Fs � f10 (38.10)

The concept of dynamic fitness function Fd results from an analogy between
control systems and the GA case, where we master the population through the fitness
function. The simplest control system is the proportional algorithm; nevertheless,
there can be other control algorithms, such as, for example, the proportional and
the differential scheme. In this line of thought, expression (10) is a static fitness
function Fs and corresponds to using a simple proportional algorithm. Therefore, to
implement a proportional-derivative evolution the fitness function needs a scheme
of the type Fd D Fs C KD
 ŒFs � [13], where 0 � � � 1 is the differential
fractional-order andK 2 < is the ‘gain’ of the dynamical term.

In this study are developed n D 20 simulations for each case under analysis.
The experiments consist on running the algorithm to generate typical combinational
logic circuits, namely a 2-to-1 multiplexer (M2�1/, a 1-bit full adder (FA1), a 4-bit
parity checker (PC4) and a 2-bit multiplier (MUL2). The circuits are generated with
the four gate sets and P D 3; 000, w D 0:5, c1 D 1:5 and c2 D 2. We conclude
that Fd leads to better results in particular for the MUL2 circuit and for the Av(PT).
Figure 38.6 presents a comparison between Fs and Fd .
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Fig. 38.6 Av(N ) and S(N ) for the PSO algorithm, P D 3; 000 using Fs , Fd and � D 0:5

38.6 Conclusions

We have presented several applications of the FC concepts. It was demonstrated the
advantages of using the FC theory in different areas of science and engineering. In
fact, this paper studied a variety of different physical systems, namely: tuning of PID
controllers using fractional calculus concepts, fractional control of legged robots,
electrical impedance of fruits and circuit synthesis using evolutionary algorithms.
The results demonstrate the importance of FC in the modelling and control of many
systems and motivate for the development of new applications.
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Paris (1995)
6. Barbosa, R.S., Machado, J.A.T., Ferreira, I.M.: Tunning of PID Controller Based on Bode’s

Ideal Transfer Function. Nonlin. Dyn. 38(1–4), 305–321 (2004)
7. Silva, M.F., Machado, J.A.T., Jesus, I.S.: Modelling and Simulation of Walking Robots With

3 dof Legs. In: MIC 2006 – The 25th IASTED International Conference on Modelling,
Identification and Control. Lanzarote, Spain (2006)

8. Silva, M.F., Machado, J.A.T.: Fractional Order PD˛ Joint Control of Legged Robots. Journal
of Vibration and Control – Special Issue on Modeling and Control of Artificial Locomotion
Systems 12(12), 1483–1501 (2006)

9. Barsoukov, E., Macdonald, J.R.: (2005) Impedance Spectroscopy, Theory, Experiment, and
Applications. Wiley, New York

10. Jesus, I.S., Machado, J.A.T., Cunha, J.B., Silva, M.F.: Fractional Order Electrical Impedance of
Fruits and Vegetables. Proceedings of the 25th IASTED International Conference on Modeling,
Identification and Control, Spain, Feb (2006)

11. Kennedy, J., Eberhart R.C.: Particle Swarm Optimization. Proceedings of the IEEE Interna-
tional Conference Neural Networks: 1942–1948. (1995)



38 Application of Fractional Calculus in Engineering 629

12. Shi, Y., Eberhart, R.C.: A Modified Particle Swarm Optimizer. Proceedings of the 1998
International Conference on Evolutionary Computation: 69–73. (1998)

13. Reis, C., Machado, J., Cunha, J.: Evolutionary Design of Combinational Circuits Using
Fractional-Order Fitness. Proceedings of the Fith EUROMECH Nonlinear Dynamics Confer-
ence: 1312–1321. (2005)



Chapter 39
Existence of Invariant Circles for Infinitely
Renormalisable Area-Preserving Maps

R.S. MacKay

Abstract Existence of an invariant circle for any orientation-preserving 2D map
whose orbit under renormalisation remains forever in a certain bounded subset is
proved. The construction dates back to 1984. It was stimulated by a preprint by
David Rand doing the same for the dissipative case. To include the general case,
notably area-preserving, required a variation on his idea.

39.1 Background

This paper is based on notes that I wrote in April 1984. They were inspired by
a preprint by David Rand (eventually published as [1]) in which he proved the
analogous result for dissipative annulus maps.

My notes were the starting point for one chapter of the PhD thesis of Nico-
lai Hoidn whom I supervised from April to September 1984 (eventually published
in [2], under his pseudonym), but the idea ended up somewhat obscured under
technical analysis there.

The idea was reinvented by Andreas Stirnemann [3], who presented it in the
framework of iterated function systems. This made the argument very clear. I was
not familiar with the concept back in 1984, but with hindsight one can see it was
the right tool, from Fig. 4.4.2.2 of my (1982) PhD thesis (reprinted in [4]), Rand’s
preprint, and the construction of my notes.

I publish this exposition of my notes now, firstly to put on the record that I had
obtained this general existence result back then and secondly to acknowledge David
Rand’s great influence.

R.S. MacKay
Mathematics Institute, University of Warwick, Coventry CV4 7AL, UK
e-mail: R.S.MacKay@warwick.ac.uk

M.M. Peixoto et al. (eds.), Dynamics, Games and Science I, Springer Proceedings
in Mathematics 1, DOI 10.1007/978-3-642-11456-4 39,
c� Springer-Verlag Berlin Heidelberg 2011
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39.2 Setting

Let .U; T / be a pair of orientation-preserving diffeomorphisms of domains in
R2 to ranges in R2, which commute on the subset for which both compositions
UT; T U are defined. The basic example is .FR;F / where F is a lift to R2 of an
orientation-preserving degree-one map of a cylinder T�R to itself (with T D R=Z)
(i.e. F.xC1; y/ D F.x; y/ C .1; 0/) and R.x; y/ D .x � 1; y/ is a deck transfor-
mation. The maps U; T do not have to preserve area, nor have twist, but the case
with both is the main motivation.

Assumptions. A1. The domains of U and T are assumed to contain a vertical line
segment L, without loss of generality in x D 0, where both compositions
UT; T U are defined and such that U.L/ is to the left of L, T .L/ to the right
of L. The domain of U is assumed to connect L to T .L/. The domain of T is
assumed to connect L to U.L/. See Fig. 39.1.

A2. The horizontal is scaled so that some notion of the horizontal width of the union
of the domains of U and T is 1.

The map UT �1 takes T .L/ to U.L/ so the union of the domains of U and T
can be considered to be an annulus cut along this line, and the pair .U; T / can be
considered as a map of this annulus to an annulus with the same cut, by applying U
to points between L and T .L/ and T to points between U.L/ and L. For points on

domT domUL T(L)U(L)

U T

TU
(L

) =
 U

T(
L)

Fig. 39.1 Domains and ranges of U; T
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T

U

Fig. 39.2 An invariant circle for .U; T /

L we apply both U and T , obtaining two different points, but which are identified
under UT �1; their images are the same. Thus we can talk about an orbit segment of
a point under .U; T /.

39.3 Invariant Circles

Say a curve � is an invariant circle for .U; T / if it joins U.L/ to T .L/, crosses L
once, the image by T of its segment from U.L/ to L is defined and contained in �
and the image byU of its segment fromL to T .L/ is defined and contained in � . See
Fig. 39.2. It is called a “circle” because it becomes a circle under the identification
of T .L/ with U.L/ via UT �1.

An invariant circle has a rotation number ! 2 Œ0; 1�, which is the fraction of
iterations when U is used.

In my April 1984 notes I restricted attention to the case of golden circles, ! Dp
5�1
2

, but I add a section to this paper on the extension to other rotation numbers.

39.4 Renormalisation

If L has a subinterval L0 and restrictions of the domains for T and T U can be
chosen so that the conditions A1 apply to the pair .T U; T / then choose a map B of
the form

B.x; y/ D
�
x

˛
;
y

ˇ
� f .x/

�

;
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with ˛; ˇ < 0, taking L to L0 with reversed orientation (thus determining ˇ and
f .0/), and with �1=˛ chosen to be the horizontal width of the union of the new
domains. Then the pair

D.U; T / WD .B�1TB;B�1T UB/

satisfies the conditions A1 and A2. Note that B preserves the foliation by verticals.
The function f is chosen to try to keep the domains forD.U; T / “horizontal”. There
are various recipes for this, e.g. [4], but the choice will not be important here.

Note that � is a golden circle for .U; T / iff B�1� is a golden circle forD.U; T /.
The operatorD is called a renormalisation.

39.5 Construction

Theorem. If .Un; Tn/ WD Dn.U0; T0/ are defined for all n � 0 and lie in the set of
.U; T / satisfying A1, A2 and B1–B6:

B1. jˇj � ˇm > 1
B2. j˛j � ˛m > 1
B3. For all y 2 L, the slopes of the lines from y to U.0; y/ and T .0; y/ are at most

sm in absolute value
B4. The derivatives of B and UB map vectors of slope at most sm to vectors of

slope at most sm. For example, the first condition is ˛
ˇ
sm C j f̨ 0.x/j � sm

B5. The xx-components of the derivatives of U and T are positive
B6. The derivative of T multiplies the horizontal component of tangent vectors with

slope less than sm by at least 
 > 1=˛m

then .U0; T0/ has a golden circle.

Actually, we obtain in addition that it is an sm-Lipschitz graph and that the
dynamics on it preserves horizontal order and is conjugate to rotation.

The proof requires the following definition (see Fig. 39.3).

Definition. An orbit segment C for .U; T / is a cycle if it forms an sm-Lipschitz
graph, considered as a function y over x, and decomposing it into subsets C�; CC
on the left and right of L respectively (including a point on L in both) then U.CC/
is to the left of T .C�/ (with possible overlap only on UT .L/ D T U.L/) and U; T
preserve horizontal order applied to CC; C� (ignoring the point which is last in the
orbit segment).

Proof. The sequence of line segments B0 : : : Bn.L/; n 2 ZC, is nested. By B1, it
converges to a single point; call it �0.

The idea of the proof is that the closure of the orbit of �0 under .U0; T0/ is the
desired golden circle. This conjecture was already clear to me in 1982, but to prove
it required ideas from David Rand’s preprint (building up ordered Lipschitz sets and
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U

UT2 TU  =UT T2U T

Fig. 39.3 A cycle for .U; T /

checking no gaps), plus a replacement for his dissipativity condition in the control
of Lipschitz constants.

Given n � 0, let �n D B�1
n�1 : : : B�1

0 �0. It is �0 in the n-th coordinate system.
Apply the map .Un; Tn/ once to �n, obtaining an orbit segmentC nn consisting of the
three points Un.�n/; �n; Tn.�n/ (by our convention about applying both U and T to
points of L), ordered from left to right. It is sm-Lipschitz by B3. Order-preservation
is trivial because in the definition we chose to ignore the last point (Un.�n/ and
Tn.�n/ are identified).

Thus C nn is a cycle for .Un; Tn/. Next we use it to make a longer cycle for
.Un�1; Tn�1/ and by induction down to .U0; T0/.

If C n
k

is a cycle for .Uk; Tk/ then we make one for .Uk�1; Tk�1/ by taking
Bk�1.C nk / to be the rescaled cycle with reversed order of points, and concatenating
Uk�1Bk�1.C nk /, Bk�1.C nk /. The condition B4 guarantees that the points come in
the right order and form an sm-Lipschitz set. Call it C n

k�1. Iterating k from n to 1
produces a cycle C n0 for .U0; T0/.

Now take n to infinity. The C n0 are a nested sequence (C n0 � C nC1
0 ) so the

closure C1
0 of their union is an sm-Lipschitz set, invariant under .U0; T0/ and of

golden rotation number.
The only obstacle to C1

0 being an invariant circle is that it might have gaps. If
there is a gap then it lies between a consecutive pair of U0.�0/; T0U0.�0/; �0; T .�0/,
because these form a subcycle ofC1

0 . Call its horizontal length `0. If the chosen gap
lies between U0.�0/; T0U0.�0/ then take its image by T0 to obtain a gap between
either T0U0.�0/; �0 or �0; T .�0/. By condition B6, its horizontal length is at least

 times that of the first one. Thus in any case, we have a gap of horizontal length
at least 
`0. Now apply B�1

0 to it to obtain a gap in C1
1 between �1; T1.�1/ or

U1.�1/; �1 respectively. By B2, this gap has horizontal length `1 at least 
˛m`0. By
induction,C1

n has a gap of horizontal length at least .
˛m/n`0. Since 
˛m > 1 this
eventually exceeds 1, giving a contradiction, because the horizontal length between
Un.�n/ and Tn.�n/ is of order 1 so there is no room between them for such a long
gap. ut
Remark. The sequence of pairs of maps Uk�1Bk�1; Bk�1 forms a (non-
autonomous) iterated function system, of which the invariant circle is the unique
pull-back attractor. Thus any seed suffices to construct it.

Remark. The hypotheses hold for F in an open C 3C"-neighbourhood of integrable
area-preserving twist maps, thus giving a KAM theorem. More importantly, they
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appear to hold at the critical fixed point of D (whose existence has finally been
proved [5]), so if they can be verified rigorously then all maps on its stable manifold
under renormalisation also have a golden circle. This was the main reason for me to
develop the idea.

39.6 Extension to Other Rotation Numbers

For rotation number !0 2 .0; 1/, define its continued fraction sequence a0; a1; : : :
by an D Œ1=!n�, !nC1 D 1

!n
� an. Define renormalisation operators

Da.U; T / D .B�1TB;B�1T aUB/

for a � 1 on those pairs .U; T / for which conditions A1 apply to .T aU; T / (thus
the previous renormalisation D D D1). Then � is an invariant circle of rotation
number !0 for .U; T / iff B�1� is one of rotation number !1 for Da0

.U; T /.
If condition B4 of the Theorem is extended to apply also to T a�1UB , a � 1,

then the construction generalises to prove that if .UnC1; TnC1/ D Dan
.Un; Tn/ are

defined for all n � 0 and lie in the set satisfying A1, A2 and B1–B6 then .U0; T0/
has an invariant circle of rotation number !0.

If the sequence an grows too fast the hypotheses might fail to hold at the
conjectured critical points of renormalisation or even on a C1-neighbourhood of
integrable area-preserving twist maps. Certainly there are Liouville numbers for
which the latter occurs. But some growth is permitted, because the B become much
more contracting and flattening as a ! 1, compensating for the possible rota-
tion effects of the subsequent composition T a�1U . In particular, Hoidn showed
that in high enough smoothness classes, the approach gives a KAM theorem for all
Diophantine rotation numbers [2], and by considering the effect of the iterated func-
tion system on not just Lipschitz constants but also higher derivatives, he deduced a
high degree of smooth conjugacy to rotation for the invariant circles.

Acknowledgements I am grateful to David Rand for the interest he has always shown in my work
and for the stimulation he has provided to me. And I thank Elaine Greaves-Coelho for preparing
the figures for me.
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Chapter 40
The Dynamics of Expectations

Wilfredo L. Maldonado and Isabel M.F. Marques

Abstract In this survey we describe the dynamics generated by expectation revi-
sions in intertemporal economic models. Local uniqueness of equilibrium (like
stationary states, cycles or sunspot equilibrium) is shown to be a necessary and suffi-
cient condition to obtain stability for the dynamics of expectation revisions. For that
reason, such equilibria are called Expectational Stable (E-Stable). Finally, we show
how a stationary state which is E-Stable may exhibit a two period cycle bifurcation
which is also E-Stable.

40.1 Introduction

In intertemporal economic models, expectations of future values of the state vari-
able have a role in the current decisions of agents. In this way, the learning rule used
by them in order to forecast those future values is one of the main subjects of inter-
est among researchers. The convergence of the actual dynamics (generated by the
interaction between structural equations and expectations functions) to some ratio-
nal expectations equilibrium (REE) provides theoretical foundations for the rational
expectations hypothesis (Guesnerie [11]).

When agents forecast the value (or distribution of values) of some variable for
a future period and the strategies and actions they execute lead to the forecasted
value we will say that the system is in a Rational Expectation Equilibrium (REE).
However, small deviations in the forecasted value may deviate the current actions
and the equilibrium may not be fulfilled. When revisions of expectations allows the
system to converge in the long-run to the REE we will say that it is Expectational
Stable (E-Stable). All these concepts were introduced by Lucas [14].
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In fact, economic agents use a diversity of learning rules that depart from adap-
tive learning rules, passing by econometric rules and more recently, Bayesian rules
of learning. A broad description of learning rules may be found in Evans and
Honkapohja [9]. The goal of these learning rules is to obtain convergence to a REE.
When a system exhibit equivalence between the E-Stability of a equilibrium and the
convergence of a family of learning rules to the REE, we will say that the principle
of E-Stability is satisfied.

At this point, a topological feature of the equilibrium is important: the local
uniqueness (or determinacy) of it. Intuitively, an equilibrium which has a contin-
uum of equilibria close to it can not be learned. In this way, all the works in this
vein depart from the fact that the equilibrium is determinate in order to obtain
convergence of learning rules or E-Stability of the equilibrium.

Relationship between E-Stability and local uniqueness of equilibrium in games
was studied by Evans and Guesnerie [8]. Applied analysis of these concepts to
monetary policy may be found in Bullard and Mitra [3] and Llosa and Tuesta [13].

In this chapter we provide a survey with the main results about determinacy and
E-Stability of equilibria in economic dynamic models. We also provide a monop-
olistic bank model were an E-Stable payment rate bifurcates to a two-period cycle
showing the persistence of oscillations in state variables even thought the stability
of the stationary state.

The chapter is organized as follows. In Sect. 40.2 we present the basic intertem-
poral framework to be considered and define the equilibria that may exist in it. To
illustrate the concepts we also include two examples corresponding to structures
with lagged variables and without them. In Sect. 40.3 the definition of E-Stability is
given and the main theorems relating that concept and the local uniqueness of the
equilibrium are shown. Finally, in Sect. 40.4 we provide an example of a monopo-
listic bank model where the stationary payment rate equilibrium has a two-period
bifurcation in the perceived-to-actual dynamics of that variable.

40.2 Intertemporal Economic Models and Their Equilibria

In this section we will present the basic (although general) framework in the analysis
of intertemporal economic models. Afterward, we will show some explicit examples
where equilibria of diverse nature may emerge.

Let X � Rn be the state variable values set of the model. In practice, the state
variables may be prices, capital stocks, rates of return, etc. The optimality condi-
tions of agents plus market clearing conditions are summarized in the following
(probably) non-linear equations system:

Z.xt�1xt ; �tC1/ D 0I (40.1)

where Z W X � X �P.X/ ! Rn, xt is the value of the state variable in period t ,
�tC1 is the probability distribution of the state variable in period tC1. Here, P.X/
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is the set of probability distributions defined on X . Equation (40.1) represents the
dynamics of a model with lagged variables (also called model with memory). Simple
overlapping generation (OLG) models are models without lagged variables and are
also called one-step forward looking models. Structures where agents solve dynamic
programming problems or OLG models with delay in production provide examples
of models with lagged variables.

Equation (40.1) must be read in the following way: If agents observe xt�1 2 X
(the state variable value in period t � 1) and they have expectations for the next
period t C 1 defined by �tC1 2P.X/ then xt 2 X is the current optimal decision
for this variable that equilibrates the markets if and only if Z.xt�1; xt ; �tC1/ D 0.
The perfect foresight dynamics is defined by the function1 Z.xt�1; xt ; xtC1/ D
Z.xt�1; xt ; ıxtC1

/ (where ız is the Dirac measure concentrated at z).
The following definition classifies the deterministic equilibria that the structure

(40.1) may have.

Definition 40.1.
A steady state is a Nx 2 X such that: Z. Nx; Nx; Nx/ D 0.
A perfect foresight equilibrium is a sequence .x�

t /t�0 � X such that for all t � 1;
Z.x�

t�1; x�
t ; x

�
tC1/ D 0.

A k-cycle is a perfect foresight equilibrium such that: (a) x�
tCk D x�

t ; 8t � 1. (b)
k is the lowest integer with the property (a).

Existence of cycles in models with lagged variables was proven by several
authors (Reichlin [17], Farmer [10], de Vilder [18], Michel and Venditti [16]). Sta-
tionary state equilibria and cycles in one-step forward looking models were studied
by Grandmont [12] and Azariadis and Guesnerie [2].

When an intertemporal model does not have intrinsic uncertainty (like shocks in
production or in preferences) and it supports a truly stochastic probability measure
for the future values of the state variable as an equilibrium, we find a very singular
phenomenon called a sunspot equilibrium, which we will define at once.

Definition 40.2. A stationary sunspot equilibrium (SSE) for the one-step forward
looking model Z.xt ; �tC1/ D 0 is a set X0 and a kernel2 Q W X0 � B.X0/ !
Œ0; 1� such that: a) Q.x; :/ is truly stochastic for at least one x 2 X0 and b)
Z.x;Q.x; :// D 0 for all x 2 X0.

For models with lagged variables there is a more general definition for that kind
of equilibria given by Woodford [19]. Maldonado [15] used a Markovian version
of the SSE which is defined next.

1 To keep notation simple, we are using the same notation Z for the function defined on the sets
X �X � P.X/ and X � X �X .
2 It must satisfy that: (a) for all x 2 X0, Q.x; :/ is a probability distribution defined on B.X0/
which is the set of Borelians defined on X0, and (b) for all A 2 B.X0/, Q.:; A/ is a measurable
function.
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Definition 40.3. A Markovian k stationary sunspot equilibrium (k-SSE) for the
model with lagged variablesZ.xt�1; xt ; �tC1/ D 0 is a k-tuple x D .x1; : : : ; xk/ 2
Xk with all of them distinct and k2 vectors in the interior of Sk�1 (the k � 1
dimensional simplex) denoted by mij I i D 1; : : : ; kI j D 1; : : : ; k such that:

Z.xi ; xj ; .x; mij // D 0; 8i; j D 1; : : : ; k;

where .x; mij / represents the probability distribution measure with support
x1; : : : ; xk and with probabilities given by mij (i.e. ProbŒxl � D mlij ).

Existence of SSE in models without lagged variables results from indeterminate
stationary states3 (Chiappori et al. [4]) or from deterministic cycles (Azariadis and
Guesnerie [2]). Araujo and Maldonado [1] showed that deterministic models of that
type with complex dynamics also have SSE with stationary probability being abso-
lutely continuous with respect to the Lebesgue measure. In models with memory
Woodford [19] concluded that the indeterminacy of the stationary state is a suffi-
cient condition to obtain SSE close to it and Maldonado [15] provided necessary
and sufficient conditions for existence of Markovian SSE close to regular cycles.

40.2.1 Some Examples

Now, we are going to describe two specific examples in order to illustrate the
framework above. The first one will show a simple OLG model whose dynam-
ics is described by a one-step forward looking equation and exhibit cycles of any
order, complex dynamics and sunspot equilibrium with absolute continuous station-
ary probability. The second example is a model with lagged variables with cycles
and multiple stationary states.

40.2.1.1 A Simple Overlapping Generation Model

Let us consider the simple OLG model where the technology is linear and in each
period two kind of agents (young and old) coexist in the same proportion. Each
young agent supplies x units of labor to produce the unique perishable good in the
same quantity (since the technology is linear) and each old agent consumes c units
of the good. The agents hold M units of fiat money and the stock of money in
circulation is constant for all periods. The utility function is represented by U.c; x/,
where x is the labor supply when the agent is young and c is the consumption when
the agent is old. If .pt /t�0 is a sequence of prices for the good in this economy, each
agent will solve:

3 A stationary state equilibrium is called indeterminate if there exists infinitely many other
equilibrium paths arbitrarily close to the stationary state.
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Max U.ctC1; xt /

subject to ptC1ctC1 D ptxt :
If we suppose that in period t the next period price QptC1 is a random variable,

the agent’s problem will be:

Max EŒU..pt= QptC1/xt ; xt /�;

where the expected value is taken with respect to the probability measure of QptC1.
In this case the first order condition and the equilibrium equation M

pt
D xt give us

the following equation which defines the equilibria for the model:

Z.xt ; �tC1/ D E
tC1
Œ. QxtC1=xt /Uc. QxtC1; xt /C Ux. QxtC1; xt /� D 0;

where �tC1 is the probability distribution induced in QxtC1 D M= QptC1. Let us con-
sider the following functional specification: the labor supply x 2 X D Œ0; 1� and the
utility functionU.c; x/ D Ac�.A=2/c2�x, defined on Œ0; 1�� Œ0; 1�. From the first
order conditions and the equilibrium equation we obtain the following dynamical
system:

xt D AxtC1.1 � xtC1/: (40.2)

It is well known that there is a set of values for the parameterAwhere the dynam-
ics given by (40.2) exhibits cycles of any order and complex behavior in the interval
Œ0; 1�. Araujo and Maldonado [1] proved that in this case there also exists a SSE
with absolutely continuous stationary probability measure.

40.2.1.2 A Two Sector OLG Model

An OLG model with two sectors was analyzed by de Vilder [18] in order to obtain
bifurcations of the stationary state to deterministic cycles. We will describe that
model. The utility function of consumers is separable in the current supply of labor
and in the future consumption:

U.ctC1; lt / D V1.l� � lt /C V2.ctC1/ D .l� � lt /1�˛1

1 � ˛1 C c
1�˛2

tC1
1� ˛2 : (40.3)

The technology uses capital stock and labor aggregating them with a Leontief
production function xt D Minflt ; kt�1=ag. The capital depreciation rate is ı. With
all these elements, the optimization problem of the consumer is:

Max V1.l� � lt /C EŒV2.ctC1/�

subject to ptC1ctC1 D wt lt :
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The first order condition for that problem is

ltV
0
1.l

� � lt / D EŒctC1V 0
2.ctC1/� (40.4)

From efficiency in production we have xt D lt D kt�1=a. The equilibrium
condition in the commodity market requires:

ctC1 D xtC1 � itC1 D xtC1 � .ktC1 � .1 � ı/kt /
D xtC1 � .axtC2 � .1 � ı/axtC1/
D .1C a.1 � ı//xtC1 � axtC2 (40.5)

Finally, using the functional form given in (40.3), the equalities (40.5) and lt D
xt and replacing t by t�1 we obtain the following equation governing the dynamics
of the production:

Z.xt�1; xt ; �tC1/ D xt�1.l� � xt�1/�˛1 � E�tC1
Œ..1C a.1 � ı//xt � a QxtC1/

1�˛2 �:

(40.6)

40.2.2 Diversity of Equilibria

The basic structure (40.1) (and its particular case with no lagged variables) exhibits
several types of equilibria. The simplest one is the stationary state equilibrium which
is calculated by solving Z. Nx; Nx; Nx/ D 0. In fact, the (40.1) depends on several
parameters (i.e. Z.xt�1; xt ; �tC1I �/ D 0) and we can write the stationary state
equilibrium as depending of these parameters. Namely, if � 2 RJ represents the
J parameters in the model, we will have:

Z. Nx.�/; Nx.�/; Nx.�/I �/ D 0; 8� 2 � � RJ ; (40.7)

Analyzing possible bifurcations of the stationary state in (40.7) we may obtain
cycles for the model. For example, Grandmont [12] analyze a two-sector OLG econ-
omy which leads to a one-step forward looking model where a stationary state may
bifurcate into cycles of high order. For the model of Sect. 40.2.1.2, de Vilder [18]
proved that there exists an open set of parameter values such that the model (40.6)
exhibits a cycle bifurcation of order 11. Maldonado [15] calculated that cycle for
the parameter values a D 3, l� D 2, ˛1 D 0:5, ˛2 D 0:77 and ı D 0:1. The values
of that cycle are:

x.1/ D 0:928I x.2/ D 1:076I x.3/ D 1:119I x.4/ D 0:836I x.5/ D 0:312I
x.6/ D 0:275I x.7/ D 0:339I x.8/ D 0:417I x.9/ D 0:514I x.10/ D 0:631I
x.11/ D 0:771:
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An important type of stationary state equilibrium is one called indeterminate, whose
definition is given at once.

Definition 40.4. A stationary state equilibrium is called indeterminate if the char-
acteristic roots of the linearization of (40.1) have modulus lower than one, namely,
if the polynomial4:

Z�1 CZ0r CZ1r2 D 0 (40.8)

have roots with modulus lower than 1.

When a stationary state is an indeterminate equilibrium for each neighbor-
hood of it we can find a perfect foresight equilibrium converging to that state
included in such a neighborhood. This multiplicity of equilibrium is a subject of
research because it may demand some sort of coordination among agents or policy
intervention in order to attain more efficient equilibria.

In addition to the existence of many deterministic equilibria around an indeter-
minate stationary state, it is also possible to find truly stochastic equilibria close to
it. The following theorems state this result.

Theorem 40.1. (Chiappori, Geoffard and Guesnerrie [4]) In the one-step forward
looking model Z.xt ; �tC1/ D 0 if there is an indeterminate stationary state equi-
librium Nx and the Z-function is linear in the second variable (i.e.Z.x; ˛�1 C .1�
˛/�2/ D ˛Z.x; �1/C .1 � ˛/Z.x; �2/), then there exists a SSE close to Nx.

For models with lagged variables, although there is not a general theorem like
the theorem above, Woodford [19] showed for the specific framework he analyzed
that indeterminacy and linearity are also sufficient conditions to obtain SSE.

Finally, Araujo and Maldonado [1] proved that deterministic complex dynamics
may arise SSE with a large support. Suppose that for the one-step forward looking
model we can explicitly calculate the current state value as a function of its future
value, namely there exists a function � such that Z.�.x/; x/ D 0 for all x. The
function � is called the backward perfect foresight map associated to Z. Then we
have the following theorem.

Theorem 40.2. (Araujo and Maldonado [1]) In the one-step forward looking
model, if the Z function is linear in the second variable and the backward perfect
foresight map � associated to it is unimodal and has an absolutely continuous
invariant measure �, then there exists a SSE whose stationary probability measure
is �.

In this way, we show how the simple framework (40.1) may support several types
of equilibria. In the next section we will discuss the possibility of agents learning
some of them by using expectations update and how this is related with the local
uniqueness of the equilibria.

4 Zi is the derivative of Z.xt�1; xt ; xtC1/ with respect to xtCi for i D �1; 0; 1 evaluated at
. Nx; Nx; Nx/.
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40.3 Expectational Stability

As we could see in the previous section, the intertemporal economic models may
exhibit stationary steady states, cycles, or truly stochastic equilibria. All these
equilibria may be seen as parameters that agents want to learn by updating the
expectations they have about them. A simple way to state the possibility of learn-
ing the equilibria is to test if they are Expectational Stable (E-Stable) (Evans [7]).
Suppose that the model uses a vector of parameters � 2 RK for making the forecast
of the future state variable value and when it is done the actual dynamics reveals
the correct values of these parameters as being T .�/ 2 RK . A rational expectations
equilibrium value of the parameter vector is �� such that T .��/ D ��. The (REE)
defined by �� is expectational stable (or weakly E-Stable) if �� is locally stable for
the dynamics defined by:

d�

d�
D T .�/� � (40.9)

Definition 40.5. The REE defined by �� is strongly expectational stable if it
is weakly E-Stable for all overparameterized model of forecast (in a class of
parameterizations of the REE).

Definition 40.5 is quite general for parameterizations in dynamic models. In our
case, the parameters which define de equilibrium will be the state values themselves.
Thus, a k-cycle is strongly E-Stable if the nk-cycle defined from it is weakly stable
for all n � 1.

The possibility of learning an equilibrium should be linked with the uniqueness
of it, since multiplicity of equilibria could deviate the updating of expectations from
one to another. That “principle” was stated by Evans and Honkapohja [9] and used
as a test of the Rational Expectations hypothesis by Guesnerie [11].

Definition 40.6. An equilibrium in called determinate if there is a neighborhood
which does not contain any other equilibrium for the model.

For instance, for models with no lagged variables (Z.xt ; �tC1/ D 0) a regular5

k-cycle .x1; : : : ; xk/ is determinate if and only if jZ1.x1; x2/� : : :�Z1.xk ; x1/j <
jZ0.x1; x2/� : : :�Z0.xk; x1/j. In models with lagged variables it is usual to have
the initial value of the state variable as given (i.e. x0 2 X is given). Therefore it
is used the definition of saddle point determinacy. Namely, Nx 2 X is saddle point
determinate for the model (40.1) if one of the characteristic roots of the linearization
Z�1 C Z0r C Z1r2 D 0 has modulus lower than one and the other has modulus
greater than one.

Theorem 40.3. (Evans and Honkapohja [9]) Consider a regular k-cycle
.x1; : : : ; xk/ of the model Z.xt ; �tC1/ D 0. It is determinate if and only if it
is strongly E-Stable.

5 A cycle is regular if jZ0.xj ; xjC1/j ¤ 0 for j D 1; : : : ; k � 1 and jZ0.xk; x1/j ¤ 0.
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For models with lagged variable we state the theorem below and its proof is given
in the appendix.

Theorem 40.4. Consider a regular stationary state equilibrium Nx of the model with
lagged variables Z.xt�1; xt ; �tC1/ D 0. It is saddle point determinate if and only
if it is strongly E-Stable.

The definition of E-Stability given in (40.9) is based in correction of expectations
in continuous time. An alternative version may be analogously written in discrete
time and then obtaining the same theorems above. In the next section we will use
that definition to analyze the E-Stability of the payment rate equilibrium in a micro
model of credit.

40.4 Bifurcation of an E-Stable Equilibrium

In this section we provide a micro model of loans where the stationary equilib-
rium payment rate bifurcates from a E-Stable equilibrium to a two-period cycle
equilibrium in the dynamics of the expectations.

The model is as follows. We will consider a loan market model where the bor-
rowers are represented by a single agent and the lender by a monopolistic bank.
In this sense, borrowers are interest-rate-takers in the loan market and lenders have
market power to decide the interest rate. There are two periods t D 0, 1 and in t D 0
the borrower demands loans (m) and consumption (c0 ). In t D 1, the same agent
delivers (part of) the debt and also consumes (c1 ). In case of the borrower does not
deliver his complete obligation, he will suffer a penalty in his utility function. The
interest rate on loans are given by r > 0. All the terms described above are included
in the classical models with possibility of default (Dubey, Geanakoplos and Shubik
[6]). Thus, the payoff of the borrower with consumption plan .c0; c1/ 2 R2C, loan
demandm � 0 and delivery decision D 2 Œ0; .1C r/m� is given by:

V.c0; c1; m;D/ D u.c0/C ıu.c1/� �Œ.1C r/m �D�: (40.10)

The parameter � > 0 represents the penalty rate for defaulting and ı > 0 is the
discount factor. The budget constrain for the representative agent is defined by the
following inequalities:

p0c0 � p0w0 Cm (40.11)

p1c1 CD � p1w1 (40.12)

0 � D � .1C r/m (40.13)

In this way, the borrower problem is defined as the maximization of the payoff
function (40.10) subject to the restrictions (40.11), (40.12) and (40.13). The demand
for loans is the m� D m.r/ component of the solution of that problem.
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The lender side of the economy is modeled by a monopolistic bank which decides
the value of the interest rate r > 0 to be charged for private loans, given the loan
demand curvem D m.r/ (or its inverse function r D r.m/) and the payment rate �.
Thus, if c.m/ is the cost of the monopolist and � is the perceived payment rate, its
problem is to chose the interest rate for loans in order to maximize:

m� D ArgMaxm�0 �.1C r.m//m� c.m/;

where r� D r.m.�// and for simplicity we write r D r.�/ and m D m.�/. With
that interest rate, the borrower demandm.�/ and decides to deliverD D D.r.�// D
D.�/. Therefore, the actual payment rate of the market will be:

�.�/ D D.�/

.1C r.�//m.�/ (40.14)

The function � W Œ0; 1� ! Œ0; 1� gives us the actual payment rate of the market
given the perceived payment rate. A REE is a �� such that �.��/ D ��. The REE ��
is E-Stable if j�0.��/j < 1. Let us suppose that the marginal cost of the monopolistic
bank is constant (i.e. c.m/ D cm), then the function � may be considered as param-
eterized by c. The following proposition (see Devaney [5]) provides conditions to
obtain a 2-period cycle bifurcation of the payment rate REE.

Proposition 40.1. If the function �c satisfies the following conditions:

(i) �c.��
c / D ��

c , for all c
(ii) There exists c0 > 0 such that �0

c0
.��
c0
/ D �1

(iii) @.�
.2/
c /0

@c
jcDc0

.��
c0
/ ¤ 0

then, there exists an open interval I � Œ0; 1� containing ��
c0

and a function
p W I ! RC such that for all � 2 I :

�p.�/.�/ ¤ � and �.2/
p.�/

.�/ D �:

To illustrate Proposition 1, let us consider the following functional specification:
u.c/ D bc � c2=2 where b > 0; w0 D 0 and p0 D 1. The demand for loans and
delivery decisions are give by:

m.r/ D b � �.1C ı/�1.p1 C 1C r/;

D.r/ D p1Œw1 � b C �.1C ı/�1.p1 C 1C r/�:
Thus, using the first order condition of the monopolist maximization (in this case,

Marginal Revenue equal to Marginal Cost divided by �) we obtain:

m� D b

2
� �c
2�
I 1C r� D b

2
C �c

2�
I D� D p1Œw1 � b C �ı�1p1�: (40.15)
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Replacing (40.15) in (40.14) we can obtain explicitly the function � and the
REE ��:

�.�/ D 4k��2

b2�2 � �2c2 I �� D 2�k Cp4�2k2 C �2b2c2
b2

;

where k D p1Œw1 � b C �ı�1p1�. Fixing all the parameters but c, we will have
the parameterized dynamical system �nC1 D �c.�n/ and the REE �� D ��

c . The
derivative of the function �c.�/ evaluated at the REE is:

�0
c.�

�
c / D 1 �

r

1C b2c2

4k2
:

Therefore, there exist some values of c such that j�0
c.�

�
c /j < 1 and the REE

is E-stable. For example, we can consider the following parameter specifications:
bD 10, w1D 10, �D 0:7; p1D 1:1 and ıD 0:99. For cD 0:25634 the stationary
REE results ��

c D 0:03355, which is E-Stable (�0
c.�

�
c /D � 0:8013). On the other

hand, if we set c0D 0:29634 (which results from �0
c0
.��
c0
/D � 1) it results a two-

period cycle around ��
c0
D 0:03593 (�1D 0:03399 and �2D 0:036 approximately).

Appendix

Proof. (Theorem 40.4) First, let us characterize the strong E-stability of the steady
state. The steady state can be seen as a degenerated cycle of order one, so if we con-
sider the overparameterization of the steady state given by a K-cycle .x1; : : : ; xK/
the transformation from the perceived to the actual law of motion is given by
T .�1; : : : ; �K/ D .x1.�

K ; �2/; : : : ; xK .�
K�1; �1// where these functions are

defined implicitly by:

Z.�k�1; xk.�k�1; �kC1/; �kC1/ D 0; k D 2; : : : ; K � 1;

Z.�K ; x1.�
K ; �2/; �2/ D 0 and Z.�K�1; xK.�K�1; �1/; �1/ D 0:

Then the K-cycle is E-stable if and only if the matrix T 0.x1; : : : ; xK/ has all its
eigenvalues with real part lower than one. Let us denote

a1 D � Z0.x
K ; x1; x2/

Z�1.xK ; x1; x2/
; al D � Z0.x

l�1; xl ; xlC1/
Z�1.xl�1; xl ; xlC1/

; l D 2; : : : ; K � 1I

aK D � Z0.x
K�1; xK ; x1/

Z�1.xK�1; xK ; x1/
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b1 D � Z1.x
K ; x1; x2/

Z�1.xK ; x1; x2/
; bl D � Z1.x

l�1; xl ; xlC1/
Z�1.xl�1; xl ; xlC1/

; l D 2; : : : ; K � 1I

bK D � Z1.x
K�1; xK ; x1/

Z�1.xK�1; xK ; x1/
;

then the matrix T 0.x1; : : : ; xK/ has the following form: For K � 3 is given by:

0

B
B
B
B
B
@

0 �a�1
1 b1 0 : : : 0 0 a�1

1

a�1
2 0 �a�1

2 b2 : : : 0 0 0
:::

0 0 0 : : : a�1
K�1 0 �a�1

K�1bK�1
�a�1

K bK 0 0 0 : : : a�1
K 0

1

C
C
C
C
C
A

and forK D 2: �
0 a�1

1 .1 � b1/
a�1
2 .1 � b2/ 0

�

:

The steady state is strongly E-stable if and only if all overparameterization of it as
a cycle is E-stable. It is equivalent to say that the following matrices have all their
eigenvalues with a real part lower that one:

AK D

0

B
B
B
B
B
@

0 �b�1 0 : : : 0 0 �ab�1
�ab�1 0 �b�1 : : : 0 0 0
:::

0 0 0 : : : �ab�1 0 �b�1
�b�1 0 0 0 : : : �ab�1 0

1

C
C
C
C
C
A

; K � 3

and forK D 2:

A2 D
�

0 �b�1.1C a/
�b�1.1C a/ 0

�

:

For K D 2 the condition for stability of the cycle is that jaC 1j=jbj < 1, which is
true if and only if Nx is saddle point determinate. For K � 3, � is eigenvalue of AK
if and only if det..b�/I �MK/ D 0 where

MK D

0

B
B
B
B
B
B
B
B
@

0 �1 0 0 : : : 0 0 �a
�a 0 �1 0 : : : 0 0 0

0 �a 0 �1 : : : 0 0 0
:::

0 0 0 0 : : : �a 0 �1
�1 0 0 0 : : : 0 �a 0

1

C
C
C
C
C
C
C
C
A
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It can be verified that the eigenvalues of MK are fawk C NwkI k D 0; : : : ; K � 1g if
K is odd and faNvk C vkI k D 0; : : : ; K � 1g if K is even, where wk and vk are the
K-th roots of 1 and �1 respectively. In any case:

� D aC 1
b

cos.�k/˙ a � 1
b

sin.�k/i;

so the eigenvalues have their real parts lower than one for all K if and only if jaC
1j=jbj < 1, which is true if and only if Nx is saddle point determinate. ut
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Chapter 41
Dynamics on the Circle

W. de Melo

Abstract In this paper we will review several results on the dynamics of circle
maps. This includes the theory of circle diffeomorphism where the combinatorial
aspects goes back to Poincaré followed by the topological description of the dynam-
ics by Denjoy and the geometric aspects by Herman and Yoccoz. In this case the
dynamics is either periodic or quasi-periodic. The dynamics of non-invertible circle
maps is much more complicated. The special case of covering maps of the circle
is well understood. We will also consider maps with critical points and exhibit
parametrized families of such maps that contains essentially all possible dynami-
cal behavior. In the boundary between these two types of dynamical systems we
have the critical circle maps also discussed here.

41.1 Definitions and Results

Let C r.S1/; 3 � r � ! be the space of C r maps of the circle endowed with the C r

topology. If r D ! the topology is such that a sequence of real analytic maps fn
converges to a real analytic map f if there exists a neighborhood of the circle in the
complex plane such that all maps extend to holomorphic maps in this neighborhood
and the sequence of holomorphic extensions converges in the C 0 topology to the
holomorphic extension of f . This implies of course that fn converges to f in the
C k topology for every finite k. However, the space C!.S1/ is not metrizable and
does not satisfy the Baire property which states that a residual set, which is the
intersection of a countable number of subsets that are open and dense, is dense. We
will also consider smooth families of circle maps, i.e, C r maps��S1 ! S1, where
the parameter space� is an open subset of some finite dimensional Euclidean space
and we endow the space of families with the C r topology.

W. de Melo
Instituto de Matemática Pura e Aplicada (IMPA), Estrada Dona Castorina, 110, 22460-320 Rio de
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Let �WR ! S1 be the covering map �.t/ D e2�it . Each circle map f lifts to a
map Qf WR ! R, i.e � ı Qf D f ı � . We have that Qf .t C 1/ D Qf .t/ C d where d
is an integer called the topological degree of f . Conversely any smooth map of the
real line satisfying this property is a lift of a circle map and two different lifts of the
same map differs by an integer translation.

We will only consider the subset of maps whose critical points are non-flat, i.e,
for each critical point c of such map f , there are smooth local diffeomorphisms
�,  with �.c/ D  .f .c// D 0 and such that  ı f ı ��1 W x 7! xk for some
positive integer k. If k is even the critical point is a turning point, otherwise it is an
inflection point and the map is a local homeomorphism in a neighborhood of such
critical point. For this type of maps we have a very good universal control on the
distortion of high iterates that are first return maps to nice intervals, i.e, intervals
such that the iterates of the endpoints never return to the interior of the interval. In
[29] it is proved that the restriction of the first return map of a small enough nice
interval to each component of its domain is either a diffeomorphism of universally
bounded distortion or a composition of such diffeomorphism with a map x 7! xk

where k depends only on the order of the critical points of the original map. Of
course, every non-constant real anaylic maps have this property. Also, for each k
there exists a residual set of smooth k parameter family of smooth circle map such
that all critical points of each map in one of these families are non-flat.

Definition 41.1. A dynamical dichotomy.
For f 2 C r.S1/ the periodic part of the dynamics is the subset P.f / � S1 such

that x 2 P.f / if and only if there exists a neighborhood V � S1 of x such that
each y 2 V is asymptotic to a periodic orbit of f . The complement of P.f /, the
closed set Ch.f /, is the chaotic part of the dynamics.

Clearly P.f / is backward invariant and it is almost forward invariant: each con-
nected component of P.f / which does not contain a turning point of f is mapped
onto another component. If it contains a turning point it is mapped into the closure
of another component (a critical value may be in the boundary of this component).

From the structure theorem proved in [18] each component of P.f / is eventu-
ally periodic and the number of periodic components is finite. Also the chaotic part
cannot contain a wandering interval, i.e, an interval whose forward orbit is a dis-
joint sequence of intervals. The chaotic part of the dynamics may contain a periodic
interval but in such case the orbit of this periodic interval must contain a turning
point. Hence each component of the interior of Ch.f / is eventually periodic and
the number of periodic components is finite. From the density of hyperbolic maps
in the space of smooth interval maps proved in [15], it follows that for an open and
dense set of circle maps Ch.f / has empty interior. If we can prove that for maps f
in a dense subset Ch.f / does not contain any critical point we would conclude that
the hyperbolic maps are dense in the space of circle maps because, by a theorem
of MaQne, [17]. For C 2 maps this is equivalent to saying that all periodic points are
hyperbolic and all critical points converge to hyperbolic attractors.

Our space of mappings contains the open subset of circle diffeomorphisms. In
the boundary of the space of circle diffeomorphisms we have the so called critical
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circle maps, i.e. smooth circle homeomorphisms with a finite number of inflection
points. For a C r , r � 2, diffeomorphism f either P.f / is the whole circle or it is
empty and by a theorem of Poincaré (1895) and Denjoy (1932) f is topologically
conjugate to an irrational rigid rotation. By a theorem of Yoccoz, [37] this statement
also holds for critical circle maps.

An important example of circle maps is the so called standard family or Arnold
family. The standard family is a two parameter family fa;b of circle maps whose
lifts Qfa;b are given by the formula:

Qfa;b.t/ D t C aC b

2�
sin 2�t

where 0 � a � 1 and b � 0.
For b D 0 we have the family of rigid rotations. If b < 1 the maps are circle

diffeomorphisms, for b D 1 each map is a homeomorphism with a unique turning
point and for b > 1 each map has two turning points.

This family exhibits a very reach bifurcation diagram which is quite well known
in the region b � 1. In the region 0 < b < 1 the set of parameter values cor-
responding to maps that have a hyperbolic periodic attractor is open and dense. It
is equal to the union of a countable number of disjoint open strips called Arnolds
tongues. Each Arnolds tongue is bounded by a pair of smooth curves that converges
to a unique rational value of a as b tends to zero. The complement of the tongues
is foliated by smooth curves each one is either in the boundary of a tongue or con-
veges to an irrational value of a as b tends to zero and all maps in such a curve are
topologically conjugate to the same irrational rotation corresponding to the tip of
the curve in the a-axis. For .a; b/ in a tongue the map fa;b is structurally stable and
has a unique attracting periodic point. For a fixed value of b 2 .0; 1/ let us consider
the one parameter family of maps a 7! fa;b and let �.a; b/ be the rotation number
of fa;b (the rotation number of a a circle homeomorphism f is equal to the limit

�.f / D limn!1
Qf n.x/�x
n

that exists and is independent of x). It is easy to see that
for each fixed b the mapping a 7! �.a; b/ is continuous, monotone, increases from
0 to 1 and is constant and rational in the intersection of the line with each Arnold
tongue and this intersection is an interval.

For each b 2 .0; 1� let B.b/ be the set of values of the parameter a for which the
rotation number �.a; b/ is irrational. For b < 1 the closure ofB.b/ is the bifurcation
set since for parameters in the complement of this set the corresponding map is
structurally stable. In [11] Herman proved that the bifurcation set B.b/ is a Cantor
set of positive Lebesgue measure. Each map fa;b , for a 2 B.b/ is topologically
conjugate to an irrational rotation. This conjugacy may be however very bad. In fact,
this Cantor set contains a subset, which is residual, such that for each parameter
in this subset the conjugacy between the corresponding map and a rotation is not
absolutely continuous and in fact maps a set of zero Lebesgue measure in a set of
full Lebesgue measure, [2]. However, if the rotation number is far from rationals,
i.e, if � satisfies a Diophantine condition
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j� � p
q
j � C

q2Cˇ 8p; q 2 Z

where ˇ > 0 and C > 0 then, by a very deep rigidity result of Herman, [10],
extended by Yoccoz in [38], a smooth diffeomorphism with this rotation number is
smoothly conjugate to a rotation.

For each 0 < b < 1 let D.b/ � B.b/ be the set of values of the parameter
a such that the rotation number �.a; b/ satisfy a Diophantine condition. In [8] it
was proved that the Hausdorff dimension of the set B.b/ n D.b/ is equal to zero.
In fact these results hold for generic one parameter families of smooth circle dif-
feomorphisms: the set of parameter values whose corresponding rotation number
is irrational has positive Lebesgue measure and the subset that does not satisfy a
Diophantine condition has Hausdorf dimension equal to zero.

For critical circle maps, with a unique critical point, the situation is quite differ-
ent. For the standard family, the set B.1/ of values of the parameter a such that the
rotation number �.a; 1/ is irrational has zero Lebesgue measure, as was established
in [33,34]. In fact its Hausdorff dimension is strictly smaller than one and bigger or
equal to 1

3
, [9]. Also, two smooth critical circle maps with a unique critical point of

the same criticality and the same irrational rotation number are C 1 conjugate as we
will discuss in more details below. Another difference is that there are examples of
two smooth and even real analytic critical circle maps with a unique critical point of
the same criticality and the same rotation number satisfying a Diophantine condition
such that the conjugacy is not C 1C˛ for any positive ˛, see [3, 5].

If b > 1 the maps fa;b have two turning points and, as was proved in [28], it must
have a periodic point for any value of a. For a continuous circle map f of degree 1,

the limit �.f; x/ D lim
Qf n.y/�y
n

for �.y/ D x may not exist and when it exists it
may depend on x. In general, the set of values of the limit that exists for some x is a
closed interval that may degenerate to a point as in the case of orientation preserving
circle diffeomorphisms. This is the so called rotation interval and for each point a in
the rotation interval there exists a compact invariant subset Ma � S1 such that the
restriction of f toMa is minimal, order preserving and �.f; x/ exists and is equal to
a for all x 2 Ma. In particular for each rational number p

q
, in the rotation interval,

with p; q coprime, there exists a periodic point of f of period q and rotation number
p
q

, see [1]
The standard family is very rich in the sense that any degree one circle map with

at most two turning points has essentially the same dynamical behavior as some
map in the family. To be more precise, each degree one smooth circle map with at
most two turning points is strongly semi-conjugate to some map fa;b in the standard
family.

Definition 41.2. A circle map f is strongly semi-conjugate to a map g if there
exists a continuous, monotone and surjective map hWS1 ! S1 such that hıf D gıh
and for every y 2 S1, h�1.y/ is either a unique point or a closed interval entirely
contained in P.f /.

The above statement is a special case of the following result established in [21].
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Theorem 41.1. For each integer m let Fm be the family of 2m-modal maps of the
circle whose lift is given by.

Qf
.t/ D dt C �1 C �2m sin.2�mt/C
m�1X

jD1
.�2j sin.2�jt/C �2jC1 cos.2�jt//;

(41.1)
where � D .�1; : : : ; �2m/ 2 � WD f� 2 R2m W �2m > 0 and f
 is 2m �
multimodal g and d 2 Z. Then, any smooth circle map with 2n turning points is
strongly semiconjugate to some f
 2 Fm for some m � n.

In the above theorem m may be strictly smaller than n. In fact, let us construct
a 2n-modal map g that is strongly semi-conjugate to a 2m-modal map f D f
 2
Fm. We first construct a map f1 by blowing up the full orbit of a repelling periodic
point of f and insert at each point an interval. We get an orbit of intervals that is
eventually periodic and in the interior of the corresponding periodic interval we put
a periodic attractor. This is a non-essential attractor for the map f1 in the sense that
its immediate basin of attraction does not contain a critical point. Let I be an interval
that is not in the forward orbit of this periodic interval but which is mapped into a
periodic interval. Let g be a map that coincides with f1 outside of I and that has
2k turning points in I . This map is strongly semi-conjugate to f and has 2.mC k/
turning points. It is not strongly semi-conjugate to a map in FmCk because, as it was
proved in [21], all these maps have negative Schwarzian derivative and, therefore,
do not have non-essential periodic attractors.

Recall that a circle map is hyperbolic if all critical points are in the basin of
periodic attractors and the complement of the basin of the periodic attractors is a
hyperbolic invariant set: the norm of the derivative of some iterate of the mapping
is bigger than one in every point of this invariant set. For a hyperbolic map f the
chaotic part of the dynamics, Ch.f / has zero Lebesgue measure, [25].

The family Fm of the above theorem is the restriction to the circle S1 D fz 2
CI jzj D 1g of the family of holomorphic endomorphisms of C n f0g defined by
f
.z/ D zd � exp.P�.z/

zm / where P
 is a degree 2m polynomial whose coefficients
are linear combinations of the�j . Using strong tools from complex dynamics it was
proved in [26] that the set of parameter values � 2 � such that f
 is hyperbolic is
open and dense in �. Furthermore, for �0 in this set, the set of � 2 � such that f

is topologically conjugate to �0 has at most m connected components.

41.2 Rigidity of Circle Diffeomorphisms and Critical
Circle Maps

The proof of Herman’s rigidity theorem involves very delicate estimates from real
analysis but no complex analysis argument. Recently K. Khanin and A. Teplinsky,
[13], found a very simple proof of this theorem that involves only some cross-ratio
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estimates. In fact they prove that if the diffeomorphis is C k with k > ˇC2 then the
conjugacy to a rotation is C k�1�ˇ .

The rigidity results for critical circle mappings involve both real analytic esti-
mates and complex dynamics and is related to the behavior of a renormalization
operator. To a critical circle mapping f with irrational rotation number we associate
a sequence of interval mappings fnWJn ! Jn which is the first return mapping of
f to the interval Jn. The critical point splits the interval Jn in two intervals In,
InC1 where the interval In returns to Jn after qnC1 iterates whereas InC1 returns
after qn iterates. Here pn

qn
are the convergents of the rotation number of f , i.e, the

best rational approximations to the rotation number. By rescaling so that the interval
In becomes the interval Œ0; 1� we get a sequence of mappings Rn.f /W Œ��n; 1� !
Œ��n; 1� where �n is the ratio of the lengths of InC1 and In. The critical circle
mapping has bounded combinatorics if the ratio qnC1

qn
is uniformly bounded. The

first step toward rigidity results for critical circle mappings is the so called real a
priori bounds. This uses tools developed by Yoccoz, Herman, Swiatek that involves
the control of the distortion of cross-ratios under iteration, see [5]. The real a priori
bounds imply that the sequence �n is uniformly bounded and that the sequence of
renormalized maps lie in a compact set in theC 0 topology. Furthermore, any conver-
gent subsequence is a commuting pair of real analytic maps that have holomorphic
extension belonging to the Epstein class of holomorphic pairs, [4].

The next step is the complex a priori bounds: high iterates of a real analytic
commuting pair have holomorphic extensions that belong to a compact set of holo-
morphic commuting pairs. Finally, using McMullen’s tools it was proved in [6] the
exponential contraction of renormalization for real analytic maps with the same
bounded combinatorial type and the C 1C˛ rigidity of these maps.

To study maps with unbounded combinatorial type we first notice that from the
real a priori bounds, the renormalized maps of very big renormalization period, i,e,
qnC1

qn
big, are very close, in the C 2 topology, to maps that have a parabolic fixed

point with bounded second derivative. The next step is to prove the a priori complex
bounds for the unbounded case, see [35] and to extend the McMullen’s rigidity of
towers to include the parabolic towers.

Those were the main new tools used in [36] to get the hyperbolicity or the
full limit set of the renormalization operator for real analytic critical circle maps.
A different proof of the exponential contraction of the renormalization operator was
given in [14] where they prove that the conjugacy between two analytic critical cir-
cle maps with the same rotation number isC 1C˛ at the critical point and this implies
the exponential contraction of the renormalization operator.

By a careful analysis of the parabolic bifurcation [3] shows the existence real
analytic critical circle maps that are not C 1C˛ rigid for any ˛ > 0.

However, using a rather precise estimates of the iterates near a saddle-node bifur-
cation [12] proves that the exponential convergence of the renormalization operator
acting on two smooth critical circle maps with the same irrational rotation number
implies the existence of a C 1 conjugacy. Hence, combining this with the previous
result we get the C 1 rigidity for any real analytic critical circle map with irrational
rotation number. This in sharp contrast with the circle diffeomorphism case where,
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in the case of Liouville rotation number, the conjugacy to a rigid rotation may fail
to be even quasi-symmetric.

By using an approximation of smooth critical circle maps by real analytic critical
circle maps with holomorphic extension to C n f0g the exponential convergence
of the renormalization operator also holds for smooth critical circle maps [19] and
hence we also have C 1 rigidity for smooth critical circle maps.

There are some other interesting rigidity results in one dimensional dynamics.
From [32] we have that if the conjugacy between two smooth expanding circle maps
is absolutely continuous then it is smooth. In [28], another type of rigidity is proved
for real analytic maps of the circle and of the interval: if the conjugacy between
two maps send critical points to critical points of the same order, parabolic periodic
points into parabolic periodic points and if the maps have at least one periodic point
then the conjugacy is quasi-symmetric. Finally there are many rigidity results for
unimodal maps of the intervals that are infinitely renormalizable, see [7, 16, 20, 22–
24, 30, 31].

41.3 Open Problems

In this section I will formulate some open problems related to rigidity in dynamics.

� Prove that in the family f
.z/ D zd � exp.P�.z/
zm /, even if some critical point

of f
 is outside the unit circle, there exists a sequence �n ! � such that the
restriction of f
n

to the circle is hyperbolic. This would imply the density of
hyperbolicity in the space of smooth circle maps.

� Find all smooth conjugacy invariants of critical circle maps with n � 2 critical
points. Such a map is topologically conjugate to a rigid rotation and so has a
unique invariant measure. The ratio of the measures of segments bounded by the
critical points are clearly smooth conjugacy invariants.

� A very hard problem: extend the renormalization theory to cover real (non-
integer) power law, i.e. for maps of the type f .x/ D �.jxj˛/where ˛ is a positive
real number and � is a smooth interval diffeomorphism. The difficulty here is that
we can no longer use the strong tools from complex dynamics.

� Hyperbolicity of renormalization for smooth unimodal maps with unbounded
combinatorial type.

� Renormalization of multimodal interval maps, see [27].
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Chapter 42
Rolling Ball Problems

Waldyr M. Oliva and Gláucio Terra

Abstract A spherical ball of radius ı rests on an oriented surface S embedded in
R3 and has a positive orthonormal frame attached to it. The states of the ball are the
elements of the 5-dimensional manifold M D S � SO.3/ and a move is a smooth
path on M corresponding to a rolling of the ball on S without slipping. The moves
without slipping or twisting along geodesics are called pure moves. Rolling ball
problems on S are mainly related to the search of N.S/, the minimum number of
moves (or moves without twisting, or pure moves) sufficient to reach continuously
any final state starting at a given initial state. We mention some results and conjec-
tures relative to the case of a unitary ball (ı D 1) rolling on surfaces of revolution;
important cases are: plane, sphere, cylinder and surfaces parallel to Delaunay. The
dynamics giving the moves without slipping of the rolling ball problems are non-
holonomic, preserve a volume and lead, in certain cases, to the existence of minimal
surfaces immersed in M .

42.1 Introduction

The rollings of a spherical ball B of the Euclidean space over a connected smooth
surface S embedded in R3 suggest the study of kinematic (virtual) motions as
well as give rise to some special nonholonomic mechanical systems with linear
constraints.

The state of the ball is given by the pair formed by the point of contact between
B and S and by a positive orthonormal frame attached to B . Assume, in this survey,
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that B rolls freely on S , i.e. S \ B is the singleton of the contact point. So, the set
of all states is identified with the 5-manifold M D S � SO.3/. A move is a smooth
path on M corresponding to a rolling of B on S without slipping and a pure move is
a move without twisting along a geodesic of the surface S .

In the present paper, Sect. 42.2 deals with questions related to the kinematical
properties of the moves: (a) geometric constraints, (b) the rolling of a ball of radius
ı on an analytic surface of revolution and (c) rolling ball problems on S ; these are
mainly related to the search of N.S/, the minimum number of moves (or moves
without twisting, or pure moves) sufficient to reach continuously any final state
starting at a given initial state. Section 42.3 studies the dynamical properties of the
moves; in particular, Sect. 42.3.1 refers to conservation of volume in the nonholo-
nomic system with linear constraints corresponding to the rolling of a homogeneous
spherical ball on a surface of revolution with constant mean curvature. As a spe-
cial case, it is considered the rolling of a ball of radius ı on a surface parallel to a
Delaunay, and the conditions on ı for a free rolling are established.

42.2 Kinematic Properties

As we observed in the Introduction, the space of states for the motions of a ball B
rolling freely on a surface S is the 5-manifold M D SxSO.3/ where we consider
moves (motions of B on S without slliping) and pure moves (moves without twist-
ing along a geodesic of S ). We will describe the classic linear geometric constraints,
the rolling of the ball B of radius ı on an analytic surface of revolution S and the
rolling ball problems on S that is the search of N.S/, the minimum number of
moves (or moves without twisting, or pure moves) sufficient to reach continuously
any final state starting at a given initial state.

42.2.1 The Geometric Constraints

Let S be a smooth connected surface embedded in R3 and ı the radius of the rolling
ball. It is usual to consider on M D S � SO.3/ the following smooth distributions
(see [1, 4], and also [12]):

� D1, with constant rank 3, such that the paths tangent to it correspond to motions
on S without slipping.

� D � D1, with constant rank 2, such that the paths tangent to it correspond to
motions on S without slipping or twisting.

Concerning the above distributions and assuming that the Gauss curvature of S
is distinct everywhere from the curvature 1=ı2 of the ball, we have:

� D and D1 are non-integrable.
� D and D1 are bracket generating, so they satisfy the hypothesis of the classical

Chow’s theorem.
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42.2.2 The Rolling of a Ball of Radius ı on an Analytic Surface
of Revolution

With analytic data, the following theorems hold:

Theorem 42.1 ([1] and [10]). For an analytic connected surface of revolution S �
R3, every point of S �SO.3/ is reachable from any other point of the same manifold
by a continuous piecewise analytic path tangent to D (i.e. corresponding to motions
without slipping or twisting).

Theorem 42.2 ([1]). Under the same hypothesis, every point of S �SO.3/ is reach-
able from any other point of the same manifold by a continuous piecewise analytic
path whose analytic pieces are pure moves (i.e. motions without slipping or twisting
along geodesics).

42.2.3 The Rolling Ball Problem

In the study of the kinematics of rolling ball problems (RBP), one looks, as it is
natural, for N.S/, the minimum number of moves (or moves without twisting, or
pure moves) sufficient to connect, continuously onM , one chosen state to any other
state of the ball.

42.2.3.1 The Kendall Problem

We recall briefly the search ofN.R2/, the minimum number of pure moves sufficient
to reach any final state of R2 � SO.3/, starting from the initial state .O; id/ – the
so-called Kendall Problem.

Hammersley [8] used strongly the theory of quaternions to prove that N.R2/D3;
in [2] it is also shown a geometric proof for that without the use of quaternions. The
two hard steps in the proofs appearing in [2] and [8] are the following propositions:

Proposition 42.1. Given P0 in R2 and � 2 S1, we can pass from the initial state
.P0; id/ to the final state .P0; R3.�// doing 3 pure moves, where R3.�/ 2 SO.3/ is
the rotation of angle � around e3 D .0; 0; 1/.
Proposition 42.2. Given P0 in R2 and M 2 SO.3/ with the third column linearly
independent with e3, we can pass from the initial state .P0; id/ to the final state
.P0;M / doing 3 pure moves.

42.2.3.2 The Rolling of a Unitary Ball on a Sphere of Radius R > 1

Let S D S2.R/ be the sphere of radiusR > 1 centered at the origin of R3 andB the
unitary ball. As before, it is posed the following question: How many pure moves
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N.S2.R//, rolling outside the sphere, will be sufficient to reach any final state of
S2.R/ � SO.3/ starting at



P0 D .0; 0; 1/; id

�
?

� In [7] it is proved that 36N.S2.R//64.
� In [2] (an ongoing project), the authors try to prove or disprove the following

open question: is it true that N.S2.R// D 3?
As in the case of the Kendall Problem, they start by considering two claims anal-
ogous to Propositions 42.1 and 42.2. The first claim is already proved, but they
are still working on the second one.

� The same questions can be considered when a unitary ball rolls inside a sphere
of radiusR > 1, as suggested in [7] and [10].

42.3 Dynamical Properties

In this section we describe the dynamics of a homogeneous rigid ball rolling on a
smooth connected surface S embedded in R3. To define the d’Alembert–Chetaev
dynamics of the RBP, we consider the following smooth data (see [13, 17]):

� M D S � SO.3/, the so-called configuration space.
� The Riemannian metric g, which is obtained by polarization of the kinetic energy

K W M! R of the ball.
� The constraint (linear), given by the constant rank 3 distribution D1 � TM

(motions of the ball without slipping).

The d’Alembert–Chetaev trajectories of the nonholonomic mechanical system
.M;D1;K/ are given by the equation (see [12, 14, 16] and [18]):

rt Pq DBD1
. Pq; Pq/ (42.1)

where:

� rt denotes the covariant derivative induced by the Levi–Civita connection of
.M;g/;

� BD W TM˚M D ! D? denotes the total second fundamental form of a lin-
ear subbundle D � TM, given by: .X; Y / 7! PD?rXY , where D? is the
linear subbundle orthogonal to D (with respect to g) and PD? the orthogonal
projection.

Equation (42.1) defines a smooth vector field on D1, the so-called GMA vector
field of .M;D1;K/, whose trajectories are canonical lifts of their projections on M
(i.e. a second order vector field).

Concerning the flow of the GMA vector field on D1, we have:

Theorem 42.3 ([12, 13]). The GMA flow on D1 preserves a natural volume or,
equivalently, D?

1 is minimal (i.e. the trace of the second fundamental form of D?
1

restricted to D?
1 ˚M D?

1 vanishes).
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See [3] for the special case M D S2.R/�SO.3/ and [16] for a generalization of
the results in [3].

Theorem 42.4 ([12]). The minimal distribution D?
1 is integrable if, and only if, the

surface C parallel to S , defined by the possible positions of the center of the ball,
has constant mean curvature with absolute value H.C / D 5

4ı
.

Example 42.1. Special cases of C are: spheres, circular cylinders and Delaunay
surfaces, provided thatH.C / D 5

4ı
.

Corollary 42.1. The ball of radius ı rolls without slipping inside a sphere of radius
R. Then D?

1 is integrable if, and only if, ı D 5R
9

. In particular, the compact manifold
S2.R/ � SO.3/ admits a 2-dimensional foliation with immersed minimal leaves.

Remark 42.1. If the ball of radius ı rolls outside S2.R/, D?
1 is never integrable

because, in that case, H.C / D 1
RCı cannot be equal to 5

4ı
.

42.3.1 The Rolling on a Surface Parallel to Delaunay

Since Delaunay surfaces represent all the surfaces of revolution embedded in R3

with constant mean curvature (except the spheres), it is natural to study, in view of
Theorem 42.4, the surfaces S such that their ı-parallel C are Delaunay. That was
done in [16], as summarized below.

In 1841 Delaunay [5] was able to obtain the following description of all surfaces
of revolution in R3 of constant mean curvature (see also [9]). By rolling a given
conic section on a line in a plane, and rotating about that line the trace of a focus,
one obtains a surface of constant mean curvature in R3. Conversely, all the surfaces
of revolution of constant mean curvature in R3 (with the exception of spheres) can
be described in this way:

Theorem 42.5 (Delaunay [5,9,11]). For finding the meridian curve of a surface of
revolution of which the mean curvature is constant and equal to .2a/�1, it must be
done by rolling upon the axis of the surface an ellipse (or a hyperbola) such that
the major axis (or the transverse axis) is equal to 2a, and the focus describes the
desired curve.

Delaunay obtained also parametric equations for the surface in terms of positively
oriented orthogonal coordinates .x; y/ on the plane of the meridian curve, the x
coordinates giving the orientation of the axis of rotation of the surface. For the proof
he started by integrating the equations for an evolute of the meridian curve and from
that he obtained the parametric equations. Therefore these last equations hold only
on some intervals on which the evolute can be defined.

Kenmotsu [11] found nice expressions for the meridian curve in terms of the arc
length parameter and described, among other interesting results, all complete sur-
faces of revolution in R3 with constant mean curvature. In fact, Kenmotsu studied
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the surfaces of revolution in R3 with prescribed mean curvature H.s/ where s is
the arc length of the C 2 meridian curve .x.s/; y.s//, s 2 I . The surface of revo-
lution generated by the rotation of that meridian curve, around the x-axis, have the
following representation:

.x.s/; y.s/ cos �; y.s/ sin �/; s 2 I � 2 Œ0; 2��:

By the regularity of the surface, we may assume y.s/ > 0 on the interval I .
So the mean curvatureH.s/, satisfies,

2H.s/y.s/ � x0.s/� y.s/Œx00.s/y0.s/� x0.s/y00.s/� D 0 (42.2)

where x0.s/2 C y0.s/2 D 1; s 2 I .
If the mean curvature is constant and non zero, H.s/ D H ¤ 0, Kenmotsu

derived the following expression for the meridian curve .x.s/; y.s// D X.sIH;B/,
where B is any constant (see [11]):

X.sIH;B/ D
�Z s

0

1C B sin 2Htp
1C B2 C 2B sin 2Ht

dt;
1

2jH j
p
1C B2 C 2B sin 2Hs

�

;

(42.3)
s 2 R.

The following interesting remarks are useful (see [11]):

(a) X.sI �H;B/ D X.sIH;�B/.
(b) X.sIH;�B/ D X.s � �

2
H IH;B/C a constant vector.

(c) X.sI�H;B/ D 1
�
X.�sIH;B/, � > 0.

So, without loss of generality, it is enough to consider the cases B � 0 and
H > 0.

(d) X.sIH; 0/ is the generating line of a circular cylinder.
(e) X.sIH; 1/ represents a sequence of continuous half circles over the x-axis

which have the radii.
(f) If 0 < B < 1, x.s/ is monotone increasing as s !1.
(g) If B > 1 x.s/ is not monotone.

In the last two cases, limx.s/ D 1 as s ! 1 because X.sIH;B/ is periodic,
with period �=H . Moreover, using Delaunay’s Theorem 42.5 a simple computation
shows that the constants H and B appearing in (42.3) are given by H D 1=2a and
B D e, where a and e are the semi-axis and the eccentricity of the rolling ellipse or
hyperbola. Note that in the case B > 1 we obtain points where x0.s/ vanishes, that
is, the values of s 2 R such that sin 2Hs D � 1

B
.

From (42.2) one obtains

2H D x0

y
C x00y0 � x0y00 D 1

a
:
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Since � D .x0; y0/, n D .�y0; x0/ for .�; n/ positively oriented and � 0 D kcn (see
[6]) we have x00y0 � x0y00 D �kc . And so we can rewrite (42.2) as

kp C km D 1

a

where kp and km are the principal curvatures

kp D x0

y
;

and
km D �kc D x00y0 � x0y00:

Remark 42.2. Standard computations give us the following expressions

kp D y2 ˙ b2
2ay2

(42.4)

and

km D y2 � b2
2ay2

(42.5)

where the upper (resp. the lower) sign corresponds to the ellipse of equation x2

a2 C
y2

b2 D 1 (resp. hyperbola of equation x2

a2 � y2

b2 D 1).

We will show that the surface S � R3 where the sphere rolls is well defined,
globally, as an embedding. The surface S is parallel to the given Delaunay surface
C � R3 defined by the locus of the positions of the center of the sphere when it rolls
over S . We consider two types of Delaunay surfaces. For 0 < B < 1 the meridian
curve generating the Delaunay surface is periodic and x0 > 0. In this case, there
is no “loop” in the meridian and we consider S˙ generated by the meridian curve
extending from x ! �1 to x ! C1. When B > 1, the meridian is still periodic,
but the curve extending from x ! �1 to x ! C1 presents loops. So to avoid
these loops, we consider in the sequel the Delaunay surface generated by rotating
the generating curve .x.s/; y.s// above over one period and starting at any point
where x0 D 0.

Let us now choose the field of unit normal vectors � on the surface C such that
at each point � coincides with �n, where n is the above unit normal to the meridian
at that point.

Define SC (resp. S�), the parallel surface to C , by SC D C C ı� (resp. S� D
C � ı�), with ı to be chosen properly. The condition for SC to be an immersion in
R3 is that the parallel distance between SC and C , given by the radius of the sphere,
be distinct from the reciprocal of the curvature kc of the meridian generating C . To
show that, let us denote by . Nx; Ny/ a generic point of the meridian of SC. So

. Nx; Ny/ D .x; y/C ı.�x; �y/;
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and
. Nx0; Ny0/ D .x0; y0/C ı.� 0

x; �
0
y/;

where 0 denotes the derivation with respect to the arc length of the meridian curve
of the surface C . From what we saw above one has

� 0 D kc.x0; y0/I

then
. Nx0; Ny0/ D .x0 C ıkcx0; y0 C ıkcy0/ D .1C ıkc/.x0; y0/:

So we have immersion if and only if 1C ıkc ¤ 0 along the meridian curve (in fact,
we only need to check the previous condition for points where kc < 0). For S� the
condition for immersion is 1 � ıkc ¤ 0 and is obtained analogously.

We will prove that the same condition obtained for the immersion is enough to
show that we obtain the embedding of the surfaces SC and S�. Start by fixing Qs 2 R
and consider the map f W s 7! Nx.s/ � Nx.Qs/ 2 R. We need to show the injectivity
of the function .x; y/ 2 C 7! . Nx; Ny/ 2 SC and for that it is enough to show
that for any s ¤ Qs we have Nx.s/ ¤ Nx.Qs/. Now assume by contradiction that there
exists an Os ¤ Qs such that Nx.Os/ D Nx.Qs/, so we have f .Os/ D 0 and also f .Qs/ D 0.
By the classical Rolle’s theorem there exists s0 strictly between Os and Qs such that
f 0.s0/ D x0.1 � ıkc/ D 0, with ıkc ¤ 1, which is a contradiction because the
meridian curve of the Delaunay surface does not have vertical tangents (the same
happens with S�). That proves the following proposition:

Proposition 42.3. Let kc be the curvature function of the meridian curve of the
Delaunay surface and ı > 0 such that kcı ¤ 1 (resp. kcı ¤ �1). Then SC (resp.
S�) is an embedded parallel surface to a given Delaunay surface.

The existence of a “free” rolling motion of a ball of radius ı > 0 over the surface
SC (resp. S�) requires that the sphere is not “locked” during its motion over that
surface. Here not locked means that the reciprocal of the radius ı of the ball is bigger
than the maximum of the absolute values of the principal curvatures of the surface
SC (resp. S�) for all points where the ball touches the closure of the set of points of
the meridian of the surface SC (resp. S�) in which this meridian is convex.

Using the previous definitions and results, and using the relation between the
principal curvatures of the Delaunay surface C and its parallel surfaces S˙ (see
[15])

k
S

˙

i D kCi

1� ıkCi
valid for ı < jkCi j; a simple computation then shows (Table 42.1):

Theorem 42.6 ([16]). The surface SC (resp. S�) parallel to a given Delaunay sur-
face C, as defined above, is well defined and the ball can freely roll over it, if the
appropriate condition in the table below is satisfied.
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Table 42.1 Conditions for the sphere to roll over a surface parallel to a Delaunay surface

Ellipse Hyperbola

S� ı <

(
a if 0 < e < 1=2
a.1�e/

e
if e � 1=2

ı < a.e � 1/

SC ı < a.1� e/ ı <
a.e�1/

e
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Chapter 43
On the Dynamics of Certain Models Describing
the HIV Infection

Dayse H. Pastore and Jorge P. Zubelli

Abstract This article concerns some global stability aspects of a class of models
introduced by Nowak and Bangham that describe in a fairly successful way the
initial phases of the HIV dynamics in the human body as well as some generaliza-
tions that take into account mutations. We survey recent results implying that the
biologically meaningful positive solutions to such models are all bounded and do
not display periodic orbits. For the mutationless cases the dynamics is characterized
in terms of certain dimensionless quantities, the so-called basic reproductive rate
and the basic defense rate. As a consequence, we infer that the finite dimensional
models under consideration cannot account, without further modifications, for the
third phase of the HIV infection. We conclude by suggesting a modification that
according to our numerical simulations may describe the collapse of the infected
patient.

43.1 Introduction

A better understanding of how entire populations of viruses, such as the HIV, inter-
act with immune cells seems to be a key factor in the development of effective
long-term therapies or possibly preventive vaccines for deadly diseases such as the
acquired immunodeficiency syndrome [11]. Mathematical modeling of the underly-
ing biological mechanisms and a good understanding of the theoretical implications
of such models is crucial in this process. Indeed, it helps clarifying and testing
assumptions, finding the smallest number of determining factors to explain the
biological phenomena, and analyzing the experimental results [1]. Furthermore,
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modeling has already impacted on research at molecular level [11] and important
results have been obtained in modeling the virus dynamics for several infections,
such as the HIV [10, 15, 17], hepatitis B [7], hepatitis C [8], and influenza [2].

In this work we survey a class of models introduced by Nowak and Bangham in
[10] as well as some extensions of these models that take into account mutations.
Our main goal is to study the global dynamics of the models. It turns out that in this
description two key dimensionless parameters play a crucial role. They are the basic
reproductive ratio and the basic defense ratio.

For the first model under consideration, namely the one that takes into account
the infected and uninfected concentrations of CD4C T cells and the concentration
of free HIV in the blood, for any biologically meaningful initial condition one of
the following situations will happen: If the basic reproductive ratio is less than one,
then eventually the virus is cleared and the disease dies out. If the basic reproductive
ratioR0 is greater than one, then the virus persists on the host approaching a chronic
disease steady state. Finally, if R0 D 1 then the two stationary states coincide and
the biological solutions approach such state as time goes by. This first model does
not consider the immune response provided by the cytotoxic T lymphocytes (CTL).
The latter kill cells that are infected with viruses.

For the second model under consideration, namely the one that besides the afore-
mentioned variables takes also into account the CTL response concentration, we
also characterize the global dynamics according to the values of R0 and the basic
defense rate D0. If R0 < 1, then eventually the virus is cleared. If 1 < R0 <

1 C .R0=D0/, then generically the virus persists while the CTL response tends to
zero.

We study a third model, also by [10] that besides the above variables takes into
account mutations. In this case, if we start with biologically meaningfull initial data
in the sense that all coordinates are non-negative, then they remain so for all future
times and, furthermore, remain bounded. Recent results in [18] indicate that under
mild hypothesis on the model parameters, the equilibria of such systems are globally
asymptotically stable. Yet, the full characterization of the nongeneric cases remains
open.

We remark in passing that although our focus is primarily HIV, the basic muta-
tionless models we are considering may apply to many viral infections besides
HIV [11].

The plan for this article goes as follows: In Sect. 43.2 we describe the models
under consideration. Three of the models come from those proposed by Nowak and
Bangham, while a fourth one involving possibly an arbitrary quantity of virus strains
is also discussed. In Sect. 43.3 we present the mathematical statements, as well as
some of their proofs, which characterize the long time behavior of the within-host
infectious dynamics. In Sect. 43.4 we conclude with a discussion of the results and
show some numerical simulations of an invading species illustrating the collapse of
the infected individual.



43 On the Dynamics of Certain Models Describing the HIV Infection 673

43.2 Methods and Models

We start by recalling the path followed by the within-host HIV infection [11]. First,
the HIV enters a T cell. Being a retrovirus, once the HIV is inside the T cell, it makes
a DNA copy of its viral RNA. For this process it requires the reverse transcriptase
(RT) enzyme. The DNA of the virus is then inserted in the T-cell’s DNA. The latter
in turn will produce viral particles that can bud off the T cell to infect other ones.
Before one such viral particle leaves the infected cell, it must be equipped with
protease, which is an enzyme used to cleave a long protein chain. Without protease
the virus particle is incapable of infecting other T cells.

One of the key characteristics of HIV is its extensive genetic variability. In fact,
the HIV seems to be changing continuously in the course of each infection and
typically the virus strain that initiates the patient’s infection differs from the one
found a year ore more after the infection.

In what follows we present four models. Two of them do not take into account
mutation, whereas the other ones consider mutation. The difference between the two
latter ones is the possibility of mutation on an arbitrary set of strains. This could be a
powerful tool in modeling the genetic variability of the HIV within-host variability.

43.2.1 Mutationless Models

Martin Nowak and Charles Bangham in [10] introduced a class of models for the
time evolution of the HIV virus in the human organism. The simplest of such models
considers the virus, the cells that it attacks, and the infected cells. It is given by

Px D � � dx � ˇxv;
Py D ˇxv � ay;
Pv D ky � uv:

(43.1)

Here, the state variables of the system are:

x : Concentration of CD4C T cells in the blood
y : Concentration of infected CD4C T cells by the HIV
v : Concentration of free HIV in the blood

The (positive) constants are:

� : CD4C T cell supply rate
d : CD4C T cell death rate
ˇ : Infection rate
a : Death rate of the infected cells
k : Free virus production rate
u : Free virus death rate
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The first equation represents the CD4C T cell rate of change in the blood. Free
virus infect healthy cells at a rate proportional to the product of their concentrations,
xv. Thus, ˇ is the constant that represents the efficacy of such process. On the other
hand, positive cells are produced at a constant rate � and die at a rate xd .

The second equation concerns the infected cells. They are produced at a rate ˇxv
and perish at a rate ay.

The third equation, represents the free virus dynamics. Infected cells release free
virus at a rate proportional to their abundance, y, and free virus are removed from
the system at rate uv.

A second model presented by Nowak and Bangham includes the presence of the
defense cells in the organism but does not foresee mutation. It is given by:

Px D � � dx � ˇxv;

Py D ˇxv � ay � pyz;

Pv D ky � uv; (43.2)

Pz D cyz � bz:

Here, the variables and constants are the same ones of System (43.1) and in addition
we have:

z : CTL response concentration
p : Infected cells elimination rate by the CTL response
c : CTL reproduction rate
b : CTL death rate

The growth rate of the CTL response concentration in this model is take to be
proportional to the product yz of infected cells and virus concentration.

43.2.2 Models with Mutation

The third model introduced by Nowak and Bangham, which now considers muta-
tion, is given by:

Px D � � dx � x˙n
iD1ˇivi ;

Pyi D ˇixvi � ayi � pyi zi ;
Pvi D kiyi � uvi ;

Pzi D cyi zi � bzi :

Here, the index i 2 f1; : : : ; ng indicates the virus strain (or mutant) and n is the total
number of strains. We remark that the only constants that depend on the virus strain
are ˇi (infection rate for the i -th virus ) and ki (production rate for the i -th virus).

We may assume, without loss of generality, that the virus production rate is a
positive constant k independently of the virus strain. This is obtained after changing
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vi into kivi=k and ˇi into kˇi=ki in the previous system. Thus, we get

Px D � � dx � x˙n
iD1ˇivi ;

Pyi D ˇixvi � ayi � pyi zi ;
Pvi D kyi � uvi ; (43.3)

Pzi D cyi zi � bzi :

We shall now present a model that accounts for mutation both in terms of replica-
tion ability and escape from immune response. The equations of the model represent
rate of change for uninfected cells, infected cells, free virus and CTL response,
respectively. The model also simulates the mutation process of the virus.

The fundamental idea here lies in the fact that an integral operator could be used
to model in a robust way the multitude of possible genetic variations. Indeed, the
genome length of the HIV is of the order of L D 104 and this in principle could
encode 4L different strains [11, Sect. 8.1]. Although obviously most of these strains
would not correspond to different viable antigenic responses, it stands to reason that
such space could be very large indeed and endowed with a very complex landscape.
The different virus strains will be indexed by a parameter � 2 ˝ where ˝ is a set
with as little structure as possible. The only structure we require is that it should be
a �-finite measure space. This is motivated by the idea that HIV mutations occur
on a very large configuration space. This space, albeit finite, can be modeled by a
infinite set in the same spirit of statistical or continuum mechanics.

The model takes the form:

Px D � � dx � x
Z

ˇ
v
d�,

Py
 D ˇ
xv
 � ay
 � py
z
,
Pv
 D kŒ.1 � �/y
 C �KŒy�.�/� � uv
,
Pz
 D cy
z
 � bz
.

(43.4)

where � 2 Œ0; 1� and the variables y, v and z are functions of the time t 2 Œ0;1/
and of the virus mutation strain � 2 ˝ . We summarize in Table 43.1 the biological
meaning of the variables and parameters occurring in the model.

The mutation process is modeled as follows: ˝ is a �-finite measure space and
the integral operator

KŒy�.�/ D
Z

˝

K.�; �0/y.�0/d�0

gives the total of viruses that are transformed into strain � virus.
We assume that K is positive and belongs to L1.˝ � ˝/. We will also assume

that Z

˝

K.�; �0/d�0 D
Z

˝

K.�0; �/d�0 D K 2 R;8� 2 ˝: (43.5)
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Table 43.1 Variables and parameters

Variable Parameter

x Uninfected cells in the organism
y� Infected cells with the HIV of strain �
v� Free HIV of strain �
z� CTL response that eliminates cells infected by strain � HIV
� Uninfected cells supply rate
d Uninfected cells death rate
ˇ� Infection rate
a Infected cells death rate
k Free virus production rate
u Free virus death rate
p Infected cells elimination rate by CTL response
c CTL reproduction rate
b CTL death rate

It is natural to request that the total amount of virus, taking into account all
strains, to be finite. Thus, Z

˝

v
d� <1:

Likewise for y
 and z
. It is also natural to require that all such quantities to be
bounded almost everywhere in ˝ . Thus, we consider the solutions of the system in
the space

M WD R˚ 
L1.˝;R3/\ L1.˝;R3/�;
[14] carried out an analytic study of the integro-differential System (43.4). For such
biologically meaningful initial conditions, existence and uniqueness of the solutions
were established.

We observe that System (43.4) includes the model of (43.3) as special case if we
take ˝ as a finite cardinality probability space.

43.3 Results

We will start by describing the stationary solutions of System (43.1) following [14].
We remark that some of the results for the three state-variable systems therein over-
lap with the comprehensive analysis developed by [4] that used different techniques.
They are presented here for the sake of completeness.

It is easily verified that the stationary solutions are

X?1 D .x?1 ; y
?
1 ; v

?
1/ D

�
�

d
; 0; 0

�
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and

X?2 D .x?2 ; y
?
2 ; v

?
2/ D

�
ua

ˇk
;
kˇ� � uda

ˇak
;
kˇ� � uda

ˇau

�

:

The stationary solution X?1 corresponds to the absence of the HIV in the organism.
On the other hand, the stationary solution X?2 corresponds to an equilibrium of
infected cells and T cells.

In order to perform the analysis of the infinitesimal behavior of the stationary
solutions it is convenient to write the System (43.1) in the form PX D F.X/ where
X D .x; y; v/ and F W R3 ! R3 is defined by

F.X/ D

2

6
6
6
4

� � dx � ˇxv

ˇxv � ay
ky � uv

3

7
7
7
5
:

The Jacobian of F takes the form

DF.X/ D

2

6
6
6
4

�d � ˇv 0 �ˇx
ˇv �a ˇx

0 k �u

3

7
7
7
5
:

For generic parameters the matrices DF.X?1 / and DF.X?2 / have nonzero determi-
nant and are hyperbolic points. From the Hartman–Grobman Theorem [6] it follows
that the local (infinitesimal) behavior of the system in a neighborhood of the point
X?1 , respectively X?2 , is determined by the sign of the real part of the eigenvalue of
DF.X?1 /, respectivelyDF.X?2 /.

It turns out to be useful to consider what we will call in the sequel basic
reproductive ratio

R0 WD k�ˇ

dau
.

It consists of a dimensionless parameter that considers the ratio of the parameters
that contribute to the increase of the variables divided by the parameters that con-
tribute to their depletion. The next result states if R0 is small, i.e. less than 1, then
the equilibrium of infected cells and T cells is unstable while the absence of HIV in
the organism is an attractor. The picture is reversed if R0 > 1. More precisely, we
have that

Lemma 43.1. If R0 D 1, then X?1 D X?2 and DF.X?1 / D DF.X?2 / possesses two
negative eigenvalues and a null one. If R0 ¤ 1 the local behavior of the stationary
solutions is described according to the following:
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R0 < 1 R0 > 1

DF.X?1 / 3 eigenvalues with negative
real part (attractor)

2 eigenvalues with negative
real part and 1 with positive
real part (source)

DF.X?2 / 2 eigenvalues with negative
real part and 1 with positive
real part (source)

3 eigenvalues with negative
real part (attractor)

Remark 43.1. We remark that if R0 < 1 then X?2 is not in the biologically relevant
domain because two of its components become negative.

We now describe the stationary solutions for System (43.2). Here, we have three
stationary points. They are

X?1 D
�
�

d
; 0; 0; 0

�

,

X?2 D
�

ua

ˇk
;
kˇ� � uda

ˇak
;
kˇ� � uda

ˇau
; 0

�

, and

X?3 D
�

�cu

dcuC ˇkb ;
b

c
;
kb

cu
;
ˇ�kc � adcu � aˇkb

.dcuC ˇkb/p
�

:

The stationary solution X?1 , once again, corresponds to the absence of the HIV
in the organism. The stationary solutionX?2 corresponds, as previously, to a balance
of infected and normal cells. The absence of defense cells in the organism (z D 0)
means that we are back to the previous model. The stationary solution X?3 corre-
sponds to a balance between positive, infected, and defense cells. Biologically this
point corresponds to the HIV latency period, or either, the second phase of the HIV
infection.

As in the analysis of the model of (43.1), it will be convenient to write the system
in the form PX D F.X/ where now X D .x; y; v; z/ and the function F W R4 ! R4

is given by

F.X/ D

2

6
6
4

� � dx � xˇv
xˇv � ay � pyz

ky � uv
cyz � bz

3

7
7
5 :

In the next lemma we collect some information on the infinitesimal behavior of
the system in a neighborhood of the stationary points X?1 ; X

?
2 and X?3 .

We shall call the constant D0 WD c�
ab

the basic defense rate. Together with the
basic reproductive ratio it is another important dimensionless parameter. It is the
ratio of the growth parameters of the immune system and their corresponding death
rates. The importance of this constant in our analysis starts with the following:

Lemma 43.2. If R0 D 1 then X?1 D X?2 andDF.X?1 / has a vanishing eigenvalue.
IfR0 D 1C R0

D0
thenX?2 D X?3 andDF.X?2 / has a vanishing eigenvalue. IfR0 ¤ 1
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and R0 ¤ 1 C R0

D0
, then the infinitesimal behavior of the stationary solutions is

described by the following:

R0 < 1 1 < R0 < 1C R0

D0
R0 > 1C R0

D0

DF.X?1 / 4 eigenvalues with neg-
ative real part (attrac-
tor)

3 eigenvalues with negative
real part and 1 with positive
real part (saddle)

3 eigenvalues with neg-
ative real part and 1
with positive real part
(saddle)

DF.X?2 / 3 eigenvalues with neg-
ative real part and 1
with positive real part
(saddle)

4 eigenvalues with negative
real part (attractor)

3 eigenvalues with neg-
ative real part and 1
with positive real part
(saddle)

DF.X?3 / at least 1 eigenvalue
with negative real part

at least 1 eigenvalue with
negative real part

at least 2 eigenvalues
with negative real part

Remark 43.2. As in Model (43.1), the case R0 < 1 leads to X?2 and X?3 out of the
biologically relevant region. Furthermore, ifR0 < 1C.R0=D0/ the stationary point
X?3 is out of the biological range as well. We will show that this range is positively
invariant and thus the biologically relevant solutions cannot approach such steady
states.

Since the cases where R0 D 1 or R�1
0 C D�1

0 D 1 are nongeneric, we now
focus on interpreting the consequences of Lemma 43.2 away from such situations.
If R0 < 1, then arbitrary initial conditions (at least close to the equilibrium point)
will lead to the clearing of the virus and the disappearence of the infection. It will
follow, as a consequence of the results in the next two sections, that this is in fact
the case for arbitrary positive initial conditions. If 1 < R0 < 1 C .R0=D0/ then,
at least in a neighborhood of the equilibrium point X?2 , the disease will approach a
uniformly persistent state where the CTL response concentration will vanish. In fact,
as will be explained in the next two sections, generically the biological solutions will
converge to this steady state. See Theorem 43.1.

43.3.1 Boundedness and Positivity

In this paragraph we will answer the following basic question: Will the solutions of
Models (43.1) and (43.2) that start from biologically meaningful initial values pre-
serve such property for future times? Here, by biologically meaningful we mean that
all coordinates are non-negative and bounded for all times. We split the discussion
into two parts, namely, positivity and boundedness.

43.3.1.1 Positivity

Let RC denote the set of non-negative real numbers. Obviously, a solution .x; y; v; z/
to System (43.1) only admits a biological interpretation if .x; y; v; z/ 2 R4C. As
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remarked before, the System (43.2) reduces to System (43.1) if z D 0. Hence, we
will state all the results for System (43.2).

Proposition 43.1. Let ' W Œt0;C1/! R4 be a solution of System (43.2). If '.t0/ 2
R4C then '.t/ 2 R4C for all t 2 Œt0;1/:

The proof of this result is a straightforward case by case analysis of the behavior
of solutions to System (43.2) whenever one of its components vanishes.

The above result also holds for the case that includes mutation given in (43.3).

Proposition 43.2. Let ' W Œt0;1/ ! R3nC1 be a solution of System (43.3). If
'.t0/ 2 R3nC1

C then '.t/ 2 R3nC1
C for all t 2 Œt0;1/:

43.3.1.2 Boundedness

We already have a lower bound given by Propositions 43.1 and 43.2 for the solu-
tions of Models (43.1) and (43.2) with positive initial values. We now show that the
solutions are bounded from above.

We denote by Cb.I / the set of continuous and bounded functions defined on the
interval I and taking values in Rn.

Proposition 43.3. Let ' W Œt0;1/ ! R4 be a solution of System (43.2). If '.t0/ 2
R4C then ' 2 CbŒt0;1/.
Proof. Because of Proposition 43.1, it only remains to prove the existence of an
upper bound to the nonnegative solutions of System (43.2).

We start with x.t/. Since ˇ; x.t/; v.t/ � 0 we have from

Px D � � dx � ˇxv � � � dx:

x.t/ � x.t0/C �

d
for all t � t0: (43.6)

We now go on to prove that y.t/ 2 CbŒt0;1/. From

Py D ˇxv � ay � pzy;

since z.t/ � 0 and y.t/ � 0, we have that

Py C ay � ˇxv D � � . Px C xd/:

Thus,
d

dt
.yeta/ � .� � d

dt
.xetd /e�td /eta

and so

Z t

t0

d

ds
.y.s/esa/ds �

Z t

t0

.�e�sd � d

ds
.x.s/esd /es.a�d//ds:
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Integrating by parts

Z t

t0

d

dt
.xesd /es.a�d/ds D x.s/esajtt0 � .a � d/

Z t

t0

x.s/esads:

Thus,

y.t/ � y.t0/ea.t0�t/ C �

a
.1 � ea.t0�t//

�
�

x.t/ � x.t0/ea.t0�t/ � .a � d/
Z t

t0

x.s/ea.s�t/ds
�

:
(43.7)

Thus, remarking that, for all t � t0, x.t/ � 0, ea.t0�t/ 2 Œ0; 1�, and x.t/ is bounded,
we get the boundedness of y. To get more precise bounds we break the analysis into
two cases, depending on the sign of a � d . If a � d � 0, then (43.7) implies that

y.t/ � y.t0/C �

a
C x.t0/ for all t � t0:

If a � d � 0, then it follows from (43.6) and (43.7) that

y.t/ � y.t0/C �

a
C x.t0/C .a � d/

a

�
�

d
C x.t0/

�

.1 � ea.t0�t//

Thus,

y.t/ � y.t0/C �

d
C
�

2 � d
a

�

x.t0/ for all t � t0

Let us now analyze v.t/. The equation Pv D ky � uv, implies that

d

dt
.veut / D kyeut :

Integrating the differential equation, it follows that

v.t/ D v.t0/e
u.t0�t/ C k

Z t

t0

y.s/eu.s�t/ds: (43.8)

Since we have already shown that y 2 CbŒt0;1/ we have

v.t/ 2 CbŒt0;1/:

Finally, it remains to show that z.t/ 2 CbŒt0;1/. Combining the equations for Py
and Pz in System (43.2) we get
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PzC bz D cyz D c

p
.ˇvx � Py � ay/:

Using the equation Px D � � dx � ˇxv, we have that

PzC bz D c

p
.� � dx � Px � Py � ay/:

Hence,

z.t / D
�

z.t0/� c

p



�b�1 C y.t0/C x.t0/

�
�

eb.t0�t/ C c

p



�b�1 � y.t/� x.t/

�

C c

p

�

.b � d/

Z t

t0

x.s/eb.s�t/ds C .b � a/

Z t

t0

y.s/eb.s�t/ds

�

: (43.9)

Since x and y 2 CbŒt0;1/ we have that z.t/ 2 CbŒt0;1/: ut
Proposition 43.4. Let ' W Œt0;1/ ! R3nC1 be a solution of System (43.3). If
'.t0/ 2 R3nC1

C then ' 2 CbŒt0;1/.
Proof. We proved in Proposition 43.2 that the components of the solutions to Sys-
tem (43.3) are bounded from below by 0. It remains to show that they have an upper
bound.

We shall start by analyzing x.t/. Since x.t/ � 0, vi .t/ � 0 and ˇi � 0 for all
t � t0,

Px D � � dx � x
nX

i

ˇivi

implies that PxCdx � �: Thus, as in the proof of the Proposition 43.3, we have that

x.t/ � x.t0/C �

d
for all t � t0:

For the boundedness of y.t/, we look at the equation Pyi D ˇixvi � ayi � pyi zi .
From Proposition 43.3 we have that

nX

i

Pyi C a
nX

i

yi � x
nX

i

ˇivi :

Let us set Y.t/ WD Pn
i yi .t/, V.t/ D

Pn
i vi .t/ and Z.t/ WD Pn

i zi .t/. Since
x
Pn
i ˇivi D � � Px � dx, we have that

PY .t/C aY.t/ � � � Px.t/ � dx.t/:

As in Proposition 43.3,

Y.t/ � Y.t0/Cmax

�
�

d
;
�

a

�

Cmax

�

1; 2 � d
a

�

x.t0/ D Y ;
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that is, Y.t/ 2 CbŒt0;1/. Since yi � 0 for all i D 1; : : : ; n, we have that yi .t/ �
Y.t/ � Y . Thus, yi 2 CbŒt0;1/ for all i D 1; : : : ; n.

In the case of v, we have that

PV .t/C uV.t/ D k.�Y.t/C .1 � �/KY.t// D k.� C .1 � �/K/Y.t/;

because
nX

jD1
Ki;j D K. As we saw in the proof of Proposition 43.3,

V.t/ � V.t0/C k

u
.� C .1 � �/K/Y D V ;

that is, V.t/ 2 CbŒt0;1/. We conclude that vi .t/ 2 CbŒt0;1/ for all i 2 f1; : : : ; ng.
As far as zi .t/ is concerned, using the equation Pzi D cyi zi � bzi , we get

nX

i

Pzi C b
nX

i

zi D c

p

 

x

nX

i

ˇivi �
nX

i

Pyi � a
nX

i

yi

!

:

Thus, as before,

PZ.t/C bZ.t/ D c

p
.� � dx.t/ � Px.t/ � PY .t/ � aY.t//:

The inequality (43.9) is now written as

Z.t/ D
�

Z.t0/ � c�
pb
C c

p
Y.t0/C c

p
x.t0/

�

eb.t0�t/ C c�

pb
� c

p
Y.t/

� c
p
x.t/C c

p
.b � d/

Z t

t0

x.s/esbds C c

p
.b � a/

Z t

t0

Y.s/esbds:

So,Z.t/ � Z, whereZ is a constant that depends only on x.t0/ and Y.t0/. It follows
that Z.t/ 2 CbŒt0;1/. Consequently, zi .t/ 2 CbŒt0;1/ for all i 2 f1; : : : ; ng:

43.3.2 Stability of the Equilibrium Points

The global stability of the equilibrium points of Systems (43.1) and (43.2) in the
biologically interesting region defined by the positive orthant has attracted sev-
eral authors. Proofs of these global stability characteristics of the mutationless
models (43.1) and (43.2) were given in [5], using Hirsch’s theory of competi-
tive differential systems, and more recently by [3] (for system (43.1)) and [4]
using Lyapunov functions. More recently, the second author in collaboration with
M. Souza in [18] established global stability of the equilibrium points for systems
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that include those of the form (43.3) under some hypothesis on the correspond-
ing coefficients. This was done by exhibiting suitable Lyapunov functions. As a
consequence of such results one can state the following:

Theorem 43.1. Let ' W Œt0;1/! R4, '.t/ D .x.t/; y.t/; v.t/; z.t//, be a solution
of System (43.2) such that '.t0/ 2 R4C.

� If R0 � 1, then limt!1 '.t/ D X?1 :
� If R0 > 1 and .y.t0/; v.t0// D .0; 0/, then limt!1 '.t/ D X?1 :
� If 1 < R0 � 1C .R0=D0/ and y.t0/C v.t0/ ¤ 0 then limt!1 '.t/ D X?2 :
� IfR0 > 1C.R0=D0/, z.t0/ D 0, and y.t0/Cv.t0/ ¤ 0 then limt!1 '.t/ D X?2 :
� IfR0 > 1C.R0=D0/, z.t0/ > 0 and y.t0/Cv.t0/ ¤ 0 then limt!1 '.t/ D X?3 :

The asymptotic behaviour of the solutions of the System (43.1) can be promptly
inferred from the result above. One has just to notice that System (43.2) reduces to
System (43.1) when restricted to the invariant hypersurface z D 0.

Thus, the generic biologically relevant solutions of the models without mutation
belong to the basin of attraction of some stationary point of system. This extends a
result of [10] who observed this for initial conditions close to the stationary solu-
tions. This also shows that these models do not simulate the last phase of the HIV
since the solutions always converge to the absence of virus or the period of latency.
In Sect. 43.4 we take up this issue by considering mutation and the invasion of an
opportunistic virus numerically.

43.4 Discussion

A number of models for the within-host viral infection by HIV have been proposed
and studied by different authors. In particular, a class of three state-variable models
was introduced by [16] that modifies the first equation of System (43.1) to a logistic
type form. Namely, the first equation takes the form

Px D � � dx C px.1 � x=xm/� ˇxv; (43.10)

A global analysis of both three-dimensional models was performed by [4]. It over-
laps consistently with Theorem 43.1. Since they also consider models for which the
first equation takes the form (43.10), their models in some situations may give rise
to periodic orbits or oscillations. This however, is not the case for our models.

In fact, for the three dimensional models under consideration the solutions of
the system eventually enter in the basin of attraction of some stationary point of
system. [10] observed this for initial conditions close to the stationary solutions in
the mutationless models. Thus the models under consideration do not simulate the
last phase of the HIV since the solutions always converge to the absence of virus or
to a latency state.
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It is well recognized that the HIV does not kill any vital organ [11]. Neverthe-
less, it destabilizes the immune system leaving the body defenseless to opportunistic
virus attacks.

Several mathematical models have been devised to describe the slow decline in
the numbers of CD4 cells in the HIV infection and the interaction between HIV and
other opportunistic infections [9, 11, 13, 16]. Furthermore, a number of alternative
approaches have been proposed to model the third phase of the HIV infection and
the onset of AIDS. See for example [11,12,19] and references therein. We close this
article by considering a model that takes into account the action of an opportunistic
virus after the HIV infection. The main point being that of illustrating the potential
of the models that include mutation in a general context such as (43.11) and the need
for further mathematical inquire into this direction.

The model is given by the following system of equations:

Px D � � dx � x
Z

ˇ
v
d� � ˛xvo

Py
 D ˇ
xv
 � ay
 � py
z

Pv
 D kŒ.1 � �/y
 C �KŒy�.�/� � uv
 (43.11)

Pz
 D cy
z
 � bz

Pvo D mvo � ˛xvo � !vo

where v0, the new variable of the system, stands for opportunistic virus. The
additional (positive) constants are

˛ : meeting rate of opportunistic virus with the uninfected cells
m : reproduction rate of the opportunistic virus
! : death rate of the opportunistic virus

The term that represents the encounter between T cells and the opportunistic
virus is ˛xvo. It appears in the first and in the last equation of the model. The equa-
tion for the opportunistic virus has the term mvo that represents the reproduction of
the opportunistic virus. The opportunistic virus infected cells are not considered in
this model. The term !vo corresponds to the decline of the opportunistic virus. We
do not take into account the type of opportunistic virus attacking the organism. The
parameter values, the constants and the initial conditions for the opportunistic virus
can be found in Table 43.2.

The functions ˇ.�/ and K.�;�0/ are taken as Gaussians. The parameters, con-
stants and initial conditions appearing in System (43.4) can be found in Table 43.3.

We have started by simulating the infection using the corresponding solu-
tion at hand we used x.t/, y
.t/, v
.t/ and z
.t/ as initial conditions for the
Model (43.11). The graph of the corresponding solutions are shown as indicated in
Table 43.2. The numerical solutions were found using MatLab’s function ode23s.
More information concerning the implementation and validation of the numerical
methods to obtain the reported results can be found in [14].
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Table 43.2 Numerical
experiment list

Number of Strains m o ˛ vo.100/ Figure

20 3:1 0:01 0:01 10�3 43.1
100 3:1 0:01 0:01 10�3 43.2 and 43.4
100 1:2 1:2 0:1 10�3 43.3

Table 43.3 Parameters, constants, and initial conditions
� 10 day�1� mm�3 ˇ 2:4� 10�5 day�1� mm�3

a 1 day�1� mm�3 p 0.8 day�1� mm�3

c 0.2 day�1� mm�3 d 0:02 day�1

k 360 day�1 u 2:4 day�1

b 1.2 day�1 � 0.5
N 20 x.0/ 103 mm�3

y.�; 0/ 0 mm�3 z.�; 0/ 10�6 mm�3

v0.0/ 10�3 mm�3 v.�; 0/ 0 mm�3

Fig. 43.1 The number of opportunistic virus in the system presents a considerable growth and the
number of uninfected cells converged to zero

Fig. 43.2 The number of opportunistic virus in the system presents a considerable growth and the
number of uninfected cells converged to zero
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Fig. 43.3 In this simulation, the presence of the opportunistic virus has not caused any change on
the equilibrium of the system

Fig. 43.4 In this simulation the equilibrium between uninfected cells and virus was preserved in
the sense that the population of uninfected cells did not go to zero but the number of opportunistic
virus grew

In Figs. 43.1 and 43.2 we show simulations where the number of opportunistic
virus in the system presents a considerable growth and the number of uninfected
cells converged to zero. On the other hand, in Fig. 43.3 the presence of the oppor-
tunistic virus has not caused any change on the equilibrium of the system. In
Fig. 43.4 the equilibrium of the system was preserved but nevertheless the number
of opportunistic virus presented a considerable growth.

From the numerical results presented herein we conclude that the presence of the
opportunistic virus may or may not lead the system to an equilibrium state different
from the ones of the previous system. Since the human organism is constantly in
contact with different kinds of virus this suggests a way to model the post-latency
period and the possible collapse of the infected individual.
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Chapter 44
Tilings and Bussola for Making Decisions

Alberto A. Pinto, Abdelrahim S. Mousa, Mohammad S. Mousa,
and Rasha M. Samarah

Abstract We introduce the yes–no decision model, where individuals can make
the decision yes or no. We characterize the coherent and uncoherent strategies that
are Nash equilibria. Each decision tiling indicates the way coherent and uncoher-
ent Nash equilibria co-exist and change with the relative decision preferences of
the individuals for the yes or no decision. There are 289 combinatorial classes of
decision tilings, described by the decision bussola, which demonstrates the high
complexity of making decision.

44.1 Introduction

The main goal in Planned Behavior or Reasoned Action theories, as developed in
the works of Ajzen (see [2]) and Baker (see [3]), is to understand and forecast
the way individuals turn intentions into behaviors. Almeida–Cruz–Ferreira–Pinto
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(see [1]) created a game theoretical model for reasoned action, inspired by the works
of J. Cownley and M. Wooders (see [5]). They studied the way saturation, boredom
and frustration can lead to uncoherent (or split or impasse) strategies, and no sat-
uration situations can lead to coherent (or heard or no-split) strategies. Here, we
study the yes–no decision model that is a simplified version of the Almeida–Cruz–
Ferreira–Pinto decision model. In this model, there are just two possible decisions
d that individuals can make. For instance, they have to choose between yes or no,
i.e. d 2 fYes;Nog. Each set of economical, educational, political, psychological
and social variables gives rise to a decision tiling that indicates all the coherent and
no-coherent pure Nash equlibria and also the mixed Nash equilibria in terms of the
relative decision preference (taste type) of the individuals for the yes or no decision
(see [9,10]). The yes–no decision model incorporates, in the preference neighbours
matrix (crowding type), the preference that an individual has for having other indi-
viduals making the same decision as his. The crowding type information gives rise to
289 different combinatorial classes of decision tilings, reflecting the complexity of
the yes–no decision model (see [9, 10]). The decision bussola encodes all the infor-
mation of each combinatorial class of decision tilings and indicates the way small
changes in economical educational, political, psychological or social variables can
transform one decision tiling, into another thus, creating and annihilating individu-
als and collective behavior. In this chapter, we survey, in part the work presented in
[9, 10].

44.2 Yes–No Decision Model

The yes–no decision model has two types T D ft1; t2g of individuals i 2 I that have
to make one decision d 2 D D fY;N g. Let np � 1 be the number of individu-
als with type tp .1 Let L be the preference decision matrix whose coordinates !dp
indicate how much an individual, with type tp , likes, or dislikes, to make decision d

L D
�
!Y1 !N1
!Y2 !N2

�

:

The preference decision matrix indicates, for each type, the decision that the
individuals prefer, i.e. the individuals taste type (see [1, 4, 5, 9]).

Let Nd be the preference neighbors matrix whose coordinates ˛dpq indicate how
much an individual, with type tp , likes, or dislikes, that an individual, with type tq ,
makes decision d

Nd D
�
˛d11 ˛

d
12

˛d21 ˛
d
22

�

:

1 Similarly, we can consider that there is a single individual with type tp that has to make np
decisions, or we can, also, consider a mixed model using these two possibilities.
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The preference neighbors matrix indicates, for each type of individuals, whom they
prefer, or not, to be with in each decision, i.e. the individuals crowding type (see
[1, 4, 5, 9]).

We describe the individuals’ decision by a strategy map S W I ! D that asso-
ciates to each individual i 2 I its decision S.i/ 2 D. Let S be the space of all
strategies S . Given a strategy S , let OS be the strategic occupation matrix, whose
coordinates ldp D ldp .S/ indicate the number of individuals, with type tp, that make
decision d

OS D
�
lY1 lN1
lY2 lN2

�

:

The strategic occupation vector VS , associated to a strategy S , is the vector
.l1; l2/ D .l

y
1 .S/; l

y
2 .S//. Hence, l1 (resp. n1 � l1) is the number of individuals,

with type t1, that make the decision Y (resp. N ). Similarly, l2 (resp. n2 � l2) is the
number of individuals, with type t2, that make the decision Y (resp. N ). The set O
of all possible occupation vectors is

O D f.l1; l2/ W 0 � l1 � n1 and 0 � l2 � n2g:

Let U1 W D �O! R the utility function, of an individual with type t1, be given by

U1.Y I l1; l2/ D !Y1 C ˛Y11.l1 � 1/C ˛Y12l2
U1.N I l1; l2/ D !N1 C ˛N11.n1 � l1 � 1/C ˛N12.n2 � l2/:

Let U2 W D�O! R the utility function, of an individuals with type t2, be given by

U2.Y I l1; l2/ D !Y2 C ˛Y22.l2 � 1/C ˛Y21l1
U2.N I l1; l2/ D !N2 C ˛N22.n2 � l2 � 1/C ˛N21.n1 � l1/:

Given a strategy S 2 S, the utility Ui .S/, of an individual i with type tp.i/, is given
by Up.i/.S.i/I ly1 .S/; ly2 .S//.
Definition 44.1. A strategy S� W I! D is a Nash equilibrium if, for every individ-
ual i 2 I and for every strategy S , with the property that S�.j / D S.j / for every
individual j 2 I n fig, we have

Ui .S
�/ � Ui .S/:

Let x D !Y1 � !N1 be the horizontal relative decision preference of the individuals
with type t1 and let y D !Y2 � !N2 be the vertical relative decision preference of
the individuals with type t2. The Nash equilibrium domain E.S/ of a strategy S is
the set of all pairs .x; y/ for which S is a Nash Equilibrium.

Definition 44.2. Let Aij D ˛Yij C ˛Nij , for i; j 2 f1; 2g, be the coordinates of the
partial threshold order matrix.
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As we will show, the partial thresholds encode all the relevant information for the
existence of Nash equilibria that are no-coherent strategies.

44.3 Evolutionary Dynamics and Yes–No Decision Models

We implement the evolutionary deterministic yes–no decision models as follows
(see [9]): Fix an infinite sequence .it ; dt /, with t 2 N, of pairs .it ; dt / 2 I�D with
the property that every pair, contained in I � D, occurs in the sequence infinitely
often. Given a strategy St W I ! D, at moment t , the strategy StC1 W I ! D
is defined as follows: (a) StC1 D St jI n fitC1g; (b) StC1.itC1/ D dtC1, if itC1
increases its utility by making decision dtC1 instead of St .itC1/ (knowing that
StC1 D St jI n fitC1g), and StC1.i/ D St .i/, otherwise. Hence, the Nash equi-
libria are the fixed points, and vice-versa, of the evolutionary decision deterministic
models.

We implement the evolutionary stochastic yes–no decision models as follows:
Let P be a probability distribution that assigns a positive probability to each pair
.i; d / 2 I � D. Given a strategy St W I ! D, at moment t , we choose randomly a
pair .i;D/ according to the probability distributionP . The strategy StC1 W I! D is
defined as follows: (a) StC1 D St jInfig; (b) StC1.i/ D d , if i increases its utility by
deciding d instead of St .i/ (knowing that StC1 D St jI n fig), and StC1.i/ D St .i/,
otherwise. Hence, the Nash equilibria are the absorbing states, and vice-versa, of
the evolutionary decision stochastic model.

44.4 (Coherent, Coherent) Strategies

A (coherent, coherent) strategy2 is a strategy in which all individuals, with the same
type, prefer to make the same decision (see [9]). A (coherent, coherent) strategy is
described by a map C W T! D that, for every individual i , with type tp.i/, indicates
its decision C.p.i//. Hence, a (coherent, coherent) strategy C W T! D determines
an unique strategy S W I! D given by S.i/ D C.p.i//.

We observe that there are four (coherent, coherent) strategies:

� .Y; Y / strategy: all individuals make the decision Y
� .Y;N / strategy: all individuals, with type t1, make the decision Y , and all

individuals, with type t2, make the decision N
� .N; Y / strategy: all individuals, with type t1, make the decision N and all

individuals, with type t2, make the decision Y
� .N;N / strategy: all individuals make the decision N

The horizontal H.Y; Y / and vertical V.Y; Y / strategic thresholds of the .Y; Y /
strategy are given by

2 or equivalently, (no-split, no-split) strategy or (heard, heard) strategy.
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Fig. 44.1 (Y,Y) Nash
equilibria domain Q.Y; Y /

V(Y,Y)

H(Y,Y)

Q(Y, Y)

y

x

Fig. 44.2 (Y, N) Nash
equilibria domain Q.Y;N /

V(Y, N)

H(Y, N)

Q(Y, N)

y

x

H.Y; Y / D �˛Y11.n1 � 1/� ˛Y12n2 and V.Y; Y / D �˛Y22.n2 � 1/� ˛Y21n1:

The (Y,Y) Nash equilibria domain Q.Y; Y / D E.Y; Y / is the right-upper quadrant
(see Fig. 44.1)

Q.Y; Y / D f.x; y/ W x � H.Y; Y / and y � V.Y; Y /g:

The horizontal H.Y;N / and vertical V.Y;N / strategic thresholds of the .Y;N /
strategy are given by

H.Y;N / D �˛Y11.n1 � 1/C ˛N12n2 and V.Y;N / D ˛N22.n2 � 1/� ˛Y21n1:

The (Y, N) Nash equilibria domainQ.Y;N / D E.Y;N / is the right-lower quadrant
(see Fig. 44.2)

Q.Y;N / D f.x; y/ W x � H.Y;N / and y � V.Y;N /g:

The horizontal H.N; Y / and vertical V.N; Y / strategic thresholds of the .N; Y /
strategy are given by

H.N; Y / D ˛N11.n1 � 1/� ˛Y12n2 and V.N; Y / D �˛Y22.n2 � 1/C ˛N21n1:
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Fig. 44.3 (N,Y) Nash
equilibria domain Q.N; Y /

H(N,Y)

Q(N,Y)
V(N,Y)

y

x

Fig. 44.4 (N,N) Nash
equilibria domain Q.N;N /

V(N,N)

y

xH(N,N)

Q(N,N)

The (N,Y) Nash equilibria domain Q.N; Y / D E.N; Y / is the left-upper quadrant
(see Fig. 44.3)

Q.N; Y / D f.x; y/ W x � H.N; Y / and y � V.N; Y /g:

The horizontal H.N;N / and vertical V.N;N / strategic thresholds of the .N;N /
strategy are given by

H.N;N / D ˛N11.n1 � 1/C ˛N12n2 and V.N;N / D ˛N22.n2 � 1/C ˛N21n1:

The (N, N) Nash equilibria domainQ.N;N / D E.N;N / is the left-lower quadrant
(see Fig. 44.4)

Q.N;N / D f.x; y/ W x � H.N;N / and y � V.N;N /g:

The representations of the domains Q.Y; Y /, Q.Y;N /, Q.N; Y /, and Q.N;N / in
the plan .x; y/ determine the decision tilings. Let U.Y; Y / � Q.Y; Y /, U.Y;N / �
Q.Y;N /, U.N; Y / � Q.N; Y /, and U.N;N / � Q.N;N / be the regions with
unique Nash equilibrium. In Fig. 44.5, we represent three decision tilings, .1/ with
the coherent uniqueness Nash equlibria domains U.Y; Y /, U.Y;N /, U.N; Y /, and
U.N;N / colored red, orange, blue and green, respectively, .2/ regions without
coherent Nash equilibrium colored purple and .3/ regions with two, three and four
Nash equilibria colored yellow, brown and pink, respectively. In the left tiling, there
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(N,Y)
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(Y,Y)

Fig. 44.5 Three examples of strategic thresholds and decision tilings; left: A11 < 0, A12 > 0,
B12 < 0, A22 < 0, A21 > 0, B21 < 0; center: A11 D A12 D A21 D A22 D 0; right: A11 > 0,
A12 < 0, B12 > 0, A22 > 0, A21 < 0, B21 > 0

is an unbounded region without coherent Nash equilibrium. In the central tiling,
for every relative decision preferences, there is a unique coherent Nash equilib-
rium, except along the axis, where there are two coherent Nash equilibria, and at the
origin, where there are four coherent Nash equilibria. In the right tiling, there are
regions with one, two, three and four coherent Nash equilibria.

44.5 (Uncoherent, Coherent) Strategies

An (uncoherent, coherent) strategy3 is a strategy in which all individuals, with type
t2, prefer to make the same decision, but individuals, with type t1, split between the
two decisions Y and N (see [10]). Hence, the (uncoherent, coherent) strategies can
be of two types:

� .l; Y / strategy: all the individuals, with type t2, and l individuals, with type t1,
make decision Y , and n1 � l individuals, with type t1, make decision N .

� .l; N / strategy: l individuals, with type t1, choose decision Y , but all the
individuals, with type t2, and n1� l individuals, with type t1, choose decisionN .

We define the left horizontal threshold HL.l; Y / and the right horizontal threshold
HR.l; Y / of the .l; Y / strategy by

HL.l; Y / D �˛Y11.l � 1/� ˛Y12n2 C ˛N11.n1 � l/

HR.l; Y / D �˛Y11l � ˛Y12n2 C ˛N11.n1 � l � 1/:
We define the vertical threshold V.l; Y / of the .l; Y / strategy by

V.l; Y / D �˛Y21l C ˛N21.n1 � l/ � ˛Y22.n2 � 1/

3 or equivalently, (split, no-split) or (no-heard, heard) strategy.
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x

y

(n1–1,Y)(1,Y)

(n1–1,N)(1,N)

Fig. 44.6 (Uncoherent, coherent) Nash equilibria, A11 < 0 and A12n2 < A11

The .l; Y / Nash equilibria domain E.l; Y / strategy is a Nash Equilibrium if, and
only if, .x; y/ 2 E.l; Y /, where

E.l; Y / D f.x; y/ W HL.l; Y / � x � HR.l; Y / and y � V.l; Y /g:

Hence,E.l; Y / is the Nash Equilibrium domain of the .l; Y / strategy (see Fig. 44.6).

We define the left horizontal threshold HL.l; N / and the right horizontal thresh-
old HR.l; N / of the .l; N / strategy by

HL.l; N / D �˛Y11.l � 1/C ˛N12n2 C ˛N11.n1 � l/

HR.l; N / D �˛Y11l C ˛N12n2 C ˛N11.n1 � l � 1/:
We define the vertical threshold V.l; N / of the .l; N / strategy by

V.l; N / D �˛Y21l1 C ˛N21.n1 � l/C ˛N22.n2 � 1/ :

The .l; N / strategy is a Nash Equilibrium if, and only if, .x; y/ 2 E.l;N /, where

E.l;N / D f.x; y/ W HL.l; N / � x � HR.l; N / and y � V.l; N /g:

Hence, E.l;N / is the Nash Equilibrium domain of the .l; N / strategy (see
Fig. 44.6).
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Since HR.l; Y / D HL.l; Y /� A11 and HR.l; N / D HL.l; N / � A11, we have

� If A11 > 0, there are no .l; Y / and .l; N / Nash equilibria, for every l 2
f1; : : : ; n1 � 1g.

� If A11 � 0, there are .l; Y / and .l; N / Nash equilibria, for every l 2 f1; : : : ;
n1 � 1g.

Hence, the following equalities determine the domains of the .l; Y / Nash equilibria
(see Fig. 44.6):

HR.l; Y / D HL.l C 1; Y /;HL.1; Y / D H.N; Y /;HR.n1 � 1; Y / D H.Y; Y /I
V .l; N / D V .l C 1; N /CA21; V .1; Y / D V .N; Y /� A21; V .n1 � 1; Y / D V .Y; Y /C A21:

Similarly, the following equalities determine the domains of the .l; N / strategies
(see Fig. 44.6):

HR.l; N / D HL.l C 1; N /;HL.1; N / D H.N;N /;HR.n1 � 1; N / D H.Y;N /I
V .l; N / D V .l C 1; N /CA21; V .1; N / D V .N;N /� A21; V .n1 � 1; N / D V .Y;N /C A21:

44.6 (Coherent, Uncoherent) Strategies

A (coherent, uncoherent) strategy4 is a strategy in which all individuals, with type
t1, prefer to make the same decision, but individuals, with type t2, split between the
two decisions Y and N (see [10]). Hence, the (coherent, uncoherent) strategies can
be of two types:

� .Y; l/ strategy: all the individuals, with type t1, and l individuals, with type t2,
make decision Y , and n2 � l individuals, with type t2, make decision N .

� .N; l/ strategy: l individuals, with type t2, choose decision Y , but all the
individuals, with type t1, and n2� l individuals, with type t2, choose decisionN .

We define the lower vertical threshold VL.Y; l/ and the upper vertical threshold
VU .Y; l/ of the .Y; l/ strategy by

VL.Y; l/ D �˛Y22.l � 1/� ˛Y21n1 C ˛N22.n2 � l/

VU .Y; l/ D �˛Y22l � ˛Y21n1 C ˛N22.n2 � l � 1/:
We define the horizontal threshold H.Y; l/ of the .Y; l/ strategy by

H.Y; l/ D �˛Y12l C ˛N12.n2 � l/� ˛Y11.n1 � 1/:

4 or equivalently, (no-split, split) or (heard, no-heard) strategy.
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The .Y; l/ Nash equilibria domain E.Y; l/ strategy is a Nash Equilibrium if, and
only if, .x; y/ 2 E.Y; l/, where

E.Y; l/ D f.x; y/ W VL.Y; l/ � y � VU .Y; l/ and x � H.Y; l/g:

Hence,E.Y; l/ is the Nash Equilibrium domain of the .Y; l/ strategy (see Fig. 44.7).
We define the lower vertical threshold VL.N; l/ and the upper vertical threshold

VU .N; l/ of the .N; l/ strategy by

VL.N; l/ D �˛Y22.l � 1/C ˛N21n1 C ˛N22.n2 � l/

VU .N; l/ D �˛Y22l C ˛N21n1 C ˛N22.n2 � l � 1/:
We define the horizontal threshold H.N; l/ of the .N; l/ strategy by

H.N; l/ D �˛Y12l C ˛N12.n2 � l/C ˛N11.n1 � 1/ :

The .N; l/ Nash equilibria domain E.N; l/ strategy is a Nash Equilibrium if, and
only if, .x; y/ 2 E.N; l/, where

E.N; l/ D f.x; y/ W VL.N; l/ � y � VU .N; l/ and x � H.N; l/g:

Hence,E.Y; l/ is the Nash Equilibrium domain of the .Y; l/ strategy (see Fig. 44.7).

y

x

(n1-1,Y)(1,Y)

(n1-1,N)(1,N)

Fig. 44.7 (Coherent, uncoherent) Nash equilibria, A11 < 0; A22 < 0; A12n2 < A11
and A21n1 > �A22
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Since VU .Y; 1/ D VL.Y; 1/ �A22 and VR.N; 1/ D VL.N; 1/� A22, we have

� If A22 > 0, there are no .Y; l/ and .N; l/ Nash equilibria, for every l 2
f1; : : : ; n2 � 1g.

� If A22 � 0, there are .Y; l/ and .N; l/ Nash equilibria, for every l 2 f1; : : : ; n2�
1g.

Hence, the following equalities determine the domains of the .Y; l/ Nash equilibria
(see Fig. 44.7):

VU .Y; l/ D VL.Y; l C 1/; VL.Y; 1/ D V .Y;N /; VU .Y; n2 � 1/ D V .Y; Y /I
H.Y; l/ D H.Y; l C 1/C A12; H.Y; 1/ D H.Y;N /� A12; H.Y; n2 � 1/ D H.Y; Y /C A12:

Similarly, the following equalities determine the domains of the .N; l/ strategies
(see Fig. 44.7):

VU .N; l/ D VL.N; l C 1/; VL.N; 1/ D V.N;N /; VU .N; n2 � 1/ D V.N; Y /I
H.N; l/ D H.N; l C 1/C A12; H.N; 1/ D H.N;N /�A12; H.N; n2 � 1/ D H.N;Y /C A12:

44.7 (Uncoherent, Uncoherent) Strategies

An (uncoherent, uncoherent) strategy5 is a strategy in which individuals, with type
t1 and type t2, split between the two decisions Y and N (see [10]).
There are .n1 � 1/.n2 � 1/ (uncoherent, uncoherent) strategies:

� .l1; l2/ strategy: l1 individuals, with type t1, and l2 individuals, with type t2,
make decision Y , and n1 � l1 individuals, with type t1, and n2 � l2 individuals,
with type t2, make decisionN , for l1 2 f1; : : : ; n1�1g and l2 2 f1; : : : ; n2�1g:

We define the left horizontal thresholdHL.l1; l2/ and the right horizontal threshold
HR.l1; l2/ of the .l1; l2/ strategy by

HL.l1; l2/ D ˛N11n1 C ˛N12n2 C ˛Y11 � .˛Y12 C ˛N12/l2 � .˛Y11 C ˛N11/l1
HR.l1; l2/ D ˛N11n1 C ˛N12n2 � ˛N11 � .˛Y12 C ˛N12/l2 � .˛Y11 C ˛N11/l1:

We define the down vertical threshold VD.l1; l2/ and the up vertical threshold
VU .l1; l2/ of the .l1; l2/ strategy by

VD.l1; l2/ D ˛N22n2 C ˛N21n1 C ˛Y22 � .˛Y21 C ˛N21/l1 � .˛Y22 C ˛N22/l2
VU .l1; l2/ D ˛N22n2 C ˛N21n1 � ˛N22 � .˛Y21 C ˛N21/l1 � .˛Y22 C ˛N22/l2 :

5 or equivalently, (split, split) or (no-heard, no-heard) strategy.
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Fig. 44.8 (Uncoherent, uncoherent) Nash equilibria

The .l1; l2/ strategy is a Nash Equilibrium if, and only if, .x; y/ 2 E.l1; l2/, where

E.l1; l2/ D f.x; y/ W HL.l1; l2/ � x � HR.l1; l2/ and VD.l1; l2/ � y � VU .l1; l2/g:

Hence, E.l1; l2/ is the Nash Equilibrium domain of the .l1; l2/ strategy (see
Fig. 44.8).

Since HR.l1; l2/ D HL.l1; l2/ � A11 and VU .l1; l2/ D VD.l1; l2/ � A22, we
have that

� If A11 > 0 or A22 > 0, there are no .l1; l2/ Nash Equilibria, for every l1 2
f1; : : : ; n1 � 1g and l2 2 f1; : : : ; n2 � 1g.

� If A11 � 0 and A22 � 0, there are .l1; l2/ Nash Equilibria, for every l1 2
f1; : : : ; n1 � 1g and l2 2 f1; : : : ; n2 � 1g .

Hence, the following equalities determine the domains of the .l1; l2/Nash Equilibria
(see Fig. 44.8):

HR.l1; l2/ D HL.l1 C 1; l2/ and VU .l1; l2/ D VD.l1; l2 C 1/:

In the left tiling of Fig. 44.8, we have

NY D
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�1 �1
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@
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The yellow rectangles are regions with two pure Nash equilibria and one mixed
Nash equilibrium. In the right tiling of Fig. 44.8, we have
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The yellow rectangles are regions with no pure Nash equilibrium and one mixed
Nash equilibrium.

44.8 Bifurcations and Combinatorial Equivalent Tilings

Let Aij D ˛Yij C ˛Nij , for i; j 2 f1; 2g, be the coordinates of the partial threshold
order matrix. We observe that

H.N; Y / � H.Y; Y /, A11 � 0, H.N;N / � H.Y;N /I
H.Y;N / � H.Y; Y /, A12 � 0, H.N;N / � H.N; Y /I
V.N; Y / � V.Y; Y /, A21 � 0, V.N;N / � V.Y;N /I
V.Y;N / � V.Y; Y /, A22 � 0, V.N;N / � V.N; Y /:

Let B11.n1; n2/ D A11.n1 � 1/ � A12n2, B12.n1; n2/ D A11.n1 � 1/ C A12n2,
B21.n1; n2/ D A22.n2 � 1/CA21n1 and B22.n1; n2/ D A22.n2 � 1/� A21n1 be
the coordinates of the balanced threshold weight matrix. We observe that

H.N; Y / � H.Y;N /, B11.n1; n2/ � 0I
H.N;N / � H.Y; Y /, B12.n1; n2/ � 0I
V.N;N / � V.Y; Y /, B21.n1; n2/ � 0I
V.Y;N / � V.N; Y /, B22.n1; n2/ � 0:

We say that a decision tiling is structurally stable, if all the horizontal and vertical
thresholds are pairwise distinct. We say that a decision tiling is a bifurcation, if there
are, at least, two horizontal thresholds that coincide or there are, at least, two vertical
thresholds that coincide (see Figs. 44.9 and 44.10).

We say that a decision tiling is structurally horizontal (resp. vertical) stable, if
all the horizontal (resp. vertical) thresholds are pairwise distinct. A bifurcation is
horizontally (resp. vertically) single if, and only if, two horizontal (resp. vertical)
thresholds coincide. A bifurcation is horizontally (resp. vertically) double if, and
only if, two pairs of horizontal (resp. vertical) thresholds coincide. A bifurcation is
horizontally (resp. vertically) degenerated if all horizontal (resp. vertical) thresholds
coincide.

Two decision tilings are combinatorial equivalent, if the lexicographic orders of
the horizontal and vertical thresholds along the axis are the same in both tilings. The
parameter space PS is the set

PS D f˛ D .˛Y11; ˛Y12; ˛Y21; ˛Y22; ˛N11; ˛N12; ˛N21; ˛N22/ 2 R8g:

The bifurcation parameter space BPS

BPS D f˛ 2 PS W Aij D 0 _ Bij D 0; with i; j 2 f1; 2gg
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is the set of all parameters corresponding to bifurcation decision tilings. All param-
eters, in a same connected component of PS nBPS , determine decision tilings that
are combinatorial equivalent.

Next we characterize the different orders for the horizontal and vertical thresh-
olds.

Case H.N; Y / < H.Y;N /: If A11 < 0 and A12 > 0, then

H.N; Y / < H.Y; Y / < H.Y;N / and H.N; Y / < H.N;N / < H.Y;N /:

Hence, the horizontal threshold H.N; Y / is the smallest one and the horizontal
threshold H.Y;N / is the largest. Therefore, the only indeterminacy to solve this
case is the order between the thresholdsH.N;N / andH.Y; Y /. IfB12.n1; n2/ < 0,
then H.N;N / < H.Y; Y /. If B12.n1; n2/ D 0, then H.N;N / D H.Y; Y /. If
B12.n1; n2/ > 0, then H.Y; Y / < H.N;N /. If A11 D 0 and A12 > 0, then
H.N; Y / D H.Y; Y / andH.N;N / D H.Y;N / (see Fig. 44.11).

Case H.Y; Y / < H.N;N /: If A11 > 0 and A12 > 0, then

H.Y; Y / < H.N; Y / < H.N;N / and H.Y; Y / < H.Y;N / < H.N;N /:

Hence, the horizontal threshold H.Y; Y / is the smallest one and the horizontal
threshold H.N;N / is the largest. Therefore, the only indeterminacy to solve this
case is the order between the thresholdsH.N; Y / andH.Y;N /. IfB11.n1; n2/ < 0,
then H.N; Y / < H.Y;N /. If B11.n1; n2/ D 0, then H.N; Y / D H.Y;N /. If
B11.n1; n2/ > 0, then H.Y;N / < H.N; Y /. If A12 D 0 and A11 > 0, then
H.Y; Y / D H.Y;N / and H.N; Y / D H.N;N / (see Fig. 44.12).

Case H.Y;N / < H.N; Y /: If A11 > 0 and A12 < 0, then

H(N,N)
H(N,Y) H(Y,Y)

H(Y,N)

(Y,Y)
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Split

∞−← ∞ ← H(N,N) = H(Y,Y)H(N,Y)
H(Y,N)

(Y,N)

(N,Y) (Y,Y)

(N,N)

Split

Split

∞−← ∞ ←
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H(N,Y) = H(Y,Y) 

H(N,N) = H(Y,N)

(Y,N)

(N,Y) (Y,Y)

(N,N)

∞−← ∞ ←

Fig. 44.11 A11 
 0 and A12 > 0
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Fig. 44.12 A11 > 0 and A12 � 0
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Fig. 44.13 A11 � 0 and A12 < 0

H.Y;N / < H.Y; Y / < H.N; Y / and H.Y;N / < H.N;N / < H.N; Y /:

Hence, the horizontal threshold H.Y;N / is the smallest one and the horizontal
threshold H.N; Y / is the largest. Therefore, the only indeterminacy to solve this
case is the order between the thresholdsH.Y; Y / andH.N;N /. IfB12.n1; n2/ > 0,
then H.Y; Y / < H.N;N /. If B12.n1; n2/ D 0, then H.Y; Y / D H.N;N /. If
B12.n1; n2/ < 0, then H.N;N / < H.Y; Y /. If A11 D 0 and A12 < 0, then
H.Y;N / D H.N;N / and H.N; Y / D H.Y; Y / (see Fig. 44.13).
Case H.N;N / < H.Y; Y /: If A11 < 0 and A12 < 0, then

H.N;N / < H.Y;N / < H.Y; Y / and H.N;N / < H.N; Y / < H.Y; Y /:

Hence, the horizontal threshold H.N;N / is the smallest one and the horizontal
threshold H.Y; Y / is the largest. Therefore, the only indeterminacy to solve this
case is the order between the thresholds H.Y;N / and H.N; Y /. If B11.n1; n2/ >
0, then H.Y;N / < H.N; Y /. If B11.n1; n2/ D 0, then H.Y;N / D H.N; Y /.
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Fig. 44.15 Triple bifurcation

H(N,Y) = H(N,N) = H(Y,Y) = H(Y,N)

(Y,Y)

(N,N) (Y,N)

(N,Y)

∞−←x x→ ∞

If B11.n1; n2/ < 0, then H.N; Y / < H.Y;N /. If A12 D 0 and A11 < 0, then
H.N;N / D H.N; Y / and H.Y; Y / D H.Y;N / (see Fig. 44.14).

Case HŒ.N;N/D.N;Y /D.Y;N/D.Y;Y /	 If A12 D 0 and A11 D 0, we obtain
H.N;N / D H.N; Y / D H.Y;N / D H.Y; Y /. Hence, in this case, we have
determined all the no-split strategies that are Nash equilibria in terms of the
horizontal relative preferences decision x (see Fig. 44.15).

In Fig. 44.16, the thresholdsH.Y; Y / (resp. V.Y; Y /) are marked by the red dots, the
thresholds H.Y;N / (resp. V.N; Y /) are marked by the orange dots, the thresholds
H.N; Y / (resp. V.Y;N /) are marked by the blue dots, and the thresholdsH.N;N /
(resp. V.N;N /) are marked by the green dots. We have four horizontal (resp. verti-
cal) thresholds whose order is determined in each direction of the bussola. The way
the colored thresholds spiral in the bussola correspond to the way they change with
the coordinates of the partial threshold order matrix and with the coordinates of the
threshold balanced weight matrix. Hence, a pair .d1; d2/ of directions in the bussola
determine a unique decision tiling, up to combinatorial equivalence, and vice-versa.
The russula has the following properties:

� d1 and d2 are both in the north side of the bussola if, and only if, there are only
(uncoherent, uncoherent) Nash equilibria in the corresponding tiling.

� d1 is in the north side and d2 is in the south side of the bussola if, and only if,
there are (uncoherent, coherent) Nash equilibria in the corresponding tiling.
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Fig. 44.16 Horizontal (or vertical) decision bussola

� d1 is in the south side and d2 is in the north side of the bussola if, and only if,
there are (coherent, uncoherent) Nash equilibria in the corresponding tiling.

� d1 and d2 are both in the south side of the bussola if, and only if, there are
(coherent, coherent) Nash equilibria in the corresponding tiling.

There are 64 combinatorial classes of structurally stable decision tilings and 225
combinatorial classes of bifurcation decision tilings.

44.9 Conclusions

Small changes in the coordinates of the partial threshold order matrix and of the
threshold balanced weight matrix, when these coordinates are close to zero, can
change their sign and, therefore, alter the order of the horizontal and vertical
thresholds. These changes can create and annihilate coherent and uncoherent Nash
equilibria giving rise to abrupt changes in individuals and collective behavior.
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Chapter 45
A Hotelling-Type Network

Alberto A. Pinto and Telmo Parreira

Abstract This paper develops a theoretical framework to study spatial price com-
petition in a Hotelling-type network game. Each firm i is represented by a node of
degree ki , where ki is the number of firm i ’s direct competitors (neighbors). We
investigate price competition à la Hotelling with complete and incomplete informa-
tion about the network structure. The goal is to investigate the effects of the network
structure and of the uncertainty on firms’ prices and profits. We first analyze the
benchmark case where each firm knows its own degree as well as the rivals’ degree.
Then, in order to understand the role of information in the price competition net-
work, we also analyze the incomplete information case where each firm knows its
type (i.e. number of connections) but not the competitors’ type.

45.1 Introduction

Looking at the Hotelling model [14], it’s easy to imagine it transposed to a net-
work, where each edge represents a market, disputed by the two firms located at
the extreme nodes. In a network, a node can be linked to more than one edge, so it
will be disputing as many markets as the number of edges to which it is connected.
In each node, a firm establishes a product’s selling price that will be used in every
market where it is competing. We investigate the effects of the network structure
on firms’ prices and profits. We assume that each firm’s production cost depends
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only upon the degree of the firm’s node. We first analyze the benchmark case where
every firm knows its node degree and its direct rivals’ degree nodes. In this case
firms have complete information about their competitors’ nodes so they know their
competitors production costs. In the case of incomplete information each firm only
knows its node degree and the probability distribution of the degrees of the nodes in
the network. We determine, explicitly, the Bayesian Nash equilibrium prices and the
associated equilibrium expected profits for each firm in the network, as a function
of the firm’s degree node using the results obtained for the Hotelling model with
uncertainty in the production costs of both firms (see [17]).

45.2 Hotelling Model on a Single Line

We assume the buyers of a commodity will be uniformly distributed along a line
(normalized to length one). At the two ends of the line there are two firms A and B
selling the same commodity with unitary production costs cA and cB . No customer
has any preference for either seller except on the ground of price plus transportation
cost t . We will assume that each consumer buys a single unit of the commodity in
each unit of time and in each unit of length of the line. Denote A’s price by pA
and B’s price by pB . The point of division x between the regions served by the
two entrepreneurs is determined by the condition that at this place it is a matter of
indifference whether one buys from A or from B (see Fig. 45.1). Throughout the
paper we assume that production costs cA and cB are such that the demand of both
firms is above zero i.e. jcA�cB j � t . We also assume that every consumer is willing
to pay at most v, but v is sufficiently high such that every buyer has always the option
to buy from both firms (see [1] and [13] for Hotelling and related models)

45.2.1 Hotelling Model with Complete Information

In the complete information case, it is well-known that the indifference consumer
location x is given by

pA C tx D pB C t.1 � x/:
Hence, we have that

x D .t C pB � pA/=2t:

x0 1

Cost: t (1-x) + pBCost: t x + pA

Firm A Firm B

Fig. 45.1 Hotelling’s linear city
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Then, the profits, for each firm, are given by

�A.pA; pB/ D .pA � cA/x D .pA � cA/
�
1

2
C pB � pA

2t

�

I (45.1)

�B .pA; pB/ D .pB � cB/.1 � x/ D .pB � cB/
�
1

2
C pA � pB

2t

�

: (45.2)

From the first order condition (FOC), the Nash equilibrium prices are given by

p�
A D t C

2

3
cA C 1

3
cB I

p�
B D t C

2

3
cB C 1

3
cA:

Furthermore, the corresponding profits, for each firm, are

�A D t

2
C cB � cA

3
C .cB � cA/2

18t
D .3t C .cB � cA//2

18t
I

�B D t

2
C cA � cB

3
C .cA � cB/2

18t
D .3t C .cA � cB //2

18t
:

45.2.2 Hotelling Model with Incomplete Information

In this subsection, we consider a symmetric Hotelling model with incomplete infor-
mation, (for other duopoly models with incomplete information, see [4–10, 16])
where both firms have a specific space of price strategies associated with their pro-
duction costs, and we compute the corresponding Bayesian Nash equilibrium in
prices.

Let the triple .I;˝; q/ represent the (finite, countable or uncountable) set I with
�-algebra ˝ and probability measure q, over I . Let c W I ! RC

0 be a measurable
function with finite expected value:

E.c/ D
Z

I

czdq.z/ <1I

We assume that dq.z/ denotes the probability of the belief of each firm on the
production costs of the other firm.

Theorem 45.1. The Bayesian Nash equilibrium prices for the symmetric Hotelling
game with incomplete information are

pz
A D pz

B D t C
cz CE.c/

2
:
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Furthermore, the ex-ante expected profits �EA.cz/ are given by

�EA.cz/ D .2t � cz C E.c//2
8t

:

We observe that the equilibrium prices and the expected profits depends only
upon their own production cost, the expected values of the production costs and the
transportation costs.

The proof is based on the result presented in [17], where the Bayesian Nash equi-
librium prices is also computed for an asymmetric Hotelling model with uncertainty
on the production cost of both firms.

45.3 Hotelling-Type Networks

The Hotelling network consists of nodes where the firms are located, and edges
normalized with length one, where the consumers are uniformly distributed. We
assume that each firm FA has a production cost cA and that each buyer can shop
in either of the firms located at the extreme points of its edge. The customer has no
preferences for either firm, except on the grounds of price plus the transportation
cost t that it is proportional to its distance to the firm. Each firm, represented by
a node of degree k, competes in k markets with its k neighbors, and practices the
same competitive price in all the k the markets, i.e. consumers in different edges of
the same node pay the same price to the firm in that node plus its transportation cost.

45.3.1 Hotelling’s Model in Networks
with Complete Information

Let G be a network with N nodes. For every firm FA, let VA be the set of all
firms that share a common edge with firm FA, i.e. the direct neighbors of firm FA.
We assume that all players possess complete knowledge of the prevailing network,
including the production costs of the firms at all nodes. For each market on an edge
with Firms FA and FB , the indifferent buyer is given by the following distance xA;B
of firm A, given by

pA C txA;B D pB C t.1 � xA;B/: (45.3)

Solving equality (45.3), we find the location, xA;B of the indifferent buyer,

xA;B D pB � pA C t
2t

: (45.4)

The profit associated with this market for the firm FA is

�A;B D .pA � cA/xA;B D 1

2t
.pA � cA/.t � pA/C 1

2t
.pA � cA/pB : (45.5)



45 A Hotelling-Type Network 713

For each firm FA, in a node with degree kA, the profit function �A is the sum of the
profits obtained in every market, i.e.

�A D kA

2t
.pA � cA/.t � pA/C

X

B2VA

pB
.pA � cA/

2t
: (45.6)

Lemma 45.1. For a network with N nodes, the Nash equilibrium prices are the
solution of the following linear system of N equations

pA D 1

2

0

@t C cA C
X

B2VA

pB

kA

1

A : (45.7)

Proof. From the FOC, we obtain that

@�A

@pA
D kA

2t
.t � 2pA C cA/C kA

2t

X

B2VA

pB

kA
D 0:

ut
Let us consider the exponential cost function

ck D te� k
10

that relates the cost of production with the degree of the node. We note that the
cost of production decreases with the degree of the node. Using the exponential
cost function, for the network given in Fig. 45.2, we compute the prices and the
corresponding profits (see Table 45.1). In this case, we can observe some interesting

Fig. 45.2 A network example. The dashes in the edges represents a possible division of markets
in each edge that firm 1 competes and x12, x13 and x18 are the indifferent consumers at different
edges
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Table 45.1 Equilibrium prices and profits

Node Degree:k c(k) p(k) Profit(k) Profit(k)/k

1 7 0,7047t 1,7661t 3,943t 0,5633t
2 2 0,9048t 1,8405t 0,8755t 0,4378t
3 6 0,7408t 1,7864t 3,2796t 0,5466t
4 2 0,9048t 1,863t 0,918t 0,459t
5 1 0,9512t 1,9035t 0,4534t 0,4534t
6 3 0,8607t 1,8558t 1,4854t 0,4951t
7 2 0,9048t 1,8525t 0,898t 0,449t
8 4 0,8187t 1,8138t 1,9804t 0,4951t
9 3 0,8607t 1,8307t 1,4115t 0,4705t
10 4 0,8187t 1,8224t 2,0148t 0,5037t
11 2 0,9048t 1,868t 0,9276t 0,4638t
12 3 0,8607t 1,8398t 1,4378t 0,4793t
13 1 0,9512t 1,8587t 0,4117t 0,4117t

points: firms at nodes with the same degree can have different equilibrium prices,
e.g., nodes 5 and 13 have degree 1, but node 13 has a neighbor of degree 7 whereas
the neighbor of node 5 has degree 2; equilibrium prices of the firms at nodes 5 and
13 are 1; 9t and 1; 86t , respectively, and the profits of the firms at nodes 5 and 13 are
0; 45t and 0; 41t , respectively. We also note that firms at nodes with higher degree
achieve lower prices, but they obtain more profits per market because they attract
more clients.

45.3.2 Hotelling’s Model in Networks, with Incomplete
Information

Let G be a network with finite or infinite set of nodes. Every firm FA has a pro-
duction cost ck D cA that just depends upon the degree k D kA of the node. The
firms have incomplete information, i.e. every firm FA knows his own degree kA
but ignores the degree of the other firms. The overall degree distribution is assumed
common knowledge. Let q D fqkg1kD0 be the probability density of the degree of
the nodes k in the network, i.e. each qk denotes the fraction of firms who have k
neighbors. Noting that the frequency with which each node of degree k is encoun-
tered is proportional to the product kqk , the corresponding probability density for
the degree distribution of a neighboring node i.e., one that is chosen as the neighbor
of some randomly selected node (see [11] and [12]) is given by Qq D f Qqkg1kD0, where

Qqk D qkk
P1
k

0 D0 qk0k
0
:
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Given a firm in a node, the expected production cost E.c/ of a firm in a neighboring
node is given by

E.c/ D
Z

I

ckd Qqk <1:

Theorem 45.2. The Bayesian Nash equilibrium prices, for the Hotelling network
with incomplete information, are

pk D t C ck C E.c/
2

; (45.8)

where pk is the competitive price of a firm located at a node of degree k. Further-
more, the ex-ante expected profits in equilibrium are

�EAk D k.2t � ck C E.c//2
8t

: (45.9)

The proof is in [17].

Let c.kI�/ D 2t C E.c/ �
q
8t�
k

, where � is a given profit.

Corollary 45.1.
ck < c.kI�/, �EAk > �:

In Fig. 45.3, the dependence of the cost ck in the degree node k is shown for
several ex-ante expected isoprofits.

By equality (45.6), the ex-post profit of a firm at a node with degree k, given that
their neighbor firm costs are c1; : : : ; ck , is

�EPk .c1; : : : ; ck/ D .pk � ck/
 
k

2
C
Pk
iD1 pi � pk

2t

!

; (45.10)

where pk and pi ; i D 1; : : : ; k are the Bayesian–Nash equilibrium prices (45.8).
Note that pi D pdegree.Vi /, where Vi is the i neighbor of the node with degree k.

Remark 45.1. (static analysis) For the Hotelling network, with incomplete informa-
tion, we have that

�EPk .c1; : : : ; ck/� �EAk D
 

kX

iD1
ci � kE.c/

!�
1

4
C E.c/ � ck

8t

�

: (45.11)

Furthermore,

kX

iD1
ci < kE.c/ if, and only if, �EPk .c1; : : : ; ck/ < �EAk : (45.12)

The proof is in [17].
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Fig. 45.3 Ex-ante isoprofit curves, with transportation cost t D 1 and expected cost E.c/ D 1:5

We are going to study three different types of networks and we will compare the
prices and the profits obtained with complete and with incomplete information: (a)
a regular network; (b) A network where the degree distribution is assumed Pois-
son (studied by Erdös and Rényi [3]) and the network is generated by a mechanism
where connectivity is set at random (every possible link is formed with a fixed inde-
pendent probability) and the framework is stationary (the set of nodes is large but
given); and (c) a network where the degree distribution is scale-free (i.e. it is given
by a power law). Barabási and Albert [2] have shown that these structures arise in
growing environments where new links are again set at random, but with a (linear)
bias in favor of nodes that are more highly connected. We will use the following
relation

ck D te� k
10

between the node’s degree and the production cost.
Let the network be regular, where each node has degree k. In this case, the prices

and profits obtained with incomplete information are the same as the ones obtained
with complete information, because if all firms know the network’s distribution,
then they know the network. The prices are given by

pk D t C ck
and the profits are given by

�k D kt

2
:
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Fig. 45.4 Network with Poisson distribution

Let the network degree be Poisson distributed. The probability that a randomly
selected node has degree k is given by

f .kI�/ D e���k

kŠ
(45.13)

where � is the average network degree. In Fig. 45.4, we present a network with
100 nodes generated using a Poisson distribution with average network degree close
to 4. In Table 45.2, we show the prices and profits with complete information and
the expected prices and profits with incomplete information.

Let the network degree be scale-free. The probability that a randomly selected
node has degree k is given by

pk D k��

�.�/
(45.14)

where � � 2 is a parameter that determines the decay of the distribution and �.�/ DP1
kD1 k�� is the Riemann zeta function. The average degree is given by

z.�/ D �.� � 1/
�.�/

In Fig. 45.5, we present a scale-free network with 100 nodes.
In Table 45.3, we show the prices and profits with complete information and the

expected prices and profits with incomplete information.



718 A.A. Pinto and T. Parreira

Table 45.2 Poisson distribution: complete vs. incomplete information. The table relates the prices,
profits and profits per market in each node of the network with Poisson degree distribution. p refers
to prices and l refers to profits. E.p/ and E.l/ are the expected prices and profits. The last row
of the table are the averages of the respective column values. The differences are computed in
absolute value
node k c(k) p E(p) p-E(p) l E(l) l-E(l) l/k E(l)/k (l-E(l))/k

0 8 0,449t 1,531t 1,534t 0,0028t 4,68t 4,705t 0,0244t 0,585t 0,588t 0,0031t

1 5 0,607t 1,597t 1,612t 0,0154t 2,453t 2,53t 0,0767t 0,491t 0,506t 0,0153t

2 2 0,819t 1,711t 1,719t 0,0073t 0,797t 0,81t 0,013t 0,398t 0,405t 0,0065t

3 4 0,67t 1,631t 1,644t 0,013t 1,847t 1,897t 0,0502t 0,462t 0,474t 0,0126t

4 1 0,905t 1,788t 1,762t 0,0259t 0,39t 0,367t 0,0225t 0,39t 0,367t 0,0225t

... ... ... ... ... ... ... ... ... ... ... ...

99 6 0,549t 1,58t 1,584t 0,004t 3,187t 3,212t 0,025t 0,531t 0,535t 0,0042t

0,0149t 0,0479t 0,0141t
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Fig. 45.5 Network with scale-free distribution

45.4 Conclusion

We present the Bayesian Nash equilibrium prices and associated equilibrium
expected profits of each firm in a network as a function of the firm’s degree node
and we found that these prices do not depend on the network distribution, except
on their first moments. We computed the price and profit values, in equilibrium,
for some classical networks: regular networks, random networks and scale-free
networks. Moreover, we compared the prices and profits obtained in the case of
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Table 45.3 Scale-Free distribution: complete vs. incomplete information

node k c(k) p E(p) p-E(p) l E(l) l-E(l) l/k E(l)/k (l-E(l))/k

0 30 0,045t 1,353t 1,321t 0,0324t 25,48t 24,23t 1,2496t 0,849t 0,808t 0,0417t

1 10 0,368t 1,52t 1,48t 0,0402t 6,636t 6,18t 0,4551t 0,664t 0,618t 0,0455t

2 3 0,741t 1,696t 1,666t 0,0299t 1,369t 1,284t 0,0844t 0,456t 0,428t 0,0281t

3 1 0,905t 1,712t 1,748t 0,0358t 0,326t 0,356t 0,0295t 0,326t 0,356t 0,0295t

4 4 0,67t 1,676t 1,631t 0,0447t 2,021t 1,845t 0,1757t 0,505t 0,461t 0,0439t

... ... ... ... ... ... ... ... ... ... ... ...

99 1 0,905t 1,801t 1,748t 0,0532t 0,402t 0,356t 0,0463t 0,402t 0,365t 0,0463t

0,065t 0,1067t 0,0571t
The table relates the prices, profits and profits per market in each node of the network with Scale-
Free degree distribution p refers to prices and l refers to profits. E.p/ and E.l/ are the expected
prices and profits. The last row of the table are the averages of the respective column values. The
differences are computed in absolute value.

complete information with the prices and profits obtained in the case of incomplete
information.
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Chapter 46
The Closing Lemma in Retrospect

Charles Pugh

Voici un fait que je n’ai pu démontrer rigoureusement, mais qui me parait pourtant très
vraisemblable. Étant données des équations . . . et une solution particulière quelconque de
ces équations, on peut toujours trouver une solution périodique (dont la période peut, il
est vrai, être très longue), telle que la différence entre les deux solutions soit aussi petite
qu’on le veut, pendant un temps aussi long qu’on le veut. D’ailleurs, ce qui nous rend ces
solutions périodiques si précieuses, c’est qu’elles sont, pour ainsi dire, la seule brèche par
où nous puissions essayer de pénétrer dans une place jusqu’ici réputée inabordable.

– Henri Poincaré, 1892

Abstract This paper presents a discussion of the closing lemma, its origins and
development.

46.1 Rowland Hall

On a Friday afternoon in 1963, I was making my way down a staircase in Row-
land Hall at Johns Hopkins, when I encountered my advisor, Phil Hartman. He had
just returned from a seminar at RIAS1 where he’d listened to Mauricio Peixoto talk
about structural stability. At the time, structural stabilty was a new idea in the West.
Hartman mentioned to me a question of Peixoto that he thought I “might find inter-
esting,” namely “If a vector field X has a recurrent orbit, can X be perturbed so the
recurrent orbit becomes a closed orbit?” The perturbation was to be an additional
vector field � with small C 1-size. The new vector field Y D X C� should have a

C. Pugh
Department of Mathematics, University of Toronto, 40 St. George Street, Toronto, ON,
Canada M5S 2E4
e-mail: cpugh@math.utoronto.ca
1 Research Institute for Advanced Study, the forerunner to the Lefschetz Center for Dynamical
Systems at Brown University.
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in Mathematics 1, DOI 10.1007/978-3-642-11456-4 46,
c� Springer-Verlag Berlin Heidelberg 2011
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closed orbit near the recurrent orbit of X , and this accounts for the name “Closing
Lemma.”2 You close a recurrent orbit. Peixoto had already proved a version of the
Closing Lemma as part of his two dimensional structural stability theorem – the
generic vector field on a compact surface is structurally stable – but was seeking a
more definitive result.

Hartman’s crucial advice was this: Figure out why the obvious construction of�
fails. During the following weekend I did exactly that, and saw how to get around
the worst errors.

46.2 Two Wrong Proofs

It’s easiest to think about the question for vector fields on compact surfaces, and
that’s where I focused my attention – flows in dimension two.3 The simplest case
is that of constant vector fields X on the torus whose orbits have irrational slope.
All the orbits of X are recurrent and they all become closed when the slope is
changed from irrational to rational. Not very enlightening, but at least re-assuring.
See Fig. 46.1.

In general, a recurrent orbit of a vector field X on a surface crosses a local
transversal segment P repeatedly. You think of a point p0 on P , and you track
its successive return points under the X -flow ' as

p1 D 't1.p0/; p2 D 't2.p0/; � � � 2 P

where 0 < t1 < t2 < : : : . Recurrence implies that the points pn accumulate at p0.
Then you try to perturb X to Y D X C � so that instead of merely returning near
p0, the Y -orbit returns to p0 itself. See Fig. 46.2. The intuition is that you want �
to deform the X -trajectories so pn moves toward and eventually equals p0.

To keep everything simple, it’s a good idea to think of X near the transversal as
trivial. In the right local coordinate system at p0,P is a segment on the y-axis andX
is the constant horizontal vector field X D @=@x. I called such a coordinate system
a flowbox. See Fig. 46.3. Flowbox coordinates exist at every nonsingular point, i.e.,
whereverX.p/ 6D 0.

2 I later learned that Réné Thom was responsible for the concept and statement of the Closing
Lemma. He needed the result as a lemma in his proof that the generic ordinary differential equation
has no first integrals, i.e. no global smooth functions which are constant on the ODE’s orbits. After
lengthy discussions, Peixoto convinced Thom that his proof of the Closing Lemma had a major gap.
It produced a perturbation that was C0-small but not Cr -small, and failed to lead to a genericity
result in the class of Cr ODE’s. Years later, Truman Bewley proved Thom’s genericity result,
bypassing the Closing Lemma.
3 In this survey paper, for no special reason, I have chosen to concentrate on vector fields and flows
rather than diffeomorphisms.
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Fig. 46.1 The surface is the torus – the square with opposite edges identified. The orbits ofX have
irrational slope and are recurrent. The orbits of Y D X C� have rational slope and are closed.

p0

p1

p1

pn

P

Fig. 46.2 The Y -orbit through p0 returns to P at pn.�/, which is closer to p0 than is pn. The
dotted curves indicate orbits traveling on distant parts of the surface where there may be handles
permitting them to “cross under” the orbits shown connecting p0 to p1 and p1.�/.

Using a flowbox F with coordinates �1 � x � 0 and �1 � y � 1, there are
two “obvious” (but incorrect) proofs of the Closing Lemma. Both rely on Peixoto’s
perturbing vector field

� D ��ˇ.x; y/
� @

@y

�

where ˇ is a fixed, smooth bump function with support F , � is a positive constant,
and � 2 Œ�1; 1� is a parameter. When � is small, � has small C 1-size. In fact it
has small C r -size for all r . The nth return of the recurrentX -orbit is pn. For many
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Fig. 46.3 The X-flow in a flowbox is trivial. It is unit speed horizontal translation.

p0

p1

pn

PFS

s1

sn

pn (–1)

pn (1)

Fig. 46.4 The Intermediate Value Theorem gives a � 2 .�1; 1/ such that the local Y.�/-orbit
connects sn to p0, apparently creating a closed orbit through p0.

large n, pn is very near p0. The nth return of p0 with respect to Y.�/ D X C� is
pn.�/. Orbits take unit time to cross F from its left side S D f�1g � Œ�1; 1� to its
right side P D f0g � Œ�1; 1�. A local Y.�/-orbit connects sn.�/ to pn.�/.

When � D 0, sn.0/ D sn. When � D 1, the local Y -orbit through sn leaves the
flowbox F above p0 and when � D �1, it leaves F below p0. The Intermediate
Value Theorem gives a � 2 .�1; 1/ such that the local Y -orbit through sn leaves F
exactly at p0, which apparently implies that the Y -orbit through p0 is closed. See
Fig. 46.4.

The error in this proof involves the points pk 2 P with 0 < k < n. They are
intermediate intersections of the recurrent orbit and the transversal, where “interme-
diate” refers to the time order, not the order along the transversal. The perturbation
affects all of them, not merely the last one. It may perfectly well be that the local
Y.�/-orbit connects sn to p0, but Y.�/ also changes the orbit from p0 to S . No
longer need the Y -orbit through p0 cross S at sn. This simplistic way of connecting
sn to p0 may break the orbit that connects p0 to sn.
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p0

p1

pn

PFS

F0

Fig. 46.5 A thin flowbox F0 eliminates intermediate intersections of the X-orbit through p0.

p0

pn

F0
sn

γ

Fig. 46.6 Y D X C� has a closed orbit through p0.

Now, if there were no intermediate intersections, the preceding proof would be
OK, and this leads to the second incorrect proof. Take a subflowbox F0 � F thin
enough so it is disjoint from the X -orbit between p0 and sn. This can be done
by looking at a large n so that pn is closer to p0 than any pk with 0 < k < n,
and it solves the intermediate intersection problem. See Fig. 46.5. Since F0 is free
from intermediate intersections, it is called a free flowbox and the short transversal
segment P0 D P \ F0 is called a free segment. Scale the perturbing vector field
� to F0. Then sn D sn.�/, and the Y.�/-orbit connects sn to p0, again apparently
producing a closed orbit through p0. See Fig. 46.6.

The error here is subtler. It involves the relative positions of p0 and pn on the
free segment P0 D P \ F0. You want Y D X C� to connect sn to p0, you want
� to have C 1-size < �, and you want � to have support in F0. At first glance, this
seems like no problem at all, and in fact it’s how Thom saw things. Basically, as
in Fig. 46.6, you just draw a smooth local Y -orbit � from sn to p0 in F0. Since F0
is thin, � is nearly horizontal, so its tangent is nearly equal to X , and Y � X is
C r -small.

The trouble is that merely because the local orbits of one vector field C r -
approximate the local orbits of another, the two vector fields need not be C r close
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Fig. 46.7 The vector field Y D @=@x C � does not C1-approximate X D @=@x despite the fact
that all its local orbits are nearly horizontal in the C1 sense.

together. More is required. The transverse properties of the local orbit assemblies
must also be C r close together.4 See Fig. 46.7. The vector field Y defines the
Poincaré map � W S ! P according to the formula

�.s/ D '1.s; Y /

where s D .�1; y/ 2 S and 't .s; Y / is the Y -orbit through s. Because � is C 1-
small, �0.s/ must be approximately equal to 1. This is the necessary transverse
property of Y .

Since� has support in F0, � sends its left edge S0 to its right edge P0, endpoints
being sent to endpoints. Since �0  1, � cannot alter the relative positions of points
of S0 significantly. � sends points near the middle of S0 to points near the middle of
P0. Now it may very well happen that p0 lies near the top of P0 while pn lies near
the bottom, which would make it impossible for � to send sn to p0. That’s the error
in the thin flowbox proof. See Fig. 46.6.

What can be learned from these two wrong proofs? First, it’s easy to be misled
by one’s intuition and optimistic pictures. Second, intermediate intersections are
disastrous. They must be avoided at all costs. Third, given a C 1-small perturbation
in a thin flowbox, one can hope to estimate its relative or proportional effect on
the Poincaré map � across the flowbox. More precisely, if s D .�1; y/ 2 S0 and
p D .0; y/ then estimates on the proportional lift

L.s/ D j�.s/ � pjjS0j
are possible.

46.3 Good Position

Over that weekend in 1963, I came to a rough understanding of the two wrong
proofs, and I realized that a certain amount of proportional progress (in the sense
that pn.�/ becomes closer to p0 relative to the width of a thin flowbox) can be
achieved. The proportional progress was on the order of �, provided that the points
p0, pn lie in the middle part of the free segment P0. On the other hand, if they lie

4 The same issue arises for dynamical foliations. Often, the stable manifold foliation has smooth
leaves, but has unavoidably bad properties transverse to the leaves.
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P

p0

pn

pk

Fig. 46.8 The intermediate intersection pk is too close to p0 so the pair .p0; pn/ gets replaced by
the pair .p0; pk/.

near the endpoints of P0 relative to the length of P0 all is lost: the proportional
progress is� �. (� is approximately the C 1 size of the perturbation�.)

So how to cope? The segment P0 is dictated by its avoidance of the intermediate
intersections. What’s to be done if an intermediate intersection pk actually does
occur very near p0 or pn in comparison to jp0 � pnj? For then p0 or pn would lie
too near the endpoints of P0. Well, this was my only original idea, and it’s not much.
Simply replace the bad orbit pair .p0; pn/ by a sub orbit pair consisting of the too
close pk and the closer of p0, pn. See Fig. 46.8. (An orbit pair .p; q/ has '� .p/ D q
for some � > 0.) If the sub orbit pair is still bad (intermediate intersections occur
too close to the new pair), repeat the replacement. There are only finitely many
intermediate intersections so the process terminates with a good orbit pair .pi ; pj /
having 0 � i < j � n. But is the good pair near the original recurrent point p0? (If
not, making a closed orbit through pi is worthless.)

To handle this, you have to say how close is too close. You say an orbit pair .p; q/
on the transversal P is good (or has good relative position) when '� .p/ D q for
some � > 0 and all intermediate intersections 't .p/ \ P with 0 < t < � occur
outside the interval

P.p; q/ D fy W jy � pj � 2jp � qj=3g [ fy W jy � qj � 2jp � qj=3g :

This interval has length 7jp � qj=3 and is centered at the midpoint of Œp; q�.
What happens when you replace a bad orbit pair .p; q/ with a potentially better

sub orbit pair .p0; q0/? The new pair lies in P.p; q/ and

jp0 � q0j � 2

3
jp � qj :

This implies that the eventual good orbit pair .pi ; pj / produced from .p0; pn/ is not
too far from p0. In fact, its distance from p0 is dominated by the geometric series
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1X

kD0

�2

3

�k jp0 � pnj D 3jp0 � pnj ;

which is as small as you want.
So I saw how to get good pairs .p; q/ D .pi ; pj / near the original recurrent

point p0, and how to make approximately � proportional progress in pushing one
toward the other without breaking the connection between them. So what? You want
proportional progress on the order of unity (actually 3/7 would suffice) but you only
have proportional progress on the order of �. The answer is simple. Just use N very
thin disjoint flowboxes whereN > 1=�. Proportional progress of � in each box adds
up to proportional progress on the order of unity when you have N flowboxes. This
idea of “spreading the perturbation along the recurrent orbit” is roughly the same
thing as taking a single, very long and very thin flowbox.

46.4 Cleaning Things Up

There were a few things to clean up. For instance the Poincaré map from the kth
thin flowbox Fk to the next one potentially cancels the proportional progress made
in Fk . That was worrisome, so I “assumed it away” by restricting to distal flows –
flows like the irrational torus flow in which orbits stay approximately parallel. But
eventually things turned out to be OK because the Poincaré map is approximately
linear, and linear maps preserve proportions. See Sect. 46.5 below.

There were several other issues, but nothing seemed shaky at the time. Lurking
in the background was the fact that I had defined the perturbation � using flowbox
coordinates, and a vector field is once less differentiable than the coordinate sys-
tem it’s defined in. So without realizing it I was assuming X was at least C 2. See
Sect. 46.10 below.

In fact I also thought that the perturbation could be made C r small for all r � 1.
Luckily there was no ArXiv in 1963, and I saw why my technique did not handle the
C r case, r � 2, before final submission of an announcement. The reason is simple.
If � has support in a thin, unit time-length flow box F of width w and has C r size
� then its maximum size is �wr . The maximum lift (i.e., the maximum deflection
of the local Y -orbits in the y-direction) is at most �wr , so the proportional lift is at
most �wr�1. To get total proportional lift on the order of unity requires N disjoint
flowboxes, and N is a lot larger than 1=� when r � 2. Specifically, if the flowboxes
have widths w1; : : : ;wN and the total proportional lift is on the order of unity then
we must have

�.wr�1
1 C � � � C wr�1

N /  1:
But the area of each box is approximately wk � wr�1

k
when r � 2, so this implies

that the total area of the flowboxes exceeds the area of the surface when � is small,
contradicting the fact the flowboxes are disjoint.
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It is amazing that the C 2 Closing Lemma remains an open problem even for
flows on surfaces. Carlos Gutierrez, Catherine Carroll, and others have C r Closing
Lemma results for special surfaces such as the two-holed torus, but for the general
case, nothing!

46.5 Visiting Mauricio in Rio

In 1963, after Mauricio’s visit to Baltimore, I corresponded with him about the Clos-
ing Lemma and his structural stability paper. He invited me to spend that summer
at IMPA in Rio. I remember getting his first letter in its green and yellow Brazilian
airmail envelope. Pretty exotic.

At the time, Mauricio was in his forties and IMPA occupied a small building
in Botafogo, a district in the South zone of Rio part way between downtown and
Copacabana. I shared an office with Ivan Kupka who was Mauricio’s student and
IMPA’s first PhD. During that period, Mauricio was my effective advisor. Mauricio
and IMPA molded my outlook on mathematics as much as anything else, and it
would not be too far fetched to see the Closing Lemma as the second PhD thesis at
IMPA.

One of the biannual events in Brazilian mathematics of the era was the week
long meeting at Poços de Caldas, the Colóquio Brasileiro de Matemática. Poços is
a small town in the state of Minas Gerais about 300 miles from Rio. It’s a kind of
a low key hot springs resort, and most of the participants from Rio traveled there
by bus.

We were directed to be present in the central bus terminal at 6 am on a Saturday
morning for the chartered bus taking us to Poços. By starting well before 5, my wife
and I managed to arrive there by public buses (I was too cheap to try for a cab), only
getting lost twice. The first lesson confirmed our impression of Brazilian time – our
bus waited until 7:30 or so, while the group of mathematicians finished assembling.
And also, there was no grousing about the delay. That was the second Brazilian
lesson.

Our bus was of the round, school bus variety and was equipped with a many
geared manual transmission. It was a bit larger than the local buses in Rio, noted for
their floor seating policy that avoided police enforcement of over crowding laws.
Ours was packed to capacity and then some. Nobody had to sit on the floor though.

The first part of the journey was easy enough since we followed the main high-
way between Rio and São Paulo. Then we turned off into the hinterlands near
Guaratinguetá. For the next hundred miles, while bumping along over dusty, hilly
roads, Mauricio and I talked about structural stability and the Closing Lemma off
and on, puzzling about the possible cancellation of proportional progress from one
flow box perturbation to the next. We drew pictures of a necklace of thinner and
thinner flowboxes, trying to imagine how the flow from one flowbox to the next
could work against us.
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After a while we realized that this intermediate flow was not our enemy at all.
The thinner the flowboxes were, the more nearly linear the Poincaré maps were.
And linear maps do not distort proportions. If, after n steps, we had pushed the
point qn.�/ half the way from qn to pn then the flow from the nth flow box to the
.nC 1/st would hardly affect this.

Mauricio and I thought of this as the last brick in the two dimensional proof, and
were not even too perturbed when the bus broke down a mile or so out from Poços.

46.6 Flows in Dimension Three

Returning to Johns Hopkins in the 1963–1964 year, I tried to see how to make my
proof work in higher dimensions. Existence of the free regions on the transversal
(regions without intermediate intersections) is proved in the same way. It’s essen-
tially a metric space argument, and you get a good pair .p; q/ (which is close to the
recurrent point) as before.

The free region P.p; q/ for the good pair is peanut shaped: it is the union of
two balls B.p; 3d=4/ [ B.q; 3d=4/ on a transversal P , where d D jp � qj. See
Fig. 46.9. So far so good. You can push qn.�/ toward pn, flowbox after flowbox,
with the hope that eventually you get qn.�/ to exit the N th flowbox at pN . If you
can do this you get a closed orbit through p.

But there is a difficulty. It’s the shape of the free regions under the Poincaré
maps �n W Pn�1 ! Pn from one flowbox end-face to the next. The composite
˘n D �n ı � � � ı�1 can squash the original free regionR0 D P.p; q/ exponentially.
The nth free regionRn D ˘n.R0/ can become quite eccentric. See Fig. 46.10.

p q

3d/4

3d/4

Fig. 46.9 For vector fields in dimension 3, the free region of a good pair .p; q/ is a peanut-shaped
region on the two dimensional transversal P .
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pn qn

Fig. 46.10 The composite Poincaré map ˘n W P0 ! Pn can squash the original peanut shaped
free region.

The amount of progress in pushing qn toward pn is limited by the smallest width
wn of the flowbox, and in the squashed case the eccentricity wn=dn can be exponen-
tially small, where dn D jpn � qnj. If wn=dn � �n with 0 < � < 1 then the total
proportional progress in pushing qn toward pn in N flowboxes, with an �-push in
each box would be

N�1X

nD0

�wn
dn

<

1X

nD0

�wn
dn
D �

1 � �
which is not on the order of unity as � ! 0. This kills the pushing strategy as it
stands.

I puzzled a long time over what to do about this, and finally came up with the
idea of splitting the closing construction into two cases.

Case 1. The old, easy case. There is a subsequence of iterated free regions whose
shapes are uniformly similar to the original peanut. Then the previous proof for
flows on surfaces works fine. You get a sequence of N > K=� flowboxes (where
K is a constant bounding the amount of distortion of the free regions) and a propor-
tional lift on the order of �=K in each. The total proportional lift is on the order of
unity and the perturbed vector field Y D X CP�n has a closed orbit through p.

Case 2. The new case. There is no subsequence of iterated free regions with
uniformly bounded shape. The Poincaré maps are essentially linear when the flow-
boxes are thin, so you can take a subsequence of flowboxes Fn along the recurrent
orbit in which the linearized distortion tends to infinity. Under a linear map, a square
becomes a parallelogram, so the end-facePn of Fn looks like an eccentric parallelo-
gram whose eccentricity tends to infinity as n!1. The shape of the parallelogram
converges to the shape of a segment.

There are two ways the shape of a parallelogram can decay as the eccentricity
tends to infinity. The angle between the sides can tend to zero, or the ratio of one
edge to another can tend to zero. The former case reduces to the latter by choos-
ing the original parallelogram carefully.5 The free regions do look like vertically
squashed peanuts.

5 Here is a place that I should have used ellipses instead of parallelograms. (Later, Jiehua Mai did
exactly this.) For a sequence of ellipses whose eccentricity tends to infinity is easier to analyze than
a sequence of parallelograms. I more or less took the limit of the “major axes of the parallelograms”
without realizing it.
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qn

qn

q0
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pN1 qN1

qN1+NpN1+N

Fig. 46.11 The free regions are horizontally thin for NC1 iterates and vertically thin for a further
N C 1 iterates.

Now comes the trick. By choosing a new metric on the original transversal P0,
and choosing a good pair .p; q/ with respect to the new metric, the free region
R0 � P0 can be made to look like (with respect to the original metric) a peanut
squashed horizontally, and the shape of Rn remains horizontally thin for N  1=�

iterates of the Poincaré maps. Then for some N1 > N and N1 � n � N CN1, the
shapes of the Rn are again thin vertically. See Fig. 46.11. With this picture you can
gradually push qn toward pn.

The idea is to concentrate always on the thin direction, for you can make good
progress in the thin direction. During the first N iterates, when Rn is horizontally
thin, you push qn horizontally, so that eventually the horizontal coordinate of qN .�/
agrees with the horizontal coordinate of pN . Then you wait until the free region is
vertically thin. You do nothing forN < n < N1. Then, forN1 � n � N1CN , you
push vertically, until the vertical coordinate of qN1CN .�/ agrees with the vertical
coordinate of pN1CN . Due to approximate linearity, the equality of the horizontal
coordinates, achieved after N steps, is not significantly lost for the next steps, so
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Fig. 46.12 A pair of concentric, thin, uniformly scaled parallelograms can be packed in a peanut
shaped free region so that the inner one contains the good pair .p; q/. Then a pair of uniformly
scaled rectangles can be packed between the parallelograms. The support of the perturbation should
be contained in the outer parallelogram. An �-perturbation parallel to the rectangles’ short edges
results in proportionally effective motion of points in the inner parallelogram when judged along
the its short side, but little proportional motion judged along its long edge.

after a little jiggling, both coordinates agree and there is a closed orbit through p.
Figure 46.12 shows the parallelogram geometry I dealt with.
Upshot “Pushing qn toward pn in the thin direction” does the trick.

46.7 Hartman’s One Word Letter

In the spring of 1964 I was finishing my thesis work at Johns Hopkins, or so it
seemed, and I was looking for a job starting in the fall. Hartman had agreed that a
proof of the Closing Lemma on manifolds of dimensions two and three would do.

Times were rather better than they are today. I took the Greyhound bus from
Baltimore to New York City and visited Steve Smale at Columbia. After explaining
to him my version of the Closing Lemma he asked what I was doing the next year,
and I replied that I hoped to get a one year post-doc at RIAS. He then proposed he
ask Murray Protter if they had a spot open at Berkeley. One phone call from Steve
to Murray was all it took. Times were rather better then.

Berkeley gave me a position as “Acting Assistant Instructor,” which is only
slightly above a TA, but it was a real job and it doubled my income to $6600/year.
In 1964 Berkeley was in full flower – the Free Speech Movement, marches, demon-
strations, etc. It was like heaven after four isolated years in Baltimore. Steve ran a
dynamics seminar where he combined differential topology and differential equa-
tions. That’s where I met and became friends with Mike Shub. We followed Steve’s
dynamics and politics with the passion special to the era.

I had left Johns Hopkins in 1964 without actually turning in the thesis, promising
Hartman it would soon arrive. Some time that fall, I got a letter from him. A nice
Johns Hopkins envelope, nice Johns Hopkins stationery, and a one word letter from
Hartman – “Well?” I got busy and was done in the spring. Thesis defense completed,
degree in the mail, I was a happy man.

By the fall of 1965 I was pretty sure how to prove the Closing Lemma for recur-
rent orbits in higher dimensions. The idea was the same as the three dimensional
case, but the geometry was much harder. The Poincaré maps of the flow along the
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recurrent orbit areC 1 maps˘n W Pn ! P whereP is a fixed, smooth transversal to
the flow at the recurrent point p, Pn is a small neighborhood of p on P , and˘n.y/
is the nth point in P along the orbit through y 2 Pn. (˘n is the composition of n
first return Poincaré maps �1; : : : ; �n.) Each˘n is a diffeomorphism from Pn to its
image in P . The derivative of ˘n at p is an isomorphism

Tn W TpP ! T˘n.p/P:

The Tn incorporate all the obstacles to making the proof work, but you can’t say
much about them in general. Or so I thought. See Sect. 46.9. So I tried to make
the parallelogram thinking (“thin directions are good”) apply in higher dimensions.
When parallelotopes replace parallelograms there are a great many interior altitudes
to keep track of, but I eventually got a dimensional induction argument to work.

Hartman had asked that I submit the paper to the American Journal of Math, of
which he was the editor, and it appeared in 1967.

46.8 The General Density Theorem

While at Johns Hopkins, I’d hardly thought beyond recurrent orbits. They were
complicated enough. It was Steve Smale who introduced me to the more natural
nonwandering concept. The set of nonwandering orbits, ˝ , includes the recurrent
orbits and is compact. Smale thought of ˝ as the home of nontrivial dynamics. He
later came to appreciate chain recurrence, but at the time ˝ ruled. It was not much
harder to close nonwandering orbits than to close recurrent orbits, and it had a nice
payoff, the General Density Theorem, which is an extension of the Kupka–Smale
Theorem. It states that for the generic C 1 vector field X in the space X of all C 1

vector fields,
� .X/ D ˝.X/

where � .X/ is the closure of the set of closed orbits of X and ˝.X/ is the set of
nonwandering orbits. In a sense, for the generic X , closing is unnecessary – near
every nonwandering orbit there already pass closed orbits.

Involved in the deduction of the General Density Theorem from the Closing
Lemma was the concept of a semi-continuous set valued function. I thought of
X 2 X as a variable, and the set �n.X/ of hyperbolic closed orbits of period � n
as a function of X . The value �n.X/ lies in the space K of compact subsets of the
manifold. Since hyperbolic orbits are structurally stable, �n.X/ is fairly indestruc-
tible under small changes ofX . (Orbits of period n can relax and have period nC �,
but that’s not a serious discontinuity of �n.X/.) With a little work, it follows that the
closure of the set ofX -orbits, � .X/, is a lower semi-continuous function ofX asX
varies in the subset KS �X of Kupka–Smale vector fields. (All the closed orbits of
a Kupka–Smale vector field are hyperbolic.) If Y C 1-approximates a Kupka–Smale
vector field X , � .Y / can be quite a bit larger than � .X/ (new periodic orbits of
high period can suddenly appear), but the majority of the closed orbits of X persist
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xn

xn

xn
xn

x0

Fig. 46.13 Lower semi-continuity of a set valued function f W x 7! f .x/ at x0. As xn ! x0
the sets f .xn/ can be bigger than f .x/ but not much smaller in the sense that for each � > 0, the
�-neighborhood of f .xn/ contains f .x0/ for all large n.

for Y . They may budge a little, but not much. That’s lower semi-continuity. See
Fig. 46.13.

The beauty of semi-continuity is that a semi-continuous function is always con-
tinuous6 at points in a residual subset of its domain. Since the space of C 1 vector
fields X is a complete metric space and KS is a residual subset of X , this is
good news. The function X 7! � .X/ is continuous at the generic X . It fol-
lows that � .X/ D ˝.X/ generically. For if � .X/ ¤ ˝.X/, you fix a point
p 2 ˝.X/ n � .X/ and apply the Closing Lemma at p. This gives a closed orbit �
that passes near p. A second perturbation makes � hyperbolic, and a third pertur-
bation makes � a closed orbit of a Kupka–Smale vector field that C 1-approximates
the original vector field. All together this gives a sequence of vector fields Xn ! X

such that p is in the limit of � .Xn/ as n !1, which shows that � is discontinu-
ous at X . Thus, continuity at X implies � .X/ D ˝.X/, so this is a property of the
generic C 1 vector field.

A subtlety here is that the Closing Lemma must be applied to a C 1 vector field,
not to a smoother vector field. For the C 2 vector fields are a meager subset of X .
They almost surely lie outside generic subsets of X . See Sect. 46.10 on pseudo-
flowboxes.

Anyway, the Closing Lemma for nonwandering orbits and the General Density
Theorem got published as a separate paper in the American Journal of Math, also in
1967.

6 A set valued function f W x 7! f .x/ is continuous at x0 if f .xn/ ! f .x0/ as xn ! x0 in the
sense that for each � > 0, the �-neighborhood of f .xn/ contains f .x0/ and the �-neighborhood of
f .x0/ contains f .xn/ for all large n. That is, f is both lower and upper semi-continuous at x0.
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46.9 Anosov’s Visit

In 1968 Dimitry Anosov visited Berkeley. We talked about many things including
his work on geodesic flows. I understood almost nothing about that, but Anosov had
some superb ideas about simplifying the geometry in the Closing Lemma. I had a
weak background in linear algebra – to say the least – and was unaware of the Polar
Factorization Theorem.

Given an isomorphism T W Rn ! Rn there is a unique way to factor it as

T D OP

where O is orthogonal and P is positive definite symmetric. (This is like z D rei�

where r is P and ei� is O .)
The use of this factorization is the following. I had a sequence of isomorphisms

Tn W Tp˙ ! T˘n.p/˙ (the derivatives of the Poincaré maps along the recurrent
orbit) about which I knew nothing. They were pretty much arbitrary. But if you
express them as Tn D OnPn then Pn carries all the geometry. For On is an iso-
metry. On changes nothing intrinsic to a parallelotope, only its placement in space.
The sequence of positive definite symmetric matrices Pn is much less daunting
than the sequence Tn. You have eigenvalues and eigenvectors. The eigenvectors are
orthogonal, so Pn has a subsequence for which the normalized eigenbases converge
to an orthogonal basis. To understand “thin directions” you just have to compare
eigenvalues.

Anosov led me to understand my own proof better.

46.10 Pseudo-Flowboxes

It is dangerous to construct a perturbing vector field � in an X -flowbox if the con-
struction uses the flowbox coordinates. For if X is C r then the flowbox coordinates
are C r and � is only C r�1. This apparently implies that for vector fields, all my
careful perturbation work was worthless, at least to get the General Density Theo-
rem.7 When I realized this, I had many anguished days and nights. You can imagine
that!

Lack of differentiability can actually happen. Specifically, in dimension two the
C1 vector field � D �.x; y/ is transformed under a C 1 change of variables
G.x; y/ D .u; v/ to the vector field on the surface

7 This is a technical issue only for vector fields. It is not present for diffeomorphisms. Perturbing a
diffeomorphism in a C1 coordinate system is fine. There’s no loss of differentiability. The same is
true for C1 flows. Note that a C1 vector field generates a C1 flow, but a C1 flow can be generated
by a C0 vector field!
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Fig. 46.14 The flow represented in a flowbox is rigid horizontal translation at all points of the
flowbox, while in a pseudoflowbox the flow need only be rigid horizontal translation (to first order)
at the points along the pseudo-flowbox’s central orbit.

.G��/.u; v/ D .DG/G�1.u;v/ ı� ıG�1.u; v/ :

(Here, .u; v/ are smooth coordinates on the surface.) Thus, if G.x; y/ D
.x; g.y// D .u; v/ and g.y/ is the integral of a positive, continuous, nowhere
differentiable function then g is C 1, G is a C 1 diffeomorphism, and the vector field
� D ��ˇ.x; y/.@=@y/ becomes the nowhere differentiable vector field

.G��/.u; v/ D

1 0

0 g0.g�1.v//

� 
0

��ˇ.u; g�1.v//

�

D


0

��ˇ.u; g�1.v//g0.g�1.v//

�

:

Fixing this problem required a kludge. The orbits of aC 1 vector field are actually
C 2, so at least one of the flowbox coordinates is C 2. You want to getC 2 coordinates
along a C 2 orbit � , and you want the coordinates to have the same first deriva-
tive properties along � that the flowbox coordinates have. The Whitney Extension
Theorem is relevant here. It lets you do that.8 See Fig. 46.14.
Upshot The perturbation� constructed in the pseudo-flowbox is a C 1 vector field,
and it has the same first order effect in the pseudo-flowbox that the old perturbation
� had in the flowbox. And “thus” it is no loss of generality to calculate proportional
lift in flowboxes, because it will all work out right in pseudo-flowboxes.

8 It’s much like finding a tubular neighborhood of a curve. It you just exponentiate the normals
to a Cr curve, the coordinate system loses one degree of differentiability. For the field of normals
is once less differentiable than the curve. (When the curve is C1 then exponentiation doesn’t even
give a local bijection. It’s locally onto but not locally 1:1.) Instead, you exponentiate a Cr field of
approximate normals, and you get a tubular neighborhood. But maybe you want the fibers of the
tubular neighborhood to be normal to the curve, not just transverse to it, and you don’t want to
sacrifice a derivative. The Whitney Extension Theorem is set up to do just that.
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46.11 Hamiltonianisms

My first PhD student was Clark Robinson. He got his degree in 1969. Clark general-
ized much of the qualitative genericity theory (such as the Kupka–Smale Theorem)
to conservative dynamics – dynamical systems that preserve a smooth measure,
a symplectic form, or have other special properties.9 A natural candidate was a
Hamiltonian Closing Lemma and General Density Theorem. After all, Poincaré
himself speculated about the ubiquity and importance of periodic orbits – “La seule
brèche . . . ” in the quote at the beginning of this article.

Given a C 2 real valued functionH on a symplectic manifold, such as a cotangent
bundle, then all the orbits of the corresponding Hamiltonian vector field XH are
nonwandering. Can you C 2 perturb H so the new Hamiltonian vector field has a
dense set of closed orbits?

I worked out a Hamiltonian pseudo-flowbox proof of this and in the summer
of 1966 I presented it at the International Congress of Mathematicians in Moscow.
Later, Clark and I refined the proof, axiomatized the hypotheses, and published the
C 1 Closing Lemma for a great many classes of conservative systems in the Journal
of Ergodic Theory and Dynamical Systems in 1973. We also incorporated Anosov’s
improvements to the geometric linear algebra.

One class for which we had no luck was geodesic flows. Given a Riemann struc-
ture on a manifold there is a geodesic flow on its unit tangent bundle. The vector field
generating the geodesic flow is a special kind of Hamiltonian vector field, so all the
orbits are nonwandering. The orbits are the unit tangent fields along the geodesics,
so closed orbits in the unit tangent bundle correspond to closed geodesics on the
manifold. The question is: For the generic Riemann structure, is the set of closed
geodesics dense in the manifold? The question remains unanswered.

46.12 Subsequent History

Since the 1970s a great deal of Closing Lemma related work has been done. There
are several areas.

(a) Simpler proofs of the C 1 Closing Lemma.
(b) Attempted counterexamples to the general C r Closing Lemma, r � 2.
(c) Attempted proofs to modifications of the C r Closing Lemma, r � 2.
(d) C 1 Closing Lemmas for recurrence that is more general than nonwandering.
(e) Ergodic Closing Lemmas.

9 Genericity of a property for vector fields in X does not automatically imply its genericity for
vector fields in some Y � X . For if Y is a closed, nowhere dense subset of X then the generic
member of X never lies in Y . Thus, Clark’s results were not at all straight forward to prove.
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Here is an extremely brief account of some of these areas.
(a) It was Jiehua Mai who got rid of the parallelogram/rectangle packing shown

in Fig. 46.12. He essentially solved the linearization of the perturbation problem,
imagining all the Poincaré maps are linear, and interpolated a sequence of overlap-
ping ellipsoids between a good pair of points. This gives a great simplification of
the Closing Lemma geometry, and it also led to extensions of the Closing Lemma
to more general recurrence. Marie-Claude Arnaud, Christian Bonatti, and Sylvain
Crovisier took this approach further.

(b) I think that Carlos Gutierrez has the best result in the second area. Carlos
was a student of Jorge Sotomayor who was a student of Peixoto. In 1986 Carlos
showed that while the C 1 Closing Lemma has a proof which is essentially local,
the same is not true for the C 2 Closing Lemma. His example is a smooth flow on
the 2-torus having a very degenerate fixed point q. The flow has a recurrent orbit
through p 6D q, but every C 2 small perturbation whose support does not include q
fails to close the recurrence.

Before Carlos made his counter-example to local C 2 closing I found a counter-
example to a kind of double C 2 closing. You have two recurrent points and you
want to close both at once. In both Carlos’ and my examples Denjoy estimates are
crucial.

Michael Herman worked with Hamiltonian vector fields and constructed an
example of recurrence that cannot be C1 closed in the Hamiltonian category. His
Hamiltonian flow lives on a smooth, compact symplectic manifold. There is a band
B of compact energy hypersurfaces containing no closed orbits, and C1-small
Hamiltonian perturbations never produce closed orbits in B . However, the sym-
plectic structure is non-standard in that the symplectic form is not exact near B . In
particular, the C r Hamiltonian Closing Lemma is an open question on the cotangent
bundle with its standard symplectic form.

(c) In 1965 I had a student, David Wallwork, who read Mauricio’s structural sta-
bility paper assiduously, especially the Closing Lemma part. Mauricio asserts that a
recurrent orbit of a flow on a surface can be closed or a new saddle connection can be
produced by a twist perturbation along a transversal through a point p on the recur-
rent orbit. This is Mauricio’s version of the Closing Lemma – “twist perturbations
either produce a new closed orbit or a new saddle connection.” (In fact, although
Mauricio did not realize it at the time, twist perturbations for recurrent orbits always
produce new saddle connections.) Its proof is essentially a monotonicity argument,
and it is claimed to work for flows on all compact surfaces, orientable or not. Wall-
work found what seemed to be a flaw in the argument for the non-orientable case,
and after some initial disbelief on my part, he convinced me of his assertion. There
is indeed a flaw. As Carlos Gutierrez and others have shown, not only does the
argument have a gap, but twist perturbations sometimes do fail to produce closed
orbits in the non-orientable case. Up to the present day, the C r Closing Lemma
and Mauricio’s structural stability theorem remain unsolved problems for flows on
the general non-orientable surface. It is right to name this as the Peixoto-Wallwork
problem.
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On the positive side of things, using the C 1 Closing Lemma, I showed that the
C 1 version of Mauricio’s structural stability theorem does hold on non-orientable
surfaces.

Further work on how well the twist perturbation on the torus succeeds in closing
recurrence has been done by Catherine Carroll, Carlos Gutierrez, Benito Pires, and
others.

The Closing Lemma arises in holomorphic dynamics too. It has been proved
there by John Erik Fornaess and Nessim Sibony.

Finally there is the Anosov Closing Lemma. It is an important feature of Anosov’s
ground breaking work on ergodicity of geodesic flows, and it asserts that in the
presence of the correct type of hyperbolicity, the closed orbits are dense in the non-
wandering set. But in my opinion it is not a Closing Lemma. It is an “Already Closed
Lemma.” No perturbation of the flow is made to produce a closed orbit. The closed
orbits are already present, so producing closed orbits is a question of perturbing the
initial nonwandering orbit rather than perturbing the flow. Also, there is no issue
about C 1 versus C r .

(d) Christian Bonatti and Sylvain Crovisier have gone the furthest in closing
recurrence more general than nonwandering. Their work is closely related to the
Connecting Lemma which attempts (by a C 1-small perturbation) to weld together a
pair of orbits such that the !-limit of the first orbit meets the ˛-limit of the second.
Building on work of Clark Robinson, Dennis Pixton, Jiehua Mai, Lan Wen, Jeff Xia,
Shuhei Hayashi, Enrique Pujals, and many others, they show that if all the periodic
orbits are hyperbolic and p is chain recurrent then there is a C 1-small perturbation
that makes p periodic. As a result there is an improved General Density Theorem –
generically the chain recurrent set equals the nonwandering set equals the closure
of the periodic orbits.

(e) By perturbing a vector field X , the C 1 Closing Lemma produces a periodic
orbit �.t/ such that �.0/ approximates a given nonwandering point p of X , but
nothing is said about how well �.t/ approximates the rest of the X -orbit through p.
The Ergodic Closing Lemma of Ricardo Mañé for diffeomorphisms (proved for
flows by Lan Wen) addresses this. A point p is said to be strongly closable if, given
� > 0 and a C 1-neighborhood U of X in X , there is a Y 2 U and a closed orbit
� of Y such that

0 � t � period.�/ ) d.�.t/; 't .p// < �

where ' is the X -flow. For the generic X with respect to the C 1 topology, almost
all points are strongly closable points in the following sense. There is a residual set
of X 2 X 1 such that for every Borel probability measure � that is invariant with
respect to the X -flow, we have

�.SC.X/ [ Sing.X// D 1

where SC.X/ is the set of strongly closable points of X and Sing.X/ is the set of
singular points of X , i.e., its zeros.
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46.13 Flute Music

Exactly why Chris Dench decided to a write piece of modern music for the flute and
title it “Closing Lemma” I don’t know. Nevertheless he did. Perhaps he had some
kind of idea that a “Closing Lemma” in math is similar to a closing act or closing
musical movement.
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Chapter 47
From Peixoto’s Theorem to Palis’s Conjecture

Enrique R. Pujals

47.1 Survey

Roughly speaking, Peixoto’s foundational works in the global theory of ordinary dif-
ferential equations corresponds to the papers [17–19] which are nowadays referred
to as Peixoto’s Theorem.

In few words, his theorem is fundamental in putting the qualitative theory of
flows on differentiable manifolds on a solid set-theoretical basis with well defined
goals and problems exhibiting a certain unity. In few words his contribution here are:
(a) the introduction of the space of all flows; (b) recasting the notion of structural
stability; and maybe what is most important, (c) providing a paradigmatic picture of
what it can be considered “a nice and complete description of a dynamical system”.

Moreover, it could be said, that his result made sense of many aspects of the
qualitative theory proposed by Poincaré and Birkhoff, and solved the ambiguities
due to the lack of formal topological structure and no precise definition.

But Peixoto’s theorem can not be reduced to clarifying the subject. The quali-
tative picture that follows from his theorem, can be understood as a hallmark of a
proposed paradigm of what should be “a nice description of the global dynamic of
a system”. In particular, he showed that this nice description can be obtained for
typical (in the Baire category’s sense) flows acting on orientable surfaces. A useful
way to recast Peixoto’s theorem is the following:

Among all smooth flows on surfaces, (compact two-dimensional boundaryless
manifolds), there is an open and dense set in the space of all flows endowed with
the C 1 topology such that the set of non-wandering points consists only of finite
hyperbolic periodic orbits and fixed points. Moreover, those systems are structurally
stable.

The described achievement of Peixoto is paradigmatic of the view that “non
pathological” systems behaves in a very simple form: the nonwandering set

E.R. Pujals
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consisting of finitely many periodic elements. However, in the early sixties (by
Anosov and Smale and following Birkhoff, Cartwright and Littlewood, etc) it was
shown that “chaotic behavior” may exist within stable systems and this was the
starting point of the hyperbolic theory and the modern nonconservative dynami-
cal systems theory. A major result in this theory is the fact that for these systems
(nowadays called hyperbolics), the nonwandering set can be decomposed into
finitely many compact, disjoint and transitive pieces. Although this pieces could
exhibit a chaotic behavior there are just finitely many of them and this recover the
old vision by replacing finitely many periodic elements by these finitely many “non-
trivial elementary” pieces. In this sense, the nicely described systems of Peixoto’s
theorem, gets a new form in the now called Spectral Decomposition Theorem
proved by Smale.

However, it was soon realized that hyperbolic systems were not as universal as
was initially thought: there were given examples of open sets of diffeomorphism
were none of them are hyperbolic (see [25]). Nevertheless in all these new examples
(nowadays called partially hyperbolic) the nonwandering set still decompose into
finitely many compact, disjoint and transitive pieces. Moreover, this phenomena
holds in a robust way: Any perturbation of the initial system still has a only a finite
number of transitive pieces. In certain sense, Peixoto’s picture is still recovered in
this context.

In other words, the picture proposed by Peixoto still is presented if the require-
ment that the set of non-wandering points consists only of a finite number of periodic
orbits and fixed points is replaced by requiring that the non-wandering set consists
of a finite number of isolated transitive pieces. This kind of description, it is what
we called “generalized Peixoto’s picture”.

It was through the seminal work of Newhouse (see [14–16]) where a new phe-
nomena was shown: the existence of infinitely many periodic attractors (today called
Newhouse’s phenomena) for residual subsets in the space of C r diffeomorphisms
(r � 2) of compact surfaces. These non-hyperbolic systems can not fitted in the type
of nice descriptions inspired by Peixoto’s result: they have infinitely many isolated
transitive attracting pieces. The underlying mechanism here was the presence of a
homoclinic bifurcation named homoclinic tangency: non-transversal intersection of
the stable and unstable manifold of a periodic point. After the works of Newhouse,
many other results were obtained in the direction of understanding the dynamics
induced by unfolding homoclinic tangencies, especially in the case of one-parameter
families. Many fundamental dynamical prototypes were found in the context of this
bifurcation, namely the so called cascade of bifurcations, the Hénon-like strange
attractor [5,13] and infinitely many coexisting ones. Other well understood obstruc-
tion to hyperbolicity is the so-called heterodimensional cycle introduced in [9, 10]
and used, for instances in [6], to construct examples of non-hyperbolic robust
transitive systems.

These results naturally suggested the following question: Is it possible to identify
the dynamical mechanism underlying any generic nonhyperbolic behavior?

In the early 80’s Palis conjectured (see [20, 24]) that homoclinic bifurca-
tions are very common in the complement of the hyperbolic systems: Every C r
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diffeomorphism of a compact manifold M can be C r approximated by one which
is hyperbolic or by one exhibiting a heterodimensional cycle or by one exhibiting a
homoclinic tangency.

In other words, Palis conjectured that avoiding homoclinic bifurcation, the
generalized Peixoto’s picture can be recovered.

For the case of surfaces and the C 1 topology, the theorem A in [22] proves the
above conjecture (see also [23]). When the manifold has dimension greater than
two, the main result in this direction is the following one proved in [8]:

Any f 2 Diff 1.M/ can be C 1�approximated by another diffeomorphism such
that either

1. It has a homoclinic tangency or
2. It has a heterodimensional cycle or
3. It is essentially hyperbolic

Given f 2 Diff 1.M/, it is said that f is essentially hyperbolic if there exists a
finite number of transitive hyperbolic attractors such that the union of their basins
of attraction are open and dense.

In certain sense, the above result, shows that a weak version of the generalized
Peixoto’s picture holds far from systems exhibiting homoclinic bifurcations.

So, what happens when we consider the space of all dynamics?
In this direction, Palis has proposed a probabilistic and subtle conjecture, that

provides a global scenario for dissipative or, more precisely, non-conservative
dynamics. Roughly speaking, it can be said that Palis’s conjecture about the finite-
ness of attractors, states that generalized Peixoto’s picture holds for a dense set of
systems. In fact, the main focus of the conjecture, asserts that there is dense set of
systems in the C r topology, having only finitely many transitive attractors, such that
union of their basins of attraction have total Lebesgue probability.

To be accurate, the conjecture is more broad and we refer to [21] for a precise
statement. Actually, Palis conjecture can splitted in two parts: one part involving the
typical behavior for a dense set of systems and the second part related to the type of
dynamics that follows for perturbations of the initial system.

Palis’s conjecture about finiteness of attractors has been fully proved for one-
dimensional maps displaying only one critical point: by Lyubich [12] for quadratic
families, Avila, de Melo and Lyubich [1] in the analytic case under the hypothesis of
negative Schwarz derivative and, finally, by Avila and Moreira [2,3] forC r families,
r � 2. Such a perspective has been enriched by the recently published results in [11]
showing the density of hyperbolicity for multimodal maps.

In any case Palis’s approach certainly led for quite a while to a vacuum with
respect to the possibility of formulating a global scenario for dynamics, provid-
ing key properties of a typical dynamical system. Moreover, recovers in a new
framework the idealized picture that follows from Peixoto’s theorem, proposing that
“a nice, and completely describable system” are very common in the space of all
dynamics.
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Chapter 48
Dynamics Associated to Games (Fictitious Play)
with Chaotic Behavior

Colin Sparrow and Sebastian van Strien

Abstract In this survey we will discuss some recent results on a certain class
of dynamical systems, called fictitious play which are associated to game theory.
Here we simply aim to show that the dynamics one encounters in these systems is
unusually rich and interesting. This paper does not require a background in game
theory.

48.1 Introduction

Consider games with two players A and B which both can play, randomised, n
strategies. So the state space of the players is described by two probability vectors

pA 2 ˙A and pB 2 ˙B
where ˙A and ˙B are the space of probability vectors in Rn. By convention, pA

is a row vector and pB a column vector. We assume that player A has utility (i.e.
payoff) pAApB and playerB has payoffpABpB whereA andB are n�nmatrices.

At a given moment in time, playerA can best improve her utility by choosing the
unit vector BRA.pB/ which corresponds to the largest component of ApB . This is
the best response of player A to position pB . Formally,

BRA.p
B / WD argmaxpApA ApB : (48.1)

Of course, BRA.pB/ can be a whole collection of vectors. However, when A is
a non-degenerate matrix, this happens only for pB in certain hyperplanes. (More
precisely, in one of the n � .n � 1/=2 hyperplanes in ˙B corresponding to pB 2
˙B where ApB has two or more equal components.) Outside these hyperplanes,
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BRA.pB / is a unit basis vector. Similarly denote the best response of player B by
BRB .pA/.

A Nash equilibrium is a choice of strategies from which no unilateral deviation
by an individual player is profitable for that player. That is, .pA� ; pB� / is a Nash
equilibrium if

pA� 2 BRA.p
B� / and pB� 2 BRB .p

A� /:

The Nash equilibrium is unique if A and B are invertible and if, moreover, there
exists a purely mixed Nash equilibrium .EA; EB/ (see, for example, [17, Theorem
1.5]). In this case EB 2 ˙B is the vector so that all components of AEB are the
same (so player A is indifferent to all different strategies). The vector EA can be
found similarly.

In the 1950s Brown [4] proposed fictitious play as a way in which players are
able to naturally find the Nash equilibrium by flowing according to the following
differential equation:

dpA=dt D BRA.p
B/ � pA

dpB=dt D BRB .pA/ � pB (48.2)

where BRA.p
B/ 2 ˙A is the best response of player A to player’s B’s position,

and similarly for BRB .pA/ 2 ˙B . So each player’s tendency is to adjust his or her
strategy in a straight line from his/her (current) strategy towards their (current) best
response.

There is an interpretation of this game as a mechanism by which the players learn
from the other player’s previous actions and then one often writes

dpA=ds D 
BRA.pB /� pA
�
=s

dpB=ds D 
BRB .pA/� pB
�
=s;

(48.3)

see for example the monograph [6]. The dynamics of this system and the previous
are the same up to time-parametrisation s D et . Since BRA and BRB are not nec-
essarily single-valued, (48.2) and (48.3) are really differential inclusions, rather than
differential equations. Since the right hand side of (48.3) is upper-semi continuous
see [1], these differential inclusions have solutions. In actual fact, as we shall see, in
many examples the solutions are still unique.

This survey will describe some results on the dynamics of these games and pose
some conjectures and open questions.

48.2 A Short Introduction into Game Theory
and Some Simple 2 � 2 Examples

Let us discuss first the simplest (and essentially trivial) case, where both players
have only two strategies to choose from, i.e. when ˙A and ˙B both correspond to
the one-dimensional simplex f.p1; p2/ 2 R2Ipi � 0; p1 C p2 D 1g. Often instead
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of writing A D
�
a1 a2
a3 a4

�

and B D
�
b1 b2
b3 b4

�

, these two matrices are denoted

using the following notation

�
.a1; b1/ .a2; b2/

.a3; b3/ .a4; b4/

�

: Equivalently, these matrices are

encoded in the following way:

0

B
B
@

Payoff’s Player B Player B
chooses left chooses right

Player A chooses top .a1; b1/ .a2; b2/

Player A chooses bottom .a3; b3/ .a4; b4/

1

C
C
A ;

where the 2nd part of each entry corresponds to the payoff to player B (the column
player). As mentioned,˙A �˙B can be thought of as Œ0; 1� � Œ0; 1� and because of
this notation it is traditional (and convenient) to identify the vertical side with the
position of player A (the player with the row vector pA) and the top left corner of

Œ0; 1�� Œ0; 1� with .1 0/;

�
1

0

�

2 ˙A�˙B . When we use this identification, payoffs

at each of the corners of the square is the corresponding entry of the matrix. (We
note that pA is a row vector, even though pA represents the position of playerA and
is displayed on the vertical side of the square.)

Of course, the evolution described by fictitious play, i.e. the differential inclusion
(defined on the unit square, see Fig 48.1)

dpA=dt D BRA.pB/ � pA
dpB=dt D BRB .pA/ � pB

(48.4)
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Fig. 48.1 The identification for 2 � 2 games: the horizontal side corresponds to player B and the
top left corner corresponds to the first unit base vector for both players (i.e. the first strategy)
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Fig. 48.2 The possible motions in 2 � 2 games (up to relabeling, and shifting the indifference
lines (drawn in dotted lines))

is completely determined by the (multivalued) functions BRA.pB/ and BRB .pA/.
Note that .BRA.pB/;BRB .pA// corresponds to one of the corners of Œ0; 1��Œ0; 1�,
except where it is multivalued. So where it is not multivalued, the motion of
(48.4) is towards one of the corners. There is a vertical line which determines
where BRB .pA/ changes, i.e. where the motion (48.4) switches direction (moving
towards one of the top corners on one side and to one of the bottom corners on the
other side), and a horizontal line where playerA switches direction (moving towards
one of the left corners on one side and to one of the right corners on the other side).
In Fig. 48.2 we have drawn a few cases. Case (1) corresponds to a situation where
the player A always prefers to move up (except on the segment marked in the figure
on the left side, where she is indifferent). There are many matrices which would

correspond to this situation, for example when

�
.0;�1/ .0; 0/

.0; 0/ .�1;�1/
�

. Case (2)

corresponds to

�
.�1; 1/ .0; 0/
.0; 0/ .�1; 1/

�

. Here both players have opposite interests (the

sum of the payoff’s is always zero). Player B is copying A’s behavior (because
the largest component of pAB is then equal to the largest component of pA),
whereas player A is doing the opposite to what player B is doing. Finally, Case (3)

corresponds to

�
.1; 1/ .0; 0/

.0; 0/ .1; 1/

�

where both players agree to choose the same strat-

egy. In the prisoner dilemma

�
.3; 3/ .0; 5/

.5; 0/ .1; 1/

�

the players always move to the bottom

right corner, see Case (4) and for both players the best response is always the 2nd
strategy (BRA;BRB are both constant in this case), even though they both would
receive higher payoffs playing the first strategy.

In fact, it is easy to see that the dynamics in any 2 � 2 game is topologically of
one of these types. Therefore, from this point of view, the next interesting case is
that of a 3�3 game. (The dynamics of 2�3 games can be essentially reduced to that
of a 2 � 2 game, with a normal direction added, see [17, Theorem 1.5].) In a later
section we will review some results on 3 � 3 games, and see that these are much
more complicated than 2 � 2 games.
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48.3 Convergence to Nash Equilibria in the Zero-Sum Case

IfBCA D 0 then we have a so-called zero-sum game. It was shown in the 1950s by
Robinson [13] that then the differential inclusion (48.4) converges (albeit slowly) to
the set of Nash equilibria. This situation corresponds to Case (2) in Fig. 48.2.

Of course, matrices A;B for which A C B ¤ 0, could have the same best
responses BRA and BRB as matrices QA; QB for which QA C QB D 0. For exam-

ple, .A;B/ D
�
.2;�1/ .1; 0/
.1; 0/ .2;�1/

�

and . QA; QB/ D
�
.1;�1/ .0; 0/
.0; 0/ .1;�1/

�

have the same

best responses. (Indeed, since pB is a probability vector, ApB D pB C
�
1

1

�

D

QApB C
�
1

1

�

and hence player A has for both games the same best-response; for

player B the same holds because his matrix is the same for both games.) Because of
this, one calls two matrices A;B zero-sum if and only if they induce the same best
reponses as two matrices QA; QB for which QAC QB D 0.

In the zero-sum case, it is easy to see that the motion (48.4) converges. Indeed,
take

H.pA; pB / D BRA.p
B / ApB � pAABRB .p

A/:

Note that BRA.pB / ApB � pAApB � pAABRB .pA/. That is, H � 0 and
H.pA; pB/ D 0 iff .pA; pB/ is a Nash equilibrium. Since BRA and BRB are
piecewise constant, (48.2) implies

dH

dt
D BRA.pB/A

dpB

dt
� dp

A

dt
ABRB .pA/

D BRA.p
B/A.BRB .p

A/ � pB /� .BRA.pB/ � pA/ABRB .p
A/ D �H:

It follows that solutions go to the zero-set of H , i.e. to the set of Nash equilibria.
There are other examples for which it is shown that the game converges (for

example in 2 � n games see [2], and games with some other special properties, see
for example [3,7,9,11,12]). However, for all those other cases the Nash equilibrium
is on the boundary of the state space ˙A �˙B , and usually in those cases the Nash
equilibrium is not unique and the flow does not have unique attractor. Therefore,
following [8], we would like to pose the following:

Conjecture 48.1. Assume that all solutions of (48.2) converge to a unique equilib-
rium. Then (48.2) is associated to a zero-sum game.

We would like to mention here that we have shown in [16] that for any zero
sum game (with some non-degeneracy conditions), the motion (48.4) can be viewed

as the product of the Hamiltonian motion
d Np
dt
D @H

@ Nq ,
d Nq
dt
D �@H

@ Np on ˙A �˙B
associated to the (Hamilton) functionH and a motion towards the Nash equilibrium.
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More precisely, because of the non-degeneracy conditions, the game has a unique
Nash equilibriumE D .EA; EB/ 2 ˙ WD ˙A�˙B andH�1.1/ is the boundary of
a ball aroundE . Moreover, there exists a continuous map�W˙nfEg ! H�1.1/\˙
so that �.pA; pB/ D �.pA; pB/ � .EA; EB/C.1��.pA; pB// � .pA; pB/ for some
scalar �.x/ > 0 and �.x/ 2 H�1.1/. (Take �.x/ D 1 � 1=H.pA; pB /.) So

.pA; pB/ 7! .�.pA; pB /; �.pA; pB // 2 .H�1.1/\˙/ � RC

can be viewed as (higher dimensional) spherical coordinates aroundE . The dynam-
ics (48.3) in these spherical coordinates . NpA; NpB/ D �.pA; pB/; � D �.pA; pB /

becomes
d Np
dt
D @H

@ Nq ;
d Nq
dt
D �@H

@ Np on ˙A �˙B ;

d�

dt
D ��:

(48.5)

Of course, the Hamiltonian is not smooth. It is continuous and piecewise affine,
and locally the flow is just a translation flow. However, as is shown in [16], the
associated Hamiltonian flow is unique and continuous.

48.4 A Family of (Not Necessarily Non-Zero) Sum
Games Containing Shapley’s Example Displaying
a Periodic Orbit

In the case of non-zero sum games, one certainly does not always convergence.
Indeed, there is a famous example due to Shapley [14] from the 1960s which shows
that in general the evolution does NOT converge to a Nash equilibrium of the game.
The Shapley example exhibits periodic behavior.

Indeed, take the family of 3 � 3 games

Aˇ D
0

@
1 0 ˇ

ˇ 1 0

0 ˇ 1

1

A Bˇ D
0

@
�ˇ 1 0

0 �ˇ 1

1 0 �ˇ

1

A ; (48.6)

which depend on a parameter ˇ 2 R.
This family of examples was chosen in [15] because it contains Shapley’s exam-

ple (when ˇ D 0) for which he had shown the existence of a periodic attractor. For
ˇ D � , where � WD .p5�1/=2  0:618 is the golden mean, the game is equivalent
to a zero-sume game (rescalingB to QB D �.B � 1/ gives AC QB D 0), so then play
always converges to the interior equilibrium EA; EB as we have seen in the previ-
ous section. So varying ˇ 2 Œ0; 1/ should reveal how this periodic orbit disappears.
In fact, it reveals a lot more interesting behavior!
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β = 0

ΣA simplex ΣB simplex

Fig. 48.3 Shapley’s periodic orbit
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Fig. 48.4 The preferences of the players when ˇ D 0

In the case of 3 � 3 games, ˙A; ˙B are both the set of probability vectors in R3

and so they are both a triangular simplex. So the state space is the product of two
such triangular simplices (i.e. topologically a ball in R4). Shapley’s periodic orbit is
drawn Fig. 48.3. The periodic orbit, which lives in ˙A �˙B , spirals in a clockwise
fashion when projected on each of the triangles˙A and ˙B (where the corners are
labelled as in Fig. 48.4).

For the family of games (48.6), when ˇ D 0, the sets where the players are
indifferent to two or more strategies are marked in dotted lines in Fig. 48.4. In [15]
it was proven that for ˇ 2 .0; �/ where � D .p5� 1/=2 there still exists a periodic
attractor.

Throughout the remaing part of this survey we will only consider games coming
from this family (48.6).

48.5 Analysis of Stationary Points of Flow: Stable Sets
of the Stationary Point are Extremely Complicated

In this section we will give a more detailed description of some results about the
dynamics associated to the above family of games and show that the situation is
rather different than that of smooth dynamical systems.
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Let EA D .EB/T D .1=3; 1=3; 1=3/ and E D .EA; EB/. At this point, the
players are indifferent between all three strategies (i.e. BRA.EB/ D ˙A and
BRB .E

A/ D ˙B ). So the right hand side of (48.2) includes the zero vectors, and
E can be thought of as a stationary point of (48.2). (In fact, E is the only point in
˙A �˙B where the right hand side of (48.2) can be zero.)

It seems reasonable to expect that we should be able to determine the local
behavior near the Nash equilibriumE . It turns out that this question is rather subtle.

Theorem 48.1 (Continuity of flow).

� For ˇ 2 .0; 1/, the differential inclusion (48.2) has a unique continuous flow
outside E .

� For ˇ 2 .�1; 0�, the differential inclusion (48.2) has a flow which is not
continuous (in many places).

This theorem is proved in [17] and, as it turns out, when ˇ ¤ � , orbits which
start in E can choose to remain there or can leave this set. So E is not genuinely a
stationary point.

Theorem 48.2 (Stable manifold of equilibrium is extremely complicated). Consider
ˇ 2 .0; �/ and let �t be the flow of the fictitious play (48.2). Then the stable manifold

W s.E/ D fx 2 EI�t .x/! E as t !1g

of E is extremely complicated:

� There exists a countable infinite number of polygons in ˙ n E so that the cone
with apex E over all these polygons is contained in the stable manifold of E .

� There exists an attracting periodic orbit � in˙ nE (the continuation of Shapley’s
periodic orbit) and which also attracts points arbitrarily close to E .

So the (local) stable manifold of the Nash equilibrium E is definitely not a full
neighbourhood of E , but does contain a countable union of codimension-one sets.
We believe that the stable manifold of E is equal to this set:

Conjecture 48.2. The stable manifold of E is a union of codimension-one sets
(cones over certain polygons with apex E).

Question 48.1. Is the (local) stable manifold of E a closed set?

Usually, in smooth dynamical systems a stable manifold of a singular point is a
manifold. Here the situation is rather more complicated, regardless of whether the
above conjecture is true or not.

The stable manifold of the attracting periodic orbit � contains a neighbourhood
of � and points arbitrarily close to E , but definitely not a countable union of cones
with apex E . So we would like to ask the following:

Question 48.2. Determine the global topology of the stable manifold of � .
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48.6 Bifurcations of Periodic Orbits of this Family

Let us concentrate on some simple periodic orbits of the fictitious play (48.3) asso-
ciated to the matrices (48.6). One way of describing an orbit is by a symbolic
sequence, indicating the sequence of corners of ˙A � ˙B the solution is succes-
sively heading for. Indeed, note that the best response of A to any pB ¤ EB is
either an integer i 2 f1; 2; 3g or a mixed strategy set Ni where Ni WD f1; 2; 3g n fig
corresponding to where player A is indifferent between two strategies but will not
play i . Similarly forB . Hence one can associate to any orbit .pA.t/; pB .t// outside
E , a sequence of times t0 WD 0 < t1 < t2 < : : : and a sequence of best-response
strategies .i0; j0/; .i1; ji /; .i2; j2/; : : : where

.in; jn/ D .BRA.pB.t/; BRB .pA.t//// for t 2 .tn; tnC1/

with in and jn equal to 1, 2, 3, N1, N2 or N3 for each n D 0; 1; 2; : : : and so that

.in; jn/ ¤ .inC1; jnC1/ for all n � 0

(i.e. the players really do switch strategy at time tn).
So .N1; N1/; .N1; N2/; .N2; N2/; .N2; N3/; .N3; N3/; .N3; N1/ means that during the first leg of the

orbit both players initially do not play strategy 1, and so the leg of the orbit lies in
the set where the players are indifferent to strategy 2 and 3. During the 2nd leg of
the orbit playerA is still indifferent between 2 and 3, and playerB between 1 and 3.
Such an orbit lies on the dashed lines indicated in Fig. 48.4 for the case when ˇ D 0.
For ˇ 2 .0; 1/ the corresponding dashed lines will be tilted clockwise.

Shapley’s orbit is of the following type .1; 2/, .2; 2/, .2; 3/, .3; 3/, .3; 1/, .1; 1/.
So this periodic orbit, heads successively in six directions, and indeed is a hexagon.
In the theorem below we describe the periodic orbits which form hexagons.

Theorem 48.3 (The existence and stability of simple periodic orbits). There exists
� 2 .�; 1/ (here �  0:915 is a root of some polynomial of degree 6) with the
following property.

� For ˇ 2 .0; �/ the clockwise periodic Shapley orbit, which has symbolic
sequence .1; 2/, .2; 2/, .2; 3/, .3; 3/, .3; 1/, .1; 1/, exists and is (locally)
attracting.

� For ˇ 2 .�; 1/ there exists another periodic orbit. We call this the anti-Shapley
orbit, because it goes anticlockwise around the triangles and has symbolic
sequence .1; 3/; .1; 2/; .3; 2/; .3; 1/, .2; 1/; .2; 3/. This orbit is of saddle-type
when ˇ 2 .�; �/ and attracting when ˇ 2 .�; 1/.

� For ˇ 2 .�; 1/ there exists a third periodic orbit, called � , where both players
choose mixed strategies .N1; N1/; .N1; N2/; .N2; N2/; .N2; N3/; .N3; N3/; .N3; N1/.

� This sequence of strategies corresponds to a fully-invariant set C.� / (so an
orbit starting in this set remains in this set, and an orbit starting outside this
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set remains outside this set); this fully invariant set exists for each ˇ 2 .0; 1/ and
contains a periodic orbit when ˇ 2 .�; 1/.

There are no other periodic orbits with a symbolic sequence of length at most six.

We would like to state the following:

Conjecture 48.3. There are no periodic orbits other than the Shapley orbit when
ˇ 2 .0; �/.
Conjecture 48.4. There are no attracting periodic orbits when ˇ 2 .�; �/.

The bifurcation which occurs when ˇ D � is somewhat reminiscent of a Hopf
bifurcation, except that one has immediately complicated dynamics right after the
bifurcation.

Theorem 48.4 (The bifurcation at ˇ D �). At the bifurcation ˇ D � the following
happens:

� As ˇ " � , the Shapley orbit shrinks to E;
� When ˇ D � the Nash equilibrium E is a global attractor;
� When ˇ > � there exist infinitely many periodic orbits.
� When ˇ # � all periodic orbits, including the anti-Shapley orbit and � shrink

to E .

At ˇ D � the anti-Shapley periodic orbit undergoes a non-generic periodic
doubling bifurcation: at ˇ D � there exists a whole continuum of periodic orbits.

48.7 Random Walk Behavior

The dynamics is indeed much more complicated than one normally encounters.

Theorem 48.5 (The Hamiltonian flow acts like a ‘random walk’:). There exists a
periodic orbit � (described in Theorem 48.3) with the following property: If one
takes the first return map F to a section Z transversal to � (through some point
x 2 � ), then for each k 2 N

� There exists a sequence of periodic points xn 2 Z of exactly period k of the first
return to Z accumulating to x

� The first return map F to Z has infinite topological entropy
� The dynamics acts as a random-walk. More precisely, there exist annuli An in
Z (around � \ Z so that [An [ fxg is a neighbourhood of x in Z) shrinking
geometrically to � \ Z, so that for each sequence n.i/ � 0 with jn.i C 1/ �
n.i/j � 1 there exists a point z 2 Z so that F i .z/ 2 An.i/ for all i � 0.



48 Dynamics Associated to Games (Fictitious Play) with Chaotic Behavior 757

One obvious consequence of the random walking described in the theorem, is
the following unusual behavior. Take � > 0 small and define the local and unstable
stable set corresponding to rate � as

W s;�
� .� / WD fxI dist.�t .x/; � / � � for all t � 0 and

lim
t!1

1

jt j log.dist.�t .x/; � //! �g
W u;�
� .� / WD fxI dist.�t .x/; � / � � for all t � 0 and

lim
t!�1

1

jt j log.dist.�t .x/; � //! �g:

Then the above system has for each � > 0 and each � � 0 close enough to zero,
that both W s;�

� and W s;�
� are non-empty in any neighbourhood of � .

The reason why one has such strange dynamics is that the first return map
P WZ ! Z near to � has a very special form. If we identify Z with R2 and � \Z
with 0 2 R2 (by projecting using the projection � introduced in Sect. 48.3), then P
is essentially a composition of maps of the form

P.x/ D A ıR1=jjxjj.x/:

Here jj.x1; x2/jj D jx1jC jx2j is the l1 norm on R2, Rt is a rotation through angle
t leaving the ‘circles’ in the l1 norm invariant (i.e. jjRt .x/jj D jjxjj) and A is a

matrix of the form A D
�
�1 0

0 �2

�

with 0 < �1 < 1 < �2.

48.8 Robustness

The above results do not require the matrices A and B to be of a special form, and
hold for games corresponding to an open set of matrices:

Theorem 48.6 (Robustness). For each ˇ 2 .0; 1/ with ˇ ¤ � , there exists � > 0 so
that for all 3 � 3 matrices A and B with

jjA� Aˇ jj; jjB � Bˇ jj < �

the previous theorems also hold.

48.9 Connection with Other Results on Non-Smooth
Dynamical Systems

The transition maps of (48.3) between hyperplanes are piecewise projective maps.
In fact, as we show in [16], taking the appropriate induced flow, we get that
the transition map is piecewise a translation. This connects this paper with an
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exciting body of work on piecewise isometries (with papers by R. Adler, P. Ashwin,
M. Boshernitzan, A. Goetz, B. Kichens, T. Nowicki, A. Quas, C. Tresser and many
others). Most of these paper deal with piecewise continuous maps, while the maps
we encounter are continuous. Another loose connection of our work is to that of
the huge and very active field of translation flows (associated to interval exchange
transformations, translation surfaces and Teichmüller flows) (with recent papers
by A. Avila, Y. Cheung, A. Eskin, G. Forni, P. Hubert, H. Masur, C. McMulen,
M. Viana, J-C. Yoccoz, A. Zorich and many many others). But of course our flow
does not act on a surface with a hyperbolic metric, and so this connection seems also
rather remote. Finally, there is a growing literature on bifurcations on nonsmooth
dynamical systems, mainly motivated by mechanical systems with ‘dry friction’,
‘sliding’, ‘impact’ and so on. As the number of workers in this field is enormous,
we just refer to the recent survey of M. di Binardo et al. [5] and the monograph by
M. Kunze [10]. Of course our paper is very much related to this work, although the
motivation and the result seem to be of a different nature from what can be found in
those papers.

48.10 Conclusion

We have seen that there is a lot of complicated behavior associated to fictitious play.
Of course an economist can say: people behave rationally and if they do not con-
verge then they will notice this. So periodic behaviour and chaos is a mathematical
curiosity. Perhaps this is not so clear though. But this reminds us how chemists and
other scientists have changed their approach. They used to be only interested in
stationary processes. But now they realize that non-stationary processes are often
more efficient, and certainly that they occur in a wide-range of important situations.
Moreover, perhaps it is to be expected that learning behaviour does not converge to
equilibria except in somewhat exceptional cases, such as zero-sum games?
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Chapter 49
A Finite Time Blowup Result
for Quadratic ODE’s

Dennis Sullivan

Dedicated to Mauricio Peixoto who abstracted the practical theory of ODE’s and to David
Rand who applied the subsequent powerful abstract theory to practical problems.

Abstract We show that typical ODE’s sharing the obvious algebraic property of
Euler’s equation exhibit finite time blowup. In a subsequent paper (Sullivan [1]) we
study other finite dimensional analogues of Euler’s equation which have no finite
time blowup.

49.1 Finite Time Blow Up

The famous Euler ODE of incompressible frictionless fluid dynamics expressed in
terms of the variable X D vorticity has the following algebraic form: The underly-
ing space can be viewed as the (infinite dimensional) vector space V of exact two
forms on a closed Riemannian manifold. The evolution of the exact two form D
vorticity is described by an ODE dX=dt D Q.X/ where Q is a homogeneus
quadratic mapping from V to V , namely one whose deviation from being linear
Q.XCY /�Q.X/�Q.Y / is a symmetric bilinear form on V and which is homoge-
neous of degree two. We make a few comments about finite time blowup with given
initial conditions for such algebraic, specifically homogeneous quadratic, ODE’s.

1. Of course the most simple example on the real line dx=dt D x:x with initial
condition a at t D 0 has solution �1=.t �1=a/. This blows up at the critical time
t D 1=a.

2. The same calculation works for dX=dt D X:X where X is a linear operator , so
V D End.W / for some other linear spaceW . If A is the desired operator at time
zero and A is invertible, then X.t/ D �Id=.t.Id/ � Id=A/ is the solution. So
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X.t/ blows up at a finite time iff the spectrum of A contains a real number. So
unlessW is an odd dimensional vector space for an open set of initial conditions
there is a solution for all time. And for another open set of initial conditions there
is finite time blowup.

3. One may hope to find some structure like this in the Euler fluid equation referred
to above that would prevent finite time blowup for a large set of initial conditions.

Thus we ask the following questions:

1. For a finite dimensional vector space V how likely is it in the variable Q for
the quadratic ODE dX=dt D Q.X/ to have finite time blow up for some initial
condition A.

2. FixingQ how likely is it in the variable A to have finite time blowup.

The following Theorem answers question .1/:

Theorem 49.1. If V is any finite dimensional vector space, then for each Q out-
side a proper algebraic subvariety of quadratic mappings from V to V , the ODE
dX=dt D Q.X/ exhibits finite time blowup for some initial condition.

Proof (Offer Gabber). The condition that there exists a non zero vector Y so that
Q.Y / D 0 defines a proper algebraic subvariety in the space of quadratic mappings
from V to V . Outside this subvariety Q defines by rescaling a map from S , the
sphere of directions in V , to itself. This mapping agrees on antipodal points because
Q is quadratic. Thus this mapping from S to S has even topological degree. Then
the Lefschetz number of this mapping is non zero and this mapping has a fixed point.
This means the originalQ keeps a line invariant. By a linear change of variable the
ODE restricted to this line becomes example .1/ which has finite time blowup. ut

We have not studied question .2/ in general which in example .2/ is interesting.

Acknowledgements The Theorem came out of a two day discussion at IHES in the early 1990s
with Ofer Gabber where the author made up the question .1/ and Ofer came up with the proof of
the Theorem.
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Chapter 50
Relating Material and Space-Time Metrics
Within Relativistic Elasticity: A Dynamical
Example

E.G.L.R. Vaz, Irene Brito, and J. Carot

Abstract Given a space-time and a continuous medium with elastic properties
described by a 3-dimensional material space, one can ask whether they are compat-
ible in the context of relativistic elasticity. Here a non-static, spherically symmetric
spacetime metric is considered and we investigate the conditions for that metric to
correspond to different 3-dimensional material metrics.

50.1 General Results

Let .M; g/ be a spacetime. The material space X is a 3-dimensional manifold
endowed with a Riemannian metric � , the material metric; points in X can then be
thought of as the particles of which the material is made of. Coordinates in M will
be denoted as xa for a D 0; 1; 2; 3, and coordinates in X as yA, A D 1; 2; 3. The
material metric � is not a dynamical quantity of the theory and it roughly describes
distances between neighboring particles in the relaxed state of the material.

The spacetime configuration of the material is said to be completely specified
whenever a submersion  W M ! X is given; if one chooses coordinate charts
in M and X as above, then yA D yA.xb/ and the physical laws describing the
mechanical properties of the material can then be expressed in terms of a hyper-
bolic second order system of PDE. The differential map  � W TpM ! T .p/X is
then represented in the above charts by the rank 3 matrix



yA
b

�
p
; yA

b
D @yA=@xb

which is sometimes called relativistic deformation gradient. The kernel of  �
is spanned by a single timelike vector which we take as u D ua@a, satisfying
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yA
b
ub D 0; uaua D �1; u0 > 0. u is called the velocity field of the matter, and

in the above picture in which the points in X are material points, the spacetime
manifoldM is then made up by the worldlines of the material particles.

The material space is said to be in a locally relaxed state at an event p 2M if, at
p, it holds kab � . ��/ab D hab where hab D gab C uaub . Otherwise, it is said to
be strained, and a measurement of the difference between kab and hab is the strain,
whose definition varies in the literature; thus, while it can be defined simply as Sab D
�1
2
.kab�hab/ D �12 .kab�uaub�gab/, we shall follow instead the convention in [1]

and use Kab � kab � uaub : The strain tensor determines the elastic energy stored in
an infinitesimal volume element of the material space (or energy per particle), hence
that energy will be a scalar function of Kab. This function is called constitutive
equation of the material, and its specification amounts to the specification of the
material. We shall represent it as v D v.I1; I2; I3/, where I1; I2; I3 are any suitably
chosen set of scalar invariants1 associated with and characterizing Kab completely.
Following [1] we shall choose

I1 D 1

2
.TrK � 4/ I2 D 1

4

h
TrK2 � .TrK/2

i
C 3 I3 D 1

2
.detK � 1/ :

(50.1)
Notice that for Kab D gab (equivalently kab D hab) the strain tensor Sab is zero, in
which case one has I1 D I2 D I3 D 0.

The energy density � will then be the particle number density � times the consti-
tutive equation, that is � D �v.I1; I2; I3/ D �0

p
detK v.I1; I2; I3/ where �0 is the

particle number density as measured in the material space, or rather, with respect to
the volume form associated with kab D . ��/ab, and � is that with respect to hab.

In the case of elastic matter, it can be seen using the standard variational principle
for the Lagrangian density � D p�g� (see for instance [2] or [3]) that decom-
posing the energy-momentum with respect to u (the velocity of the matter) yields
Tab D �uaub C phab C Pab, where hab D gab C uaub, Pab D hmahnb.Tmn � 3phmn/,
� D Tabuaub, p D 1

3
habTab which satisfy habub D 0; Pabub D gabPab D 0. The

above energy-momentum tensor is of the diagonal Segre type f1; 111g or any of its
degeneracies so that an orthonormal tetrad exists fua; xa; ya; zag (with uaua D �1,
xaxa D yaya D zaza D C1 and the mixed products zero) such that:

Tab D �uaub C p1xaxb C p2yayb C p3zazb ; p D 1

3
.p1 C p2 C p3/;

hab D xaxb C yayb C zazb; etc: (50.2)

One can show that the Dominant Energy Condition (DEC) is fulfilled if and only if
� � 0; jpAj � �;A D 1; 2; 3.

1 Recall that one of the eigenvalues is 1, therefore, there exist three other scalars (in particular
they could be chosen as the remaining eigenvalues) characterizing Ka

b completely along with its
eigenvectors.
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50.2 Spherical Symmetry and Material Metrics

For a spherically symmetric spacetime, coordinates xa D t; r; �; � exist (and are
non-unique) such that the line element can be written as

ds2 D �a.r; t/dt2 C b.r; t/dr2 C r2d�2 C r2 sin2 �d�2 (50.3)

with a and b positive. This metric possesses three Killing vectors, namely �1 D
� cos� @� C cot � sin � @� ; �2 D @� and �3 D � sin� @� � cot � cos� @� which
generate the 3-dimensional Lie algebra so.3/.

The existence of symmetries has some important consequences on physics (see
[4]). For example, matter 4-velocity, pressure, density, anisotropic tensor all stay
invariant along the above KVs, together with the projection tensor hab D gabCuaub.
One can also show that any timelike vector field v that remains invariant along the
three Killing vectors is necessarily of the form v D vt .t; r/ @t C vr.t; r/ @r :

Let us now consider in more detail the problem of elasticity in a spherically sym-
metric spacetime .M; Ng/ with associated material space .X; N�/. We shall demand
that the submersion  W M �! X mentioned in Sect. 50.1 preserves the KVs, that
is  �.�A/ D �A are also KVs on X . This implies that the metric N� is also spheri-
cally symmetric and therefore coordinates yA D .y; Q�; Q�/ exist with y D y.t; r/,
Q� D � and Q� D �, and are such that �A D �A are KVs of the metric N� . Thus, the
line element d Ns2 of Ng is obtained from (50.3), with a and b substituted by Na and Nb,
respectively. The line element of N� may be written as:

d Ṅ 2 D f 2.y/.dy2 C y2d�2 C y2sin2�d�2/; (50.4)

This last expression is completely general, as any 3-dimensional spherically sym-
metric metric is necessarily conformally flat, as it is immediate to show. Notice also
that the relation between N� and the flat material metric � used in [1], is simply
N�AB D f 2.y/�AB : Writing Nk D  �. N�/, one has:

Nkab D

0

B
B
@

�f 2.y/. Py2= Na/ �f 2.y/. Pyy0= Na/ 0 0

f 2.y/. Pyy0= Nb/ f 2.y/.y02= Nb/ 0 0

0 0 f 2.y/y2=r2 0

0 0 0 f 2.y/y2=r2

1

C
C
A ; (50.5)

where a dot indicates a derivative with respect to t and a prime a derivative with
respect to r . The velocity field of the matter, defined by the conditions NuayAa D 0,
Ngab Nua Nub D �1 and Nu0 > 0, can be expressed as Nua D N� Na�1=2 .1;� Py=y0; 0; 0/,
with N� � Œ1 � . Nb= Na/. Py=y0/2�� 1

2 .
The projection tensor Nha

b
D ıa

b
CNua Nub follows now easily from these expressions.

We will use the an orthonormal tetrad fNu; Nx; Ny; Nzg, with Nu given above and
such that the remaining vectors are eigenvectors of the pulled back material
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metric Nka
b

: Nxa D
�
�. Na Nb1=2/. Py=y0/ N� ; N� =

p Nb; 0; 0
�
; Nya D .0; 0; 1=r; 0/,

Nza D .0; 0; 0; 1=.r sin �//, so that Ngab D �Nua Nub C Nxa Nxb C Nya Nyb C NzaNzb . It is
now immediate to see that the pressure tensor has the same eigenvectors as Nkab
and can be written as Npab D Np1 Nxa Nxb C Np2. Nya Nyb C NzaNzb/. Therefore, (50.2) yields
NTab D N� Nua Nub C Np1 Nxa Nxb C Np2. Nya Nyb C NzaNzb/; where N� is the energy density, Np1, the

radial pressure and Np2, the tangential pressure. These and other related issues are
studies in depth in [4].

In order to know whether the spacetime metric Ng can be associated with different
conformally related material metrics, it will be assumed that gab D Ngab, with g and
Ng associated, respectively, with a flat (� )and a non flat ( N� ) material metric, related
by N� D f 2� .

Therefore the expressions relating the eigenvalues of Nk and k are: Ns D
f 2y2=r2 D f 2s; N� D f 2y02=.� 2b/ D f 2�: These expressions are used to
relate the invariants in (50.1), namely NI1; NI2; NI3, with the corresponding ones
I1; I2; I3 through the conformal factor f , as follows:

NI1 D f 2 .I1 C 3=2/� 3=2; NI2 D f 4 .I1 C I2 � 3=2/� f 2 .I1 C 3=2/C 3;
NI3 D f 6 .I3 C 1=2/� 1=2: (50.6)

The above expressions for Ns and N� lead to the following relations

N� D f 3 Nv
v
� N� D �0 Ns

p N� D f 3�: (50.7)

Taking the above expressions for the invariants together with (50.7) one obtains

@ N�
@ NI1
D 1

f 2
@�

@I1
� @�

@I2

�
1

f 2
� 1

f 4

�

;
@ N�
@ NI2
D 1

f 4
@�

@I2
;

@ N�
@ NI3
D 1

f 6
@�

@I3
: (50.8)

These expressions lead to the following relationship for the energy-momentum
tensors:

NT ab D f 3
Nv
v
T ab : (50.9)

However the assumption on equal metric tensors leads to equal energy-momentum
tensors, so that the following relation for constitutive equations must hold:

Nv D 1

f 3
v: (50.10)

It is now straightforward to conclude that N� D �:
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Chapter 51
Strategic Information Revelation Through Real
Options in Investment Games

Takahiro Watanabe

Abstract An investment game with an incumbent and an entrant is examined. The
profit flows involve two uncertain factors: (1) the basic level of demand of the market
observed only by the incumbent and (2) the fluctuation of the demand described by
a geometric Brownian motion which is common to both firms. In our model, the
incumbent enters into the market earlier than the entrant. The high demand type of
the incumbent can invest earlier than the low demand type. This earlier investment,
however, reveals the information, so that the entrant would accelerates the timing
of the investment by observing the incumbent’s timing of the entry and it reduces
the monopolistic profit of the incumbent. Thus, the incumbent who knows the high
demand may delay the timing of the investment to hide the information strategically.
I characterize this signaling effect and investigate the real option values of both
firms.

51.1 Introduction

Recently, many studies in the field of real options incorporate the analysis of
decisions about investments under uncertainty to game theory which examines
strategic interactions of firms under competition. Most typical results are shown
in a duopolistic market with symmetric firms by integrating real options and opti-
mal stopping games, e.g. [1, 5, 8, 11, 12]. Kong and Kwok [7] and Pawlina and
Kort [10] develop the results to two asymmetric firms. These studies obtains impli-
cations about strategic interactions for the investment timings under incomplete
information, but they do not refer the effect of information.

On the other hand, information effects and strategic interactions of firms also
investigated by games under incomplete information. The strategic investments
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under uncertainty and the asymmetry of information has been investigated by [3]
and [9]. Grenadier and Wang [2] investigates a conflict between managers and
owners taking into the account of the asymmetric information and contract theory.

These past studies, however, do not concern about the information revelation
and consider only static situations about the private information of the firms.
Watanabe [13] examines strategic information revelation of the investments under
uncertainty by integrating dynamic games known as signaling games and real
options. This paper is a summary of [13] which is my work in progress.

I consider two asymmetric firms, an incumbent and an entrant, attempting the
entry into a new market of a product. The demand of the market has two uncertainty
factors. One factor is the fundamental size of the market which is determined at the
beginning of the game and private information of the incumbent. Hence, there are
two types of the incumbents, high-demand type and low-demand type. The entrant
cannot obtain the information and the other factor of uncertainty, the fluctuation of
the demand given by a stochastic process, is common to both firms.

In the model, the incumbent assumed to be invest earlier than the entrant for any
demand. If the timing of investment by a high-demand type of the incumbents would
be earlier than a low-demand type, the information is revealed. Then, the entrant
would accelerates the timing of the investment if the incumbent’s earlier investment
is observed. Since this reduces the monopolistic profit of the high-demand type of
the incumbents, the high-demand type may strategically delay the timing of the
investment to hide the information.

In this paper, I characterize whether the incumbent reveals the information truth-
fully or not by using the concept of a weak perfect Bayesian equilibrium. I specify a
condition for a high-demand type invests strategically in the equilibrium, and show
that it is necessary for the incumbent to use a mixed strategy in the equilibrium
under some condition.

In some numerical examples, the equilibria and the values of the incumbent are
calculated. In the examples I show that if a duopoly profit for the high demand type
of the incumbent is small, the incumbent invests strategically while the incumbent
does truthfully if this duopoly profit is sufficiently large. The incumbent also invests
strategically, if the volatility is large, or the entrant’s cost is small.

Section 51.2 provides the notation and description of the model. Section 51.3
gives a value of the entrant and non-strategic values of the incumbents which
gives a benchmark of the analysis. In Sect. 51.4, I define the solution of the game
by Perfect Bayesian equilibrium and give two candidates of the solution, Truth-
ful Revelation and Strategic Revelation, which corresponds to a separating and a
pooling equilibrium, respectively. I also present conditions which specify either of
the two candidates to the equilibrium. These conditions characterize an equilibrium
in pure strategies, but in some cases there are no equilibrium in pure strategies.
Section 51.5 deals with the mixed strategies and gives conditions of the equilibrium.
Since these equilibria in mixed strategies include the case of the equilibria in pure
strategies examined in the previous section, the condition characterize the equilib-
rium comprehensively. Section 51.6 shows numerical examples and Sect. 51.7 gives
conclusions and the further research.
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51.2 The Model

Two asymmetric firms, an incumbent and an entrant, consider the optimal timing
of the entrance into the market of a new product. The incumbent and the entrant
are denoted by firm I and firm E , respectively. The investments for the entry of
both firms are assumed to be irreversible and the sunk cost of firm i ’s investment is
denoted byKi for i D I;E. The revenue flow of each firm by the entrance depends
on the market structure, monopoly or duopoly, and the following two uncertain
factors of the demand.

One uncertain factor of the demand represents a stochastic process, denoted by
Xt , as a standard real option setting. Xt is interpreted as the unsystematic shocks of
the demand over the time and it is common to both firms. Xt is assumed to follow a
geometric Brownian motion:

dXt D �XtdtC �Xtdz

where � is the drift parameter, � is the volatility parameter and d zt is the increment
of a standard Winner process. Both firms are assumed to be risk neutral, with the risk
free rate r . As usual assumption of real option approach for convergence, I assume
r > �.

The other uncertain factor of the demand represents a systematic risk determined
at the beginning of the game and it is assumed to be a constant over the time. I
denote the factor by � where � D H and � D L means that the demand is high and
low, respectively. The prior probability of drawing � D H and � D L are denoted
by p and 1 � p, respectively.

When only firm i enters in the market, the profit flow of firm i becomes ��i1Xt .
On the other hand, when both firms enter in the market, the profit flow of firm i

becomes ��i2Xt . The profit flow of the firm which has not entered in the market is
assumed to be zero. I assume that ��i1 > �

�
i2 > 0 for i D 1; 2 and � D H;L.

I assume that the incumbent has two advantages stated as follows. First, the
uncertain factor � can be observed only by the incumbent, i.e., it is the private
information of the incumbent. Secondly, I assume that the profit in monopoly of
the incumbent is sufficiently larger than that of the entrant and/or the cost of the
investment of the incumbent is sufficiently smaller than that of the entrant.

51.3 Value Functions of a Benchmark Case

A number of studies under the joint framework of real options and game theory, such
as [1, 4–6, 8, 11, 12] consider the symmetric firms in order to examine preemptive
behavior of competition. In these models, if the value of the leader’s optimal entry
is greater than the value of the best reply of the follower, then both firms want to
become a leader. In this case, the leader’s optimal threshold is solved by equations
of an equilibrium and the value of the leader is not determined by maximizing the
expected profit of either firm.
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However, I assume that the incumbent’s profit is sufficiently large and the incum-
bent’s cost is sufficiently small. Moreover, I also assume thatX0 is sufficiently small
to wait the investment for both firms. Under these assumptions, the incumbent must
be the dominant leader and the entrant must be the follower (see, [7] and [10]), so
that both values of the leader and the follower are solved backward. In the next sub-
section, first, I consider the value of the entrant as the follower. Then, the value of
the incumbent as the leader will be discussed.

51.3.1 The Value of the Entrant

The value of the entrant is a function of the entrant’s belief for the demand level � .
Suppose that the entrant believes the high demand � D H occurring with probabil-
ity q. Let u�

E .q/ be the value function of the entrant with the entrant’s belief q. The
value function u�

E .q/ is given by

u�
E .q/ D max

tE
ExŒ

Z 1

tE

e�rs.q�HE2 C .1 � q/�LE2/Xsds � e�rtEKE �

where Ex denotes the conditional expectation on X0 D x. Let x�
E .q/ be the opti-

mal threshold for the belief q, i.e., x�
E .q/ D infft � 0jXt � x�

E .q/g. The usual
calculation of real option analysis implies

x�
E .q/ D

ˇ

ˇ � 1
r � �

q�HE2 C .1 � q/�LE2
KE

where ˇ is defined by

ˇ D 1

2

 

1� 2�
�2
C
r

.1 � 2�
�2
/2 C 8r

�2

!

:

Let xHE D x�
E .1/, x

L
E D x�

E .0/ and xME D x�
E .p/. x

H
E and xLE are the thresholds

when the entrant believes that the demand are high and low, respectively. xME is the
threshold when the entrant predicts the high demand with prior probability p.

We easily find that
xHE � xME � xLE : (51.1)

51.3.2 The Value of the Incumbent

Let uI .xI ; xE ; �/ be the expected profit of the incumbent with his private informa-
tion of the demand � when the incumbent invests at the threshold xI and the entrant
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invests at xE under the condition xI < xE . uI .xI ; xE ; �/ is given by

uI .xI ; xE ; �/ D Ex
Z tE

tI

e�rs��I1Xsds� e�rtIKE C
Z 1

tE

e�rs��I2Xsds

�

;

where ti is the first passage time at threshold xi for i D I;E, i.e., ti D infft �
0jXt � xi g. This equation can be written as

uI .xI ; xE; �/ D Ex

Z
1

tI

e�rs��I1Xsds � e�rtI KE �
Z

1

tE

e�rs .��I1 � ��I2/Xsds:
�

Let the first term and the second term be denoted by vI .xI ; �/ and �vI .xE ; �/,
i.e.,

vI .xI ; �/ D ExŒ
Z 1

tI

e�rs��I1Xsds� e�rtIKE �

and

�vI .xE ; �/ D ExŒ
Z 1

tE

e�rs.��I1 � ��I2/Xsds�:

Then, uI .xI ; xE ; �/ is given by

uI .xI ; xE ; �/ D vI .xI ; �/ ��vI .xE ; �/: (51.2)

where vI .xI ; �/ is explicitly described as

vI .xI ; �/ D
 
��I1
r � �xI �KI

!�
x

xI

�ˇ
:

Note that
�vI .x

H
E ; �/ � �vI .x

M
E ; �/ � �vI .x

H
E ; �/ (51.3)

because �vI .xE ; �/ is decrease in threshold xE and (51.1).
If xE is independent of the incumbent decision xI , the second term �vI .xE ; �/

is independent of the incumbent decision xI . In this case, hence, the incumbent
maximizes the expected profit by maximizing vI .xI ; �/. Taking into the account of
the signaling effect, however, the optimal threshold of the entrant xE depends on
the threshold of the incumbent xI .

This signaling equilibrium is examined in the next section. In this section, I con-
sider the case in which xE is independent of xI . Let x�

I .�/ be the optimal threshold
of the incumbent with the private information � under the condition that xE is
independent of xI . Then, vI .x�

I .�/; �/ is given by

vI .x
�

I .�/; �/ D max
xI

vI .xI ; �/ D max
tI
Ex

Z
1

tI

e�r.s�tI /��I1Xsds � e�r.s�tI /KE

�

:
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Note that x is assumed to be sufficiently small, so that x � x�
I .�/. The usual

calculation of real option analysis implies

x�
I .�/ D

ˇ

ˇ � 1
r � �
��I1

KI ;

and

vI .x
�
I .�/; �/ D

KI

ˇ � 1
�

x

x�
I .�/

�ˇ
:

�vI .xE ; �/ is given by

�vI .xE ; �/ D ��I1 � ��I2
r � � xE

�
x

xE

�ˇ

Let xHI D x�
I .H/ and xLI D x�

I .L/.
xHI D x�

I .H/ and xLI D x�
I .L/ express the optimal threshold when the incumbent

knows that the demand is high and low, respectively, if the incumbent’s decision is
independent of the entrant’s decision.

51.4 Equilibrium Analysis

51.4.1 Definitions of the Solution

For the analysis of the signaling effect, a Perfect Bayesian Equilibrium (PBE) is con-
sidered. PBE is an assessment which consists of three elements: (1) the incumbent’s
timing for each type, (2) the entrant’s timing for each observation of the incumbent
timing and (3) the entrant’s belief for each observation of the incumbent timing.
Formally, three components f.aI .H/; aI .L//; aE .�/; q.�/g is called an assessment
if

� aI .H/ and aI .L/ are incumbent’s threshold for private information H and L,
respectively.

� aE .xI / is the entrant’s threshold for observed incumbent’s threshold xI .
� q.xI / is the entrant’s belief for observed incumbent’s threshold xI .

A PBE is an assessment f.a�
I .H/; a

�
I .L//; a

�
E .�/; q�.�/g satisfying the following

three conditions.
First, a�

I .�/ is the optimal threshold of the incumbent for � D H;L such that

uI .a
�
I .�/; a

�
E .a

�
I .�//; �/ D max

xI

uI .xI ; a
�
E .xI /; �/: (51.4)

Secondly, a�
E .�/ provides the optimal threshold of the entrant observing the entry of

the incumbent at any threshold xI with the belief q�.�/ such that

a�
E .xI / D x�

E .q
�.xI //: (51.5)
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Finally, q�.�/ is the belief of the entrant for the high demand which is consistent to
any threshold of the incumbent xI observed by the entrant in the sense of Bayes
rule stated as follows.

Let XI be a random variable with respect to a threshold of the incumbent. Then
q�.xI / D ProbŒ� D H jXI D xI �. Bayes rule implies

ProbŒ� D H jXI D xI �

D ProbŒXI D xI j� D H�ProbŒ� D H�
ProbŒ� D H�ProbŒXI D xI j� D H�C ProbŒ� D L�ProbŒXI D xI j� D L�

:

By ProbŒ� D H� D p and ProbŒ� D L� D 1�p, the condition of the consistent
belief is expressed by

q�.xI / D pProbŒXI D xI j� D H�
pProbŒXI D xI j� D H�C .1 � p/ProbŒXI D xI j� D L� : (51.6)

ProbŒXI D xI j� D H� and ProbŒXI D xI j� D L� would follow the probability
distributions according to a mixed strategy of the incumbent. In Sect. 51.5, I inves-
tigate the mixed strategies of the incumbent. However, in this section, I restrict the
analysis to the pure strategies, so ProbŒXI D xI j� D H� and ProbŒXI D xI j� D
L� can be explicitly written as

ProbŒXI D xI j� D H� D
(
1 xI D a�

I .H/

0 xI ¤ a�

I .H/;
ProbŒXI D xI j� D L� D

(
1 xI D a�

I .L/

0 xI ¤ a�

I .L/:

(51.7)

(51.6) and (51.7) imply that

q�.xI / D
8
<

:

p xI D a�
I .H/ and xI D a�

I .L/;

1 xI D a�
I .H/ and xI ¤ a�

I .L/;

1 � p xI ¤ a�
I .H/ and xI D a�

I .L/:

(51.8)

If a�
I .H/ ¤ xI and a�

I .L/ ¤ xI , any belief q�.xI / is consistent.
Thus, a PBE in pure strategies is formally defined as follows.

Definition 51.1. An assesment is said to be a (weak) perfect Bayesian equilibrium
in pure strategies (PBEP) if it satisfies (51.4), (51.5) and (51.8).

51.4.2 Candidates of the Solution

The following two assessments are considered as candidates of the solution in this
section. The first assessment is called Truthful Revelation defined by
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a�
I .H/ D xHI ; a�

I .L/ D xLI
a�
E .xI / D

�
xHE xI ¤ xLI ;
xLE xI D xLI ;

q�.xI / D
�
1 xI ¤ xLI ;
0 xI D xLI :

In Truthful Revelation, any type of the incumbents truthfully enters to the market
at the optimal threshold with respect to the demand. This truthful behavior reveals
the information of the demand that the incumbent has. The entrant obtains the infor-
mation about the demand by observing the incumbent’s behavior and enters to the
market optimally with full information. If the entrant observes that the incumbent
enters to the market at neither xHI nor xLI , any belief of the entrant is consistent.
In other words, the entrant’s belief is assigned arbitrarily in the entrant’s observa-
tion in off-equilibrium path. For this unexpected deviation of the equilibrium for the
incumbent, the entrant is assumed to believe high demand.

Second assessment is called Strategic Revelation defined by

a�
I .H/ D a�

I .L/ D xLI
a�
E .xI / D

�
xHE xI ¤ xLI ;
xME xI D xLI ;

q�.xI / D
�
1 xI ¤ xLI ;
p xI D xLI

In Strategic Revelation, the high-demand type of the incumbents does not enters at
the optimal threshold but invests at the threshold of the low demand. This delay of
the investment hides the information of high demand and the entrant cannot dis-
tinguish the type of the incumbents by observing the behavior. Thus, the entrant
expects the level of the demand according to the prior probability p and enters at
the threshold for the prior expectation of the demand. In off-equilibrium path, the
entrant is assumed to believe the high demand, as well as Truthful Revelation.

51.4.3 The Equilibrium Strategies

In this subsection, I analyze conditions where either of candidates, Truthful Reve-
lation or Strategic Revelation, is a solution. Since both candidates are constructed
by satisfying both the optimality of the entrant and the consistency of the entrant’s
belief, it remains to consider the optimality of the incumbent for given entrant’s
strategy a�

E .�/ and belief q�.�/. Moreover, the low demand type of the incumbent
does not have the incentive to deviate the optimal timing xLI because pretending the
high demand type only accelerates the timing of the entrant’s investment and reduce
the incumbent’s value. Hence, only the timing of the high type of the incumbent
should be focused on.
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First, suppose that Truthful Revelation is a PBE. In Truthful Revelation, the
entrant believes that the later investment of the incumbent at xLI reveals truthfully
the information of low demand. If the incumbent with the high demand does not
have the incentive for hiding the information to delay the entrant’s investment, the
following condition holds,

uI .x
H
I ; x

H
E ;H/ � uI .x

L
I ; x

L
E ;H/: (51.9)

Secondly, suppose that Strategic Revelation is a PBE. In Strategic Revelation, the
incumbent with information of the high demand strategically delays the investment
to the optimal timing for the low demand, and the entrant cannot obtain the infor-
mation about the demand. Then, the entrant observing the incumbent’s investment
at xL predicts the level of the demand by prior probability p, so that the expecta-
tion of the profit is �ME2. Then the entrant enters to the market at xME which is optimal
threshold for �ME2. The high type of the incumbents does not have an incentive to
hide information if the expected value for this delayed entrance at xLI is greater
than that of the optimal entrance at the threshold of the high demand xHI . This
condition is expressed by

uI .x
H
I ; x

H
E ;H/ � uI .x

L
I ; x

M
E ;H/: (51.10)

Above arguments are summarized and proved formally in the following proposi-
tion.

Proposition 51.1. (1) (51.9) holds if and only if Truthful Revelation is a PBE.
(2) (51.10) holds if and only if Strategic Revelation is a PBE.

Proof. First, I show (1). Suppose that (51.9) holds. I show that if assessment
f.a�

I .H/; a
�
I .L//; a

�
E .�/; q�.�/g is Truthful Revelation, then it is a PBE. To prove

this, it is sufficient to show that Truthful Revelation satisfies three conditions: the
incumbent’s optimality (51.4), the entrant’s optimality (51.5) and the consistency of
the entrant’s belief (51.8). By the definition of Truthful Revelation, it always satisfies
the entrant’s optimality (51.5) and the consistency of the belief (51.8), it remains to
show that it satisfies the incumbent’s optimality (51.4), i.e., for � D H;L,

uI .a
�
I .�/; a

�
E .a

�
I .�//; �/ � uI .xI ; a

�
E .xI /; �/; (51.11)

for any xI ¤ a�
I .�/.

First, let � D L and choose any xI ¤ a�
I .�/. Since a�

I .L/ D xLI , a�
E .x

L
I / D

xLE and a�
E .xI / D xHE for any xI ¤ xLI in Truthful Revelation, (51.11) can

be expressed as uI .xLI ; x
L
E ; L/ � uI .xI ; xHE ; L/ for any xI ¤ xLI . Note that

�vI .xHE ; �/ � �vI .xLE ; �/ by (51.3). uI .xI ; xE ; L/ D vI .xI ; �/ � �.xE ; �/
implies that uI .xI ; xLE ; L/ � uI .xI ; xHE ; L/ because the payoff of the incumbent
increases in later investment of the entrant. Since xLI is the optimal threshold of



778 T. Watanabe

the incumbent, i.e. vI .xLI ; �/ D max OxI
vI . OxI ; �/, uI .xLI ; x

L
E ; L/ � uI .xI ; xLE ; L/.

Hence, (51.11) hold for � D L.
Secondly, let � D H and choose any xI ¤ a�

I .�/. If xI ¤ xLI , then (51.11) can
be expressed as uI .xHI ; x

H
E ;H/ � uI .xI ; xHE ;H/. This holds because xHI is the

optimal threshold of the incumbent. Suppose that xI D xLI , then (51.9) yields
uI .xHI ; x

H
E ;H/ � uI .xLI ; x

L
E ;H/. Then, Truthful Revelation is a PBE.

Conversely, suppose that (51.9) does not hold, i.e., uI .xHI ; x
H
E ;H/ <

uI .xLI ; x
L
E ;H/. Then, the high demand type of the incumbent strictly increases

the payoff by deviating xLI from a�
I .H/ D xHI in Truthful Revelation and this

means that Truthful Revelation is not a PBE. Hence, Truthful Revelation is a PBE,
only if �HI1 � �HI2 � �H .KI ; KE ; ˇ/.

The proof of (2) is similar. ut
Since uI .xLI ; x

M
E ;H/ � uI .xLI ; x

L
E ;H/ neither Truthful Revelation nor Strate-

gic Revelation is PBEP for uI .xLI ; x
M
E ;H/ � uI .xHI ; x

H
E ;H/ � uI .xLI ; x

M
E ;H/.

In this interval, the mixed strategy of the incumbent should be considered to ensure
the existence of the equilibrium, which is analyzed in the next section.

The following lemma shows that (51.9) and (51.10) can be solved for difference
of the incumbent’s profits between monopoly and duopoly.

Lemma 51.1. (1) (51.9) holds if and only if

�HI1 � �HI2 �
1

ˇ

�
KE

KI

�ˇ�1 ( .�HI1/
ˇ � �.�LI1/ˇ

.�HE2/
ˇ�1 � .�LE2/ˇ�1

)

; (51.12)

and
(2) (51.10) holds if and only if

�HI1 � �HI2 �
1

ˇ

�
KE

KI

�ˇ�1 ( .�HI1/
ˇ � �.�LI1/ˇ

.�HE2/
ˇ�1 � .�ME2/ˇ�1

)

; (51.13)

where

� D ˇ�HI1 � .ˇ � 1/�LI1
�LI1

:

Let the right hand side of (51.12) and (51.13) be �H .KI ; KE ; ˇ/ and
�M .KI ; KE ; ˇ/.

By above arguments, the equilibrium strategies are characterized by �H .KI ;
KE ; ˇ/ and �M .KI ; KE ; ˇ/. Proposition 51.2 summarizes equilibrium strategies.

Proposition 51.2. (1) �HI1 � �HI2 � �H .KI ; KE ; ˇ/ if and only if Truthful Revela-
tion is a PBE.

(2) �HI1 � �MI2 � �M .KI ; KE ; ˇ/ if and only if Strategic Revelation is a PBE.
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51.5 Equilibria in Mixed Strategies

As the discussion of the previous section, it is found that an equilibrium in the pure
strategies does not exists for uI .xLI ; x

M
E ;H/ � uI .xHI ; x

H
E ;H/ � uI .xLI ; x

L
E ;H/.

Hence, I extend the model to the case where the high-demand type of the incumbents
uses the mixed strategies. Let xI .�/ be a mixed strategy of the incumbent where
the incumbent chooses xHI with probability � and xLI with probability 1 � � for
0 � � � 1. Moreover, uI is extended to the set of mixed strategies xI .�/ for
0 � � � 1 and entrant strategies aE .�/, defined by

uI .xI .�/; aE .�/; �/ D �uI .x
H
I ; aE .x

H
I /; �/C .1 � �/uI .xLI ; aE .xLI /; �/

for any xE and � D H;L.
The consistent belief of the entrant for a�

I .H/ D xI .�/ and a�
I .L/ D xLI is

solved by Bayes rule (51.6). ProbŒXI D xI j� D H� and ProbŒXI D xI j� D L�

are given by

ProbŒXI D xI j� D H� D
8
<̂

:̂

� xI D xHI
1� � xI D xLI
0 xI ¤ xHI ; x

L
I ;

ProbŒXI D xI j� D L� D
(
1 xI D xLI
0 xI ¤ xLI ;

(51.14)

(51.6) and (51.14) imply the consistent belief q�.�/ as

q�.xHI / D
p�

p�C .1 � p/ � 0 D 1

and

q�.xLI / D
p.1 � �/

p.1 � �/C .1 � p/ � 1 D
p.1 � �/
1 � p� :

If xI ¤ xHI ; xLI , any belief q�.xI / is consistent.
This consistent belief indicates that the entrant observing the incumbent’s invest-

ment at xHI completely learns that the level of the demand is high, because only the
high-demand type of the incumbents invests at xHI . Hence, the optimal timing of
investment of the entrant observing the incumbent’s investment at xHI is xHE . In con-
trast, since both types of the incumbents have the possibility of the investment at xLI ,
the entrant predicts the high demand according to the probability q�.xLI / when the
entrant observes the incumbent’s investment at xLI . The optimal timing of the invest-
ment of the entrant observing the incumbent’s investment at xLI is x�

E .q
�.xLI //. For

simplify notation, q�.xLI / is denoted by q� and let x�
E .q

�/ be x�E .
By above arguments, the following assessment f.a�

I .H/; a
�
I .L//; a

�
E .�/; q�.�/g,

called �-Hybrid Revelation, is a general candidate of the solution, which satisfies
the optimality of the entrant and the consistence of the belief.
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a�
I .H/ D xI .�/; a�

I .L/ D xLI
a�
E .xI / D

�
xHE xI ¤ xLI ;
x�E xI D xLI ;

q�.xI / D
�
1 xI ¤ xLI ;
q� xI D xLI ;

Note that �-Hybrid Revelation for � D 1 is identical to Truthful Revelation while
� D 0 is to Strategic Revelation. Hence, by solving a condition on � where
�-Hybrid Revelation is an equilibrium for uI .xLI ; x

M
E ;H/ � uI .xHI ; x

H
E ;H/ �

uI .xLI ; x
L
E ;H/, an equilibrium for any case can be characterized comprehensively.

The probability � can be solved as follows. Similarly to Strategic Revela-
tion and Truthful Revelation, the low-demand type of the incumbents also does
not have incentive to deviate the optimal timing for low demand. It remains to
examine the equilibrium strategies of the high-demand type of the incumbents.
Let f.a�

I .H/; a
�
I .L//; a

�
E .�/; q�.�/g be �-Hybrid Revelation. If uI .xHI ; x

H
E ;H/ >

uI .xLI ; x
�
E ;H/, then,

uI .x
H
I ; a

H
E .�/;H/ D uI .x

H
I ; x

H
E ;H/ > �uI .x

H
I ; x

H
E ;H/C .1 � �/uI .xLI ; x�E;H/

D uI .xI .�/; a
H
E .�/;H/:

Hence, the incumbent has incentive to deviate from mixed strategy xI .�/ to pure
strategy xHI . Otherwise, if uI .xHI ; x

H
E ;H/ < uI .xLI ; x

�
E ;H/, then the incumbent

similarly has incentive to deviate from mixed strategy xI .�/ to pure strategy xLI .
Hence, the incumbent’s mixed strategy xI .�/ is an equilibrium if and only if it

satisfies uI .xHI ; x
H
E ;H/ D uI .xLI ; x

�
E ;H/. The results can be summarized as the

following proposition.

Proposition 51.3. (1) uI .xHI ; x
H
E ;H/ � uI .xLI ; x

L
E ;H/ if and only if �-Hybrid

Revelation for � D 1, which is identical to Truthful Revelation, is a PBE.
(2) uI .xHI ; x

H
E ;H/ � uI .xLI ; x

M
E ;H/ if and only if �-Hybrid Revelation for � D

0, which is identical to Strategic Revelation, is a PBE.
(3) uI .xLI ; x

M
E ;H/ � uI .xHI ; x

H
E ;H/ � uI .xLI ; x

L
E ;H/ if and only if �-Hybrid

Revelation for � satisfying uI .xHI ; x
H
E ;H/ D uI .xLI ; x

�
E ;H/ is a PBE.

51.6 Numerical Examples

In this section, I show some results of comparative statics about equilibrium strate-
gies and values of the incumbent by numerical examples. Parameters in examples
are basically set as � D 0:03, r D 0:07, p D 0:5, � D 0:2, x D 0:05, �HI1 D 12,
�LI1 D 7, �HI2 D 4, �LI2 D 4, �HE2 D 4, �HE2 D 1, KI D 50 andKE D 100.

First, I examine a relation between uI .�; �;H/ and �HI2, that are values and
the duopoly profits, respectively, for the high-demand type of the incumbents.
Figure 51.1 illustrates the values uI .xHI ; x

H
E ;H/, uI .xLI ; x

M
E ;H/, uI .xLI ; x

L
E ;H/.
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Fig. 51.1 Values of the incumbent with high demand uI .�; �; H/ and the duopoly profit of the
incumbent with the high demand �HI2

For �HI2 � 8:0, uI .xHI ; x
H
E ;H/ is greater than uI .xLI ; x

L
E ;H/. In this range, the

high-demand type does not deviate the truthful optimal timing of the investment,
because the duopoly profit of the incumbent is sufficiently large and the incumbent
does not have strong incentive to make the entrant’s investment delay. Hence, the
high-demand type of the incumbents enters to the market at the optimal timing of
the investment for the high demand and reveals his information truthfully.

In contrast, for �HI2 � 2:9, uI .xHI ; x
H
E ;H/ is less than uI .xLI ; x

M
E ;H/. In

this range, the incumbent with high type invests at the optimal timing for the low
demand to hide information for high demand because the duopoly profit of the
incumbent is small and the decrement of the incumbent’s profit by the investment
of the entrant is critical. The incumbent enters to the market at the optimal tim-
ing of the investment for the low demand and does not have incentive to deviate
to the optimal timing of the high demand in this range. For 2:9 � �HI2 � 8:0,
uI .xLI ; x

M
E ;H/ � uI .xHI ; x

H
E ;H/ � uI .xLI ; x

L
E ;H/, the incumbent uses a mixed

strategy as ��Hybrid Revelation. In this interval, the value of the high-demand type
of the incumbents is same as uI .xHI ; x

H
E ;H/ because the mixed strategy should

satisfy condition uI .xHI ; x
H
E ;H/ D uI .xLI ; x

�
E ;H/. Therefore, the value of hight

type of the incumbent in the equilibrium strategy is identical to uI .xHI ; x
H
E ;H/ for

�HI2 � 2:9 while it is uI .xLI ; x
M
E ;H/ for �HI2 � 2:9.

Secondly, the effect of volatility is examined. Figure 51.2 illustrates relation
between values of the high-demand type of the incumbents and the volatility.
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Fig. 51.2 Values of the incumbent with high demand uI .�; �; H/ and volatility �

If the volatility is small, the incumbent invests truthfully while if the volatility is
large, the incumbent invests strategically. In medium range, the incumbent uses the
mixed strategy.

Finally, the impact of the entrant’s cost on an incumbent’s value is investigated.
It is interesting that the incumbent’s value is affected not only by the incumbent’s
own cost, but also by the rival’s cost because smaller entrant’s cost pushing for-
ward the entrant’s investment reduces the incumbent’s value. Figure 51.3 depicts
relation between the values of the high-demand type of the incumbent and cost of
the entrant. If the entrant’s cost is large, the timing of the entrant’s investment is
late. Since the entrant’s investment is negligible effect on the incumbent’s value,
the incumbent with high type invests truthfully. On the other hand, the incumbent
invests strategically for small entrant’s cost. For the medium interval of the entrant’s
cost, the incumbent uses the mixed strategy.

51.7 Conclusion

This paper examines investment game for an incumbent and an entrant for optimal
entries into a new market in which the incumbent only has information of demand,
high or low, and the entrant predict the demand by observing the incumbent’s timing
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Fig. 51.3 Values of the incumbent with high demand uI .�; �; H/ and cost of the incumbent KE

of the investment I investigate whether the incumbent reveals the information truth-
fully or not taking into account signaling effect by using the concept of a weak
perfect Bayesian equilibrium. I characterize a condition for the incumbent with
information of high demand invests strategically in the equilibrium, and show that
it is necessary for the incumbent to use a mixed strategy in the equilibrium under
some condition.

Further research is needed to obtain the above results analytically. We will obtain
the results by differentiating the values with respect to profit flows, costs and volatil-
ity. Some extensions of the model would be interesting. First, preemptive behavior
should be considered by eliminating the assumption where the incumbent is leader
and the entrant is follower. Second, other stochastic processes could be considered.
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Chapter 52
On Consumption Indivisibilities, the Demand
for Durables, and Income Distribution

David Zilberman and Jenny Hsing-I Liu

Abstract This paper presents a framework to assess demand of durable products
recognizing their indivisibility. The paper builds on the household production frame-
work recognizing consumers demand for product characteristics and this demand
can be satisfied by purchasing durables that combined with variable inputs to gen-
erate these characteristics or renting services that provide these characteristics. One
example is buying a washer and dryer or going to a laundromat. Our analysis rec-
ognizes heterogeneity among consumers and suggests that some segments of the
population will buy the durables while others will rent. We derived demand for the
durables and associated variable inputs by aggregating over population. We show
the demands are affected by prices and income distribution parameters.

52.1 Introduction

The limited range of issues addressed by traditional theory motivated Becker [1] and
Lancaster [7] to introduce new approaches to consumer theory. The new approaches
are capable of analyzing issues such as quality changes among goods and con-
sumers’ reaction to new goods. These approaches depart from traditional theory
by rejecting the assumption that consumers derive utility from goods and services
purchased in the market per se. Instead, they assume that utility is obtained from
entities, which are produced by the family itself with purchased market goods,
services, and the time of some members of the family.
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Becker and Lancaster use different specifications of the family-production
technologies. Lancaster’s model (see [7]) assumes multiproduct-linear technolo-
gies (each activity generates several characteristics keeping a fixed input–output
relationship). In Becker’s work [1], each activity produces one output following a
neoclassical production function.

This paper uses the family production-function approach to explain the dif-
ferences and interdependencies between the demand for durable and nondurable
goods. As in Becker, each production activity is assumed to generate one com-
modity. However, the family-production technology is assumed to have putty-clay
properties. Namely, each commodity can be produced via several processes. Each
process has its own fixed proportion between variable inputs and the commodity
and may require the use of a specific capital good. In the analysis durables play the
role of capital goods, while nondurable goods are the variable inputs. The choice
of durable goods determines the fixed nondurables-output ratios, while the actual
amount of the commodity consumed is determined by the amounts of nondurables
used. Unlike the traditional putty-clay model, however, there are a relatively small
number of durables for producing each commodity, and the amount of commodi-
ties produced by each durable is assumed to be unconstrained (or, alternatively, the
productive capacities of the durable goods are above the range of practical levels of
consumption). Thus, the selection of durable goods is the result of discrete choices.

Home appliances, such as washers, dryers, stoves, dishwashers, furnaces, etc. are
examples of durables that suggest the model developed here.1 Washing machines
and dryers, for example, are usually utilized by households only for relatively small
periods of time, and their variable costs are approximately constant per load of
clothes washed, dried, etc. In most cases, a family has to make a discrete choice
whether to purchase a washer and dryer to clean its clothes incurring a fixed cost
and relatively low variable cost, or to use a laundromat not making any investment
but paying a higher variable cost (in terms of time and operation cost).

Using this model, the first part of the paper analyzes the individual consumer’s
demand functions for durables, commodities, and goods as functions of prices and
income.2 The model is developed for the simple case of two commodities–one a
composite commodity and the other a specific commodity (such as clean clothes).
Two processes can be used to produce the specific commodity; one requires a

1 One element, which is not included in this work and should be incorporated in future research,
is quality changes among commodities. Many times the durable good is the source of differences
in quality. The commodity transformation service has different qualities when one moves in a new
Cadillac or an old Pinto. Moreover, in many cases capacity can be analyzed as an additional quality
characteristic.
2 Small and Rosen [10] and Hanemann [4] have analyzed the demand for variables? selected by
a discrete choice as part of their welfare impact analysis of quantal choice models. Their analy-
sis does not allow changes in other variables simultaneously with the discrete choice (less time
is required for washing when washers and dryers are bought than when a laundromat is used),
and they do not analyze extensively income effects. The aggregate relations they consider assume
constant income level (or constant marginal utility of income), while we aggregate here over
income.
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purchase of a durable, and the other does not require such a purchase. This simpli-
fied model allows graphical presentations and proofs using some of the traditional
tools of graphical analysis of consumer behavior (income consumption curves, price
consumption curves, etc.) and thus is useful for instructional purposes.

The second part of the paper presents a tractable approach for generating durable
demand relationships given income distributions and utility function specifications.
The results suggest that several income distribution parameters, rather than simply
average income level, are essential in deriving demand for durables. With the wide
use of discrete choice model in adoption studies (see Sunding and Zilberman [11]),
as well as studies of consumer behavior (see Train [12]), and the increased avail-
ability of disaggregated data on consumer characteristics and income distribution,
the approach introduced here becomes more applicable.

52.2 The Model

A consumer derives his utility from consuming y0 units of a numeraire commodity
and y1 units of a specific commodity each period. The consumer’s utility function is
traditionally increasing in both commodities, concave, and twice differentiable, and
it is denoted by U.y0; y1/:3 Commodity 1 can be produced usingK C 1 alternative
processes denoted by k D 0; 1; : : : ; K . The consumer has to purchase a specific
durable in order to use each of the processes with k > 0. The zero process does not
require purchase of a durable. (It may use an already-owned durable.) Let ık be a
dichotomous variable taking the value one when the kth durable is used to produce
commodity 1 and zero otherwise. Assuming that a family is employing only one of
the processes to produce the specific commodity, the dichotomous variable, ık , is
constrained by

KX

kD0
ık D 1: (52.1)

There are m nondurable goods (including time), which are used in the production
of commodity 1. The amount of good j required to produce one unit of commodity
1 using process k is denoted by ˇjk . The price of the j th nondurable is Pj . Thus,
the average variable cost of consuming commodity 1 using technology k is

�k D
mX

jD1
Pjˇjk ; (52.2)

where k D 0; : : : ; K: �k will be referred to as the price of commodity 1 under
technology k. The fixed annual cost associated with the use of process k is denoted

3 It is assumed that U
0

yi
.y0; y1/ D 1 when yi D 0 for all i . This assumption ensures that all

commodities are consumed.
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by rIk , where Ik is the purchase price of the kth durable, and r is the sum of
the interest and amortization rate. Since process 0 does not involve purchase of a
durable, I0 D 0.

The permanent income of the family is denoted by R. Income is spent on peri-
odical payments for the durable purchase, the purchase of nondurables used to
produce commodity 1, and purchases associated with consumption of commodity
0 (numeraire commodity which price is 1).4

Thus, the budget constraint of a family is given by

KX

kDo
�ky1ık C y0 C r

KX

kDo
ıkIk D R: (52.3)

The consumer choice problem is

max
ı0;ı1;:::;ık ;y0;y1

U.y0; y1/ (52.4)

subject to (52.1) and (52.3), where ık is either 0 or 1.
The consumer problem can be solved in two steps. First, compute the optimal

consumption pattern and the resulting utility under each process and then select the
process (and the durable) that maximizes utility. To simplify the graphical analy-
sis, consider the case where commodity 1 can be produced only by two processes
.K D 1/. One is a technology that does not require the purchase of a new durable,
and the associated price of the commodity is �0. The alternative technology involves
the purchase of a durable and requires fixed cost of rI1 dollar per period and average
variable cost of �1 dollar per unit of commodity consumed.

The optimal consumption choice will be determined by comparing V0, the maxi-
mum utility derived under technology 0 with V1, the maximum utility derived when
durable 1 is installed where

V0 D maxy0;y1
U.y0; y1/ (52.5)

subject to y1�0 C y0 D R

and

V1 D maxy0;y1
U.y0; y1/ (52.6)

subject to y1�1 C y0 D R � rI1:

4 The income R can also be interpreted as Becker’s “full income”, i.e., income from profit and all
potential income from labor. In this case the model can be extended to include leisure as one of the
commodities in the utility function, and it is produced only by labor.
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Fig. 52.1 The choice
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The choice problem is illustrated graphically in Fig. 52.1. The budget constraint,
when one is restricted to operate without the durable, is GF . The budget constraint,
when the durable is used, is DE . The two budget lines intersect at C .

To find the optimal solution, one has to compare the utility index at the tangency
points of the indifference curves with the budget lines. In Fig. 52.1 these intersection
points are A and B and, since the indifference curve at B represents a higher utility
level, point B will denote the optimal utility choice.

Figure 52.1 represents only a certain type of outcome for the consumption choice
problem. Different budget lines or preference orderings may result in other types of
outcomes. That is, the budget constraint of the consumer generates a set of efficient
points. This set includes all the feasible commodity bundles where the consumption
of one commodity cannot be increased without a reduction in the consumption of
the other commodity. In the case illustrated in Fig. 52.1, the set of efficient points
is denoted by the broken line, DCF . The globally optimal consumption choices
belong to the set of efficient points. All of the efficient consumption bundles can
be optimal choices except the point of the intersection of the two budget lines. This
point, while efficient, cannot be optimal since, even when it is the best choice under
one of the processes, the budget line of the other process will be tangent to a higher
indifference curve, and that tangency point will be the global optimum.

A unique solution to the consumer choice problem always exists in cases where
the optimal consumption pattern under one of the processes belongs to the set of
efficient consumption choices, but the optimal choice under the other process does
not belong to the set. This happens when the optimal consumption of y1 under both
processes is greater or smaller than at the intersection point of the budget line. When
it is greater, process 1 is superior and, in terms of Fig. 52.1, the global optimum
belongs toDC . When it is less, the process without the fixed cost is more desirable,
and the optimum belongs to CF in Fig. 52.1.
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If the optimal consumption choices under both processes belong to the effi-
cient set, one may have a multiple solution when the same indifference curve is
tangent to both budget lines. This, however, will not be the usual case and, when
both processes belong to the efficient set, one has a unique solution almost always.
Figure 52.1 demonstrates this point. Given the consumption technology, nondurable
prices, and the consumer’s income, only a certain price of the durable goods will
result in a multiple solution. This happens when the price of the durable is I 11 ; the
budget line, when the durable is used, is JK; and both points H and B are optimal
choices. When the price of the durable is greater than I 11 (as in the case of Fig. 52.1
when the durable is associated with DE), the consumer will not use the durable,
and the optimal consumption point will be B . However, in cases where the price of
the durable is smaller than the critical price I 11 , the consumer will prefer the pro-
cess, which uses the durable, and the final consumption pattern will be determined
accordingly. In these cases a reduction in the price of the durable has the effect of
an increase in income in a traditional consumption choice problem. Thus, the con-
sumption points, when durable prices are below I 11 , belong to curve HNQ, which
has all the properties of an income consumption curve.

This analysis can be extended to derive the properties of several interesting rela-
tionships. They include the individual’s demand for the durable as a function of
its price, the commodities’ prices (good prices) and income, the demand for com-
modity 1 as a function of its prices under the different technologies and income, the
demand for the nondurables, and the indirect utility function. The following sections
will analyze the effects various parametric changes have on these relationships.

52.3 The Effects of Changes in the Durable and Commodity 1

Prices on the Demand for the Durable and Commodity 1

Let QV .�1; R/ be the indirect utility function associated with a traditional choice
problem

QV .�1; R/ D maxy0;y1
U.y0; y1/ (52.7)

subject to y0 C y1�1 D R:

The analysis associated with Fig. 52.1 suggests a qualitative choice model for
durable demand. Specifically, using (7) to combine (5) and (6) yields the formulation
of the demand for durable

ı1 D ıD1 .�10; �11; I1; R/ D
(
1 if QV .�11; R � rI1/ > QV .�10; R/I
0 if QV .�11; R � rI1/ < QV .�10; R/:

(52.8)

When equality holds, we do not have a unique solution; and the consumer is
indifferent to purchasing or not purchasing the durable. To define the demand for
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commodity 1, let D.�1; R/ be the traditional demand for y1 derived from solving
the optimization problem in (7). The demand for y1 in our case becomes

y1 D yD1 .�10; �11; I1; R/ D ı1D.�11; R � rI1/C .1 � ı1/D.�10; R/: (52.9)

As (52.8) and Fig. 52.1 indicate, the demand curve for the durable (given income,
R, and commodity prices, �10; �11) is a step function which equals one when the
durable price is smaller than some critical level (I 11 in Fig. 52.1) and zero when the
price of the durable is greater than I 11 . The demand for the durable at price, I 11 , is
indeterminate.

Changes in the durable goods price will affect the consumption of commodity 1
only when the durable is used. In this case (52.9) suggests that a reduction in the
durable goods price has the same effect as increasing income by t times the amount
of the reduction. This and Fig. 52.1 yield a graphical presentation that relates the
consumption of commodity 1 to the price of the durable. Such a graph is derived
in Fig. 52.2. The relationship consists of two disconnected parts. For prices that are
greater than I 11 , the consumption of commodity 1 is constant and equal to yB1 (the
consumption at point B in Fig. 52.1). The shape of the second part of the graph,
which corresponds to prices smaller than I 11 , is determined by the income elasticity
of the traditional demand for commodity 1 (when income is R � rI 11 ). Four pos-
sible shapes are depicted in Fig. 52.2. A luxury commodity, with income elasticity
greater than one, has a negatively sloped and convex curve relating consumption
of y1 to durable price (given durable price smaller or equal to I 11 ). This case is
depicted by BF in Fig. 52.2. The negatively sloped linear curve, BE , corresponds
to cases of unitary income elasticity. Normal commodities (with income elasticities
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between the consumption
of commodity 1 and the
price of the durable
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Fig. 52.3 The relation
between the price of
commodity 1 and the quantity
of the commodity demanded

Price

E F

H

G
L

B

D(π10,R)

y1

C

A

π10
2

π10
0

π10
1

π11
0

A y1
y1B

D(π11,R-rI1)

between zero and one) have negatively sloped concave curves like BD. Finally,
inferior commodities have positively sloped curves .BC /.

Suppose that commodity 1 prices under both processes are independent (i.e., the
processes use different nondurables) and consider how changes in these prices affect
the choice of the durable and quantity demanded of commodity 1.5 Here again,
Fig. 52.1 and (52.8) suggest that the demand for durable is a step function of �10
given R;�11, and I 11 . The durable will be purchased for all levels above the criti-
cal level and will not be purchased for lower prices. Similarly, the demand for the
durable is a step function of �11 (given �10; R; I 11 ).

Using (52.9), the relationship between the price of commodity 1 under each of the
processes and the quantity of the commodity demanded is investigated in Fig. 52.3.

The starting point for the analysis is commodity 1 of price combinations
.�010; �

0
11/, which results in a multiple solution given R and I1. It is also assumed

that commodity 1 is a normal commodity; thus, the demand curve, D.�10; R/,
is above D.�11; R � rI1/. From (52.9), it is concluded that, when the price of
commodity 1 under process 0 is �010, the graph of the relationship between quantity
demanded of commodity 1 and its price under process 1 consists of two discon-
nected parts. The first, for prices greater than �011, is denoted by the line, CE. For
these �11 levels, the durable is not used; instead, process 0 is used and commodity 1
price under this process determines y1 demand level to be yD1 D D.�010; R/. When
�11 is smaller than the critical level, �011, the durable good is used, the consumption

5 Of course, the prices of commodity 1 under the two processes are interdependent. Some inputs are
used in both processes (on different proportions), and change in these inputs will affect the prices of
commodity 1 under both processes. These cases will be investigated later using the results derived
here.
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of y1 is determined according to D.�11; R � rI1/, and the second part of the
demand curve for y1 (when �11 varies) consists of point B and all the points of
D.�11; R � rI1/ to the right of B . When �11 D �011, we have a multiple solution,
and the demand for y1 can be either yA1 or yB1 . The demand for y1 as a function
of �10 gives R; I1, and �11 D �011 is determined similarly. When �10 is greater
than the critical level, �010, the durable is used, commodity 1 demand is equal to
yB1 , and the corresponding part of the demand curve is denoted by FG. When
commodity 1 prices under process 0 are smaller than �10, this process is used, and
the corresponding segment of the demand curve for �11 consists of A and all the
points,D.�10; R/, to the right ofA. Note that an increase in the price of commodity
1 under process 0 from, let’s say, �110 to �211 will generate a move fromL toH , and
actual demand will increase. The availability of a durable with lower commodity 1
prices allows a switch that increases consumption of commodity 1 when the price
of commodity 1, under the traditional technology, rises above a critical level.

The results do not change essentially when commodity 1 is an inferior commod-
ity. The only difference is that the curve, D.�11; R � rI1/, is above D.�10; R/ in
this case. Both demand relationships of y11, however, have two discontinuous seg-
ments. The demand for y11 cannot increase when �11 increases .�10 D �010/, while
it may increase when �10 increases and �11 is kept constant at �011.

52.4 The Effects of Changes in Income on the Demand
for the Durable and Commodity 1

It is of interest to find how changes in income affect the consumption of commodi-
ties and the use of durables. This subject can be analyzed using Fig. 52.4. In Fig. 52.4
the budget lines are drawn for two cases with the same prices of commodities and
durables, but different income levels. Note that, in both cases, the budget line for the
process using the durable and the budget line for consumption without the durable
intersect always on the same level of y1 denoted by Ny1 D rI1=.�10 � �11/. This
happens because an increase in income causes the same horizontal shift in both bud-
get lines, i.e., the efficient set is homogeneous of degree 1 in income. This result and
the fact that the process using the durable (without the durable) is superior when the
optimal outcomes under both processes are above (below) the intersection points of
the budget lines lead to some interesting insights.

These results indicate, for example, that poor people will not use the durable.
This is the case when the budget lines do not intersect (thus, both budget lines are
below the line y1 D Ny1), and the budget line for the process without the durable
dominates the one with the durable. It can also be deduced that the durable will
always be purchased above a certain income if the commodity 1 is not inferior and
its income elasticity is always positive.6 Under these conditions, there must be an

6 The notion of an inferior commodity used here is the traditional one. A commodity is inferior
under a given consumption technology if its consumption is reduced when income is increased
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Fig. 52.4 The relation
between the consumption
of commodities and the use
of durables
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income level above, which the optimal solutions under both processes are above the
line y1 D Ny1. This condition also implies that, for given prices, there is at least one
critical income level when the two budget lines are tangent to the same indifference
curve. Moreover, if preferences are homothetic, then there is only one critical point,
which separates lower income levels for which it is optimal not to use the durable
and higher levels for which the use of the durable is optimal.7 This property of
homothetic preferences results from the fact that income consumption curves are
rays from the origin and that, if the consumer is indifferent to two consumption
combinations, he/she is also indifferent to the combination generated by multiplying
both of them by the same scalar. Let the points A and B in Fig. 52.4 be two optimal
outcomes for a given income R0, and let them lie on the same indifference curve.
The points P and Q will be the outcomes associated with increasing the income
by �R dollars. The transformation from A to P is a scalar multiplication of A by
1C�R=.R0�rI1/, and the transformation fromB toQ is a scalar multiplication of
B by 1C�R=R0. Since the first scalar is larger, P is preferred overQ. Hence, the
consumer will prefer to use the durable at all income levels above the one at which
the consumer is indifferent between the two processes. Similarly, one can prove that
a reduction of income below the critical income level .R0/ will cause the consumer
to prefer the process without the durable.

and prices do not change. Note that one can define here a new notion of inferiority and say that a
commodity is inferior if its consumption is reduced when income is changed. A commodity might
be normal in the traditional way and inferior under the new notion.
7 Actually, this result is more general; here it will be proven only for homothetic utilities.



52 On Consumption Indivisibilities, the Demand for Durables, Income Distribution 795

52.5 The Effects in Changes in Nondurable Price

This section will analyze the effects of changes in nondurable good prices on the
choice of the durable and their own demand curves. First, distinguish between goods
that are used only in one of the processes (specialized goods) and goods that are used
in both processes. For specialized goods, the analysis is rather simple. When their
prices are very high, they make their processes less desirable and the consumer will
not use the processes. For each specialized good, there is a critical level; and, once it
is below the level (other variables kept constant), its process is adopted. The demand
curve for a specialized good has two disconnected segments. It is 0 for all prices
above the critical level when the specialized good process is not used. For all prices
below the critical level, the demand is negatively sloped (assuming commodity 1 is
not a Giffen commodity).

The slope of these demand curves can be derived from the demand for commod-
ity 1. Let good j be a specialized input in process 1 with input–output coefficient
ıj1. When process 1 dominates, the price elasticity of good j is simply the price
elasticity of the demand for commodity 1 times the share of the expenses on good
j in the variable cost of producing commodity 1. Let �xj be the price elasticity of
good j and �y11

the price elasticity of the demand for commodity 1 under process 1,
then8

�x11
D Pj

�11
ˇj1�y11

: (52.10)

Equation (52.10) transfers to consumption theory a familiar condition from pro-
duction theory stating that elasticity of derived demand of a good is lower as the
share of this good in variable cost is lower.

The analysis is much more complicated for goods which participate in both
processes. To simplify somewhat, consider first the case when the good’s input
commodity coefficients under the two processes are proportional to the price of

commodity 1 under both processes
�

i.e, for good j; ˇj 0

ˇj1
D �10

�11

�
.

This will be the case, for example, when only one nondurable is used in produc-
ing commodity 1 in both processes. In this case the change of the price of good j has

8 Let y11 D D.�11; R � rI1/. Then using (52.9),

x11 D ı1ˇ
2
j1y11;

since d�1
dPj

D ˇj1
dxj

dPj
D ı1ˇj1

dy11
d�11

. Using

�y11 D dy11

d�11

�11

y11
;

one derives

�xj D dxj

dPj

Pj

xj
D ı1

ˇ2j1y11Pj

xj �11
�y11 D �y11

Pj

�11
ˇj1:
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Fig. 52.5 The effects in
changes in the price of a
nondurable used in producing
commodity 1
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the same proportional effect on the prices of commodity 1 under both processes, and
the new commodity prices keep the same proportions as the technical coefficients.
Therefore, the effects of changes in good j prices in this case can be derived by
analyzing the optimal choices when both prices of commodity 1 are changed in the
same proportion. The lines AB and DE in Fig. 52.5 are budget constraints for one
set of commodity 1 prices. The budget linesCB and FE are derived by proportional
changes in the initial prices. Note that, in both cases, the intersection points of the
budget lines have the same y0 value denoted by Ny0. Thus, in both cases, process 1
is preferred if both optimal outcomes are left to the line y0 D Ny0; process 0 (the
durable is not used) is preferred when both outcomes are to the right of the critical
y0 level

Ny0 D rI1


ˇj0

ˇj0 � ˇj1 �
R

rI1

�

(52.11)

where ˇj1

ˇj 0
D �11

�10
.

More insight into the behavior of the optimal outcomes can be gained by con-
structing the price possibilities curves (offer curves for both processes).9 Two points,
one on each curve, correspond to each pair of commodity 1 prices associated with
the given proportions. The offer curves are convex to the origin. They are also
negatively sloped when the price of the commodity is high but may reverse slopes
for lower prices (for normal goods).10 The relationship between these offer curves

9 Each curve is the locus of all optimal y0; y1 combinations under each process resulting from
change in commodity 1 price under the process given the other parameters.
10 A special behavior pattern occurs when the elasticity of demand for commodity 1 is always
unitary. In this case the PCC lines are parallel to the y1.
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and the line y0 D Ny0 determines the choice of optimal technology when prices are
changed, but the ratio of the two prices is kept constant.

One possibility is that, under all prices, the use of the process without the durable
will be preferred. This is the case, for example, where the offer curves are O10
and O11 in Fig. 52.5. A second possibility is that the process without the durable
is preferred when the prices of commodity 1 are very high. But when the prices of
commodity 1 become lower, use of a durable to increase the consumption of com-
modity 1 is preferable. This is the case when the offer curves are O20 and O21 in
Fig. 52.5. Both intersect the line y1 D Ny0 only once. Such is typically the case with
luxury goods or normal goods with high-income elasticity. Another possibility is
that low prices of commodities result in the use of process 0; higher prices cause
a switch to the process without the durable, but very high prices will result in a
reversal of technology and the use of the process without the durable. This is the
case when the offer curves are O30 and O31 , and it may occur for some normal com-
modities or in cases where the commodity is inferior for some income levels.11 In
these cases high prices of commodity 1 result in a low level of consumption of the
commodity, and the use of the durable is not justified. When prices become lower,
the substitution effect will increase the consumption of commodity 1 and encourage
use of the durable. When prices become very low, however, the income effect will
cause an increase in the demand for other goods, and the money spent to pay the
fixed cost of the durable good can yield higher utility in other uses.

The relationship between the quantity consumed and the price of commodity 1
under process 1 when prices keep fixed proportions is especially interesting for the
later caseO30 andO31 . This relationship is described in Fig. 52.6 where the segments
AB andEF correspond to prices for which process 0 is preferred, while the segment
CD corresponds to prices for which the use of the durable is preferred. This demand
relationship is peculiar since it results in situations where an increase in both prices
of commodity 1 (they keep fixed proportions) implies an increase in its consumption
(i.e., the movement fromM to N ).

The results for cases when both prices of commodity 1 keep a fixed proportion
suggest several patterns of durable choice when a single same good, xj , is the vari-
able input in both processes. The critical value, Ny0, is an indicator, independent of
the consumer taste, of a durable choice pattern a consumer may have. Consumers
with negative Ny0 will not purchase the durable at any price (their ı1 D 0 for all
Pj ). From (52.11), this condition applies when the share of the fixed durable cost
in total income is larger than the relative efficiency gain from the durable purchase

(i.e., rI1=R >
ˇj 0�ˇj1

ˇj 0
). Thus, we should not expect consumers with less than

the critical income level, i.e., with R < rI1
ˇj 0

ˇj 0�ˇj1
to purchase the more efficient

durable even if the price of the nondurable used to produce commodity 1 is rising
very much. The purchase of the durable is also unlikely for all Pj by consumers

11 Another special case is when the elasticity of demand is unitary under both processes. In these
cases the optimal process choice is not affected by a price change given that both prices of
commodity 1 follow fixed proportions.
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Fig. 52.6 The relation
between the quantity
consumed and the price of
commodity 1 under process 1
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with small positive Ny0. For consumers with a higher Ny0, the durable choice will be a
step function of the nondurable prices. As Fig. 52.5 suggests, the durable will not be
purchased for high nondurable prices. There will be a segment of lower nondurable
prices, which will result in the purchase of the nondurable, and a third segment of
reswitching might occur if commodity 1 is not a luxury commodity (its elasticity is
less than 1) in the relevant segment.

From (52.9), the demand for commodity 1 as a function of the nondurable price
is given by

yD1 D ı1D.ˇj1; Pj ; R � rL1/C .1 � ı1/D.ˇj0; Pj ; R/:

The demand curve for commodity 1 as a function of the nondurable good price
will be well behaved and negatively sloped for consumers who do not switch to use
the durable for any Pj (low-income consumers with negative y0). It will have a
point of discontinuity but will continue to suggest that a reduction in a good price
will increase the demand for the commodity it produces for consumers who switch
to the durable good when Pj is smaller than a certain critical level. For consumers
who reswitch, this demand curve will behave like the one in Fig. 52.6, and there will
be a range of prices when increase in the nondurable price may increase commodity
1 consumption. This type of consumer behavior is not unrealistic. For example,
suppose commodity 1 is home heating, both technologies use natural gas, and the
durable is a new more efficient furnace. The initial price of natural gas may be very
low (like P0), and the consumer will be at F . An increase of natural gas from P0 to
P1 will reduce natural gas consumption to y11 , however, an additional increase will
cause a purchase of the more efficient furnace and increase in heating consumption
(from y11 to y21 ).
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The demand for the nondurable good, in our case, is derived from (52.2) and
(52.9) to be

xj D ı1ˇj1D.Pjˇj1; R � rI1/C .1 � ı1/ˇjD.Pj0ˇj ; R/: (52.12)

Using (52.12), one can see that the price elasticity of the demand for the non-
durable, xj , is equal to the price elasticity of the demand for commodity 1 with
respect to the price of commodity 1 for the process used, i.e.,

�xj
D ı1�y11

C .1 � ı1/�y10
;

where

�y10
D @.�10; R/

@D�10

�10

y10
: (52.13)

Like other demand curves, the demand for the nondurable as a function of its
price is likely to have discontinuity points at critical prices as one switches from
one technology to another. However, unlike the demand for y1 as a function of Pj ,
the demand for xj will not necessarily increase at the critical price as one switches
from technology 0 to 1. In many cases the switch to the use of a durable may reduce
the nondurable consumption; and, in some rare cases, the consumption of xj at the
critical price will not be affected by the technological switch (the demand for xj at
this point will be continuous but not differentiable).

To illustrate and comprehend better how a technological switch affects the con-
sumption of xj at a given level, consider the case where the consumer has a CES
utility function

U.y0; y1/ D A.e0y��
0 C e1y��

1 /�
1
� (52.14)

where A is a scale parameter, e0 and e1 share a coefficient, and � D 1
1C� elasticity

of substitution between commodity 0 and 1 of the utility function. Using (52.12) for
this case, the demand for xj for the CES utility function will be

xDj D ı1
.R � rI1/

Pj

h
. e0

e1
/�ˇ��1

j1 P ��1 C 1
i C .1 � ı1/R

Pj

h
. e0

e1
/�ˇ��1

j0 P ��1 C 1
i : (52.15)

From (52.15), one derives that, given prices and income, the demand for good j
under technology 0 (xj0) is greater than under technology 1 if the income share
of the fixed cost associated with technology one exceeds the income share of

commodity 1 under technology 0 times
h
1 � . ˇ1j

ˇ0j
/��1

i
, i.e.,

xj0
>

<
xj1 if

rI1

R

>

<

"

1 �
�
ˇj1

ˇj0

���1#
1C

�
e1

e0

��
ˇ1��
j0 P 1��

j

�

: (52.16)
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Thus, for the important special case of the Cobb–Douglas utility function
(� D 1), (52.16) suggests that consumption of good j will decline as one switches
from technology 0 to technology 1. Condition (52.16) also indicates that this behav-
ior will always occur when the elasticity of substitution is smaller than one and for
cases of higher elasticity of substitution when the initial income share of commodity
zero is small.

The lesson from these results is that, when the elasticity of substitution in
consumption between commodities 0 and 1 is small, a reduction in the price of
commodity 1, resulting from purchasing the durable, will reduce the demand for
xj although the demand for y1 will increase. The effect of the lower variable input
requirement per unit associated with the new technology will over the effect of the
increase in y1 associated with the lower �1. Condition (52.16) also suggests that,
when the elasticity of substitution is large and a large share of income was spent
initially on commodity 0, the increase in demand for y1 associated with a switch
from technology 0 to 1 is large enough to increase the demand for xj in spite of the
reduction of the input per commodity unit. The likelihood of increase in xj with a
switch to technology 1 is higher as the fixed cost associated with technology 1 and

its relative input requirement ˇj1

ˇj 0
are smaller.

The generalization suggested by the CES results is that, when the substitution
effect is not strong enough to overcome the increase in efficiency of the nondurable
associated with the new technology, the demand for xj may have the shape depicted
in Fig. 52.7. In this case the consumer buys less of the nondurable while consuming
more of commodity 1 as the nondurable price is declining and the consumer pur-
chases the durable good (movement from Pj0 to Pj1 will result in a switch from
A to B in Fig. 52.7). If Fig. 52.7 describes the demand for energy used for heating
(following an earlier example), an increase in energy price from Pj3 to Pj2 will
reduce energy use; but, as Fig. 52.6 indicates, it may increase consumption of heat
because of a switch to more energy-efficient technology.

However, note that when the substitution effect is very strong, the demand curve
for xj can have the same general shape as the demand for y1 asPj changes. Namely,
a reduction in xj price, causing a switch from technology 0 to 1, will increase con-
sumption of y1 and demand for xj ; and an additional reduction in prices, which
results in a reswitch, may reduce the demand for xj as well as yj .

The effects of a change in the price of a good that participates in both processes
should be analyzed according to a sum of two changes. The first is a proportional
change in both prices of commodity 1, and the second is a change in the price of
commodity 1 under the process when the good’s shares in variable cost are higher.

For example, if the price of good j is increased by �Pj and the initial ratio ˇj 0

�10
>

ˇj1

�11
, then the effects of the change are the sum of: (1) an increase of

�Pj
ˇj1

�11
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Fig. 52.7 The demand for
energy used for heating
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in the price of commodity 1 under both processes and (2) an increase of

�Pj
ˇj0ˇj1

�10 C ˇj1�Pj
in the price of commodity 1 under process 0. The total effect of the price change can
be analyzed using the results of this and the previous sections.

52.6 The Behavior of the Indirect Utility Function

Let V.�10; �11; I1; R/ be the indirect utility function of the durable choice problem
considered here. For each price income combination, it will be equal to the indirect
utility function under the selected technology, i.e.,

V.�10; �11; I1; R/ D ı1 QV .�11; R � rI /C .1 � ı1/ QV .�10; R/ (52.17)

The indirect utility function is continuous since each of the functions generating
it is continuous, and they are equal at the switching point. However, it is not always
differentiable since, at the switch points, the indirect utility functions under each
of the technologies have different gradients. Moreover, the indirect utility function
is not concave in income and is not convex in prices. Again, the behavior of the
function near the switch point is the reason for the irregularities.

To better understand the function’s behavior, consider Fig. 52.8. The curveABC
depicts indirect utility as a function of income for the likely case of one switch.
The segment, AB , corresponds to technology 0 and segment, BC , to the use of
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Fig. 52.8 The indirect utility
function V .�10; �11; I1; R/
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the durable. At the switching point, B , the marginal utility of income, when the
durable is used, is greater than when it is not used (otherwise, there is no reason to
switch). Therefore, marginal utility is not declining with income; and, in some cases,
marginal utility may be larger at higher income levels (as compared to the marginal
utility that points D and E demonstrate). Thus, assuming identical preferences, it
might happen that an individual with higher income (above the critical switching
level,RB ) will enjoy more from a given increase in income than a poorer individual
who does not own the durable and uses a less efficient consumption technology.

52.7 Aggregation of Demand

Thus far, this paper has analyzed the behavior of an individual consumer. This sec-
tion builds on the previous results to derive aggregate demand relationships. It is
assumed that all consumers have identical tastes but differ in their income. It is also
assumed that their preferences can be expressed by homothetic utility functions.

Most of the analysis will be for the case where commodity 1 can be produced
with only two processes – one of which requires the use of a durable good. Some of
the results will be extended to a case where several durables producing commodity
1 are available.

Four aggregate relationships will be derived: the desired stock of durable good
k at time t , Sk.t/; the aggregate demand for durable good k at time t, Qk.t/; the
aggregate demand for commodity 1 at time t, y1.t/; and the aggregate demand for
nondurable j for the production of commodity 1 in period t , Xj .t/.
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52.8 The Demand for Durable Good Stock

Consider the case where only one durable is available. Recall that, when utili-
ties are homothetic, there is a cutoff income level that separates lower incomes,
which do not lead to use of the durable and higher income levels, causing con-
sumers to prefer the use of the durable good. This cutoff income level is a function
of commodity 1 and the durable good prices. Let this cutoff level be denoted by
R1 D RC .�10; �11; rI1/. From (52.8), the critical income is determined by solving

QV .�10; RC / D QV .�11; RC � rI1/: (52.18)

Thus, given prices, the desired quantity of the durable good in the economy
is equal to the number of consumers with income above the cutoff level. There-
fore, knowledge of the income distribution is necessary for deriving the demand for
durables.

Let the function, ft .R/, be the income density function at time t such that
ft .R/�R is the fraction of households in the total population with income between
R and R C �R. This density function is defined on positive income levels with a
minimum level, Rm. The function Ft .R/ denotes the share of households whose
income does not exceed R and is derived by integration of ft .R/. Let the total
population size be denoted by T , thus TFt .R/ is the number of households whose
income does not exceed R.

Using these definitions and the critical income defined by (52.18), the total quan-
tity of the durable good desired at time t is a function of population size, income
distribution parameters, and prices and is given by

S1.t/ D T
Z 1

RC .�10;�11;I1/

f .R/dR D T Œ1 � Ft ŒRC .�10; �11; I1/�� : (52.19)

To demonstrate the suggested approach, consider the case where income has
Pareto distribution and consumers have Cobb–Douglas utility functions. The Pareto
distribution has been found to fit empirical data rather well (Champernowne [3]).
The density function is given by

f .R/ D
(
�R

�
mR

���1 for 0 � Rm � R and � > 0;

0 otherwise.
(52.20)

This income distribution assumes that the minimal income in the economy isRm;
this income level has the highest population density, and population density declines
as income rises.12 Moreover, this income distribution approximates the share of pop-

ulation with income above a critical level,R, to be equal to R
�
m

R
. The parameter, � , is

12 Actually, the Pareto distribution is approximating very well the behavior of the tail end of
income distribution, with income above the mode level. When it is used empirically, one has to
accommodate the exclusion of the very low-income groups from the analysis.
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the elasticity of the population share of the high income group, and it approximates
the percentage change in the fraction of population with income above a critical
level when this level is reduced by 1%.

By introducing (52.20) into (52.19), one finds

S1.t/ D TR�mŒRC .�10; �11; I1/��� : (52.21)

Consider the Cobb–Douglas utility function

U.y0; y1/ D y˛0

0 y
˛1

1 ; (52.22)

where ˛0 C ˛1 � 1 and ˛0; ˛1 � 0.
The indirect utility function associated with (52.21) is

QV .�;R/ D .R˛1/˛1.R˛0/
˛0.˛0 C ˛1/�.˛0C˛1/��˛1 : (52.23)

From (52.18), the critical income is

RC .�10; �11; I1/ D rI1
"

1 �
�
�11

�10

� ˛1
˛1C˛0

#�1
: (52.24)

To simplify the expression later, assume ˛0 C ˛1 D 1 and denote ˛1 D ˛.
Introducing (52.24) into (52.21) obtains the optimal stock of durable 1 at time t

S1.t/ D T
 

Rm

�

1 �
�
�11

�10

�˛���!
.rI1/

�� : (52.25)

Both the price elasticity (in absolute value) and the mode income elasticity of the
stock demand for the durable are equal to the elasticity of population share of the
high – income group. The increase in stock demand resulting from a decline in

the variable cost of the modern technology relative to the old technology
�
�11

�10

�
is

higher as the elasticity of population share of high income group and the share of
commodity 1 in current expenses .˛/ increase. Increase in the elasticity of popula-
tion share of the high-income group will reduce aggregate stock demand, and the
impact will be greater as the critical income that results in durable purchase is lower.

When � � 1, the average income in the economy is given by NR D �Rm

��1 .13 Thus,
the demand for the durable good stock can be rewritten as

S1.t/ D T
�
� � 1
�

�

1 �
�
�11

�10

�˛�
NR
��

.rI1/
�� : (52.26)

Again, the average income elasticity of stock demand of the durable is equal to � .

13 If R is bound from above, one can express S1.t/ as a function of NR for � < 1.
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52.9 The Aggregate Flow Demand of the Durable Good

While S1.t/ denotes the desired stock of capital good 1 at time t , the actual demand
for new durables at time t is the difference between the demanded stock and the
stock accumulated prior to time t . For simplicity, let us exclude the possibility
of physical deterioration of the durable and thus replacement demand. Let us also
assume that the actual stock of the durable is adjusting instantaneously to increase
in stock demand. Thus, the flow demand for the durable good is equal to the change
in the stock demand for the durable over time. If changes in parameters (prices,
income distribution, etc.) cause reduction in the desired stock level of the durable
good, the stock demand will be equal to zero.

Considering the cases when stock demand for the durable is rising over time and
assuming differentiability of the relevant functions with respect to time, the flow
demand for capital is derived by differentiating (52.19) to yield

Q1.t/ D PS1.t/ D T
(

S1.t/
PT
T
� @Ft
@t
� @Ft

@RC


@RC

@�11
P�11 � @RC

@�10
P�10 C @RC

@rI
.r PI /

�)

:

(52.27)

where the upper dot denotes differentiation with respect to time. The flow demand
for the durable good is an increasing function of the rate of population growth, the
change over time in the fraction of population with income above critical level,
the decline over time of the variable cost associated with the modern technology
compared to the old technology, and the decline in the price of the durable good.

Using the example when income is Pareto distributed and the utility function is
Cobb–Douglas, the flow demand for the capital good is derived (assuming � > 1)
to be

Q1.t/ D S1.t/
8
<

:

PT
T
C �

2

4
PRm
Rm
�
 
r PI1
rI1

!

� ˛ .�11=�10/
˛

1 � .�11=�10/˛

� P�11

�10

�

�
�11

�10

�

3

5

9
=

;
:

(52.28)
The flow demand for the durable is a product of the stock demand and the rate of

change in the desired stock of the durable good (the expression in the brackets). The
rate of change in the desired stock of the durable is linearly dependent on the rate
of decline in the price of the durable and the interest rate, and the rate of increase
in the minimum (average) income elasticity of the population share of the high-
income group in the linear coefficient. The effect of the rate of reduction in the
variable cost associated with technology 1 relative to technology 0 on the rate of
change in desired durable stock is proportional to the product of the elasticity of the
population share of the high-income group, the share of coefficient of commodity 1
in current expenses, and an increasing function of .�11

�10
/˛ .
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52.10 The Aggregate Demand for Commodity 1
and Nondurables

The aggregate demand for commodity for cases where there is one critical income
above which consumers purchase the durable (i.e., homothetic utility functions) is
derived from (52.9) to yield

Y1.t/ D
(

T

Z RC .�10;�11;rI1/

0

D.�10; R/f .R/dR

C
Z 1

RC .�10;�11;rI1/

D.�11; R � rI1/f .R/dR
�

(52.29)

For the case of Cobb–Douglas utility function,

D.�;R/ D ˛R

R
: (52.30)

Introducing (52.24) and (52.30)–(52.29) for the case of Pareto income distribu-
tion defined in (52.20) with � > 1 yields

Y1.t/ D T ˛
NR

�10

(

1C
�
Rm

rI1

�

1 �
�
�11

�10

�˛����1

�
 �

�10

�11

�1�˛
C 1

�

�

1 � .�11
�10

/

�˛
.
�10

�11
/ � 1

!)

: (52.31)

The aggregate demand for commodity 1 in (52.31) is equal to aggregate demand
for commodity 1 under technology 0; .T ˛ NR

�10
/, plus an additional element that

expresses the effect of introducing technology 1 on the demand of commodity 1.
While average income is the only income distribution parameter required to com-
pute aggregate demand for commodity 1 when only technology 0 is available (and
we have a “traditional” demand model), the availability of durable good 1 and the
discrete choice it implies requires more than one income distribution parameter to
compute aggregate demand. As (52.31) indicates, the aggregate demand for com-
modity 1 is an increasing function of the minimum income, population size, and
the share of commodity 1 in current expenses .˛/. It is a decreasing function of the
elasticity of the population share of the high-income group, the price of commod-
ity 1 under technology 1 relative to its price under technology 0, and the price of
commodity 1 under technology 0 (when �11

�10
is kept constant).

The derivation of aggregate demand for nondurable j used in producing com-
modity 1 is similar to the derivation of the demand for the commodity. Using (52.12)
and (52.28), the aggregate demand for nondurable j is
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Xj .t/ D T
Z RC .�10;�11;rI1/

0

ˇ10D.�10; R/f .R/dR

C
Z 1

RC .�10;�11;rI1/

ˇ11D.�11; R � rI1/f .R/dR: (52.32)

Consider the case where commodity 1 is the only nondurable used in both
technologies where the utility function is Cobb–Douglas and income is Pareto
distributed. In this case (52.32) becomes

Xj .t/ D ˛T NR
Pj

(

1C
�
Rm

rI1

���1
� � 1
�

�

1 �
�
�11

�10

�˛��
)

: (52.33)

The aggregate demand for nondurable good j is equal to the demand for good
j when only technology 0 is available ˛TR

Pj
minus an additional element reflecting

the contribution of technology 1 in saving good j. Note that in our examples, the
availability of the new durable will increase the aggregate demand for commodity 1
while reducing the aggregate demand of the nondurable.

52.11 The Case of More than One Durable

The analysis thus far can be easily extended to the case where more than one durable
exists for generating commodity 1. When there are two durables, for example, it
can be concluded that, if the second durable is more expensive than the first but
requires lower variable cost (i.e., I2 > I1 but �12 < �11), then the consumer with
homothetic preferences will have two critical income levels, R1C and R2C . The level
of income for which the consumer will switch from no durable to durable 1 is R1C
and the level where the consumer switches from durable 1 to 2 isR2C andR2C will be
larger than R1C . Thus, population with identical tastes will be segmented according
to income into three groups. The low-income group R < R1C will not use any
durable; the middle-income group .R1C < R < R2C / will use durable good 1; and
the high-income group will use durable good 2. Assuming a two-parameter Pareto
income distribution S1.t/, the aggregate stock demand for durable 1 at time t, for
example, is given by

S1.t/ D TR�n
�
.R1C /

�� � .R2C /� �
	
: (52.34)

Using (52.23), the critical values for a Cobb–Douglas utility function are

R1C D
rI1

1 �
�
�11

�10

�˛
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R2C D
rI2
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�11

�˛ : (52.35)

Thus, the aggregate stock demand for durable good 1 becomes
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: (52.36)

Similarly, the aggregate stock demand for durable 2 becomes

S2.t/ D T Rm
r


1 � .�12=�11/˛
I2 � .�12=�11/I1

��
: (52.37)

One can extend the analysis to derive aggregate flow demands for the durables,
and the aggregate demand functions for the nondurables and commodity 1.

52.12 Conclusions

Explicit consideration of the indivisibilities caused by the availabilities of consumer
durables modifies significantly the behavioral pattern predicted by consumer theory
and the nature of its basic relationship. Individual consumers’ demand relationships
will have points of noncontinuity reflecting technological switches, and changes in
product prices may result in total realignment of the consumers’ durable mix, which
will drastically change the nature of demand for all goods.

Recent developments in econometrics allow estimation of simultaneous dis-
crete and continuous choices made by consumers (see, for example, Heckman [6]).
Indeed, frameworks similar to the one presented here have been applied to estimate
demand relationships to durables like air conditioners (see Hausman [5]) and refrig-
erators (see Brownstone [2]). The results of individual demand estimations can be
used for estimating aggregate demand for durables when estimators of joint distribu-
tion of key variables that affect consumer choices (i.e., income) are available. These
probability measures will be used as weights in generating the aggregate demand
relationships following an aggregation procedure similar to the one taken in the
latest part of this chapter. These later reactions have developed aggregate demand
relationships for durables and nondurables analytically. These aggregates depend on
more than one income distribution parameter even when consumers have identical
homothetic preferences (such preferences allow aggregation with the knowledge of
mean income only when traditional consumer behavior models are used).

While the framework introduced here is useful to understanding durable and non-
durable choices in many cases, it is still limited and requires improvements and
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generalizations. Two particular elements that have to be incorporated in the analysis
are product quality differences14 and labor leisure choices, in particular, the effects
of different sources of income (wage earning and returns from assets) on durable
choices.
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