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Preface

This is the sixth volume in the Reviews in Fluorescence series. To date, five

previous volumes have been both published and well-received by the scientific

community. Several book reviews, in the last few years, have also favorably

remarked on the series.

We thank the authors for their very timely and exciting contributions again this

year. We hope you will find this volume as useful as past volumes, which promises

to be just as diverse with regard to fluorescence-based content.

Finally, in closing, I would like to thank Caroleann Aitken, Manager, The

Institute of Fluorescence, for help in coordinating content with authors and Michael

Weston at Springer for help in publishing this current volume.

Chris D. Geddes
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Péter Nagy Department of Biophysics and Cell Biology,

University of Debrecen, Debrecen, Hungary

x Contributors



Premchendar Nandhikonda Department of Chemistry, New Mexico

Institute of Mining and Technology, Socorro, NM 87801, USA

Punya Navaratnarajah Department of Biochemistry and Biophysics,

University of North Carolina at Chapel Hill, Chapel Hill, NC 27599-7260, USA

Michael G. Nichols Physics Department, Creighton University,

2500 California Plaza, Omaha, NE 68178, USA

Mercedes Novo Departamento de Quı́mica Fı́sica, Facultade de Ciencias,

Universidade de Santiago de Compostela, E-27002 Lugo, Spain

Flor Rodrı́guez-Prieto Departamento de Quı́mica Fı́sica,

Facultade de Quı́mica, Universidade de Santiago de Compostela,

E-15782 Santiago de Compostela, Spain

Saswata Sankar Sarkar Department of Chemical Sciences, Tata Institute

of Fundamental Research, Mumbai 400 005, India

Anoop Saxena Department of Chemical Sciences, Tata Institute

of Fundamental Research, Mumbai 400 005, India

Alexander Schiller Institute for Inorganic and Analytical Chemistry,

Friedrich-Schiller-University Jena, Humboldtstr. 8, 07743 Jena, Germany

Bakthan Singaram Department of Chemistry and Biochemistry,

University of California, 1156 High Street, Santa Cruz, CA 95064, USA

Johanna Suomi School of Chemical Technology,

Aalto University, Espoo, Finland
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Metal Enhancement of Near-IR Fluorescence

for Molecular Biotechnology Applications

Jon P. Anderson, John G. Williams, Daniel L. Grone,

and Michael G. Nichols

Abstract Metal-enhanced fluorescence (MEF) can increase the overall emissions

of a multitude of fluorophores by positioning the fluorophore in close proximity to

an appropriate metal-coated surface. Near-infrared (near-IR) fluorophores placed

near these metal surfaces combine the increased emissions of MEF with the low

background characteristics of near-IR fluorescence. Together, this combination of

high emission, low background detection may provide a powerful tool in the

analysis of biological samples. In this brief review, we will outline the feasibility

of using near-IR MEF in biotechnology research, will cover the types of

experiments required to bring this technology from the feasibility stage to a

commercial product, usable by molecular biologists, and will investigate the

sources of background emissions that may be further reduced in the future.

1 Introduction

Fluorescence is a highly sensitive and convenient method of detection that has

altered the landscape of molecular biotechnology over the past few decades.

An increasingly wide variety of fluorophores are used in biotechnology, genomics,

immunoassays, array technologies, imaging, and drug discovery [11, 32, 60, 61, 69].

Fluorescent molecules can easily be attached to a cast of target molecules, including

DNA, RNA, antibodies, peptides, and proteins, and have the distinct advantage of

being small compared to several other molecular labels [16, 20, 62, 71, 73].

Fluorescence-based technologies are used in a wide variety of biotechnology

applications, including automated DNA sequencing, real-time PCR, microarray

analyses, and immunoassays. The small size of fluorescent dyes provides little

interference with the properties of the labeled molecule and allows the dye to

J.P. Anderson (*)
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infiltrate cellular regions that cannot be labeled by larger molecules (i.e., quantum

dots and metal colloids) [14, 63]. Fluorescent dyes provide a predictable

red-wavelength Stokes shift from the excitation to the emission spectra, allowing

for very efficient collection of the emission photons away from the excitation beam

[14, 52]. In addition to measuring the excitation wavelength, fluorescence can

provide information by the way of polarization, lifetime, fluorescence resonance

energy transfer (FRET), and quenching. Discovery and development of green

fluorescent protein (GFP) has also allowed for the direct labeling and expression

of a fluorescent biomolecule by a protein [12]. A major drawback, however, in using

fluorescent dyes is the fact that the dyes can easily photodegrade, unlike quantum

dots and metal colloids. Fluorescent molecules with small Stokes shifts may also

have the disadvantage of self-quenching when located near another fluorophore by

means of homo-FRET, reducing the overall signal.

Near-infrared (near-IR)fluorescence has unique advantages over visible fluores-

cence and is gaining popularity in biological imaging and molecular applications

[64]. Fluorescence in the near-IR offers significantly lower background signals

from scatter than those generated by visible wavelength excitation [50, 55]. Near-

IR wavelengths are not readily absorbed by water and biological compounds,

allowing deep penetration through tissues and cells, and reducing the possibility

of photodamage to biological samples. Instruments using these longer wavelengths

have a distinct advantage, with the near-IR spectral region showing little interfer-

ence from biological molecules [51, 65].

2 Metal-Enhanced Fluorescence

Though highly successful, fluorescent-based methodologies have a continuing need

for increased sensitivity and reduced detection limits [34]. To improve the sensitiv-

ity and reliability of fluorescent probes, the signal emissions from target molecules

need to increase without increasing the signal from nonspecific molecules. In other

words, the sensitivity and detection limit can be improved by increasing the

quantum yield of the fluorophore, increasing its absorption cross section, increasing

its photostability, and reducing the background signal of the system.

Metal-enhanced fluorescence (MEF) has been highly successful at increasing

fluorescence sensitivity through an increase of the quantum yield and photostability

of the fluorophore [4, 7, 35, 36]. The act of using a metal-coated surface to increase

signal intensities is not a recent endeavor, for metal island films have been used for

over two decades in Raman spectroscopy for signal enhancement [1, 17]. However,

this field has only recently begun to show a large following in the field of

fluorescence detection [35, 37, 40, 44, 47, 48]. Research on MEF has primarily

focused on using silver island films (SIFs) [3, 5, 38, 40, 45, 46, 48] for enhancement

of fluorescence, although recent studies have utilized metal colloids [6, 43],

light-deposited silver [23], silver fractals [24], nanosphere lithography [29], and

ordered arrays [15]. SIFs are composed of subwavelength sized patches of silver

2 J.P. Anderson et al.



located on an inert substrate. Randomly seeded metal islands that ranged in size

from 20 to 500 nm have been successfully used to enhance a variety of fluorophores

[38, 40, 45, 46, 48]. The size and the shape of the metal islands may also play an

important role in the ability to enhance the fluorescent signal [26, 59]. Periodic

metal island nanoarray structures may further enhance the fluorophore emissions

and could result in directional instead of isotropic photonic emissions [37].

SIFs have been largely studied for their ability to increase fluorescence

intensities in low quantum yield and visible fluorophores [28, 40, 44, 45]. Much

less information, however, exists on the ability of these metal islands to enhance the

performance of the longer-wavelength, near-IR fluorophores commonly used in

proteomic and genomic applications. The combination of increased emissions from

MEF and the low background signal from near-IR fluorescence provides a means

for lowering the limit of detection (LOD), providing the increased sensitivity that is

required for many biological assays.

3 MEF Design Considerations

In MEF, the distance between the fluorophore and the metal is critical for enhance-

ment of fluorescent emissions. The metal will quench the fluorophore if it is located

within 50 Å of the metal surface. At a distance greater than 200 Å from the metal

surface, the fluorophore displays free space characteristics. Therefore, the

fluorophore must be located roughly between 50 and 200 Å from the metal surface

for metal enhancement to take place (Fig. 1). It is this nanometer sized zone of

enhancement that provides the greatest effect to a fluorophore’s quantum yield and

may aid in signal specificity, essentially amplifying only those fluorophores that are

specifically located within this enhancement zone.

Metallic surfaces placed near a fluorophore can alter the fluorophore’s

properties. MEF uses metallic surfaces to modify the radiative decay rate (G) in a

Fig. 1 Schematic representation of fluorescent properties near a metal surface. MEF properties

are shown, as the particle moves from near the surface where it is quenched by the metal, through

the region of metal enhancement and then into free space, where the metal has no effect on the

particle

Metal Enhancement of Near-IR Fluorescence for Molecular Biotechnology Applications 3



useful manner [35, 40]. An excited fluorophore can emit or return to a ground state

by means of some nonradiative decay at a rate (knr) or by other quenching processes
at a rate (kq) (Fig. 2a). Fluorophores placed near a metal show both a decreased

lifetime and an increased quantum yield, indicating an effect on G (Fig. 2b).

Alterations in G are due to interactions of the excited state fluorophores with the

oscillations of the free electrons in the metal [18, 33, 40]. The excited fluorophores

induce surface plasmons which in turn emit photons [9, 49]. The fluorescence

lifetime (tm) and the quantum yield (Qm) for a fluorophore placed near a metal

surface are given by the equations:

tm ¼ 1

Gþ Gm þ knr þ kq
; (1)

Qm ¼ Gþ Gm

Gþ Gm þ knr þ kq
: (2)

By reducing the lifetime and increasing the quantum yield, metallic surfaces

may increase the overall radiative rate of a fluorophore by more than 10,000-fold

[33], although this increase is greatest for low quantum yield fluorophores [40].

Naturally, high quantum yield fluorophores may reveal only moderate gains in the

overall quantum yield when placed near a metal surface; however, these dyes may

still show a decrease in their fluorescent lifetime [40]. Producing a decrease in the

Fig. 2 Simplified Jablonski diagram showing fluorophores in (a) free space and (b) in the

presence of a metallic nanoparticle. The diagram highlights the radiative decay rate (G), the
radiative decay rate in the presence of metal nanoparticles (Gm), the nonradiative decay rate

(knr), and the rate of quenching processes (kq)
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fluorescence lifetime near a metal surface can result in a greater number of total

photons emitted and an increased photostability. The maximum number of photons

emitted by a fluorophore per second is limited by the inverse of the lifetime. The

photostability of the fluorophore is affected by the amount of time the fluorophore

remains in the excited state, where it may photodegrade. By reducing the lifetime

(i.e., the average time spent in the excited state), the fluorophore can effectively

pass through more excitation-emission cycles and thus produce an increased num-

ber of photons before photodegrading.

Though MEF has been successfully demonstrated by multiple groups [18, 26,

33, 40], there remains little experimental data on the effects of MEF on near-IR

fluorescence. Furthermore, even with the successful demonstration of this technol-

ogy, there still remain several challenges in transferring this technology from the

research stage to the commercial stage. The process of demonstrating feasibility

using MEF is only the first stage in making this technology useful for molecular

biologists. Studies on the reproducibility and linearity of the fluorescence

emissions, along with investigations on the longevity of theses metal structures,

need to be performed before they can be reliably used to quantitate labeled

biological samples. Along with these verification studies, a fundamental under-

standing of the sources of background will help find ways to reduce noise in the

assay and lower the LOD beyond current methodologies.

4 Silver Island Films

Preliminary results with LI-COR IRDye®800CW (ex 774 nm; em 789 nm) showed

that near-IR fluorophores can be enhanced by both silver and gold nanostructures.

The silver structures were shown to enhance the dye significantly more than the

gold, a result that is not unexpected and has been reported for visible fluorophores

[49]. From these initial results, we decided to focus on silver structures and

proceeded to produce silver coatings on glass slides, including SIFs and colloid-

coated surfaces.

Experiments were performed to quantitate the relative enhancement of near-IR

fluorophores on the deposited silver-coated glass surface as compared to the

uncoated glass. Throughout our experiments, a known quantity of fluorophore-

labeled protein or DNA was spotted onto the SIF-coated and uncoated portions of

the glass slides and then detected using a LI-COR Odyssey® near-IR fluorescence

imager (Fig. 3). Spotting a known amount of fluorophore onto the SIF-coated or

uncoated glass surface allows us to remove any affinity biases that may occur when

depositing a layer of fluorophores over the entire surface of a slide. Analyzing

individual spots on a scanned image also allows the Odyssey® software to account

for any increase in background fluorescence signal caused by the silver surface,

with the near-IR excitation wavelengths producing almost no increase in the

background signal.

Metal Enhancement of Near-IR Fluorescence for Molecular Biotechnology Applications 5



4.1 Fluorophore to SIF Distance Dependence

The distance between the fluorophore and the SIF is critical for metal enhancement

to take place. Previous studies have concluded that at distances greater than

30–50 nm from the SIF, the fluorophore and metal surface generate little measur-

able interaction and the fluorophore displays mainly free space characteristics [46].

When the fluorophore is in close proximity to the metal surface, however, the

excited fluorophore induces surface plasmons in the SIF, which then also radiate at

the same wavelengths as the excited state fluorophore [13]. Using both LI-COR

IRDye®700 (ex 689 nm; em 700 nm) and IRDye®800 near-IR fluorophore-labeled

oligos, we observed this distance-dependent relationship by spotting 1 ml (10 fmol)

of dye-labeled DNA oligo onto the SIF-coated and uncoated portions of the glass

slide, and detecting the fluorescence emissions generated from each droplet as it

dried. The drying of the droplet moved the dye-labeled DNA oligos from a free

space emission mode, far from the SIF surface, to a metal-enhanced mode, near the

SIF surface (Fig. 4). Integrated intensities were measured for each of the spots and

the relative amount of enhancement for fluorophores spotted over silver was

calculated. The integrated intensity calculations on the Odyssey® system are

independent of the spot size and scan resolution, and account for any increased

background signal generated by the silver surface [42]. Measured over time as the

spot dried, signal from dye-labeled oligos spotted on an uncoated region of the glass

slide showed little change, while oligos spotted on the SIF-coated region of the slide

showed increased fluorescence emissions.

SIFs are generated by a chemical reduction of silver nitrate in solution [39, 40,

45–47, 59]. The process of producing the SIF creates a heterogeneous population of

metal nanostructures. The size, shape, and position of the silver nanostructures are

somewhat random along the glass surface (Fig. 5). By specifying the coating time,

however, the size and density of the silver structures can be roughly controlled.

To determine the optimal SIF density for enhancement of near-IR fluorophores, we

first generated SIF gradients on glass slides. The SIF gradients were constructed by

slowly retracting a glass slide from the reduced silver nitrate solution as it is heated in

a 40�C waterbath. The slow removal of the slide was done by using a programmable

Fig. 3 Typical results of fluorophore enhancement by SIF. Equal amounts of LI-COR IRDye®800

(green) and Molecular Probes Alexa Fluor® 680 (red) labeled streptavidin are spotted onto either

the silver-coated (SILVER) or uncoated (GLASS) regions of a glass slide and allowed to dry. The

slide is imaged using a LI-COR Odyssey® imager. The SIF-coated regions show increased

fluorescence intensity as shown by the brighter spots

6 J.P. Anderson et al.



stepper motor that would retract the slide from the silver solution at a rate of

approximately 5 mm/min, creating a reproducible SIF gradient. Absorption spectra

were taken at various regions along the SIF gradient, with the peak absorption

correlating to the silver density on the slide surface. Near-IR fluorophore-labeled

DNA oligos were then spotted along the SIF gradient and the emissions were

recorded and analyzed using an Odyssey® imager. These experiments determined

that a SIF containing a peak absorbance of 0.6–0.8 absorbance units (AU) would

produce the greatest enhancement of near-IR fluorophores (Fig. 6).
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Fig. 4 Fluorescence integrated intensity of an (a) IRDye®800- and (b) IRDye®700-labeled DNA

oligo spotted onto either a plain glass slide (GLASS) or onto a silver island film coated glass slide

(SIF). The integrated intensity is monitored over time as the liquid spot dries onto the slide,

bringing the fluorophore in close proximity to the silver surface, and producing an increase in the

fluorescence intensity for the SIF sample. The data was generated by implementing consecutive

scans on the Odyssey® imager, and with the focus plane of detection adjusted to accommodate for

scanning through the bottom of the glass slide to allow for the imaging of wet spots

Fig. 5 Atomic force micrograph (AFM) image of a typical silver island film (SIF) produced by

LI-COR and imaged at the University of Nebraska-Lincoln. Image on the right is a 3D reconstruc-

tion of the AFM image. Note variations in size and random distribution of silver nanostructures

Metal Enhancement of Near-IR Fluorescence for Molecular Biotechnology Applications 7



Using SIFs optimized for near-IR enhancement, we were able to obtain an

average of 18-fold enhancement of IRDye®700-labeled DNA oligo spotted on

plain glass using a manual glass slide microarrayer system (V&P Scientific inc.).

IRDye®800-labeled DNA oligo was enhanced 15-fold over dye on plain glass.

These enhancement results are slightly better than what has been achieved using

SIFs on visible fluorophores [4, 40, 46].

5 Colloid-Coated Surfaces

Producing metal islands of a specific size may be critical for efficient MEF. Although

chemical dip coating can successfully create SIFs over a range of sizes, controlling the

reaction and halting the growth of the islands at an exact size and density can be

difficult. Silver colloids were therefore generated to create colloid-coated surfaces

containing islands of a specific size across the entire slide. The process uses metal

nanoparticles (colloids) to effectively coat a glass slide, creating a metal island film. A

clean glass substrate is surface coated with 3-aminopropyltrimethoxysilane (APS),

producing a monolayer of reactive groups that can bind colloidal silver nanoparticles

[19, 58]. The silanized glass substrates is then immersed in a colloidal solution,

immobilizing the metal nanoparticles on the surface [66].

The particle spacing on the glass surface is random, with the interparticle

spacing (i.e., the particle density) being dependent on both the amount of time the

substrate is immersed in the colloidal solution and the concentration of the colloidal

solution. Because the size of the islands is determined by the colloids, sparse to

densely packed colloid-coated surfaces that maintain a unique metal island size by
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Fig. 6 A plot of the relationship between SIF coating density is shown, as measured by peak

absorbance, and the integrated intensity measurement of 10 fmol of an IRDye®700-labeled DNA

oligo. A total of four measurements were taken at each silver density along the SIF gradient slide.

The results indicate that a SIF coating that produces an absorption intensity peak between 0.6 and

0.8 AU produced the highest integrated intensity
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simply varying the amount of time used to attach the colloids to the glass surface

can be produced. This finer control of the nanostructure size and density was

investigated to determine if these colloid-coated surfaces could provide even

greater enhancement for near-IR fluorophores.

Reports have indicated that colloid-coated glass surfaces can enhance the fluo-

rescence of some visible fluorophores more than SIFs, with the best results showing

16.7-fold enhancements [43]. Several methods of producing silver colloids were

employed, including sodium citrate reduction [43], the polyol process using ethyl-

ene glycol as the reductant [67, 68], small silver seed production followed by

repeated rounds of controlled growth [8, 10], silver reduction in the presence of

gum arabic [27, 72], as well as the photoinduced production of triangular silver

particles [30, 31]. Using these methodologies, we were able to generate colloids

from 4 nm to greater than 120 nm in diameter. Sizes of the colloids were determined

at Brookhaven Instruments Corporation (Holtsville, NY) using a Brookhaven

90Plus dynamic light scattering particle size analyzer. The colloids were attached

to APS-coated glass slides by dip coating the slides for up to 24 h in the colloid

solution. These various sized colloid-coated surfaces generated enhancements of up

to 11-fold for IRDye®800CW and up to 5-fold for IRDye®700. These results did

show enhancement by the colloid-coated surfaces, but the enhancements obtained

were less than that obtained from the SIFs. The longer-wavelength, near-IR fluo-

rescence may not be efficiently enhanced with small (4–120 nm) colloids that were

tested, whereas the shorter, visible fluorescence may have been better enhanced.

Producing larger colloids that are highly monodispersed might improve the

enhancement for the near-IR, but we have not yet tested this hypothesis. Based

on these results, we moved away from colloid-coated surfaces and began to focus

our attention on characterizing the near-IR metal enhancement from SIFs.

6 Validation Tests for Near-IR MEF

Apart from demonstrating feasibility of MEF on near-IR fluorescence, we set out to

further test the characteristics of the SIF-coated slides and to validate their

properties. These validation tests include assays on longevity, reproducibility, and

linearity.

Longevity studies involve storing SIF-coated slides for several months and then

assaying them for their ability to enhance near-IR fluorescence. These shelf-life

studies may not be routinely done for determining the feasibility of a product, but

are crucial for the development of a commercially viable product.

SIF-coated slides are also tested for their ability to produce consistent, repro-

ducible results across a coated slide surface. An array of near-IR fluorophore-

labeled protein spots is first generated across a slide using a SpotBot personal

microarrayer. Fluorescence emissions from the spots on the SIF-coated and

uncoated regions of the slide are then compared, with the goal of maintaining %

CV values not statistically different than that of plain glass slides.
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Linearity measurements are performed on the slides to validate that the

fluorescence intensities recorded by the Odyssey® scanner remain linear over

several orders of magnitude based on the amount of fluorophore spotted on the

slide. These types of measurements remain important to the utility of the slides as a

commercial product.

6.1 Longevity of SIF-Coated Surfaces

Silver surfaces and films are prone to oxidation and are far less stable than gold

surfaces [25, 75]. Frequently, SIFs are used immediately after they are produced,

but have routinely be stored for up to 1 week in deionized water before being used

[54]. In order to protect and stabilize the silver, others have applied a thin coating

of silica to the silver surface [2, 53]. This thin layer of silica should help protect

the silver surface, but could however adversely affect the ability of the SIF to

enhance fluorescence by MEF. To first determine if a protective layer will be

needed on the silver-coated glass slides, we performed a longevity study on the

SIF-coated slides.

The longevity study was designed to measure the ability of the SIF surfaces to

continue to enhance near-IR fluorophores over time. For this investigation, we

generated SIF-coated slides and stored them under three different conditions for a

period of 9 months. It should be noted that the stored slides were prepared before we

determined the best silver density for near-IR fluorophores and contained an

average peak absorbance of 0.3 AU, which is suboptimal for enhancement of

near-IR fluorophores. All newly prepared SIF-coated slides that were used in the

longevity study were also made with similar (0.3 AU) absorbances. The storage

conditions for these slides included: wet (in dH2O), dry under argon, and dry under

ambient conditions. After 9 months, the stored slides, along with newly prepared

SIF-coated slides, were freshly spotted with dye-labeled oligo and tested for their

ability to enhance near-IR fluorophores. The results showed that IRDye®800-

labeled DNA oligos were enhanced by an average of 6.6-fold for newly prepared

slides, while the slides stored dry under Argon and Ambient conditions enhanced

the dye by an average of 10.9-fold and 8.4-fold, respectively. The IRDye®700-

labeled DNA oligos were enhanced by an average of 13.8-fold for newly prepared

slides, while the slides stored dry under Argon and Ambient conditions enhanced

the dye by an average of 4.0-fold and 4.4-fold, respectively. The slides stored for

9 months in H2O had a visually distinct alteration in their appearance and were

unable to enhance either fluorophore.

Our longevity studies demonstrated that the SIFs were able to be stored dry

for 9 months and still sustain their ability to enhance the near-IR fluorophores.

The reduction in the overall enhancement of these stored and newly prepared

SIF-coated slides can be accounted for by the suboptimal coating of SIF, which

contained an absorbance of approximately 0.3 AU. The optimal absorbance for SIF
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using LI-COR dyes was later determined to be between 0.6 and 0.8 AU (Fig. 6).

This difference in the amount of silver coating on the slides can generate the

slightly lower enhancements that were observed in the longevity studies as com-

pared to our best enhancements using SIFs, which were 15-fold for IRDye®800-

and 18-fold for IRDye®700-labeled DNA oligos. The results, however, show

that the slides stored dry remain able to effectively enhance near-IR fluorophores

even after 9 months of storage, although a reduction in enhancement was observed

using IRDye®700.

These results demonstrate that we may not need to overcoat the silver

nanostructures with silica or other self-assembled monolayers (SAMs) to preserve

their function over time. Silica or SAM coatings may, however, still be useful in

providing specific surface coatings over the SIF-coated slide. Experiments on

SAMs with the protein BSA have been shown to work well with silver-coated

surfaces and allow for enhancement of visible fluorophores [46, 70]. Others have

also performed research on overcoating silver surfaces with increasing thicknesses

of silica. These results indicate that silica can be successfully used to coat the silver

surfaces with a thickness of 10–15 nm silica being optimal for providing fluores-

cence enhancement [74].

6.2 Reproducibility of Near-IR MEF

The ability to reproducibly generate a fluorescence signal across the surface of a

silver-coated glass slide is paramount in developing a commercial product. Simply

producing a SIF surface that can enhance fluorescence will not be of use unless the

enhancement is reproducible across the surface of the slide. Reproducibility of the

silver-coated glass surfaces were determined by measuring the percent coefficient

of variation (%CV) of the intensity from fluorescently labeled protein or DNA

spotted along either uncoated or SIF-coated glass slides. The %CV is calculated as

the standard deviation of the sample intensities divided by the mean sample

intensity, multiplied by 100. For each slide that was half coated with a SIF, a

SpotBot microarrayer (Telechem International Inc.) was used to spot approximately

350–450 individual spots on both the silver-coated and uncoated halves of the slide

(Fig. 7). Fluorescence intensities were collected by scanning the spotted slides on

an Odyssey® imaging system and analyzing the data using either Odyssey® soft-

ware or Media Cybernetics Array-Pro Analyzer version 4.5 software. The fluores-

cence intensities from the silver-coated and uncoated portions of each slide were

then used to compute %CVs. A paired T-test was then used to statistically analyze

the silver-coated and uncoated regions of a slide. The results indicate that there was

no significant difference in the %CVs for the coated and uncoated regions of the

slide, with the uncoated glass maintaining an average CVs of 12.84 � 5.28%, and

the silver-coated glass having an average CV of 13.39 � 5.41%.
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6.3 Linearity of Enhanced Fluorescence

The SIF-coated slides have been shown to generate up to an 18-fold increase in

fluorescence emissions of near-IR dyes, but these enhancements alone cannot

determine the overall utility of using SIFs in molecular biology applications. For

this methodology to be a useful quantitative tool, it would be advantageous to show

that the system is linear over a wide range of fluorophore concentrations. To show

that SIFs can be used as a molecular biology tool for enhancing near-IR

Fig. 7 Fluorescence reproducibility of SIF-coated glass slides. An Odyssey® image of a glass

slide spotted with IRDye®800CW-labeled streptavidin is shown. The upper portion of the slide

(above the yellow line) is coated with a SIF, while the lower portion of the slide is uncoated.

A SpotBot personal microarrayer was used to spot grids of 40 individual spots along the glass

slide, which were then analyzed using either Odyssey® or Array-Pro software. Enlarged sections

of the SIF-coated region (top), transition region from SIF coated to uncoated (middle), and
uncoated region (bottom) of the slide are shown, with fluorophores spotted over SIF-coated

glass showing enhanced fluorescence signals
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fluorescence, we determined the linearity of our assay over four orders of

magnitude. A series of twofold serial dilutions were prepared using

IRDye®800CW-labeled Goat-IgG antibody (LI-COR). The dilution series was

spotted in duplicate onto a SIF-coated glass slide and imaged using an Odyssey®

scanner at two intensity settings. A low-intensity setting was used to avoid satura-

tion of fluorescence signal in concentrated sample spots and a higher scan intensity

setting was used to detect highly dilute samples. The linearity measurements were

performed on the slides to validate that the fluorescence intensities recorded by the

Odyssey® scanner remain linear, based on the amount of fluorophore spotted on

the slide. The results demonstrate that the signal is linear with dye amount over

four orders of magnitude with an R2 value of 0.9894 (Fig. 8).

7 Background Reduction

The use of MEF for producing increased fluorescence intensity has been success-

fully demonstrated using a variety of fluorophores [38, 40, 45, 46, 48]. However,

along with the dramatic increase in signal, these metal island films may also display

an increased amount of background or scatter, hindering detection of a desired

signal. One of the main goals of using MEF to enhance near-IR fluorescence is the

ability to significantly lower the LOD. The ability to improve the LOD can greatly

expand the utility of a technique. Greater sensitivity allows the use of smaller

samples, the ability to test for more analytes in a single small sample and, in the

case of immunoassays, an improved LOD would expand the repertoire of available

antibodies to include those with lower binding affinities.

For our experiments, the LOD is defined as the smallest concentration of analyte

that can be reliably detected above the system noise, producing a signal that is three

times the standard deviation (3s) of the system noise level. Since the LOD is

R2 = 0.9894
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Fig. 8 Linearity of SIF fluorescence enhancement. Twofold serial dilutions of IRDye®800CW-

labeled Goat-IgG antibody are plotted. Each plotted point represents the average of two

measurements, with one standard deviation shown above and below the average by error bars
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directly related to the background noise level of the system, the ability of the

Odyssey® to detect in the near-IR is advantageous for silver-coated slides, with

the silver surfaces producing little added background signal. Any further reduction

in the background, however, will aid in the reduction of the overall LOD of the

system. Therefore, we set out to develop a better understanding of the sources of

background coming from silver particle coated surfaces, with the aim of reducing

such background and lowering the LOD.

7.1 Silver Storms

One source of background noise emanating from the silver-coated surface is a

bright, but short-lived luminescent blinking that is produced by the silver

nanoparticles, an observation which we designate “silver storms.” These silver

storms have been previously observed for both gold and silver nanoparticles, and

remain an interesting phenomenon [21, 22, 41, 57]. Peyser et al. have indicated that

the silver storms strongly occur at wavelengths <520 nm. However, we have

observed these storms using evanescent excitation via a total internal reflection

(TIR) microscope with near-IR excitation at 680 nm, one of the excitation

wavelengths currently used in our Odyssey imagers [57]. To view a movie of

these silver storms, see http://www.licor.com/silverstorm. Because the Odyssey

scans large areas over long time periods, it is not possible to observe silver storms

in movie format. However, we believe storms likely occur and contribute to

background noise in Odyssey images, particularly since excitation power is greater

in the Odyssey than in our microscopic observations (1,000 W/cm2 vs. 10 W/cm2).

To further investigate silver storms, we have made observations using two-photon

excitation. This setup allowed the emission spectrum to be obtained at visible

wavelengths without interference from the near-IR excitation light. It also allowed

emission lifetimes to be measured, in order to distinguish between prompt scatter

and delayed emissions. The two-photon excitation work was performed at the

Nebraska Center for Cell Biology at Creighton University, Omaha, NE.

7.2 Two-Photon Microscopy Imaging of Silver Nanoparticles

Silver nanoparticles were deposited by reduction of silver ion with DMF [56] on

ITO-coated coverglass (ZC&R, 140 O/sq). Silver storms were observed under two-

photon excitation as shown in Fig. 9.

Silver nanoparticles were imaged using intense near-IR illumination at 740 and

950 nm by two-photon laser scanning microscopy. Femtosecond pulses of near-IR

illumination from a tunable Chameleon XR laser (Coherent Inc., Santa Clara, CA)

were scanned across the sample by an LSM510 META NLO laser scanning

microscope with a 63� Plan Apochromat 1.4 NA oil immersion objective
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(Carl Zeiss Inc., Thornwood, NY). The repetition rate of the pulse train was

90 MHz. We estimate the spatial resolution to be approximately 0.3 mm radially

(in the image plane) by 0.75 mm axially (depth of the imaging plane). An average

laser power of approximately 0.4 mW was directed to the sample for most of the

measurements. The light emitted from the sample was initially separated into

two detection channels using a 500-nm long pass dichroic (500 DCXR, Chroma

Technology, Brattleboro, VT) and detected by photomultiplier tubes without

descanning. Blue emission was isolated using a custom-made bandpass filter

(HQ460/80, Chroma Technology, Brattleboro, VT) and green emission was

isolated using an HQ540/60 bandpass filter (Chroma Technology, Brattleboro, VT).
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Fig. 9 Silver nanoparticles “sparking” on ITO-coated glass coverslips. A 2.9 � 29 mm region was

imaged at a frame rate of 2.55 Hz. The blue line indicates the average pixel intensity for the entire
image, while the red lines show the average pixel intensity in the sparking regions circled in the

frames shown above. Scale bar is 1 mm
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7.3 Silver Storm Emission Spectra

To obtain emission spectra from individual pixels, the emission was diverted to a

diffraction grating and detected in 24 wavelength bands centered from 404 to

650 nm using the META detector of the LSM510 microscope. The spectral resolu-

tion was approximately 10.8 nm. No attempt was made to measure or correct for

any nonuniform spectral response of the META detector. The emission results from

the silver nanoparticles for both 740 and 950 nm two-photon excitation show that

there is a broad emission spectra from the silver nanoparticles, throughout the

400–650 nm range (Figs. 10 and 11). The emission spectra may well continue

into the near-IR with the instrumentation having a detector limit of 650 nm. These

results are consistent with other reported data showing a broad emission spectra

from silver nanoparticle excitation [22, 57].

7.4 Silver Storm Lifetime Measurements

To perform lifetime imaging, the blue emission was diverted and detected by a

H7422-40 GaAs photomultiplier detector (Hamamatsu Corp., Bridgewater, NJ) and

the emission lifetime was measured by Time Correlated Single Photon Counting

using a Becker and Hickl SPC 830 card (Becker and Hickl GmbH, Berlin,

Germany), synchronized to the laser pulses and the LSM510 scan signals. The

field was scanned approximately three times and photons accumulated for 90 s. To

avoid double pulse counting artifacts, the laser power was reduced so that much less
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Fig. 10 (a) Spectral image showing blue emission from silver nanoparticles using 950 nm two-

photon excitation. Scale bar is 1 mm. Spectra from individual nanoparticles are shown in (b). SHG

and Hyper-Raleigh scattering expected at 475 nm (arrow). The continuous spectrum is probably

silver-ion luminescence. All spectra are background subtracted
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than one photon was detected per pulse. Photon count rates did not exceed 1 MHz.

The analysis of the lifetime measurements was performed using the Becker and

Hickl SPC Image Software. The lifetime measurement fit is a convolution of the

instrument response function (assumed Gaussian) and a single exponential decay.

FWHM of the IRF is estimated to be 196 ps from the same fit. The results from the

lifetime measurements show that the silver nanoparticles display a very short

(140 ps) lifetime (Fig. 12). We believe that this may be the first reporting of the

emission lifetimes for these silver storms.
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Fig. 11 (a) Spectral image showing emission from silver nanoparticles using 740 nm two-photon

excitation. Scale bar is 1 mm. Spectra from individual nanoparticles are shown in (b). SHG and
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spectrum is probably silver-ion luminescence. All spectra are background subtracted
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Fig. 12 Lifetime measurements for silver nanoparticle emissions using two-photon excitation. A

single Gaussian fit to lifetime histogram gives an average emission lifetime of 141 � 5 ps
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7.5 Silver Storm Power Function Analysis

To further investigate the properties of the silver storms, we performed emission

measurements on the silver storms as a function of excitation power. Previous

studies have indicated that silver nanoparticles will cease to emit fluorescence

below a specific excitation threshold, with the threshold partially dependent on

the nanoparticle structure [21]. We therefore wanted to determine if the silver

storms display a nonlinear relationship to excitation power. Nonlinearity would

allow the differential reduction of silver storms relative to fluorescence by simply

reducing the excitation power of the system. For two-photon excitation, “linearity”

means the emission signal should increase quadratically (I2) with laser power I,
whereas “nonlinearity” would be revealed by a stronger power dependence, In

with n > 2.

The results show that silver emissions increase as I2 (i.e., “linear”) with the

excitation power (Fig. 13). Therefore, a reduction in the excitation power would

equally reduce both the fluorescence signal and the background noise.

8 Conclusions

Fluorescence measurements at near-IR wavelengths generate significantly lower

background noise than fluorescence in the visible spectrum. Near-IR light only

weakly interacts with biological material, making it highly advantageous for

biological applications. MEF has been utilized to enhance the fluorescence signal

of several different dyes but little information exists on its use in enhancing the

signal for near-IR fluorescence. Combining low-background, near-IR fluorescence

with MEF should provide a powerful tool in the analysis of biological samples.

Fig. 13 The emission

intensity (“signal”) appears to

increase quadratically (I2)
with the average laser power

as the laser power was

increased
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Using SIFs, we were able to effectively increase the fluorescence emissions of

near-IR fluorophores. We produced an 18-fold increase in the signal of IRDye®800

and a 15-fold increase in IRDye®700. The fluorescence intensities produced on

SIFs were also shown to be linear over four orders of magnitude. The ability of the

SIFs to enhance the near-IR fluorophores yet maintain a linear relationship is

crucial for applying this technology to biological assays. Furthermore, we were

able to demonstrate that the signal produced across a SIF-coated slide remains

reproducible, as determined by the %CV of the detected signals, and that the

SIF-coated slides can be stored for 9 months and remain able to enhance near-IR

fluorophores. The ability to produce SIF-coated slides with a long shelf life that can

enhance fluorescence while maintaining linearity and reproducibility is essential for

producing a class of new tools that can benefit molecular biologists by increasing

the sensitivity of fluorescence-based assays.

In addition to studies on the enhancement of near-IR fluorescence using MEF,

we also investigated the phenomenon of silver storms with the goal of determining

techniques to reduce the background signal coming from these emission events.

These studies provided us with information on the emission spectrum, the emission

lifetime, and the signal to laser power relationship. Broad emission spectra

produced by the silver nanoparticles may make it difficult to selectively filter out

this source of background.

Acknowledgments This work was supported by the NIH National Center for Research

Resources, SBIR Grant number RR021785. We also thank the Center for Fluorescence Spectros-

copy which is supported by an NCRR grant number RR08119 for their assistance.

References

1. Albrecht MG, Creighton JA (1977) Anomalously intense Raman spectra of pyridine at a silver

electrode. J Am Chem Soc 99:5215–5217

2. Alejandro-Arellano M, Ung T, Blanco A, Mulvaney P, Liz-Marzan LM (2000) Silica-coated

metals and semiconductors. Stabilization and nanostructuring. Pure Appl Chem 72:257–267

3. Aslan K, Geddes CD (2006) Microwave-accelerated metal-enhanced fluorescence (MAMEF):

application to ultra fast and sensitive clinical assays. J Fluoresc 16:3–8

4. Aslan K, Gryczynski I, Malicka J, Matveeva E, Lakowicz JR, Geddes CD (2005) Metal-

enhanced fluorescence: an emerging tool in biotechnology. Curr Opin Biotechnol 16:55–62

5. Aslan K, Huang J, Wilson GM, Geddes CD (2006) Metal-enhanced fluorescence-based RNA

sensing. J Am Chem Soc 128:4206–4207

6. Aslan K, Lakowicz JR, Geddes CD (2005) Metal-enhanced fluorescence using anisotropic

silver nanostructures: critical progress to date. Anal Bioanal Chem 382:926–933

7. Aslan K, Lakowicz JR, Geddes CD (2005) Plasmon light scattering in biology and medicine:

new sensing approaches, visions and perspectives. Curr Opin Chem Biol 9:538–544

8. Aslan K, Lakowicz JR, Geddes CD (2005) Rapid deposition of triangular silver nanoplates on

planar surfaces: application to metal-enhanced fluorescence. J Phys Chem B 109:6247–6251

9. Aslan K, Leonenko Z, Lakowicz JR, Geddes CD (2005) Annealed silver-island films for

applications in metal-enhanced fluorescence: interpretation in terms of radiating plasmons.

J Fluoresc 15:643–654

Metal Enhancement of Near-IR Fluorescence for Molecular Biotechnology Applications 19



10. Aslan K, Leonenko Z, Lakowicz JR, Geddes CD (2005) Fast and slow deposition of silver

nanorods on planar surfaces: application to metal-enhanced fluorescence. J Phys Chem B

109:3157–3162

11. Brumbaugh JA, Middendorf LR, Grone DL, Ruth JL (1988) Continuous, on-line DNA

sequencing using oligodeoxynucleotide primers with multiple fluorophores. Proc Natl Acad

Sci USA 85:5610–5614

12. Chalfie M, Tu Y, Euskirchen G, Ward WW, Prasher DC (1994) Green fluorescent protein as a

marker for gene expression. Science 263:802–805

13. Chowdhury MH (2006) Metal-enhanced chemiluminescence: radiating plasmons generated

from chemically induced electronic excited states. Appl Phys Lett 88:173104

14. Cognet L, Tardin C, Boyer D, Choquet D, Tamarat P, Lounis B (2003) Single metallic

nanoparticle imaging for protein detection in cells. Proc Natl Acad Sci USA 100:11350–11355

15. Corrigan TD, Guo S, Phaneud RJ, Szmacinski H (2005) Enhanced fluorescence from periodic

arrays of silver nanoparticles. J Fluoresc 15:777–784

16. Dubertret B, Skourides P, Norris DJ, Noireaux V, Brivanlou AH, Libchaber A (2002) In vivo

imaging of quantum dots encapsulated in phospholipid micelles. Science 298:1759–1762

17. Fleischmann M, Hendra PJ, McQuillan AJ (1974) Raman spectra of pyridine adsorbed at a

silver electrode. Chem Phys Letts 26:163–166

18. Ford GW, Weber WH (1984) Electromagnetic interactions of molecules with metal surfaces.

Phys Rep 113:195–287

19. Freeman GR, Grabar KC, Allison KJ, Bright RM, Davis JA, Guthrie AP, Hommer MB,

Jackson MA, Smith PC, Walter DG, Natan MJ (1995) Self-assembled metal colloid

monolayers: An approach to SERS substrates. Science 267:1629–1632

20. Frey PA, Frey TG (1999) Synthesis of undecagold labeling compounds and their applications

in electron microscopic analysis of multiprotein complexes. J Struct Biol 127:94–100

21. Geddes CD, Parfenov A, Gryczynski I, Lakowicz JR (2003) Luminescent blinking from silver

nanoparticles. J Phys Chem B 107:9989–9993

22. Geddes CD, Parfenov A, Gryczynski I, Lakowicz JR (2003) Luminescent blinking of gold

nanoparticles. Chem Phys Lett 380:269–272

23. Geddes CD, Parfenov A, Lakowicz JR (2003) Photodeposition of silver can result in

metal-enhanced fluorescence. Appl Spectrosc 57:526–531

24. Geddes CD, ParfenovA, Roll D, Gryczynski I,Malicka J, Lakowicz JR (2003) Silver fractal-like

structures for metal-enhanced fluorescence: enhanced fluorescence intensities and increased

probe photostabilities. J Fluoresc 13:267–276

25. Geddes CD, Parfenov A, Roll D, Uddin MJ, Lakowicz JR (2003) Fluorescence spectral

properties of indocyanine green on a roughened platinum electrode: metal-enhanced fluores-

cence. J Fluoresc 13:453–457

26. Gersten JI, Nitzan A (1985) Photophysics and photochemistry near surfaces and small

particles. Surf Sci 158:165–189

27. Graf C, Vossen DLJ, Imhof A, van Blaaderen A (2003) A general method to coat colloidal

particles with silica. Langmuir 19:6693–6700

28. Gryczynski I, Malicka J, Gryczynski Z, Geddes CD, Lakowicz JR (2002) The CFS engineers

the intrinsic radiative decay rate of low quantum yield fluorophores. J Fluoresc 12:11–13

29. Jensen TR, Malinsky MD, Haynes CL, Van Duyne P (2000) Nanosphere lithography: tunable

localized surface plasmon resonance spectra of silver nanoparticles. J Phys Chem

104:10549–10556

30. Jin R, Cao Y, Mirkin CA, Kelly KL, Schatz GC, Zheng JG (2001) Photoinduced conversion of

silver nanospheres to nanoprisms. Science 294:1901–1903

31. Jin R, Cao YC, Hao E, Metraux GS, Schatz GC, Mirkin CA (2003) Controlling anisotropic

nanoparticle growth through plasmon excitation. Nature 425:487–490

32. Kaiser RJ, MacKellar SL, Vinayak RS, Sanders JZ, Saavedra RA, Hood LE (1989)

Specific-primer-directed DNA sequencing using automated fluorescence detection. Nucleic

Acids Res 17:6087–6102

20 J.P. Anderson et al.



33. Kummerlen J, Leitner A, Brunner H, Aussenegg FR, Wokaun A (1993) Enhanced dye

fluorescence over silver island films: analysis of the distance dependence. Mol Phys

80:1031–1046

34. Lakowicz JR (1999) Principles of fluorescence spectroscopy. Kluwer Academic/Plenum

Publishers, New York

35. Lakowicz JR (2001) Radiative decay engineering: biophysical and biomedical applications.

Anal Biochem 298:1–24

36. Lakowicz JR, Gryczynski I, Malicka J, Gryczynski Z, Geddes CD (2002) Enhanced and

localized multiphoton excited fluorescence near metallic silver islands: metallic islands can

increase probe photostability. J Fluoresc 12:299–302

37. Lakowicz JR, Gryczynski I, Shen Y, Malicka J, Gryczynski Z (2001) Intensified fluorescence.

Photonics Spectra 35:96–104

38. Lakowicz JR, Malicka J, Gryczynski I (2003) Increased intensities of YOYO-1-labeled DNA

oligomers near silver particles. Photochem Photobiol 77:604–607

39. Lakowicz JR, Shen B, Gryczynski Z, D’Auria S, Gryczynski I (2001) Intrinsic fluorescence

from DNA can be enhanced by metallic particles. Biochem Biophys Res Commun

286:875–879

40. Lakowicz JR, Shen Y, D’Auria S, Malicka J, Fang J, Gryczynski Z, Gryczynski I (2002)

Radiative decay engineering. 2. Effects of Silver Island films on fluorescence intensity,

lifetimes, and resonance energy transfer. Anal Biochem 301:261–277

41. Lee TH, Gonzalez JI, Dickson RM (2002) Strongly enhanced field-dependent single-molecule

electroluminescence. Proc Natl Acad Sci USA 99:10272–10275

42. LI-COR (2006) Odyssey infrared imaging system: users guide version 1.2. LI-COR Inc.

43. Lukomska J, Malicka J, Gryczynski I, Lakowicz JR (2004) Fluorescence enhancements on

silver colloid coated surfaces. J Fluoresc 14:417–423

44. Malicka J, Gryczynski I, Fang J, Lakowicz JR (2003) Fluorescence spectral properties of

cyanine dye-labeled DNA oligomers on surfaces coated with silver particles. Anal Biochem

317:136–146

45. Malicka J, Gryczynski I, Geddes CD, Lakowicz JR (2003) Metal-enhanced emission from

indocyanine green: a new approach to in vivo imaging. J Biomed Opt 8:472–478

46. Malicka J, Gryczynski I, Gryczynski Z, Lakowicz JR (2003) Effects of fluorophore-to-silver

distance on the emission of cyanine-dye-labeled oligonucleotides. Anal Biochem 315:57–66

47. Malicka J, Gryczynski I, Lakowicz JR (2003) Enhanced emission of highly labeled DNA

oligomers near silver metallic surfaces. Anal Chem 75:4408–4414

48. Malicka J, Gryczynski I, Maliwal BP, Fang J, Lakowicz JR (2003) Fluorescence spectral

properties of cyanine dye labeled DNA near metallic silver particles. Biopolymers 72:96–104

49. Matveeva EG, Gryczynski I, Malicka J, Gryczynski Z, Goldys E, Howe J, Berndt KW,

Lakowicz JR (2005) Plastic versus glass support for an immunoassay on metal-coated surfaces

in optically dense samples utilizing directional surface plasmon-coupled emission. J Fluoresc

15:865–871

50. Middendorf LR, Amen J, Bruce RC, Draney D, DeGraff D, Gewecke J, Grone DL, Humphrey P,

Little G, LugadeA,NarayananN,OommenA,OstermanH, PetersonR, Rada J, Raghavachari R,

Roemer SC (1998) Near-infrared fluorescence instrumentation for DNA analysis. In: Daehne S

(ed) Near-infrared dyes for high technology applications. Kluwer Academic Publishers, The

Netherlands, pp 21–54

51. Middendorf LR, Bruce JC, Bruce RC, Eckles RD, Grone DL, Roemer SC, Sloniker GD,

Steffens DL, Sutter SL, Brumbaugh JA et al (1992) Continuous, on-line DNA sequencing

using a versatile infrared laser scanner/electrophoresis apparatus. Electrophoresis 13:487–494

52. Moerner WE, Orrit M (1999) Illuminating single molecules in condensed matter. Science

283:1670–1676

53. Muniz-Miranda M (2002) SERS effect from silver photoreduced on to silica colloidal

nanoparticles. J Ram Spec 33:295–297

Metal Enhancement of Near-IR Fluorescence for Molecular Biotechnology Applications 21



54. Ni F, Cotton TM (1986) Chemical procedure for preparing surface-enhanced Raman scattering

active silver films. Anal Chem 58:3159–3163

55. Olive DM (2004) Quantitative methods for the analysis of protein phosphorylation in drug

development. Expert Rev Proteomics 1:327–341

56. Pastoriza-Santos II, Liz-Marzan LM (2000) Reduction of silver nanoparticles in DMF.

Formation of monolayers and stable colloids. Pure Appl Chem 72:83–90

57. Peyser LA, Vinson AE, Bartko AP, Dickson RM (2001) Photoactivated fluorescence from

individual silver nanoclusters. Science 291:103–106

58. Prikulis J, Murty KV, Olin H, Kall M (2003) Large-area topography analysis and near-field

Raman spectroscopy using bent fibre probes. J Microsc 210:269–273

59. Pugh VJ, Szmacinski H, Moore WE, Geddes CD, Lakowicz JR (2003) Submicrometer spatial

resolution of metal-enhanced fluorescence. Appl Spectrosc 57:1592–1598

60. Randolph JB, Waggoner AS (1997) Stability, specificity and fluorescence brightness of

multiply-labeled fluorescent DNA probes. Nucleic Acids Res 25:2923–2929

61. Schena M, Shalon D, Davis RW, Brown PO (1995) Quantitative monitoring of gene expres-

sion patterns with a complementary DNA microarray. Science 270:467–470

62. Schultz S, Smith DR, Mock JJ, Schultz DA (2000) Single-target molecule detection with

nonbleaching multicolor optical immunolabels. Proc Natl Acad Sci USA 97:996–1001

63. Seydel C (2003) Quantum dots get wet. Science 300:80–81

64. Shah K, Weissleder R (2005) Molecular optical imaging: applications leading to the develop-

ment of present day therapeutics. NeuroRx 2:215–225

65. Shealy DB, Lipowska M, Lipowski J, Narayanan N, Sutter S, Strekowski L, Patonay G (1995)

Synthesis, chromatographic separation, and characterization of near-infrared-labeled DNA

oligomers for use in DNA sequencing. Anal Chem 67:247–251

66. Shipway AN, Katz E, Willner I (2000) Nanoparticle arrays on surfaces for electronic, optical,

and sensor applications. Chemphyschem 1:18–52

67. Silvert P, Herrera-Urbina R, Duvauchelle N, Vijayakrishnan V, Elhsissen KT (1996) Prepara-

tion of colloidal silver dispersions by the polyol process. Part 1—Synthesis and characteriza-

tion. J Mater Chem 6:573–577

68. Silvert P, Herrera-Urbina R, Tekaia-Elhsissena K (1997) Preparation of colloidal silver

dispersions by the polyol process. Part 1—Mechanism of particle formation. J Mater Chem

7:293–299

69. Smith LM, Sanders JZ, Kaiser RJ, Hughes P, Dodd C, Connell CR, Heiner C, Kent SB, Hood

LE (1986) Fluorescence detection in automated DNA sequence analysis. Nature 321:674–679

70. Sokolov K, Chumanov G, Cotton TM (1998) Enhancement of molecular fluorescence near the

surface of colloidal metal films. Anal Chem 70:3898–3905

71. Trevisiol E, Renard A, Defrancq E, Lhomme J (2000) Fluorescent labelling of oligodeoxyr-

ibonucleotides by the oxyamino-aldehyde coupling reaction. Nucleosides Nucleotides Nucleic

Acids 19:1427–1439

72. Velikov KP, Zegers GE, van Blaaderen A (2003) Synthesis and characterization of large

colloidal silver particles. Langmuir 19:1384–1389

73. Yu H, Chao J, Patek D, Mujumdar R, Mujumdar S, Waggoner AS (1994) Cyanine dye dUTP

analogs for enzymatic labeling of DNA probes. Nucleic Acids Res 22:3226–3232

74. Zhang J, Matveeva E, Gryczynski I, Leonenko Z, Lakowicz JR (2005) Metal-enhanced

fluoroimmunoassay on a silver film by vapor deposition. J Phys Chem B 109:7969–7975

75. Zynio SA, Samoylov AV, Surovtseva ER, Mirsky VM, Shirshov YM (2002) Bimetallic layers

increase sensitivity of affinity sensors based on surface plasmon resonance. Sensors 2:62–70

22 J.P. Anderson et al.



Principal Component Global Analysis

of Series of Fluorescence Spectra

Wajih Al-Soufi, Mercedes Novo, Manuel Mosquera,

and Flor Rodrı́guez-Prieto

Abstract The analysis of series of molecular fluorescence or absorption spectra

forms an integral part of innumerable investigations on the physicochemical

properties of chemical or biological systems.

In many typical complex applications, such as photochemical systems with

multiple interconversion processes in the ground and in the excited states or bio-

chemical ligand binding studies with several possible binding sites, the number of

species contributing to the spectral variation is not known a priori. Moreover, in the

frequent case of strongly overlapping spectra of the species, their number cannot be

estimated by simple inspection of the experimental spectra.

Principal Component Global Analysis (PCGA) is reviewed as an efficient and

reliable way to determine how many species contribute to the observed spectral

variation, to set up the correct mechanism and to estimate the values of the

corresponding model-parameters. PCGA is applied to examples of host-guest

interactions with two and three components and to systems showing complex

ground and excited-state proton-transfer reactions with corresponding one and

two acid-base equilibria.

1 Introduction

Analysis of series of molecular fluorescence or absorption spectra forms an integral

part of innumerable investigations on the physicochemical properties of chemical

or biological systems. The detailed analysis of the variation observed in these

spectra by changing systematically an externally controllable variable such as pH,

concentration, temperature, or time reveals the nature of the contributing species
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and leads to a full understanding of the underlying reaction mechanisms and the

corresponding equilibrium or kinetic constants.

In many typical complex applications, such as photochemical systems with

multiple interconversion processes in the ground and in the excited states or

biochemical ligand binding studies with several possible binding sites, the number

of species contributing to the spectral variation is not known a priori. Moreover, in

the frequent case of strongly overlapping spectra of the species, their number

cannot be estimated by simple inspection of the experimental spectra.

Twomain questions arise in these studies. First: howmany species contribute to the

observed spectral variation?And second:which is the correctmechanismandwhat are

the values of the corresponding model parameters that best reproduce the spectra?

Classically both problems are tackled together making hypothesis on both the

number of species and the underlying model and then testing the two hypothesis in

one step, fitting the model to the experimental data at a single (or few) wavelengths

with least-squares algorithms. On the basis of the quality of the resulting fit, the

tested hypothesis is accepted or rejected. This can be a tedious task, since the

answer to how many species contribute relies itself on the validity of the proposed

model. Moreover, a model which works well at single wavelengths may fail to

reproduce the full spectra. A correct model should describe the observed spectra in

the whole accessible spectral interval with the same set of parameter values.

The answers to these questions are not trivial and in spite of innumerable

publications relying on the interpretation of series of fluorescence spectra, there is

no broad acceptance of a systematic solution.

In this contribution, we review principal component global analysis (PCGA) as

an efficient and reliable way to get answers to these questions and present briefly the

theory and typical applications.

PCGA separates the determination of the number of contributing components

from the test and fit of different models to the data. In a first step, the series of

experimental spectra is reduced by principal component analysis (PCA) to the

minimal number of “abstract spectra” (eigenvectors), which reproduce all the

systematic change in the original spectra. This yields the number of contributing

components. In a second step, this information is used in a global analysis to test

different model functions and to find estimates for the model parameters and the

component spectra. In this step, the model functions are globally fitted to all spectra

at all available wavelengths simultaneously. This approach allows one to estimate

the emission spectra of contributing species from strongly overlapping spectra,

which would be otherwise very difficult to determine if they cannot be experimen-

tally isolated. Moreover, from the component spectra, important information can be

derived, for example, the relative quantum efficiencies comparing spectral areas.

In the chemometric literature, many related analytical methods have been

described, such as “window factor analysis” (WFA) [16], “self modeling curve

resolution” [10, 25, 26, 28, 29], “second order global analysis” [9], and others.

A comprehensive tutorial was published only recently on the analysis of reaction

kinetic data [22].
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In physical chemistry, the interest is focused mostly on the validation of different

complex mechanisms which are generally not accessible to standardized solutions.

Systems such as the lactim–lactam phototautomerization presented in Sect. 5.3

with multiple coupled equilibria and a complex dependence on the solvent proton

concentration need careful and stepwise identification of the contributing species

and a systematic resolution and validation of the underlying mechanism, combining

information from different spectroscopic techniques and comparing results

obtained in different solvents.

2 Example System

We illustrate the application of PCGA with typical physicochemical systems

which depend on different external parameters: two examples of host–guest

interactions with two and three components and two systems showing complex

ground and excited-state proton-transfer reactions with corresponding one and

two acid–base equilibria. The theory is accompanied with the results for the

two component host–guest association equilibrium between the fluorescent

dye Pyronine Y as guest and b-cyclodextrin as host. The results for the other

example systems are explained in Chap. 5. More examples can be found in the

literature [5, 15, 24].

2.1 Host–Guest Interaction Between Pyronine
Y and b-Cyclodextrin

Small guests such as the fluorescent dye Pyronine Y (PY) can form inclusion

complexes with b-cyclodextrin (CD), a toroidally shaped polysaccharide with a

highly hydrophobic central cavity. Complexation induces significant changes in the

physicochemical properties of PY and the stoichiometry of the complexes can be

determined from titration experiments measuring series of absorption and emission

spectra of the dye in the presence of different concentrations of CD. From these

spectra the number of different species present in solution can be determined with

PCA. GA confirms then the stoichiometry and yields the association equilibrium

constants and the pure spectra of the species [23].

Figure 1 shows a series of ns ¼ 22 emission spectra from titration experiments.

Red shift of the spectra together with a decrease in fluorescence intensity is

observed as the concentration of CD is increased. The number of emitting species

is not obvious from these data and has to be determined by further analysis such as

PCGA as presented in the following section.
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3 Determination of the Number of Fluorescent Species

by Principal Component Analysis

Principal component analysis (PCA) and the related factor analysis are well-known,

validated statistical techniques, widely used in different areas of experimental

science [12, 17]. Their application for dimensionality reduction, classification,

regression, etc. is described extensively in the chemometric literature and PCA

forms part of many statistical software packages. However, in spite of its wide-

spread use in analytical chemistry, PCA has been rarely applied in physicochemical

studies. This is especially surprising as the determination of the number of fluores-

cent species from series of emission spectra with PCA is straightforward and very

efficient. The procedure is easily programmed in modern mathematical packages

and can form part of routine data analysis.

We will give here a concise introduction to the key equations with the data from

Sect. 2.1 as example.

PCA can be applied to any series of spectra which are linear combinations of a

set of constant “component spectra” with relative contributions which depend on

some “external” variable such as pH, concentration of a ligand or reaction partner,

temperature, or time. In this case, the ith experimental spectrum, yi, is the sum of nc
component spectra ej, weighted with contributions (concentrations) dij plus some

noise si:

yi ¼ di1e1 þ di2e2 þ � � � þ dincenc þ si ¼ ŷi þ si: (1)

The spectral data can be arranged in an experimental data matrix Y with the

rows containing the spectra and the columns reproducing the variation of
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Fig. 1 Corrected fluorescence emission spectra of PY in the presence of different concentrations

of b-CD in the range from 1 � 10�5 to 9.7 � 10�3 mol dm�3 (lexc ¼ 515 nm, nw ¼ 150,

ns ¼ 22). Inset: Intensity profile vs. b-CD concentration at 565 nm
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the emission at one wavelength with the external variable. In matrix notation, the

matrix of the theoretical spectra Ŷ is the product of the matrix of component

spectra E with the matrix of concentrations D which depend on some model and

on the “external” variable:

Ŷ
ns�nw

¼
ŷ1;1 � � � ŷ1;nw� � � � � � � � �
ŷns;1 � � � ŷns;nw

0
@

1
A ¼ D

ns�nc
� E
nc�nw

¼
d1;1

..

.
d1;nc

..

. ..
. ..

.

dns;1
..
.

dns;nc

0
BBB@

1
CCCA �

e1;1 � � � e1;nw
� � � � � � � � �
enc;1 � � � enc;nw

0
@

1
A: (2)

Here ns denotes the number of different spectra (samples), each measured at nw
discrete wavelengths. Both nw and ns should be greater than nc and we suppose for

simplicity that nw > ns, since this is the common case.

Example PY + b-CD: Fig. 1 shows the series of spectra which form Y with

nw ¼ 150 and ns ¼ 22.

If the component spectra E were known, D could be determined by linear

regressions, D ¼ Y � Eþ, and vice versa. But in many cases, neither E nor D and

not even the number of contributing species nc are known and estimates have to be

found for all of them.

Can we determine the number of component spectra nc without knowing the

component spectra ej themselves?

Yes, taking into account that the experimental spectra Y are linear combinations

of the nc distinct (linearly independent) component spectra ej (plus noise). The

spectra ej span a space of dimension nc and each of the experimental spectra yi is

defined by a specific set of contributions dij which represent “coordinates” within

this nc-dimensional space. In matrix terms, we can say that rank(Ŷ) ¼ nc. Thus, the
minimal number of (any) linearly independent spectra needed to reproduce the

systematic variation in the series of experimental spectra gives directly the number

of observable components nc. As we do not know the component spectra E

themselves, we express Y by some other “abstract” spectra V with coefficients Z:

yi ¼ zi1v1 þ zi2v2 þ � � � þ zinsvns : (3)

In PCA, the vectors vl are the (left) eigenvectors of the quadratic and symmetric

matrix YTY, which has the same rank as Y. The eigenvectors vl are solutions of the
eigenvalue equation (4) and are easily computed, for example, in Matlab (The

MathWorks, MA, USA) with one line of code: [V, L] ¼ eig(Y0Y); V ¼ V0;

V
ns�nw

YTY
nw�nw

¼ L
ns�ns

V
ns�nw

: (4)
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The eigenvectors V reproduce all the variation in the experimental data Y,

including the noise.

Y
ns� nw

¼ Z
ns� ns

� V
ns� nw

: (5)

The product (zil vl) defines the lth principal component (PC) of the ith experi-

mental spectrum yi (see (3)).

The eigenvectors vl are orthogonal, that is VT ¼ V�1, so that the matrix of

coefficients Z is easily calculated:

Z ¼ Y � V�1 ¼ Y � VT: (6)

The diagonal matrixL contains the eigenvalues ll, sorted so that the first has the
highest value. The eigenvalues indicate directly how much of the total variance

SSðYÞ ¼ Pns
i¼1

Pnw
j¼1 y

2
ij ¼

Pns
l¼1 ll in Y is contributed by the lth PC:

ll ¼
Xns
i¼1

Xnw
j¼1

ðzil vljÞ2 ¼
Xns
i¼1

z2il: (7)

In the absence of noise in Y, the first nc eigenvectors would reproduce all the

variation in Y. The eigenvalues corresponding to the remaining (ns � nc)
eigenvectors would be zero. In practice, however, each of the ns experimental

spectra will have a unique, linearly independent noise pattern, and for a full

reproduction of Y, ns eigenvectors are needed, and in general rank(Y) ¼ ns > nc.
Nevertheless, nc can be estimated by making the following assumption: The

systematic (correlated) variation in the spectra due to nc chemical components

forms the main part of the total variation in Y, clearly separated from the (uncorre-

lated) variation due to noise or measurement imperfections. Thus, this “structural”

variance is assumed to be reproduced by the first nc PCs with the highest

eigenvalues, whereas the remaining PCs represent the “residual” variance due to

noise. The first nc structural PCs will be represented by the truncated matrices

~Vðnc � nwÞ, ~Zðns � ncÞ, and ~Lðnc � ncÞ. A superscript k at these matrices (e.g., ~V
k
)

indicates that they are further cut down to only the first k PCs. The two sets of

spectra E and V are then related by a “rotation” matrix P

E
nc�nw

¼ P
nc�nc

� ~V
nc�nw

~Z
ns�nc

¼ D
ns�nc

� P
nc�nc

: (8)

The following plots are used in order to discriminate between structural and

residual PCs:

Eigenvector diagrams: Eigenvectors V and (normalized) coefficients Z* ¼
L�1/2ZT, which represent structural variation, can in general be well distinguished

from those eigenvectors reproducing mainly noise or measurement imperfections

and which change randomly with the variable.
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Example PY + b-CD: The first two eigenvectors v1 and v2 shown in Fig. 2 vary

systematically with wavelength. Comparing v1 with the spectra in Fig. 1, it is easily

seen that it represents a mean spectrum reproducing the overall shape of the spectra.

Its coefficient z1 drops with increasing host concentration following the decrease in

overall emission. The second eigenvector v2 has just the form necessary to introduce

the displacement of the spectrum to longer wavelength as its coefficient z1 increases

from negative to positive values. These two first PCs reproduce already 96.4% of the

total variance, the rest being mostly due to noise, as can be deduced from the

uncorrelated variation of the following eigenvectors and coefficients v3, z3 to v6, z6.

Log-Eigenvalue Diagram: In the logarithmic plot of the eigenvalues ll vs. l, the
residual eigenvalues define the level of “noise” variance. The number of PCs with

an eigenvalue above this level give an upper limit for the number of structural

components.

Example PY + b-CD: The first two of the eigenvalues shown in Fig. 2 are much

higher than the following ones and represent the structural variance in the data

reproduced by the first two PCs.

Residual Spectra: In order to detect systematic variation inY not reproduced by the

first k components, one can inspect residuals Rk between the experimental spectra Y

and estimated spectra Ŷ
k, which are calculated by including only the first k PCs.

Residuals calculated with less than nc PCs (k< nc) show systematic deviations.

Rk ¼ Y� Ŷ
k ¼ Y� ~Z

k ~V
k
: (9)
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Fig. 2 Eigenvectors V, (normalized) coefficients Z* ¼ L�1/2Z, and eigenvalues of the emission
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The representation of these residual spectra rkij vs. wavelength index jwith succes-
sively increasing number of components k yields important information, revealing at

which wavelengths and at which values of the external variable systematic deviations

can be observed. Although variations in the PCs have no direct physical significance,

typical influences of Raman bands, change-over wavelength of light sources, or strong

baseline instabilities may be identified readily and be taken into account.

Example PY + b-CD: The residual spectra (Fig. 3) show random variation after

inclusion of two components (k ¼ 2).

Mean Residual Error Diagram: The mean residual error sk is estimated from the

weighted root mean square of the residuals rkij (9). Once all structural PCs are

included, that is for k � nc, the mean residual error reaches some constant level of

instrumental noise.
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of Fig. 1. (a) Residual spectra Rk at two concentrations of b-CD: 0 mM (black) and 9.7 mM (gray)
for k ¼ 1, 2, and 3. (b) Residual profiles (Rk)T at two wavelengths 580 nm (black) and 610 nm
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sk ¼
Pns

i¼1

Pnw
j¼1 ðyij � ŷkijÞ

2

ðns � kÞðnw � kÞ

 !1=2

¼
Pns

l¼kþ1 ll
ðns � kÞðnw � kÞ
� �1=2

: (10)

Example PY + b-CD: The inclusion of two components reduces the value of the

mean residual error down to the noise level (Fig. 3c).

Durbin–Watson Test of the Residuals: The plot of mean Durbin–Watson Test

values dw kmeasures the correlation between consecutive values of the residuals rkij.
The residuals become uncorrelated for k � nc. Uncorrelated residuals are indicated
by the values of dw k > 1.5–1.7 depending on nw. [7, 8].

dwk
i ¼

Pnw
j¼2 ðrki;j � rki;j�1Þ2Pnw

j¼1 ðrki;jÞ2
: (11)

Example PY + b-CD: The mean Durbin–Watson Test values of the residual spec-

tra (black circles in Fig. 3d) exceed the critical value of about 1.7 with the inclusion

of the second component.

Residual Profiles: Series of experimental absorption or emission spectra are

subject not only to random noise but also to erroneous variations of instrumental

and experimental conditions such as baseline, detector sensitivity, source lamp

intensity, or background counts. These may introduce systematic spectral variations

which will appear in PCA as “spurious” components which are not easily distin-

guishable from structural components corresponding to chemical species. Struc-

tural and spurious components can be differentiated by analyzing the variation in

the residuals as a function of the external variable, representing the residual profiles
(Rk)T. The contribution of the spurious components most probably does not follow

in any systematic way the change in the external variable and should lead to random

variation in the residual profiles. This can also be detected effectively in the

Durbin–Watson Test values of the residual profiles.

Example PY + b-CD: In this system, the residual profiles show uncorrelated noise

with two or more included PCs which is confirmed by their mean Durbin–Watson

Test values (Fig. 3b and white circles in Fig. 3d). An example of spurious

components can be seen in the case of HBI in Sect. 5.2.We conclude here that PCA

of the emission spectra of PY in the presence of b-CD indicate that only two

components are necessary to explain the observed systematic variation.

4 Model Validation and Parameter Estimation

by Global Analysis

Nonlinear regression is a well established and widely applied technique for the

estimation of model parameters. The simultaneous analysis of multiple series

of experimental data sharing common model parameters, known as global analysis
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(GA), had been introduced for fluorescence lifetime and anisotropy analysis [3, 6,

13, 27] and is extensively used in many areas of physical chemistry. Both specialized

and general purpose programs for global nonlinear analysis can be found. Neverthe-

less, the great benefit of global analysis not only for parameter estimation but also for

the much more valuable testing and validation of models is still strongly

underestimated and has not been established as a standard tool in many laboratories.

We will give in the following a short introduction to the theory of global nonlinear

analysis of series of spectra and apply it to the example systems.

The basic procedure is straightforward. It comprises three steps: (a) postulation of a

model defining the matrix of contributions (concentrations) D as a function of

parameters and of the external variable; (b) estimation of the parameters in D and

of the values of the component spectra E by iterative nonlinear least-squares fit of

Ŷ ¼ D·E to the experimental data matrix Y; and (c) test of the adequacy of the used

model on the basis of the goodness of the fit.

The elements of the matrix of contributions dil are nc (nonlinear) model functions

hl of the external variable xi (pH, initial concentrations of some reactant, time, etc.)

and depends on model parameters a, b, . . . such as equilibrium or rate constants:

d̂il ¼ hlða; b; . . . ; xiÞ; i ¼ 1 . . . ns; l ¼ 1 . . . nc: (12)

Nonlinear minimization then applies some iterative algorithm such as that of

Marquardt [4, 21] in order to find values of the a, b,. . . and Ê which minimize the

sum of squares of the residuals w2 between Y and D̂Ê:

w2 ¼
Xns
i¼1

Xnw
j¼1

ðY� D̂ÊÞij
� �2

¼
Xns
i¼1

Xnw
j¼1

ðY� D̂ðD̂þ
YÞÞij

� �2
: (13)

In this procedure, the model parameters a, b,. . . are estimated by iterative

nonlinear minimization, whereas the (nc · nw) linear component spectra in Ê are

determined in each iteration directly by linear regression Ê ¼ D̂
þ
Y, that is by

multiplying Y with the pseudo inverse of D̂ calculated with the given values of

a, b,. . . in each iteration [14]. This way the number of unknown (linear) parameters

is tremendously reduced.

In the case of a very big experimental matrix Y, it can be useful to reduce the

size of the matrices from (ns � nw) to (ns � nc) using the information from PCA:

Ŷ ¼ ~Z~V (5) and Ê ¼ P̂~V (8). The small rotation matrix P̂ can again be estimated by

linear regression P̂ ¼ D̂
þ~Z.

w2 ¼
Xns
i¼1

Xnw
j¼1

~Z~V� D̂P̂~V
� �

ij

� �2
¼
Xns
i¼1

Xnc
l¼1

ð~Z� D̂ðD̂þ~ZÞÞil
� �2

: (14)

The values of the parameters a, b,. . . and the component spectra Ê are the result

of the global analysis of all the (ns � nw) measurements available in the
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experiment. This has several important consequences: (1) The much higher number

of data points leads in general to much smaller statistical errors in the parameters as

compared to the standard analysis at one (or few) wavelength with only (ns � 1)

data points. (2) Correlations between the parameters eij, a, b,. . . are reduced [11]. (3)
A model and a set of parameter values which may be valid at a single wavelength or

in some small wavelength rangemay fail to reproduce the data at the full wavelength

interval. Checking a model against the full spectra is a much more demanding test

and gives much more confidence in the validity of the model than single wavelength

fits. (4) The component spectra obtained from this analysis constitute themselves an

important result, since usually some of them cannot be determined directly.

Example PY + b-CD: From PCA, we know now that two components are respon-

sible for the variation of the emission spectra of the PY with b-CD. If a 1:1

complexation equilibrium in the ground state is proposed, the two components are

identified as free pyronine (e1) and its complex with b-CD (e2). Under the conditions

of constant PY concentration and excess of b-CD, the following equations describe
the relative concentrations of free pyronine (di1) and its complex (di2) as a function
of the b-CD concentration and the association equilibrium constant K:

d̂i1 ¼ 1

1þ K½CD�i
; d̂i2 ¼ K½CD�i

1þ K½CD�i
: (15)

The results of the fit of (15) to the emission spectra of Fig. 1 are given in Table 1.

The individual fits at three wavelengths give three values of K which span a wide

interval with huge uncertainties. The global analysis at the same three wavelengths

yields a common value of K with smaller uncertainty which assures a consistent fit at

the three wavelengths. Finally, fitting all wavelengths simultaneously following (13),

not only the smallest uncertainty inK is obtained but also thewhole component spectra

ej as shown in Fig. 4. The spectrumof the free dye PY is known and coincides perfectly

with e1, but that of the complex PY:b-CD, e2, cannot be measured directly, since it is

not possible to get a concentration ofb-CD high enough to have all the PY complexed.

Table 1 Results of nonlinear regression of (15) to the emission spectra of Fig. 1

Individual analysis Global analysis

l/nm K/M�1 e1/10
4 e2/10

4 K/M�1 e1/10
4 e2/10

4

555 372 � 18 5.7 � 0.3 1.5 � 0.6 5.7 � 0.4 1.5 � 0.6

565 411 � 35 7.6 � 0.6 3.3 � 1.0 399 � 19 7.6 � 0.4 3.2 � 0.7

575 438 � 61 6.5 � 0.5 4.0 � 0.9 6.5 � 0.4 4.0 � 0.5

Global analysis (PCGA)

K ¼ 397 � 4 M�1

Individual and global analyses at three wavelengths and global analysis (PCGA) at all wavelengths

between 521 and 670 nm (nw ¼ 150). The values of the component spectra ej and the contributions

dj from PCGA are shown in Fig. 4. The standard errors are determined from the variance-

covariance matrix calculated as part of the nonlinear minimization [4, 22]
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The goodness of the fits is checked on the basis of the residuals shown for certain

wavelengths and host concentrations in Fig. 5. The randomly distributed residuals

indicate good fits and validate the proposed model.

5 Results for the Example Systems

Here, we apply PCGA to some typical physicochemical systems. The results for the

host–guest interaction between PY and CD have already been used to illustrate the

method. The first example (Sect. 5.1) is that of a host–guest association with 1:1 and

1:2 host:guest stoichiometry and thus with three components. The following system

(Sect. 5.2) shows two acid–base equilibria in the ground and the excited states and
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the third system (Sect. 5.3) a complex dependence of the concentration of different

species coupled by excited-state proton-transfer reactions.

5.1 Host–Guest Association Equilibria Between TNS
and a Charged Cyclodextrin Derivative

The complexation of 2-(p-toluidinyl)naphthalene-6-sulfonate (TNS) with the posi-

tively charged cyclodextrin, 6-deoxy-6-amino-b-cyclodextrin (CD) involves the

simultaneous formation of two different 1:1 complexes, resulting from inclusion of

the toluidin moiety or the naphthalenesulfonate moiety in a cyclodextrin unit, and a

1:2 complex, which is due to the complexation of the two aromatic moieties of TNS

with two cyclodextrinmolecules. The resolution of this complicated system, with four

emitting species and four association equilibria, could only be achieved by careful and

systematic analysis of both steady-state and time-resolved fluorescence data, together

with direct structural information from NMR experiments [2].

Figure 6 shows the emission spectra (ns ¼ 13) of TNS at varying CD

concentrations. PCA of these spectra indicates in all cases clearly three structural

components as can be observed in Fig. 7. While the first three eigenvectors v1–v3
vary systematically with wavelength, the fourth eigenvector v4 shows already

variations which are of the order of the noise itself and is not different from the

following eigenvectors v5 or v6. The same is true for the coefficient z1–z6 and is

confirmed by the plots of the eigenvalues ll, the mean residual error sk, and the

Durbin–Watson Test values dw k.
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In order to account for the three structural components found by PCA, the

components are assigned to the chemical species, free TNS, 1:1 complex (C11) and

1:2 complex (C12), and amechanismwith two complexation equilibria was proposed:

TNSþ CDÐK1

C11; C11þ CDÐK1

C12: (16)

This model does not take into account that two different 1:1 complexes are

formed, since their concentrations have the same dependence on CD concentration.

Their existence cannot be derived from steady-state fluorescence measurements,

but from time-resolved fluorescence studies.

In the absence of interconversion processes in the excited state and under

conditions of excess CD concentration ([CD] � [CD]0), the following equations

for the concentrations D of the three species, TNS, C11, and C12, are obtained.

d̂i1 d̂i2 d̂i3
� � ¼ a a � K1½CD� a � K1K2½CD]2

� �
with a ¼ ð1þ K1½CD� þ K1K2½CD�2Þ�1: ð17Þ

The fit of (17) to single emission intensity profiles as a function of [CD] allows for

the determination of the association constants K1 and K2. Nevertheless, strong
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correlation is observed between the nonlinear parameter K2 and the linear parameter

e3j, since only a small percentage of the complex C12 is present even at the highest

[CD]. This correlation is efficiently reduced in the global analysis and precise values

for the equilibrium constants and for the component spectra are obtained (Fig. 8). Note

that the emission spectrum of complex C11 is a combination of the spectra of the two

1:1 complexes present. As these two species show the same dependence on [CD], they

appear as an only component in PCA.

5.2 Excited-State Proton Transfer of 2-(20-Hydroxyphenyl)
Benzimidazole

In aqueous solutions, 2-(20-hydroxyphenyl)benzimidazole (HBI) shows in the

ground state two acid–base equilibria and a tautomeric equilibrium of three neutral

species (Fig. 9). In the excited state, several photoinduced proton-transfer reactions

were detected [1, 18]. The cationic form C* deprotonates very fast at the hydroxyl

group, only emission from the keto form K* being detected at acidic pH. The

neutral cis-enol form Ec* experiments an excited-state intramolecular proton trans-

fer, leading also very fast to the neutral keto formK*. The trans-enol form Et* also

deprotonates at the hydroxyl group, leading to the excited anion A*, but some

fluorescence from Et* is also detected. The emission spectra of HBI in aqueous

solutions change significantly with pH and show strong spectral overlap (Fig. 10).

The results of PCA of the emission series of HBI (Fig. 10) are shown in Fig. 11.

All plots reveal the presence of three structural components. The variance of the

fourth component (see l4) is still slightly higher than that of the following residual

components. This additional variance is due to some systematic variation in the

residual spectra (see v4 and residual spectra with k ¼ 3) but not in the dependence
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on pH (see z4 and residual profiles with k ¼ 3). This is a typical pattern found for

“spurious” components introduced by instrumental or experimental error during the

measurement which does not depend on the external variable. We therefore confirm

that three structural components are present, which according to the mechanism

described above are assigned to the excited anion A*and the neutral keto K* and

trans-enol Et* forms.

On the basis of the mechanism described, model functions for the component

contributions dil are proposed in (18), which were globally fitted to the series of

spectra as a function of pH. di1 represents the pH dependence of the anion emission,

with contributing terms from the excitation of the ground-state anion and from

the photoinduced emission of the anion at neutral pH, formed from the excited
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trans-enol form. di2 represents the pH dependence of the trans-enol form emission.

di3 represents the pH dependence of the keto form emission, with contributing terms

from the photoinduced formation of K* by deprotonation of the excited cation at

acidic pH, and from the excitation of the neutral forms Ec and K. The values of g
and b have been obtained from comparison of excitation and absorption spectra and

maintained constant in the fit. The resulting pKa values, pure component spectra,

and component contributions are given in Fig. 12.

d̂i1 d̂i2 d̂i3
� � ¼ aðKa1Ka2 þ gKa1½Hþ�iÞ aKa1½Hþ�i að½Hþ�2i þ bKa1½Hþ�iÞ

� �
with a ¼ ðKa1Ka2 þ Ka1½Hþ�i þ ½Hþ�2i Þ�1: ð18Þ

5.3 Lactim–Lactam Phototautomerization

Ground-state tautomeric and acid–base equilibria, and excited-state proton-transfer

processes of 2-(60-hydroxy-20-pyridyl)benzimidazole (HPyBI) in aqueous solution
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have been studied by means of UV–vis absorption and fluorescence spectroscopy in

both steady-state and time-resolved modes [19, 20]. There exist a lactim–lactam

tautomeric equilibrium for both the neutral (N and T) and the protonated forms

(C and TC) in the ground state (Fig. 13). An acid–base equilibrium between the

protonated and neutral forms is established, with pKa ¼ 3.127. The excited-state

behavior is summarized in Fig. 13. The increase of acidity of the OH group and

basicity of the pyridine nitrogen upon excitation originates the phototaumerization

of the neutralN and protonatedC lactim species upon excitation. For the protonated

form (Fig. 13b), the lactim–lactam phototaumerization process takes place via two

competitive excited-state proton-transfer routes: a one-step water-assisted proton

translocation (probably a double proton transfer) and a two-step pathway which

involves first the dissociation of the lactim cation to form an emissive intermediate

zwitterionic species and then the acid-catalyzed protonation at the pyridine nitrogen

to give rise to the lactam tautomer. For the neutral lactim form, only the first route

has been detected (Fig. 13a).

PCA was applied to the series of 28 fluorescence spectra of HPyBI recorded

in water under excitation at 31,250 cm�1 (where only the lactim forms absorb)

at different pH values (Fig. 14). The results of the analysis are shown in Fig. 15.
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The coefficients Z*, the eigenvalues l, the mean residual error sk, and the mean

Durbin–Watson Test dw k of residual profiles demonstrate that three independent

spectral components are needed to reproduce all the experimental spectra at the

different acidities. The eigenvectors V and the Durbin–Watson Test dw k of

the residual spectra (black circles in Fig. 15e) indicate some additional systematic

spectral variation. The additional variance may be introduced by a very low
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emission from species C*, that is almost nonfluorescent because of the fast

proton-transfer reactions in the excited state. The analysis shows that its fluores-

cence is almost undetectable.

Based on this information, a model with three components was proposed. In the

working acidity range, the emissive species are N*, T*, Z* and TC*. As the acidity

dependence of the steady-state concentrations of the neutral forms N* and T* is the

same, both species will always be in a fixed proportion at the exciting wavenumber

at any acidity and they will appear as one component NT*.

Taking into account the acidity dependence of the steady-state concentration of

the respective excited species, the fluorescence emission spectra F from the series

can then be written as a linear combination of the spectra of the emissive species

(The ratio b ¼ 0.468 is known from time-resolved fluorescence results):

F ¼ cNT FNT þ c2 ð1� bÞFZ þ bFTCð Þ þ c3 FTC: (19)

The model functions for the concentrations have been derived from the proposed

mechanism:

cNT c2 c3ð Þ ¼ Ka

Kaþ½Hþ� a½Hþ� aa½Hþ�2
� �

with a ¼ ðð1þ a½Hþ�ÞðKa þ ½Hþ�ÞÞ�1: ð20Þ
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Global analysis with these model functions allowed us to obtain reliable

estimations of the model parameters and the component spectra with pKa ¼ 3.127

� 0.004 and a ¼ 57.3 � 1.2 mol dm�3. This allows one to obtain the pure spec-

trum of Z* and the coefficients cNT, cZ ¼ c2ð1� bÞ, and cTC ¼ c2bþ c3 shown in

Fig. 16. From the ratio of the areas beneath the species spectra, relative quantum

efficiencies have been determined, which is especially interesting for the otherwise

inaccessible zwitterion Z*, which does not exist in the ground state [19].
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Hot Electron-Induced Electrogenerated

Chemiluminescence

Johanna Suomi and Sakari Kulmala

Abstract In this chapter, we discuss the basics of cathodic hot electron-induced

electrogenerated chemiluminescence (HECL). In the applications of HECL, we dis-

cuss, e.g., the usable electrode materials and their advantages as well as the applicable

solution conditions in aqueous media. We also summarize the luminophore types

excitable by this method and their usability as labels in practical bioaffinity assay

applications.

1 Introduction

Electrochemiluminescence as an analytical tool is a relatively recent development.

Electrochemiluminescence, i.e., electrogenerated chemiluminescence (ECL), is here

considered a phenomenon in which light is generated at the surface and/or in

the close proximity of an electrode as a result of a chemical reaction or a sequence

of chemical reactions induced or initiated by a charge transfer between the electrode

material and single or multiple solution species. Or more simply: in ECL one or

more of the reagents is generated in situ in an electrolytic process. ECL shares many

of the analytical advantages of chemiluminescence, the most important one being

the low detection limit owing to the low background signal.

The ECL is normally initiated and controlled by the electrode potential

of the working electrode and can be typically generated in nonaqueous electrolyte

solutions and sometimes even in aqueous solutions by a potential step or sweep.

Bard and his coworkers have quite recently described in detail the history

and the fundamentals of traditional ECL and its applications in their excellent

monographs and reviews [7, 78].
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The main commercial applications of the ECL have so far been in bioaffinity

assays. The use of Ru(bpy)3
2+-based labels excitable in aqueous micellar electro-

lyte solutions in the presence of tripropyl amine or other suitable coreactants at

active metal electrodes or carbon electrodes gives the basis for both immunoassays

and DNA-probe assays [9, 12, 44]. Typically, a direct determination of an analyti-

cally interesting electrochemiluminescent molecule on the basis of its own ECL is

very rarely applicable, at least in the aqueous world of bioanalysis. Thus, only

labeling applications are important.

Generation of cathodic hot electron-induced electrogenerated chemilumines-

cence (HECL) in fully aqueous solution at thin insulating film-coated electrodes

was reported for the first time about 15 years ago [3, 48, 49, 53]. Hot electron injection

into aqueous solution was suggested to be the primary step of the reaction pathway

leading to this cathodic ECL [48, 49, 54]. Since then, Bard and coworkers have also

studied these phenomena but almost exclusively in nonaqueous solutions [82, 83].

The study of charge transport through insulating barriers upon application

of voltage to metal/insulator/metal and metal/insulator/semiconductor (M/I/M and

M/I/S) junctions, as well as the study of hot electrons and their transport in

semiconductor/metal/semiconductor (S/M/S) structures was begun already in the

1960s [28, 86]. It was also very early observed that hot electrons can be transferred

from these kinds of devices into vacuum, insulating liquids, [70] and later also into

aqueous electrolyte solutions [13].

Hot electrons are usually defined as electrons having higher energy than the Fermi

energy of the phase in question [72] or electrons having higher thermal energies than

the thermal energy of the phase in question [79]. Hot electrons in semiconductors,

metals, and metals covered with a thin insulating film can be generated by

illuminating these electrodes with UV-light or by irradiating them with photons

having even higher energy [20, 75, 77]. These hot electrons can be also emitted

into the solution in contact with the electrode irradiated [77].

When electrons are photoemitted into aqueous electrolyte solution from the

electrodes, these presolvated hot electrons (solution phase hot electrons) may either

(1) escape back to the electrode material, (2) react directly with solutes, or (3) become

solvated to form hydrated electrons (i.e., electrons solvated in water, eaq
�). It has been

reported that photoemission of electrons from oxide-coated aluminum electrodes

results in injection of electrons to the conduction band of water and finally in the

formation of hydrated electrons after solvation process when the insulating film is

thinner than ca. 6 nm [75]. In this case, the very thin insulating film is sufficiently

optically transparent to allow the excitation of the electrons in the Fermi level of the

metal, and it is also partially preventing the escape of the presolvated hot electrons

back to the metal behind the insulating film.

However, the most common way of generating hydrated electrons is pulse

radiolysis of water, in which also hydroxyl radicals, hydrogen peroxide, atomic

hydrogen, and molecular hydrogen are produced after a pulse of high-energy

electrons or g-rays. As a result of these studies, the chemistry of hydrated electron

is quite well studied and its second-order reaction rate constants with a wide variety

of compounds and ions are known [10]. However, very little is known about
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the reactivity and the reaction rates of presolvated hot electrons with different

kind of solutes.

Photoemission and pulse radiolysis methods are not suited to producing solution

phase hot electrons in a typical laboratory. Thus, the different kinds of tunnel

junctions are much more promising, simple and low-cost methods for producing

solution phase hot electrons. Instead of above-mentioned M/I/M junctions, we have

mainly studied in our research another junction type to inject hot electrons into

aqueous solutions: conductor/insulator/electrolyte solution (C/I/E) junctions.

We have proposed that during high-amplitude cathodic pulse polarization of this

kind of C/I/E junctions, hot electrons can be tunnel emitted into an aqueous electrolyte

solution, and we assume that also hydrated electron is an important mediating species

in the reductions occurring at these type of electrons [3, 49, 52, 53]. However, we have

not been able to show unequivocally that hydrated electrons are acting as mediating

species in chemiluminescence generating pathways. Thus, only indirect evidence of

the presence of fully hydrated electrons have been gained by first studying the

hydrated electron-induced chemiluminescence and then the hot electron-induced

electrochemiluminescence of a certain luminophore and comparing results, especially

those obtained by usingwell-known hydrated electron scavengers. For these purposes,

we have studied examples of luminescent transition metal chelates [4, 53], lanthanide

chelates [45, 51, 58, 60], metal ions [45, 52], and organic luminophores [29, 50,

57, 69]. In all cases, the results support our theory of hydrated electrons having an

important role in the reaction mechanisms, but the direct reactions of presolvated hot

electrons may also be in response of the reduction reactions in the light generating

pathways. However, it is very clear that hydrated electron in the presence of a suitable

strongly oxidizing agent is able to induce chemiluminescence of these luminophores

in fully aqueous solutions.

Typically, the luminophores are excited by two alternative or parallel pathways:

(1) red-ox pathway in which the luminophore is first one-electron reduced by

presolvated hot or hydrated electron and then one-electron oxidized by sufficiently

strong oxidizing radical and/or (2) ox-red pathway in which the luminophore is first

one-electron oxidized by reductively generated, sufficiently strongly oxidizing radi-

cal and then one-electron reduced to the excited state of the original oxidation by

presolvated hot or hydrated electron. Typical coreactants yielding strongly oxidizing

radicals by one-electron reduction are, e.g., peroxodisulfate ion, peroxodiphosphate

ions, and hydrogen peroxide.

1.1 Generation of the Primary Species

Electrodes coated with a thin layer of insulating oxide are usable for the generation

of HECL. For materials forming insulating oxides by anodic oxidation, in situ

generation of suitable oxide film thickness is possible by anodic pulse [87] preced-

ing the cathodic excitation pulse (Fig. 1).
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With other types of base conductor materials in C/I/E structures, the insulating

film must be prepared in advance upon the conductor. For example, atomic layer

deposition (ALD) is an excellent method of depositioning ultra thin insulating

oxide films upon suitable sufficiently conducting materials [23].

Likewise in the experiments of Piazza and coworkers [75], the thickness of the

insulating film in the C/I/E junction has a distinctive effect on electron emission

into aqueous electrolyte solution. With all of the luminophores we have so far

studied, the ultra thin insulating films (thinner than 4–6 nm) have provided the

highest cathodic ECL intensity. In case of thicker insulating films, the ECL

intensity has decreased exponentially as a function of oxide film thickness when

thickness exceeds ca. 4 nm (Fig. 2) [48, 49, 51].

The reason for this has been revealed in solid-state studies using S/I/S junctions.

DiMaria and coworkers have shown that if the thickness of SiO2 film is at most

ca. 4 nm in these devices, the hot electrons are transferred by direct tunnel emission

through the barrier without a change in electron energy [14], while if the film is

thicker than about 7 nm, the predominant tunneling mechanism is Fowler–

Nordheim tunneling [14]. In Fowler–Nordheim tunneling in the S/I/S, M/I/S, and

M/I/M junction, the electrons are first tunneled from the Fermi level of semicon-

ductor or metal to the conduction band of the insulating film. After this, the

electrons are transported by electric field in the conduction band.

Figure 3 illustrates the tunnel emission process in a C/I/E junction during high-

amplitude cathodic pulse polarization. The electrons tunnel through thin insulator film

(<4–5 nm) ballistically or near ballistically by direct field-assisted tunneling so that no

considerable loss of energy of electrons occurs (denoted as hot e� type I in Fig. 3).

Fig. 1 ECL time profiles of Ru(bpy)3
2+ and Tb(III)-1 chelates (Tb(III) chelated by 2,6-bis[N,N-

bis(carboxymethyl)aminomethyl]-4-methylphenol). Conditions: 1 M Na2SO4 in 0.2 M borate

buffer at pH 9.2, 1 � 10�3 M K2S2O8, 1 � 10�6 M Tb(III)-1 or 1 � 10�7 M Ru(bpy)3
2+ [49]
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Fig. 2 The effect of oxide film thickness on HECL intensity at aluminum electrodes [49].

(a) 1.0 � 10�6 M Tb(III)-1 (¼Tb(III) chelated by 2,6-bis[N,N-bis(carboxymethyl)aminomethyl]-4-

methylphenol), TR-ECL, delay time 50 ms, time window 8.0 ms (squares), (b) 1.0 � 10�5 M Tb

(III)-2 (¼Tb(III) chelated by N1-(4-isothiocyanatobenzyl)diethylenetriamine-N1,N2,N3,N3-

tetraacetate), TR-ECL (circles), (c) 1.0 � 10�5 M Ru(bpy)3
2+, cathodic ECL (upward pointing

triangles), (d) 1.0 � 10�5 M Ru(bpy)3
2+ TR-ECL (delay time 5 ms, time window 1.0 ms). Oxide

films were manufactured by anodic oxidation

Fig. 3 Schematic energy diagram of tunnel emission and Fowler–Nordheim tunneling at an

insulating film-coated electrode in contact with an aqueous electrolyte solution [48]. Generally,

a direct tunnel emission can occur only if the insulating film is thinner than ca. 4–5 nm. In the FN-

tunneling regime, the electrons are transferred into the electrolyte either from the bottom of the

conduction band at the surface of the insulator (ECS) or somewhere above it, if the FN-tunneling

results in electron heating in the conduction band



However, with considerably thicker oxide films, Fowler–Nordheim (FN) tunneling

predominates as an electron transportation mechanism. In FN-tunneling regime, the

electrons are first tunneled to the conduction band of the insulating film and finally

transferred into the solution from the bottom of the conduction band of the insulator

(denoted as hot e� type II) or from somewhat above the conduction band edge of

oxide at the oxide/electrolyte solution interface due to the gaining of energy in the

electric field while being transported in the conduction band [6, 14, 15]. During FN

tunneling, once in the conduction band of the insulator, the electrons are partly gaining

energy by the high electric field and partly losing the energy by inelastic scattering.

Thus, the properties and thickness of the insulating film and the band bending

phenomena determine the energy of the electrons reaching the I/E interface.

In practice, the conduction band edge of SiO2 at oxide/electrolyte solution

interface bends down well below the conduction band edge of water due to the

cathodic polarization [3, 48, 49, 72] (Fig. 2). However, the hydrated electrons can be

generated only when hot electrons are injected into the conduction band of water.

Hence, with thicker oxide films, hydrated electrons cannot be generated and the

electrons transferred to solution species are not sufficiently energetic to induce

efficiently ECL [3, 4, 48, 51].

It is very likely that the cathodic reductions at these electrodes can be produced

simultaneously by different types of electrons: (1) presolvated hot electrons,

(2) hydrated electrons, (3) heterogeneously transferred electrons from the conduction

band of the insulating film at insulating film/electrolyte interface, and (4) probably

also from the surface states of the insulating film [3, 30, 48, 49, 53]. Normally, only

presolvated hot electrons or hydrated electrons are sufficiently energetic to participate

in reaction pathways leading to electrochemiluminescence in aqueous solutions.

In addition, presolvated hot or hydrated electrons can efficiently produce strongly

oxidizing radicals from added coreactants such as dissolved oxygen and peroxo

compounds [47, 51, 54]. This means that highly reducing and highly oxidizing

conditions exist simultaneously in the vicinity of the electrode, and as a result it

is possible to carry out chemiluminescent reactions, which are not possible in

aqueous solutions at active metal electrodes. For example, sulfate and hydroxyl

radicals cannot be produced electrochemically in fully aqueous solutions because

peroxodisulfate and hydrogen peroxide are two-electron reduced at active metal

electrodes [16, 30, 89]. However, hydrated electron is able to produce hydroxyl

radicals in reaction with hydrogen peroxide and sulfate radical in reaction with

peroxodisulfate ion at near diffusion controlled rate [10].

Hydrated electron is a very strong reducing species (E(eaq
�) ¼ �2.9 V vs. SHE)

[10] having only slightly lower energy than that of conduction band edge of liquid

water. This explains why they are able to induce chemiluminescence and ECL from

a large variety of luminophores [4, 63]. In addition, hydrated electron is not

following Marcus electron transfer theory and is therefore reducing fast species

having not only moderately lower reduction potential than that of hydrated electron

but also extremely strong oxidant as well. Thus, Marcus inverted region is

not observed in its reactivity and it can easily carry out the last step of the
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above-mentioned ox-red excitation pathway of luminophores as well as very often

also to initiate the red-ox excitation pathway.

Sulfate radical is one of the strongest one-electron oxidants known with standard

reduction potential of about 3.4 V vs. SHE [71]. In the simultaneous presence of

hydrated electrons and sulfate radicals, there is more than 6 eV of energy available

in excitation reaction pathways. Figure 4 displays as an example the energetics of

the HECL of Ru(bpy)3
2+ and an aromatic Tb(III) chelate at oxide-coated n-silicon

electrode in aqueous electrolyte solution.

Under these harsh conditions, it has been possible to simultaneously excite

luminophores having very different redox properties and emitting either in the

UV, VIS, or NIR range [1, 48, 56], which allows the development ofmultiparametric

assays using wavelength discrimination in separation of the signals emerging from

different labels. Figure 5 presents an example of a simultaneous HECL excitation

of several different luminophores [48].

Fig. 4 Energy diagram of highly doped n-Si/SiO2 electrode in contact with aqueous electrolyte

solution under hypothetical flat band potential [3]. The diagram shows the formal redox potentials

of the primary radicals and combined redox and luminescence properties of Ru(bpy)3
3+ and an

aromatic Tb(III)-chelate (Tb(III) chelated by 2,6-bis[N,N-bis(carboxymethyl)aminomethyl]-4-

methylphenol). The diagram demonstrates clearly that on thermodynamical basis, both selected

luminophores can be excited even to their singlet excited states in the simultaneous presence of

hydrated electrons and sulfate radicals via both ox-red and red-ox pathways described in this

chapter
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1.2 Excitation Pathways

Ru(bpy)3
2+ chelate is a well-studied luminophore (with derivatives usable

as excellent labels in bioaffinity assays) and therefore we have often used it

as one of the model compounds in our studies. Both in the cases of hydrated

electron-induced chemiluminescence [54] and hot electron-induced ECL [4, 40],

the results conform with the above-mentioned red-ox [(2) followed by (3)] and ox-

red [(4) followed by (5)] excitation pathways:

e�aq þ S2O8
2� ! SO4

�� þ SO4
2�; (1)

Ru(bpyÞ32þ þ e�aq ! Ru(bpyÞ3þ; (2)

Ru(bpyÞ3þ þ SO4
�� ! Ru(bpyÞ32þ� þ SO4

2�; (3)

Ru(bpyÞ32þ þ SO4
�� ! Ru(bpyÞ33þ þ SO4

2�; (4)

Ru(bpyÞ32þ þ e�aq ! Ru(bpyÞ32þ�: (5)

After these excitation steps, the excited Ru(bpy)3
2+* then relaxes radia-

tively to the ground state, emitting at 620 nm. Both excitation pathways are

Fig. 5 ECL spectrum of a solution containing 1 � 10�6 mol/l FMOC-OH, 1 � 10�5 mol/l

luminol, and 5 � 10�7 M Ru(bpy)3
2+. The n-Si disk electrode was anodized at 5.7 V prior to

ECL measurement. Conditions: 0.2 M borate buffer adjusted to pH 7.8 with sulfuric acid,

5 � 10�4 M K2S2O8, pulse charge 120 mC, pulse frequency 80 Hz, pulse voltage 40 V [49]
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energetically possible, but due to the much shorter lifetime of the one-electron

reduced form of the chelate in comparison to that of one-electron oxidized chelate,

the ox-red pathway is probably the predominating excitation route [4, 40].

A more general mechanism can be written for a luminophore L, which can be

one of the luminescent organic luminophores or metal chelates we have studied:

e�hotðelectrodeÞ ! e�hot presolvatedðin the conduction band of waterÞ; (6)

e�hot presolvated ! e�aq; (7)

Lþ e�aqðor e�hot presolvatedÞ ! L��; (8a)

L�� þ Ox� ! L� þ Ox�; (8b)

Lþ Ox� ! L� þ Ox�; (9a)

L�þ þ e�aqðor e�hot presolvatedÞ ! L�; (9b)

L� ! Lþ hn: (10)

Here, Ox• is an one-electron oxidant, which can be cathodically produced from

coreactants or even more simply by the F+ or E1
0 centers of the oxide film used as

an insulating film of the electrode surface [3, 51, 60]. The reactions 8a and 8b

present the oxidation-initiated reductive pathway (ox-red), while the reactions 9a

and 9b show the reduction-initiated oxidative pathway (red-ox).

However, some luminophores such as luminol and its close analogues show chemi-

luminescence in which the cathodic generation of oxidizing radicals seems to be

sufficient to trigger the luminescent pathway [58, 61, 68, 69].

1.3 Time-Resolved Detection

In addition to the usability of wavelength discrimination in multipara-

metric assays, HECL provides also the possibility to use time discrimination

because luminophores with very different luminescence lifetimes can be simulta-

neously excited by cathodic pulses. The time constants of the electrolytic cell

and excitation electronics set the limits of how short-lived HECL-displaying

labels can be detected by time-resolved measurements. As already shown in

Fig. 1, the HECL lifetime of some lanthanide chelates is of the order of

milliseconds [50, 51], while that of Ru(bpy)3
2+ and its derivatives is in the

microseconds range [4, 40] and most of the organic luminophores show even

much faster decay [30, 38, 85].
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Figure 6 displays the time-resolved HECL spectrum of simultaneously excited

aromatic Eu(III) chelate and fluorescein isothiocyanate (FITC). Aromatic Tb(III)

chelates are best labels for utilization in bioanalytical HECL methods, due to their

long luminescence lifetime and high HECL intensity [50, 51]. However, also some

Eu(III) chelates seem to be usable although their HECL intensity is lower and

luminescence lifetime is shorter in comparison to those of the corresponding Tb(III)

chelates [21, 34]. Also some metalloporphyrins show relatively long-lived HECL

emission but their use is somewhat problematic in solutions containing molecular

oxygen [88].

HECLmethods allow simultaneous excitation of some organic labels, Ru(bpy)3
2+-

based labels, and aromatic Eu(III) and Tb(III) chelates. Organic luminophores

generally show a short-lived singlet state emission, but lanthanide chelates show

long-lived ligand sensitized emission of the central ion, or in the cases of Gd(III)

chelates, a relatively long-lived triplet state emission of the ligand, which allows the

creation of multiparameter bioaffinity assays. Thus, novel types of immunoassays

and DNA-probe assays can be developed in which a combination of time-resolution

and wavelength discrimination can be used in the detection of the labels. The highest

sensitivity-demanding parameter must be preferably labeled with Tb(III) chelates,

and the parameters where less sensitivity is required should be labeled with organic

luminophores, transition metal chelate labels, or with metalloporphyrins.

Time-resolved detection of the best so far developed Tb(III) chelates yield linear

calibration curves spanning many orders of magnitude of concentration with

detection limits close to picomolar level [50, 51].

Fig. 6 Simultaneous

excitation of FITC and Eu

(III)-1-NCS at oxide-coated

aluminum electrode [35].

Conditions: oxide-covered

Al-strip working electrode,

Pt-wire counter electrode,

coulostatic pulse generator,

applied pulse voltage �40 V,

pulse frequency 20 Hz, pulse

charge 120 mC, 0.2 M boric

acid buffer at pH 9.2,

1 � 10�3 M K2S2O8. Time-

resolved spectra were

measured with an instrument

having relatively good

sensitivity but poor

resolution [76]
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2 Instrumentation

The apparatus for HECL generation need some kind of function generator because

only pulsed excitation is possible, probably due to the indiffusion of protons during

long-term cathodic polarization [51]. For research purposes, the function gener-

ator should preferably be programmable to allow easy generation of different

voltage waveforms, e.g., if anodic oxide film are to be fabricated in situ during

the measurement [3, 24].

Some kind of a potentiostat or a more simple pulsed voltage source is needed. The

potential of the working electrode is normally controlled by means of a potentiostat.

In many HECL applications, a real reference electrode is not necessary and it is

sufficient to use a pseudo reference electrode, or even to use the counter electrode

as a pseudo reference electrode. In the latter case, only the voltage between the

working electrode and counter electrode is controlled, i.e., the real working elec-

trode potential is reproducible only if the properties of the electrochemical cell

remain unchanged between separate measurements. However, typical commercial

potentiostats designed for electrochemists are often unable to generate sufficiently

high voltages and current between the working and auxiliary electrode. In simple

two-electrode cells, we have often used a coulostatic pulse generator, which gives

always a fixed charge pulse before giving a trigger pulse for light detection unit [55].

The electronic circuitry used depends on the method of measurement. At low

light levels, photon counting allows better discrimination against the noise than

analogue recording. However, both of these methods are usable, although one can

anticipate that with the continuous decrease in the cost of electronics photon

counting will eventually win. The only instrumental advantage of analogue record-

ing of the photomultiplier current is better linearity at high light levels owing to the

pulse pile-up in photon counting. In the time-resolved measurements, the detection

circuit is synchronized with the excitation pulses, allowing a fixed or variable time

delay between the pulse and recording window.

As light detectors, we would at the moment recommend channel photomultiplier

tubes (CPM), which are currently available at a quite reasonable price. CPM tubes

are available with different cathode areas and sold separately or as nice photon

counting heads, which are quite versatile, reliable, and easy to use.

In our earlier work, we have mainly used laboratory-made equipments consisting

of either a laboratory-made coulostatic pulse generator or a commercial potentiostat

with a laboratory-made pulse generator, a two-electrode cell, a photon counter unit,

and an ordinary photomultiplier tube designed for photon counting. The HECL

intensity has been measured with a photon counter unit consisting of a photo-

multiplier, a Stanford Research Systems photon counter, and a Nucleus MCS-II

scale card attached to a computer. Measurements of HECL spectra have been

performed with an ordinary Perkin-Elmer LS-5 or LS-50 B luminescence spectro-

meter with the electrodes put in the cuvette. However, better performance can

presently be obtained with spectrometers containing sensitive CCD array or matrix

chips allowing binning of the vertical rows.
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Figure 7 shows a scheme of the laboratory-made ECL cell designed for metal

band electrodes, and Fig. 8 that of another ECL cell type designed for the use of

planar disk and slide electrodes, which is usable for silicon and coated glass

electrodes.

Fig. 7 The cell constructed for the use of Mg band electrodes. Mg band was first threaded through

two slits close to the bottom of cylindrical PTFE cartridge. Then the cartridge was pushed into a

cylindrical bowl also made of PTFE, and the end of Mg band was put under a screw, which was

tightened against a brass bar giving an electrical contact to the negative polarity of a voltage source [24]

Fig. 8 Side view of ECL cell for measurements using silicon plate as working electrodes:

(A) Teflon support; (B) Pt-counter electrode; (C) Al or Si plate working electrode; (D) working

electrode contact; (E) counter electrode electrical contact wire. With this design, the electrical

contact to the working electrode can be taken either from the bottom or from the upper surface

sides of the working plate or disk electrode [31]
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Aluminum easily allows various electrode shape designs, e.g., the use of curved

rakes, which fit in the standard 12-well microtiter strip and provide a nice light

collection efficiency when HECL is measured through the walls of a microtiter

strip [17] (Fig. 9).

2.1 Electrode Materials

The choice of counter electrode material in HECL cells seems not to be very critical.

Use of platinum or gold is of course always safe, and thin layers of these metals

may even be sufficiently optically transparent that the ECL can bemeasured through

them [55]. Indium tin oxide (ITO) is also an excellent optically transparent counter

electrode material. Often even stainless steel wire or tube is acceptable as counter

electrode material in the time scale of HECL measurements.

The working electrode applied in HECL can have various shapes and structures.

The conductor in the C/I/E junctions can either be a metal with a rather low work

function [24, 51] or a strongly doped degenerate semiconductor [3, 23, 40].

Earlier, we have assumed that only very wide band gap (of the order of 8–9 eV)

insulating oxides such as alumina, magnesia, and silica could be used as insulators

in C/I/E junctions [3, 49]. However, it seems that much smaller band gaps are

sufficient, whenever the oxide is still a true insulator (Fermi level in the mid-gap

region) and is not behaving as an intrinsic semiconductor, which is common to

many metal oxides [72].

It is rather interesting that also double barrier tunnel emission electrodes of

type M/I/M/I work nicely [27], and thus possibly also different material layers

could be applied.

For the actual HECL measurements, borate buffer seems to be the best buffer

whenever its buffer capacity coincides in the right pH region. This is due to the very

low reactivity of boric acid and borate ions with hydrated electron and many other

radicals [10, 73].

Fig. 9 Micro titer strip, Al rake working electrode, and Pt-counter electrodes assembled in a rack

ready to be put on the conveyer track of the semiautomatic electrochemiluminometer [17]
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2.2 Silicon Electrodes

The silicon wafers stored in contact with air have a natural oxide film, but for HECL

applications the natural films are too thin (ca. 1 nm) [67] and usually not uniformly

distributed on the silicon. Therefore, the film has to be manufactured on the silicon

by repeatable techniques such as chemical vapor deposition [90], molecular beam

epitaxy, or plasma and wet anodization and sputtering [8].

Both strongly doped n- and p-silicon allow a relatively easy fabrication of

excellent Si/SiO2 electrodes by thermal oxidation by rather standard procedures in

clean rooms [31, 40]. However, quite good electrodes can be easily fabricated in any

laboratory with normal laboratory ovens and even in room air [36].

2.3 Aluminum Electrodes

Generally, aluminum electrodes are less efficient than silicon electrodes in terms of

signal intensity to cathodic background solid-state luminescence. However, they

are also very low cost and easy to use. While the best quality silicon electrodes have

to be oxidized under clean room conditions and cut to a specific size with special

saw, aluminum electrodes at their simplest can be cut in any size from the Al band

or sheet with ordinary scissors and just pressed flat or into the shape or cup before

use [41]. In many cases, especially for purposes of disposable bioaffinity assay

cartridges, a thin vacuum evaporated pure aluminum film that is just let to be

oxidized in oxygen atmosphere or air seems to be the best choice, if low cost is

one of the main issues.

The aluminum material we have been using a lot (nominally 99.9% pure Al

band by Merck) has had a thick enough natural oxide film to produce strong HECL.

Thus, deliberate oxidation of the film or anodic pulses before analysis have not

been necessary. However, earlier batches of this aluminum worked much better

than later batches. After some change of manufacture process of this aluminum

band, the natural aluminum oxide film started to show a much stronger solid-state

electroluminescence [47] during the cathodic pulse. In addition, this higher inten-

sity solid-state electroluminescence contained also a slowly decaying component,

which was very harmful for time-resolved measurements. This problem could be

solved by coating the natural oxide layer of the electrode with ca. 100 nm thick

layer of 99.999% Al and letting this oxidize in air at room temperature for 1 day.

The background signal became very low and the actual analyte luminescence

slightly increased [27], thus increasing hugely the sensitivity. The precision of the

measurement was also increased.

Alumina is much less chemically resistant than silica and therefore Si/SiO2

electrodes are usable in a wider pH range than Al/Al2O3 electrodes. In addition,

if, e.g., bioaffinity assays are carried out on the surfaces of these electrodes and

slight warming of the assay buffer (37�C) is applied, the alumina films seem to lose

their insulating properties quite rapidly [17]. This kind of behavior does not occur

on corresponding silica films.
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2.4 Other Electrode Materials

Magnesia dissolves in acidic solutions [37, 66], but it is insoluble in alkaline

solutions. Therefore, for applications in which extremely high pH is necessary for

some reason, Mg/MgO electrodes are probably the best choice because aluminum

electrodes are not usable above pH 10 [62] and also silica starts to dissolve under

the more alkaline conditions.

Our research on using relatively impure (99.5%) oxide-covered Mg electrodes

[24] showed that Mg/MgO electrodes can be used as disposable electrodes in an

analogous way to Al/Al2O3 electrodes, even though we did not even use very

alkaline electrolyte solutions.

Sometimes it would be beneficial to have an optically transparent working

electrode. We have shown that both n-ZnO:Al/Y2O3 [23] and n-ZnO:Al/MgO

[24] can be used, but they are quite expensive for disposable devices. If an optically

transparent spacer made of PDMS or equivalent material is used between the

n-ZnO:Al/insulator and ITO glasses, one could form a thin layer cell, which

would be optically transparent in all directions. These kind of cells would not only

allow HECL detection simultaneously by two detectors through both counter and

working electrodes, but also alternatively time-resolved spectrophotometric obser-

vation of the rise and decay of different radicals generated in the cell by a cathodic

pulse in both directions, parallel and perpendicular to the working electrode surface.

3 Applicable Luminophores in HECL-Based Detection

The tunnel emission of hot electrons through the insulating oxide film during

cathodic pulse polarization of the electrode allows electrochemical excitation of a

variety of luminophores emitting in a wide optical range. The following

summarizes most of the luminophores we have used in HECL studies.

Table 1 shows the HECL lifetimes of different luminophores we have so far

explored.

3.1 Metal Chelates

Many metal chelates are versatile luminophores and are often used as labels

(markers, tags, and reporters) in bioanalysis and imaging [63, 80]. Our studies

have mainly centered on rare earth and transition metal chelates, with the strongest

interest in Tb(III) chelates [23, 25, 50, 51, 55, 59] and Ru(II) chelates [4, 33].

Typically multidentate lanthanide chelates are stable in a quite wide pH range

but they can be fast dissociated in strongly acidic solutions [80] and many of them
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start to lose their central ion as Ln(III)OH3 precipitate during prolonged incubation

under highly alkaline conditions [26].

Luminescent aromatic Tb(III) and Eu(III) chelates show HECL by ligand

sensitized mechanism [35, 50, 51, 54]. The ligand is first excited by the ox-red or

red-ox pathways, after which it transfers the excitation energy intramolecularly to

the central ion exactly as in the photoluminescence of these chelates [63, 80] and

finally the central ion emits light by its f-shell transitions. The requirements are that

(a) the triplet state of the ligand must be higher in energy than the resonance level

of the central lanthanide(III) ion, (b) the triplet state of the ligand must not

react with the central ion, and (c) the excited central ion must not react with the

ligand [63, 80].

When Tb(III) and Eu(III) are replaced by Gd(III) ion, the energetics of some

ligands and central ions result in triplet state HECL emission of the ligand [46] and

in singlet state emission of the ligand when Y(III) ion is used as central ion [50].

Table 1 Comparison of HECL lifetimes

Compound Lifetime (s) Electrode, solution Reference

Aromatic Tb(III) chelates 1.3� 10�3 to

2.2� 10�3
Al/Al2O3; 1.0 M

Na2SO4 in 0.2 M

H3B4O3 at pH 9.2

Kulmala et al. [51]

Eu(III) chelate 0.94� 10�3 Al/Al2O3; 1.0 mM

K2S2O8 in 0.05 M

Na2B4O7 at pH 7.8

Jiang et al. [35]

Pt(II) coproporphyrin 14.5� 10�6 to

44.8� 10�6

(three-step decay)

Al/Al2O3; 1.0 mM

K2S2O8 in 0.05 M

Na2B4O7 at pH 9.2

Canty et al. [11]

Ru(bpy)3
2+ 6.8� 10�6 to

95� 10�6

(three-step decay)

Al/Al2O3; 3.0 mM

K2S2O8 in 0.05 M

Na2B4O7 at pH 9.2

Jiang et al. [40]

Ru(bpy)2La
2+ 40� 10�6 Si/SiO2; 1.0 mM

K2S2O8 in 0.05 M

Na2B4O7 at pH 9.2

Jiang et al. [39]

Luminol 3.0� 10�3 and

7.2� 10�3

(two-step decay)

Al/Al2O3; 1.0 mM

K2S2O8 in 0.05 M

Na2B4O7 at pH 9.2

Suomi et al. [84]

Lucigenin 18.4� 10�6 Al/Al2O3; 1.0 mM

K2S2O8 in 0.05 M

Na2B4O7 at pH 9.2

Jiang et al. [35]

Rhodamine B 19� 10�6

(with K2S2O8

ca. 12� 10�6)

Al/Al2O3; 10.0 mM

NaN3 in 0.05 M

Na2B4O7 at pH 9.2

Jiang et al. [38]

Fluorescein 17� 10�6 and

60� 10�6

(two-step decay)

Al/Al2O3; 0.05 M

Na2B4O7 + 0.1 M

Na2SO4 at pH 9.2

Ylinen et al. [91]

7-Hydroxy-4-methyl

coumarin

6.8� 10�6 and

25� 10�6

(two-step decay)

Al/Al2O3; 0.05 M

Na2B4O7 + 0.1 M

Na2SO4 at pH 9.2

Ylinen et al. [91]
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Tb(III) chelates can produce very intense HECL (Fig. 10), and therefore we have

used them as labels in bioaffinity assays [5, 17] and as known good luminophores

in the comparisons of different analysis conditions. Another strong point of Tb(III)

chelates is their long-lived luminescence, 1.3–2.2 ms [51], which allows the use

of time-resolved detection. Thus, the short-lived solid-state electroluminescence

of the insulating films induced during the cathodic pulse can be discriminated,

and as a result of the large signal-to-noise ratio, the detection limits can be very

low [50, 51].

Since Tb(III) is very redox-inert, the above-mentioned requirements are nor-

mally easily fulfilled, but in the case of easily reducible Eu(III) the system is more

complicated. In the studies, we found out [35] that one of the phenolic chelates

(2,6-bis[N,N-bis(carboxymethyl)-aminomethyl]-4-methyl phenol-chelated Eu(III))

was not luminescent at all, although the corresponding Tb(III) chelate yields

the highest HECL intensity obtained so far. A somewhat modified chelate, 2,6-bis

[N,N-bis(carboxymethyl)-aminomethyl]-4-benzoylphenol-chelated Eu(III), gave

a weak HECL emission, which could be strongly increased by the addition of

peroxodisulfate. In the presence of azide, this chelate did not emit HECL. That

gives one a possibility of yet another type of separation of label emissions:

if both Tb(III) and Eu(III) are chelated with the latter ligand, in the presence of

Fig. 10 Calibration curves of Tb(III) label chelates. (Filled circles) Tb3+-2,6-bis[N,N-bis
(carboxymethyl)aminomethyl]-4-methylphenol, (filled squares) Tb3+-N1-(p-isothiosyana-
tobenzyl)-diethylene triamine-N1, N2, N3, tetra acetate. Conditions: 0.2 M borate buffer, pH

7.75, 0.1% NaN3, pulse amplitude �10 V. Open circles and squares denote signal before

subtracting the blank. Measured with semiautomatic electrochemiluminometer [17]
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peroxodisulfate both HECL emissions will be triggered, while in the presence

of azide only Tb(III) is triggered.

The synthesis of several phenolic Tb(III) chelates displaying strong HECL has

been published [43], but as far as we know, these are not commercially available at

the moment. However, some of the slightly less efficient HECL-emitting Tb(III)

labels are commercially available from Perkin-Elmer Life Sciences, Wallac,

Finland [17, 63].

Ru(bpy)3
2+, tris(2,20-bipyridine)ruthenium(II), is one of the best studied ECL-

producing compounds [7, 18, 19, 33, 63]. We have shown that HECL of

Ru(bpy)3
2+ can be efficiently excited at oxide-coated aluminum [4], n-type

silicon [31], and p-type silicon [40]. We have also studied a carboxylic acid

derivative of the Ru(bpy)3
2+ chelate [39], which can be used as a label with

antibodies. This carboxylic acid derivative has a long enough luminescence

lifetime for TR-ECL measurements for some purposes, and compared with an

unmodified Ru(bpy)3
2+ it has a bit red-shifted emission [38]. Figure 11 displays

simultaneous HECL excitation of an aromatic Tb(III) chelate and Ru(bpy)3
2+ at

an oxide-covered aluminum electrode.

Platinum(II) coproporphyrin was found to have a strong ECL emission, with

detection limit as low as ca. 10�11 M in the presence of peroxodisulfate ions [11].

The metalloporphyrin had previously been reported to show long-lived phospho-

rescence, and the electrochemiluminescence lifetime was sufficiently long [11] to

allow time-resolved detection. However, with these labels, we recommend using

azide as coreactant instead of peroxodisulfate, as the calibration curve with azide is

much steeper although the detection limit is somewhat higher [11].

Fig. 11 Simultaneous ECL

excitation of Ru(bpy)3
2+ and

a Tb(III) chelate at an oxide-

coated aluminum electrode.

Conditions: pulse voltage

�10 V, pulse time 500 ms,
pulse frequency 20 Hz,

0.05 M Na2B4O7 at pH 9.2,

0.1 M Na2SO4 [4]
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3.2 Organic Dyes

Many organic dyes used and synthesized for the purposes of photoluminescent

labeling are also showing HECL [22, 30, 38, 64, 91]. However, it is necessary (1)

that at least one of the primary radicals must be able to initiate the ox-red or re-ox

excitation pathway and (2) the resulting luminophore radicals must not be too

reactive with water [2]. Typically, the HECL and fluorescence emission spectra

are similar which shows that the singlet state excitation of the luminophores is

occurring also in HECL excitation pathways [5, 22, 30, 38, 64, 91].

For instance, fluorescein is a strongly emitting HECL-luminophore with detec-

tion limits in the subnanomolar level [91]. Also some coumarins show very high

HECL intensity, with detection limit at approximately 0.1 nM [30].

Rhodamine B is a xanthene dye with many applications in photoluminescence.

Its photostability has made it an attractive label in photoluminescent labeling

and imaging [32], and it is also a strong HECL emitter [38]. The luminescence

lifetime of Rhodamine B is relatively short, and therefore it could easily be used in

time-resolved multilabelling experiments together with a label, e.g., Tb(III) chelate,

with a very long luminescence lifetime [38].

SYBR Green I has been used since early 1990s as a fluorescent marker stain

for double-stranded DNA and oligonucleotides. We were interested in finding out

whether the dye would also be electrochemiluminescent [64]. SYBR Green I

emitted strongly enough under hot electron-induced ECL conditions to give a

detection limit of ca. 1 nM. However, it is by no means as efficient as the best

electrochemiluminophores we have studied.

UV-emitting labels [48] as well as lanthanide chelates are attractive for HECL

energy transfer assays [63] as donors, but so far we have not noticed that these kinds

of experiments would have been published.

Derivatives of luminol [58, 84] and lucigenin [35] also show strong HECL, but

their excitation probably occurs via several parallel routes and not just by simple

ox-red or red-ox excitation pathways.

The drawback of using organic labels as HECL labels is that their luminescence

lifetimes are typically very short, and low detection limits as those obtained by

time-resolved detection of Tb(III) chelate labels cannot typically be reached. In the

case of short-lived HECL-emitting labels, n-silicon doped with antimony and

coated with thermal silica film seems to be the best electrode material studied so

far due to its low solid-state electroluminescence background during the cathodic

excitation pulse [40].

4 Choice of Coreactants

As mentioned above, borate buffer is the best choice for the actual HECLmeasuring

stage because all the other buffers are more efficient free radical scavengers, and

hence decrease the efficiency of the generation of HECL from the luminophores.
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During other assay stages of a bioaffinity assay, the other commonly used buffers

can freely be used if the washing steps are allowed in the assay [51].

Those luminophores for which hydroxyl radical is a good oxidant in the excita-

tion pathway/pathways can normally be excited without any other additives than

the dissolved oxygen that naturally exists in the aqueous excitation electrolyte

solution [5, 38, 85]. In these cases, the HECL intensity can be enhanced by the

addition of an optimal concentration of hydrogen peroxide to obtain the optimal

amounts of the highly reducing and oxidizing radicals [38, 85].

For many luminophores, reaction with hydroxyl radical results in the disinte-

gration of the molecule or metal chelate in aqueous solution rather than in HECL

excitation via ox-red, red-ox, or other routes [5, 48]. The addition of a relatively

high concentration of azide ions often solves this problem [55, 85] (Fig. 12). This is

due to the fact that azide ion is an efficient hydroxyl radical scavenger producing

fast azide radical [10], which typically only acts as one-electron oxidant [73].

However, azide radical has a relatively low oxidation power, and it has to be

energetically sufficient in the excitation pathways of the luminophore or excitation

cannot occur at all [5, 17, 51].

Some of the luminophores, which very efficiently disintegrate after reaction with

hydroxyl radical, are very efficiently excited when the sulfate radical is used as an

oxidant in the excitation pathways [2, 4, 5]. Typically about 1 mM solution of

peroxodisulfate ions is optimal for the HECL excitation.

Fig. 12 Calibration curves of fluorescein at disposable oxide-coated aluminum electrodes

(triangles) in the absence of azide ions and (squares) in the presence of 0.1 M NaN3. Conditions:

pulse voltage�10 V, pulse time 200 ms, pulse frequency 50 Hz, 0.05 M Na2B4O7 at pH 9.2, 0.1 M

Na2SO4, HECL was measured through a 515-nm interference filter [85]
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Regardless of whether hydroxyl or sulfate radicals are primarily generated in the

cell, they may “be converted” to other less oxidizing radicals by the addition of

halide or pseudohalide salts [5, 10, 73], if the secondary radicals produced from

halides or pseudo halides are more suitable oxidants for the system [55, 85].

5 Applications

HECL can be applied in detection of labels in various bioaffinity assay formats.

Mainly Tb(III) chelate labels have so far been applied in heterogeneous [4, 5, 27,

31, 42, 51, 55] as well as homogeneous immunoassays [17, 42, 55] and recently also

in DNA-probe assays [81].

Both immunometric (noncompetitive) [4, 5, 27, 31, 42, 51, 55] and competitive

[17] immunoassay formats can be applied. The reason why homogeneous, i.e.,

separation free immunoassays [17, 42, 55] are possible, is that the presolvated hot

and hydrated electrons are able to carry out the reductions only up to a distance

of about 200 nm from the oxide film surface and, hence, only the labels within this

range can be excited. In practice, this means that if the amount of the electroche-

miluminescently labeled antibody is appropriately optimized for the immunometric

assay, only the labels involved in the surface-antibody1-antigen-labeled antibody2
immunocomplexes are cathodically excited. Most of the unreacted labeled antibodies

are too far from the electrode surface to be excited [63]. However, heterogeneous

assays based on HECL detection have always lower detection limits than homoge-

neous assays, in which an optimal HECL measuring buffer can be used without the

radical scavenging additives useful for the incubation buffer of the bioaffinity reaction

stages [4, 5, 27, 55].

Although latex particles can be used as a solid phase of the assays [51], the

detection limits are many orders of magnitude lower if the oxide surface of the

electrode itself is being used as the solid phase of the assays [5].

We have mainly used human thyroid stimulating hormone (hTSH) and

C-reactive protein (hCRP) as model analytes in our studies due to the great impor-

ance of these analytes in clinical diagnostics and especially in rapid diagnostics

[5, 27, 55]. hTSH is one of the analytes demanding extremely high sensitivity of

the assays due to its low concentration in blood, whereas even the normal range

of hCRP is very high in comparison to that of hTSH.

During the acute phase response to infection, inflammatory disease, surgery,

trauma, and cancer, concentrations of hCRP in blood increase by many orders of

magnitude and return to normal levels with resolution of the disease [65, 74].

Currently, there is coercive evidence that C-reactive protein (CRP) is also a sensitive

marker for the development of cardiovascular disease in the general population, and

recent studies suggest that CRP is not only a biomarker but also an active crucial

mediator in the pathogenesis of atherosclerosis [65, 74].
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CRP can provide prognostic information about the risk of future coronary events

in apparently healthy persons. This application requires assays of higher sensitivity

than has been available in the clinical laboratory, and therefore it seems to be well-

suited for HECL detection-based assays [5]. On the basis of the work carried out in

the Finnish universities [5], Labmaster Ltd, Turku, Finland, has further developed a

rapid assay carried out using a disposable plastic cartridge containing an oxide-

coated silicon electrode as working electrode and a small-sized HECL-based

analyzer. The whole assay can be carried out in 6 min (Fig. 13).

The most interesting future developments seem to be truly homogeneous HECL

energy transfer assays, in which none of the reactants of the bioaffinity assays

are attached on the surface of the electrode prior to the assay, and possibly also

the use of electroluminescent nanoparticles and quantum dots as labels [63].

Fig. 13 Ultra sensitive immunometric immunoassays of hCRP. The immunoreaction reaches

equilibrium in 5 min, and the total assay time is 6 min. The detection limit is 0.2 mg/L (blank +

3 SD). The linear assay range is about four orders of magnitude of concentration. The labeled

secondary antibody and other reagents are dried in a porous membrane on which the sample is

added. Sample (3.5 mL) dissolves the labeled antibody, and the analyte starts to form

immunocomplexes with it while this liquid is filling the thin layer between the membrane and

originally dry oxide-coated silicon electrode, which is also precoated with the primary (catching)

antibody and suitable additives. After 5 min of incubation, the membrane is removed from top of

the electrode and the electrode in the cartridge is washed with HECL measuring buffer, and the

HECL intensity is measured
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25. Håkansson M, Jiang Q, Spehar A-M, Suomi J, Kotiranta M, Kulmala S (2005) Direct current-

induced electrogenerated chemiluminescence of hydrated and chelated Tb(III) at aluminum

cathodes. Anal Chim Acta 541:171–177
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Extension of Fluorescence Response

to the Near-IR Region

Tarek A. Fayed

Abstract Development of efficient and photostable fluorophores that absorb and

emit in the red and near-infrared (NIR, between 650 and 900 nm) spectral regions

are of interest in many fields as optical engineering, analytical chemistry, biology,

and medicine as new revolutionary tools for noninvasive and simple in vivo optical

imaging. NIR fluorescent dyes have been often spotlighted owing to the advantages

of this region as significant reduction of the background signal due to the lowest

autoabsorption and autofluorescence of biomolecules in the NIR region, low-light

scattering and deep penetration of NIR light, and the possibility to use low-cost

excitation light sources. The present chapter provides an up-to-date overview on the

different classes of NIR organic fluorophores, including cyanine and squaraine

dyes, conformationally restricted and long chain-substituted boron-dipyrromethene

(BODIPY) dyes, thiazines and oxazines, and pyrelene bisimides. The molecular

structures, strategies to shift the absorption and emission bands of such dyes into the

NIR region of the spectrum, and spectroscopic properties are comprehensively

presented with hint to their applications.

1 Introduction

Many of the modern and important advances in physical chemistry, analytical

chemistry, materials sciences, biology, and medicine have been made possible

because of the availability of sophisticated extrinsic fluorescent reporters. These

are molecular sensors whose fluorescence properties are transformed into signals

useful for analytical, biochemical, or medical applications upon chemical or
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biochemical recognition of specific guests, and can be grouped into two major

classes [1, 2]:

1. Synthetic systems such as organic dyes, inorganic nanoparticles, and lanthanide

coordination complexes.

2. Biological systems such as fluorescent and bioluminescent proteins.

It is unlikely that any one of such luminescent systems will emerge as the universal

solution for all optical applications, and each class warrants further development.

Organic fluorescent dyes are most frequently used as reporters in optical chemical

sensing. Their advantages are not only easy availability and low price, but also

their versatility [2]. Organic dyes provide means for the direct determination of the

location, activities, or concentrations of selected ions or electrically neutral species

like biomolecules, without pretreatment of the sample. Although the use of organic

dyes as fluorescent probes is not a new technique, it remains a dynamic and growing

technology that continues to find new and more demanding applications. Therefore,

the challenge for chemists is to develop new photoactive organic molecules that

can probe specific molecular events with great sensitivity and selectivity.

Currently, there is considerable interest in developing of efficient and photo-

stable fluorophores that absorb and emit in the red and near-infrared (NIR) spectral

regions [3–7]. Herein, we focus on fluorescent organic dyes that emit in the NIR

region (optical window 650–900 nm).

2 Characteristics of NIR Fluorescent Organic Dyes

NIR fluorescent dyes found wide applications in several areas in analytical chemistry

[8] and have been applied for various devices such as laser dyes and organic light-

emitting diodes (OLEDs) [9]. They are also attractive as probes for contrast agents

for fluorescence imaging of biomedical samples [10]. There are several major

advantages of using NIR fluorescent dyes over those emitting at shorter wave-

lengths [1]. The most important of these advantages is the reduction in background

that ultimately improves the sensitivity achievable. Likewise, the number of fluores-

cent impurities is significantly reduced with excitation and detection at longer wave-

lengths. Besides reduced background, a further advantage is that low-cost, energy

efficient, rugged diode lasers can be used in place of the more expensive and shorter

lived gas lasers [8]. A variety of highly sensitive detectors in the visible-near-IR

region are now available. Because there is very little undesired absorption and

autofluorescence by common biomolecules at wavelengths greater than 650 nm,

individual antigen and antibody molecules can be detected in serum samples [11].

Indeed, wavelengths above 650 nm can penetrate through skin and tissues, therefore,

fluorescent NIR imaging probes are increasingly used for in vivo optical imaging

of live animals [12]. Additional benefits associated with the use of NIR absorbing

fluorophores include expanding the palette of multicolor imaging systems, such as

those used in DNA sequencing and intracellular organelle labeling [13].
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With the advent of both semiconductor and optical fiber detectors as well as laser

diodes excitation sources, instruments working within the NIR region began to

emerge, which opened up opportunities for researchers that had not previously been

available [8]. However, challenges with many NIR fluorescent dyes are that the

excitation and emission bands significantly overlap, and the fluorescence quantum

yield is low due to conformational flexibility which leads to diminished fluores-

cence intensity.

The molecular structures of NIR fluorescent dyes are highly conjugated and

have a lower energy gap between the ground and excited states compared to the

visible region fluorescent dyes. The physical and chemical properties of NIR dyes

are adjustable for different applications through chemical modification of the struc-

ture of the dye molecules. These properties include solubility of the dye in aqueous

solutions, tuning of excitation and emission wavelengths, molecular aggregation,

the biocompatibility in a given matrix, the binding ability of the dye to the target for

a single analyte, etc. [1]. The structural modifications provide the dye molecules

with much broader applications, particularly in the biological and analytical fields.

Modifications may change emission wavelength and reaction ability of the dye

molecule. Thus, the potential changes in the activity of the molecules must be

considered. For example, as larger ligands are employed, more steric interactions

may occur between the dye and the target, which reduce the efficiency.

In addition to the parameters characterizing organic fluorescent dyes and necessary

for optical sensing applications [2], some other factors are important for the selection

of NIR dyes as fluorescent reporters, and are going to be summarized below [1].

2.1 Improving Water Solubility and Reducing Aggregation

To effectively use NIR fluorescent dyes for sensing applications particularly for

biological samples, a hydrophilic nature is usually essential. However, a number of

NIR dyes are not water soluble due to their highly p-conjugated structures. Thus,

suitable modification of such dyes is needed prior to their bioapplications. Gaining

solubility in aqueous solutions is often achieved by linking of polar groups like

sulfonate (–SO3
�) groups to the dye structure [14], which bring negative charges to

the dye molecules. However, the large number of negative charges may hinder the

binding between the dye and the negatively charged bioanalytes. Alternatively,

the dye molecules can be assembled inside a hydrophilic shell that has a hydro-

phobic inner layer such as phospholipids monolayer [15].

In addition to the hydrophobicity problem, aggregation is another major draw-

back of NIR fluorescent dyes applications. The dye molecules can easily aggregate

in aqueous solutions, resulting in low fluorescence intensities and blue-shifted

absorption peak. Two effective methods can prevent the aggregation. One is to

mix a certain amount of water-soluble organic solvents into the aqueous solution

to dissolve the dyes. The second way to prevent aggregation is to conjugate the dye

molecule with other large biomolecules like a long “tail” of nucleotides or human

serum albumin [16].
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2.2 Separation of Excitation and Emission Bands

For many NIR fluorescent dyes, the excitation and emission bands are significantly

overlapped. Only when the two bands are discrete, the dye can be effectively used

for the detection of targets. A longer wavelength gap between the two maxima

indicates a greater sensitivity. So far, two approaches can separate the emission

and excitation bands effectively [1]. The first approach is to change the molecular

structure of the dye slightly, keeping the binding properties with no change. In fact,

modification of dye molecular structures is not always feasible in its spectra.

Alternatively, two dyes can be used as one effective NIR dye if one dye emission

band overlaps with the excitation of the other [17]. Based on fluorescence reso-

nance energy transfer (FRET), one dye can be a donor and the other is an acceptor.

2.3 Fluorescence Lifetime of NIR Dye Molecules

Fluorescence lifetime is an importantproperty ofdyemolecules.A longer lifetimegives

excited electrons a greater possibility to release energy throughnonradiative transitions.

The lifetime of NIR fluorescent dyes can be changed upon modifications of dye

molecular structures. It has been reported that the NIR dye molecules containing

different heavy atoms (halogen) can alter their fluorescence lifetime. The lifetimes of

these dyes vary with the identity of the halogen substitution near the center of the dye.

Theheavierhalogenatomgives the longer lifetime[18].Theheavieratomshowsa larger

rate of intersystem crossing. Thus, the effect of modification of molecular structures on

NIR dye lifetime should be considered prior to any modifications. Increased lifetime

results in lower fluorescence quantum yield, and thus lower signal intensity.

So far three main classes of NIR dyes including cyanine dyes, squaraine dyes,

thiazine, and oxazine dyes are well known and widely used in fluorescence sensing.

Recently, a novel class of conformationally restricted boron-dipyrromethene

(BODIPY) dyes has been reported. This class shows high photo- and chemical

stabilities and become a promising NIR reagent. This chapter will provide an up-to-

date overview on the different classes of long-wavelength organic fluorophores.

The molecular structures, strategies to shift the absorption and emission bands into

the NIR region of the spectrum, and spectroscopic properties are comprehensively

presented with hint to their applications.

3 NIR Fluorescent Organic Dyes

3.1 Cyanine Dyes

NIR fluorescent cyanine dyes are increasingly employed as fluorescent repor-

ters for interrogating biological processes such as enzyme activity [19], calcium

and zinc [14, 20–22], nitric oxide [23] and proton concentration [24, 25], as well as
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in vivo imaging [16]. The appeal to this class of fluorophores derives from their

straightforward syntheses, broad wavelength tunability, and particularly their high

NIR absorption and emission wavelengths, large molar extinction coefficients, and

moderate fluorescence quantum yields.

The molecules of cyanine dyes (Cy) are composed of a polymethine chain with

two heterocyclic units at its terminals (Fig. 1). One of the nitrogen atoms is a

positively charged iminium and the other is an amine. The length of the

polymethine chain determines the spectral range of absorption and emission, with

its increase by one vinylene unit (CH ¼ CH), the spectra shift to longer

wavelengths by about 100 nm [8].

3.1.1 Bioconjugate NIR Fluorescent Cyanine Dyes

Indocyanines, featuring two indole or benzindole rings linked by a polymethine

chain, are the most important type of cyanine dyes used for bioconjugation. The

absorption and emission wavelengths can be readily adjusted by varying the length

of the polymethine chain and selecting indole rather than benzindole. The reactive

group for conjugation to the probe molecule is typically NHS ester or isothiocya-

nate present on R1 and/or R2 group [26].

Most cyanine dyes self-aggregate in aqueous solutions [2], however, substi-

tution by sulfonate groups on the aromatic rings of the dyes is very effective on

increasing solubility and decreasing aggregation in water. Two examples of these

sulfoindocyanine dyes are Cy7 (absorption/emission: 750 nm/777 nm) and Cy5

(absorption/emission: 650 nm/667 nm) which are highly soluble in water and

fluoresce brightly [27]. The Cy5.5 and Cy7 NHS esters are important NIR dyes

which all feature the sulfoindolocyanine structures. The dyes Cy5.18 and Cy7.18

have a linear polymethine chain structure. When a long chain (n > 3) is present, the

double-bond conjugation system becomes less rigid, thus reducing the extinction

coefficient and fluorescence yield. A bridged polymethine chain can improve this

situation and make the long link less flexible. Two examples of dyes with this

feature are IRDye 78 and IRDye 800 phosphoramidite which have a bridged

cyclohexene ring [26].

N

X

R1A

B

C
D

G

F
E

N

X

R2 H

[ ]
n+

Fig. 1 Generic structure of a cyanine dye. A–H are hydrogens or functionalities including SO3H

or may be a labeling position. X ¼ C(CH3)2, O, or S, R1 and R2 ¼ alkyl groups and can include a

labeling position, n ¼ 1–3
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Although the arylsulfonate structure is an important development for cyanine

dyes used in bioconjugation applications, further significant improvements have

also been made by bonding the reactive groups directly to the aromatic ring [26]

rather than the indole nitrogens. A longer wavelength dye in this class is the NIR820

NHS ester which has a maximum absorption at 790 nm and a maximum emission

at 820 nm [26]. NIR820 dye, with a cyclohexene bridged heptamethine chain,

has one NHS ester group directly attached to the indole ring. Another alternative

attachment of the reactive group, namely attachment to the aromatic ring via a

sulfamidoalkyl chain [26], has been described as, for example, IRD78-NHS ester.

This group emphasizes that a space between the reactive group and the aromatic ring

is useful to avoid a negative effect on the fluorescence efficiency of the dye.

SO3H

IRD 78-NHS ester
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SO3

SO3
SO3
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NN
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COOH O
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SO3HNIR 820

A set of NIR emitting heptamethine cyanine dyes (HCDs), 1–3, have designed and

synthesized for biological applications via NHS ester conjugation [27]. The dyes are

water soluble and unaffected by pH variation, and show high photostability compared

to commercial dyes with similar features. Among the synthesized dyes, HCDN, 3,

shows a broad absorption band covering the visible range (400–700) and a very

broad emission band centered at 755 nm with a Stokes shift of more than 100 nm.

While the position of the absorption and emission bands is not affected by the

interaction between dye and Goat protein, increasing dye/protein ratio induces

a linear increase of fluorescence performances of HCDs up to 30-fold excess.

These spectroscopic features make HCDs suitable for multitasking fluorescence

analysis in the NIR, IgG labeling, in vivo imaging, fluorescence microscopy, and

FRET applications.
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A conjugate between a NIR indocyanine dye and an organic polyamine polymer

(polyethylenimine, PEI), IR820-PEI, [10] led to increased photostability and better

optical properties (high fluorescence quantum yield and long emission maximum).

IR820-PEI absorbs at 665 nm and emits at 780 nm displaying a large Stokes shift

(115 nm). Also, it provides a useful reactive site that is able to bind DNA and can

act as a multifunctional system for targeted gene delivery by conjugation.

With selected molecules, the delivery process can be monitored in vivo with

noninvasive optical imaging techniques.

N

N

N
NPEI

SO3

SO3

O

IR820-PEI

NN

SO3H
SO3H R

R = S-Ph-NHCO(CH2)3COOH

R = NH(CH2)3COOH

R = NHCO(CH2)3COOH
HCDS ;
HCDO;

HCDN;

1

2
3

Heptamethine cyanine dyes (HCDs) 1-3

Two NIR cyanine fluorophores NIR5.5-2 and NIR7.0-2 which are analogues

of commercially available Cy 5.5 (labs ¼ 674 nm, lem ¼ 694 nm) and Cy 7.0

(labs ¼ 750 nm, lem ¼ 777 nm), respectively, have been synthesized [28, 29]. The

two dyes display absorption and emission maxima in the NIR region (NIR5.5-2

labs ¼ 688 nm, lem ¼ 714 nm; NIR7.0-2 labs ¼ 802 nm, lem ¼ 818 nm), large

extinction coefficients (147,000 M�1 cm�1), excellent solubility, and no tendency

to self-aggregate in aqueous solutions. The fluorescence efficiency is compatible

with their use in optical imaging applications and NIR fluorescence studies.

The utility of these fluorescent labeling reagents is illustrated by the preparation of

an internally quenched FRET-based fluorescent probe of caspase-3 protease, where

efficient quenching effect between NIR5.5-2 and NIR7.0-2 at 705 and 798 nm was

demonstrated. The observation of an efficient formation of an intramolecular

heterodimer yielding a nonfluorescent ground state complex between the two NIR

cyanine dyes in aqueous solutions opens the door for the use of this efficiently

quenched fluorophore pair using coil-containing longer peptidic backbones (Fig. 2).

3.1.2 NIR Fluorescent Cyanine-Based Chemosensors

The accurate measurement of intracellular concentration of proton andmetal cations

like potassium, calcium, magnesium, zinc, and mercury, with penetration to multi-

ple layers of cell tissue and high sensitivity, remains as an innovative analytical
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method. The use of a metal binding dye with chromophore activity in the NIR region

has the advantage of greatly reduced background interference.

A highly sensitive and selective NIR fluorescent probe derived from an

indocyanine dye and 2,20-dipicolylamine (DPA-Cy), 4, has been synthesized and

applied for quantification and imaging of cellular zinc ion [20]. The probe shows

absorption at 606 nm and emission at 800 nm in acetonitrile with a Stokes shift

of 194 nm. Most common classes of fluorescent probe for metal ions are based on

photoinduced electron transfer (PET) mechanisms. Disturbance of the electron

cloud may affect the fluorescence intensity as the metal ion forms a complex with

the NIR dye, which is most likely quenching of the fluorescence. In contrast,

coordination of d10 transition metals or protons to the electron donor sites like

N
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Fig. 2 Structures of cyanine dyes Cy 5.5 and Cy 7.0 and their analogues NIR5.5-2 and NIR7.0-2

[28, 29]
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amines is a commonly observed mechanism for fluorescence enhancement due to

inhibition of PET. Based on this strategy, DPA-Cy is highly sensitive and selec-

tive to zinc, and gives a 20-fold turn-on response for detecting zinc. In addition,

DPA-Cy is cell-permeable and responds to zinc quickly.

Another ratiometric fluorescent probe for Zn2+ in the NIR region, based on a

tricarbocyanine chromophore, 5, has been designed and evaluated [14]. Upon

addition of Zn2+, a 44-nm red shift of the absorption maximum and fluorescence

modulation was observed. This change is due to the difference in the electron-

donating ability of the amine substituent before and after reaction with Zn.
2+

N N

NH

N

SO3NaSO3

N

N

N N

NN

4 5

3,9-Dithia-6-mono-azaundecane-tricarbocyanine, DMA-Cy, 6, has been syn-

thesized and applied for imaging mercuric ions in biological systems [21]. This

probe responds to mercuric ions stoichiometrically, rapidly, and reversibly at room

temperature and produces strongly fluorescent product based on suppression of the

PET quenchingmechanism. The excellent sensitivity and selectivity for mercuric ions

is demonstrated by its use in monitoring the real-time uptake of mercuric ions in

HepG2 cells and 5-day-old zebrafish. In addition, the effect of other metal ions was

examined individually. K+, Na+, Ca2+, and Mg2+, which exist at high levels in living

cells, do not interfere even at high concentration. Besides,DMA-Cywas also selective

for Hg2+ over Mn2+, Co2+, Ni2+, Cu2+, Zn2+, Cd2+, Pb2+, and Ag+. This indicated that

the DMA-Cy was highly selective for Hg2+ over competing metal ion analytes in

aqueous solution because of its thioether-rich receptor.

N N

N

SS

6

DMA-Cy

The PET and hence the NIR fluorescence of HCDs [22] with thio-substituents

in the central position of the polymethine chain, 7, is tuned by changing the

electron-donating ability of the substituent. 4-Aminophenylthio-substitution led
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to an efficient PET and the lowest fluorescence quantum yield (ff ¼ 0.0065

compared to 0.038 for the other derivatives). Acetylation, protonation, or coordina-

tion of the amino group with transition metal cations like Zn2+, Fe3+, and Ce3+ could

recover fluorescence greatly via suppressing the PET.

N N

R
SO3H

SO3

R = Cl

S NH2

SS S NHCOCH3;

7

NIR fluorescent probes based on diaminocyanines 8 were designed for NO

sensing, and their spectral properties have been investigated [23]. The probes are

based on PETmechanism. The detection of NO is based on the change of the electron-

donating ability of o-phenylenediamine upon selective NO-mediated transformation

of diamine into triazole under aerobic conditions (Fig. 3). The o-phenylenediamine

quenches the fluorescence of the tricarbocyanine because of the electron transfer from

o-phenylenediamine to the excited fluorophore. On the other hand, the formation of

the triazole recovers its NIR fluorescence since the triazole ring have less electron-

donating ability for such PET to occur. Comparison of the reaction rate with that

of a widely used NO probe, diaminofluorescein, indicates that probe 8 can be applied

to not only cellular but also in vivo NO imaging.

A class of norcarbocyanine that is sensitive to pH changes at a physiologically

relevant range has been synthesized by the removal of a hydroxylsulfonylbutyl

arm from indocyanine green dye (ICG), (Fig. 4) and their absorption and emission

spectra have been studied in buffer solutions [24]. The simple structural design,

N
N

O

NH2

NH2

R
R

R = CH2CH2CH3
R = CH2(CH2)3SO3−

N
N

O

R
R

NH
NN

R = CH2CH2CH3

R = CH2(CH2)3SO3−

NO

O2

8

Fig. 3 Interaction of NO with the diamino cyanine 8 [23]
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ease of synthesis, and solubility are the characteristic features of such good NIR pH

indicators for biomedical studies. The fluorescence emission peaks of these dyes

(around 800 nm) showed slight but noticeable shifts at different pH values and

significant intensity fluctuation at pH range close to the pKa of the indole N atom in

aqueous medium (pKa ¼ 7.2).

A HCD with an alkylamino group at the central position, 9, was found to exhibit

a large Stokes shift (>140 nm) and strong fluorescence [25]. This is due to excited-

state intramolecular charge transfer (ICT) which was sensitive to the change in the

viscosity and pH of the media.

An interesting neutral pH probe utilizing a fluorophore-spacer-receptor

molecular framework based on tricarbocyanine, as a fluorophore, and 40-40-
(aminomethylphenyl)-2,20:60,200-terpyridine as a receptor, 10, was developed [30].

The pH titration indicated that the probe can monitor the minor physiological pH

fluctuations (pKa of ~7.10), which is valuable for intracellular pH researches.

By using this probe, the real-time imaging of cellular pH and the detection of pH

in situ was achieved successfully in living HepG2 and HL-7702 cells.
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NH SO3H
SO3

9
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N
NN
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NN

SO3H H-ICG

NN

SO3H
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NN
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NN
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SO3

COOH COO
COOH

Fig. 4 Structure of H-ICG, H-cypate, ICG, and cypate [24]
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3.2 Squaraine Dyes

Squaraines belong to the class of polymethine dyes having resonance-stabilized

zwitterionic structures with a cyclobutenediyliumdiolate core, classical examples

of squaraine are shown in Fig. 5.

Squaraine dyes are among the most commonly used far-red and NIR fluores-

cent probes, due to their high extinction coefficients, fluorescence yields, and

photostabilities. In addition, some squaraine dyes show high sensitivity toward

the polarity of the surrounding environment, with fluorescence quantum yields

tending to increase drastically in the presence of biomolecules, such as proteins

and antibodies. Because of these features, squaraine dyes have been applied in

many fields as in copiers, solar cells, optical discs, biological imaging, and fluores-

cent sensors in biological analysis. Coupling of electron-rich aromatic or hetero-

cyclic compounds such as N,N-dialkylanilines, benzothiazoles, phenols, azulenes,
and pryrroles with squaric acid yields a variety of symmetrical and unsymmetrical

squaraines with tunable optical properties. Optical absorption and emission

of squaraines can be pushed toward the long-wavelength region either by the use

of strong electron donors or by the extension of conjugation. Using this approach,

a large number of squaraines with near-IR absorption and emission has been

synthesized [31–36]. Hence, the development of NIR fluorescent squaraine dyes

along with description of their optical properties is going to be reviewed in the

present section.

3.2.1 Symmetrical and Unsymmetrical NIR Fluorescent Squaraines

Replacing of the dialkylaniline moiety of bis[4-(N,N-dibutylamino)phenyl]

squaraine, DBAS, by dialkylanthracene yields squaraine dyes 11–13 [31], with

their absorption and emission spectra strongly shifted to the NIR region. This is due

O

O

NN
Me

Me

Me

Me

N
Me

Me

O

N
Me

Me
O

2+
2+

O

O

NN
MeMe

Me Me Me Me

O

O

NN

Me Me

Me Me Me Me

Fig. 5 Resonance structures of typical squaraine dyes
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to reduction in the HOMO–LUMO gap resulting from enhanced hydrogen bonding

between the carbonyl group of the cyclobutane ring and the neighboring aromatic

hydrogen in the dyes containing the anthracene ring. Figure 6 shows the absorption

and emission spectra of 11 (Sq-1) and 12 (Sq-2) along with that of DBAS. The

water compatibility and substantial enhancement of fluorescence of 13 in micellar

media of SDS, CTAB, and TX-100 suggest that these dyes can be potentially useful

for imaging of hydrophobic domains such as cell membranes.

N

N

O

MeMe

MeMe
N

N

OO

MeMe

OHOH

N

N

OOO

MeMe

n-Bu n-Bu

11 12 13

The spectral, photophysical properties (quantum yields and fluorescence lifetimes)

and photostabilities of a synthesized series of symmetrical, 14, and unsymmetrical,

15, ring-substituted squaraines absorbing and emitting in the red and NIR spectral

regionweremeasured and compared to the commonly used fluorescent labelCy5 [32].

The absorption maxima in aqueous media were found to be between 628 and 667 nm

Fig. 6 Normalized absorption (solid lines) and emission spectra (dashed lines) of 11, 12, and
DBAS in toluene, adopted from ref. [31]
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while the emission maxima are between 642 and 685 nm. The dyes exhibit high

extinction coefficients (16.3–26.5 � 104 M�1 cm�1) and lower quantum yields

(2–7%) in aqueous buffer but high quantum yields (up to 45%) and long fluorescence

lifetimes (up to 3.3 ns) in the presence of bovine serum albumin. Dicyanomethylene-

and thio-substituted squaraines exhibit an additional absorption around 400 nm with

extinction coefficients between 21.5 and 44.5 � 103 M�1 cm�1. So, these dyes could

be excited not only with red but also with blue laser diodes. Due to these favorable

spectral and photophysical properties, these dyes can be used as bioconjugate fluores-

cent probes and labels for fluorescence intensity- and lifetime-based biomedical

applications.

X
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Me Me Me Me SO3K

SO3K

COOHCOOH X = S, C(CN)2, O

X

O
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X = S, R1 = Me, R2 = (CH2)5COOH

X = C(CN)2, R1 = Me, R2 = (CH2)5COOH

X = O, R1 = Me, R2 = (CH2)5COOH

14 15

The photophysical properties of some squaraine dyes containing amphiphilic

substituents, 16a–16d, have been investigated in the presence and absence of

organized media [33]. The dyes exhibited absorption in the range 630–650 nm,

with significant absorption coefficients in the aqueous medium. The fluorescence

spectra of these dyes showed emission maximum from 660 to 675 nm, depending

on the nature of substituents. The fluorescence quantum yields were in the range

from 0.15 to 0.21 in ethanol, but ten times lower values were observed in the

aqueous medium (ff ¼ 0.01–0.02). The absorption spectra of these dyes showed

negligible changes in the presence of micelles (SDS, CTAB, and TX-100), how-

ever, their fluorescence quantum yields and lifetimes increase, indicating that these

molecules undergo effective microencapsulation. These amphiphilic squaraines,

which exhibit favorable photophysical properties, good solubility in the aqueous

medium, and efficient interaction with micelles, can have potential biological

applications as NIR fluorescence sensors.

O

O

NN
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a R1=R2=CH2-CH2-OH

d R1=R2= (CH2-CH2-O)4CH3

c R1=Me, R2= (CH2-CH2-O)4CH3

b R1=Me, R2= (CH2)3-COOH

16
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Water-soluble NIR fluorescent squaraines, 17, namely, KSQ-3 and -4, were

synthesized and applied to biological labeling [34]. The large, planar, and hydropho-

bic squaraine dye becomes fully soluble in aqueous solution by the introduction of

several alkyl substituents terminated with sulfo-group. KSQ-4, which is substituted

with four sulfo-groups, exhibited perfect water solubility and significant fluorescence

emission at 817 nm in the presence of bovine serum albumin (ff ¼ 0.08when excited

at 787 nm). These water-soluble NIR fluorescent probes enable much easier handling

for biological analyses that have to be undertaken in aqueous solution.
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The influence of N-substitution on the spectral properties of 2,

3-dihydroperimidine-substituted squaraines, 18, was investigated [35]. The absorp-

tion and fluorescence maxima of KSQ-1 in cyclohexane were observed at 802 and

811 nm, respectively. However, the quantum yield was very low (ff ¼ 0:074 in any

solvents), which implies limited applications of the already known KSQ-1. It is

assumed that the presence of N–H bonds can favor nonradiative pathways for

relaxation from the excited state, such as hydrogen-bond-induced intersystem cross-

ing. On the other hand, KSQ-2 (N-methyl-substituted dye) was found to have a

higher extinction coefficient (2.0 � 105 M�1 cm�1) and noticeably blue-shifted

sharp absorption and fluorescence spectra (lmax ¼ 737 and 751 nm, respectively).

A quantum yield more than eightfold higher compared to that of KSQ-1 was

observed (ff ¼ 0:56 and 0:47, in cyclohexane and toluene, respectively). Therefore,

with just a simple alkylation, the optical properties are remarkably improved. In

addition, a linear positive solvatochromic properties with the solvent polarizability

in the spectral region around 780 nm was observed in the case of KSQ-2.
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18
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Different arene- and thiophene-bridged bis-squarylium dyes 19 and 20 were

synthesized and their spectral properties have been investigated [36]. Although the

fluorescence intensities were much lower than those of the unbridged squarylium

dyes, arene- and thiophene-bridged dyes, employing extensively conjugated spacers

such as anthracene and pyrene or thiophene, bithiophene, and terthiophene, respec-

tively, allowed to obtain NIR fluorescent dyes, especially in combination with the

benzindolium heterocycles (Fig. 7).

3.2.2 NIR Fluorescent Squaraine-Based Chemosensors

Chemosensors, the usual configuration of which consists of an ionophore unit,

integrated to a chromophore, is a topic of considerable interest because of their

importance in specific detection of analytes in different fields such as chemistry,

biology, medicine, and environmental studies [8, 37]. Organic dyes are extensively

used as the signaling units in chemosensor design because of their intense absorp-

tion and emission properties, which are sensitive to external inputs. Squaraine dyes

are ideally suited for this purpose because of their favorable optical properties

associated with the peculiar zwitterionic structure, which gets perturbed with metal

ions, pH, and other additives [37]. Therefore, ionophores which are integrated to

squaraine dyes can signal the binding event in the form of measurable changes in

the absorption or emission properties.

Sensor molecules which can report micromolar levels of calcium (in the pres-

ence of 1,000-fold excess of magnesium) are useful [38]. Intracellular Ca2+ signals

are responsible for the initiation or regulation of a number of biological processes
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Fig. 7 Examples of some arenas and thiophene-bridged bis-squaraines [36]
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and there is a great interest in visualizing such Ca2+ spikes in real times. A red to

NIR emitting squaraine-based water-soluble chemosensor 21 has been applied for

selective detection of Ca2+ ions in the micromolar range as indicated by decreasing

the fluorescence intensity around 730 nm, whereas large excess of Mg2+ has no

effect on the fluorescence intensity.
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A squaraine with a lariat-crown ether cation-receptor unit 22 was synthesized

and shown to selectively respond to Na+ ions in polar protic solvents [39]. The

selective binding of this ligand to Na+ ions is accompanied by a decrease in the

fluorescence intensity around 650 nm.

The performance of squaraine-based sensors as cation probes has been

improved by applying the Swager’s concept [37, 40] of molecular wire-based signal

amplification in pyrrole-based NIR fluorescent polysquaraines. This was illus-

trated using polysquaraines 23 as a selective and specific probe for Li+ over Na+

and K+ as reflected by the fluorescence enhancement on adding the former

cation. The bichromophore 24 containing flexible oxyethylene bridge showed

strong perturbation in the NIR absorption and emission spectra, noticeable

fluorescence quenching, with high selectivity toward alkaline earth metal cations,

particularly to Mg2+ and Ca2+ ions, whereas no optical response was noticed

against alkali metal ions. Although the bichromophore 24 showed similar changes

in the absorption spectra with Mg2+ and Ca2+, it revealed preferential formation of a

1:1-folded complex with Mg2+ and 1:2 sandwich dimer with Ca2+ as shown in

Fig. 8.

Electron donor-substituted squaraines with tetrahydroquinoxaline as the termi-

nal group (25a–25c) [41] interact with different metal ions in THF, particularly 25c,

and it was found that copper ion can be detected selectively. The degree of red

shift in the NIR emission of these dyes depends on the nature and position of the

substituent group. A relatively large red shift in the emission of 25b (lf ¼ 790, 823,

and 774 for 25a–25c, respectively) indicates that the donor group directly linked

to central four-membered (C2O4) ring heavily affects excited state energies of

these molecules.
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An environmental sensitive NIR fluorescent squaraine dye with a thiol-reactive

linker, 26, has been applied for biosensing of glucose [42]. The absorption and

fluorescence maxima in aqueous medium were above 650 and 665 nm, respec-

tively, with Stokes shifts of 10 nm. The fluorescence intensity at 665 nm show
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Fig. 8 Cation-induced regidization of bis-squaraine 24 [40]
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remarkable enhancement in the presence of glucose as well as when conjugated to

glucose/galactose binding protein (GGBP).

A p-extended squaraine dye 27 that exhibits remarkable absorption and emission

changes in the presence of aliphatic thiols has been developed [43] and used for the

detection of low molecular-weight amino thiols such as cysteine and homocysteine

in human blood plasma. The weakly fluorescent NIR 27 is chemically activated

through a conjugation break upon nucleophilic attack by a thiol such that a strongly

emitting fluorophore is generated (Fig. 9). The emission spectrum of 27 exhibits a

weak band at 800 nm (lex ¼ 730 nm) in acetonitrile/water (1:1) solution and

showed a dramatic change upon addition of cysteine. When excited at 410 nm,

the emission spectrum of the 27-cysteine adduct exhibited a bright orange fluores-

cence band with a maximum at 592 nm, whereas a decrease in the intensity of the

weak NIR emission at 800 nm (lex ¼ 730 nm) with increasing concentration of

cysteine was observed.

Since monitoring of pH changes is an important way to study signal transduction

pathways and ligand interactions with G-protein-coupled receptors, a NIR pH label

(square-650-pH-NHS, K8-1407) that shows ratiometric behavior in both the

excitation and emission modes of measurement has been characterized [44]. The

free label has a pKa of 7.11, and the antibody-conjugated label has a pKa of 6.28.

Because the fluorescence of Square-650-pH dramatically increases as the pH of its

environment decreases from neutral to acidic (Fig. 10), it is an ideal tool for

studying phagocytic events from nonspecific binding to cells and their regulation

by drugs and/or environmental factors. Another potential application is acidity

regulation in mammalian cells.
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Fig. 9 Chemical activation of the weak fluorophore 27 to an active fluorophore through thiol

group attack [43]
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3.3 BODIPYs Dyes

Boron-dipyrromethene (4,4-difluoro-4-bora-3a,4a-diaza-s-indacene, BODIPY) fluo-

rescent dyes have been the subject of intense investigations [6, 45–48] due to their high

extinction coefficients, intense fluorescence, high photostability, and insensitivity to

Fig. 10 pH-dependent emission (lexc ¼ 589 nm) and excitation (lem ¼ 710 nm) spectra of

Squaraine-650-pH [44]
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the polarity of the medium as well as to pH. However, typical BODIPYs have some

drawbacks, such as relatively short fluorescence emission maxima (lmax around

500 nm) and low extinction coefficients (e around 80 � 103 M�1 cm�1). Currently,

one of the key goals in the field of fluorescence sensing research is to develop

methods for shifting the major absorption and emission to the NIR region by

modifying the BODIPY core. This includes attachment of electron-donating groups

at the periphery, extension of the p-conjugation system, and creation of a rigid

structures [6], see Fig. 11.

With these facts in mind, the present section would explore the modification of

the simple BODIPY core to bathochromically shift the spectral bands while

keeping the high emission efficiency and the possibility of further functionalization

for the construction of fluorescent labels.
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Fig. 11 Examples of NIR fluorescent BODIPY and their spectral properties [6]
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3.3.1 NIR Fluorescent BODIPY-Based Chemosensors

The introduction of certain substituents, usually amino groups, makes it possible to

switch the fluorescence or shift absorption and emission wavelengths of BODIPYs

upon ion coordination, change of pH, or environmental polarity. Dyes with such

responsive features have been used, for example, for the sensing of biologically,

toxicologically, or environmentally relevant species, including saxtoxin [45], Zn2+,

Fe3+ [46], and Hg2+ [47].

One of the first NIR fluorescent pH-responsive BODIPY derivatives was realized

by introducing a styryl branch [48] that was equipped with an aniline group through

the 3 position of the core, 35. The fluorescence maximum of 35 is shifted to the

NIR in polar solvents (from 611 nm in hexane to 731 nm in MeCN, lexc ¼ 595 nm)

because of a photoinduced charge transfer (CT) process in the excited state, involv-

ing the dimethylamino group as an electron donor and the BODIPY core as the

electron acceptor. Protonation of the dimethylamino group switches off the CT

process and recovers the typical BODIPY-like narrow, structured, and solvent

polarity-independent absorption and emission bands at 555 and 565 nm, with high

fluorescence yield (ff ¼ 0.97).

The emission properties of an acid-switchable fluorophore with two independent

signaling units [8-(4-hydroxyphenyl) and 3-(p-dimethylaminostyryl)], BODIPY, 36,

were studied in THF [49]. Optically dilute solutions of 36 in THF have an absorbance

peak at 565 nm and an emission peak at 660 nm. Addition of a drop of perchloric acid

results in a considerable hypsochromic shift in both absorption (~40 nm) and emission

(~100 nm) spectra, which is expected considering the ICT nature of the emission.

Without any addedmodulator, the quantum yield of the red emission in THFwas 0.25,

whereas upon addition of acid, a bright yellow emission is observed with increased

quantum yield (fem ¼ 0.84). However, addition of a base (potassium tertbutoxide)
yields a significantly quenched emission (fem ¼ 0.032) at the same wavelength

(660 nm) due to deprotonation of the phenolic hydroxyl group. This system functions

as a combinatorial logic circuit for half-subtractor.
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Two novel distyryl-boradiazaindacene dyes with dimethylaminostyryl and

pyridylethenyl substituents, 37 and 38, have been synthesized [50]. The dyes display

opposite spectral shifts on protonation with trifluoroacetic acid (TFA) in organic

solvents. This bidirectional switching of the dyes was shown to be directly related

to ICT donor and acceptor characteristics of the substituents attached to the
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BODIPY core. The presence of two different protonation sites yields two different

sets of absorption and emission spectra. For 37, 37-2H+, the emission peaks appear at

753 and 630 nm, respectively. A blue shift on adding TFA was observed due to the

functionality of ICT donor dimethylamino group which is considerably less effec-

tive on protonation. The pyridyl-substituted dye 38 shows a different behavior

where gradual addition of a small amount of TFA results in a single distinct but

red-shifted spectrum, with absorption peak at 660 nm. Similarly, the emission

spectrum shows just one red-shifted peak with maximum at 677 nm. It is known

that the pyridyl groups become a stronger electron acceptor on protonation, so

producing a bathochromic shift, Fig. 12.
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To examine the PET sensing properties of BODIPY, the photophysical properties

of the benzylamine-substituted analogues, 39a and 39b, have been examined in

various solvents [51]. Incorporation of diethylamine and morpholine receptors

facilitates off/on microenvironment polarity and pH sensing in the red region of

the spectrum.While little change in the spectral properties was observed on substrate

recognition, large changes in the fluorescence intensity act as the sole signaling

event. The emission maxima of 39a is only 12 nm hypsochromically shifted from

Fig. 12 Absorption (left) and emission (right) spectra of compound 37 in response to the addition

of a small aliquot of TFA, adopted from ref. [50]
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DMF (680 nm) to cyclohexane (668 nm). Identical behavior was recorded for 39b.

In contrast to the invariance of the emission wavelength maxima in various solvents,

the emission intensity shows a ninefold enhancement on comparing the extremes of

DMF and cyclohexane. In more polar solvents, little fluorescence is observed since

the excited state is quenched efficiently by the PET process (sensor is off). Whereas

in nonpolar solvents, the PET process is an ineffective competing process for

fluorescence emission and the sensor is switched on. Also, the fluorescence spectra

show a marked response to the acid analyte. For example, the nonprotonated 39a is

weakly emissive in DMF solutions but upon protonation with aqueous HCl a strong

emission is observed at 682 nm with greater than eightfold from the off to the on

state. The ability of 39a to localize and be readily detected in vitro gives an

indication of the potential of this fluorophores as markers for specific cellular events

in conjunction with other receptor units and fine-tuning of the switching responses.
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Although, there are several examples of BODIPY-based chemosensors, little

is reported about boratriazaindacenes acting as chemosensors for metal cations.

The boratriazaindacene derivative 40 shows spectacular metal ion selectivity [47].

This is in part due to the rigid nature of the ligand and the selectivity imposed by

the type of the donor atoms. Among the studied metal ions, Ba(II), Ca(II), Cd(II),

Co(II), Cu(II), Fe(II), Hg(II), K(I), Li(I), Mn(II), Pb(II), Zn(II), cupric, and zinc

cations show minor fluorescence changes, whereas on addition of Hg(II) at the same

concentration (20 mM), the emission ratio changes more than 90-fold. The fluores-

cence sensor 40 has 2-pyridyl substituents which create a well-defined pocket for

metal ion binding and its interaction with the mercuric ions creates large changes in

the emission spectrum that would allow ratiometric sensing, Fig. 13.

Incorporation of an aza crown by means of a methylene spacer to an aza-

BODIPY chromophore leads to PET-based chemosensor, 41 [45]. Fluorescence

of the free ligand is quenched by the PET process from the crown’s amino nitrogen

to the BODIPY. When a cationic species, such as saxitoxin, binds to the aza crown

of 41, the electron transfer is inhibited and the emission at 680 nm is greater than

100% switched on.
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Incorporation of a size-restricted dithia-aza-oxa macrocycle, via a phenyl linker

into a meso-substituted boron-dipyrromethene, 42 (Fig. 14), yields amplified fluo-

rescence in the red-visible spectral range upon binding of Fe3+ ions [46].

The response to Fe3+ and potentially interfering metal ions is studied in highly
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Fig. 13 Interaction of the probe 40 with Hg(II) ions and the corresponding emission response to

increasing concentrations of Hg(II) ions in the form of perchlorate salt. Excitation was at 660 nm,

adopted from ref. [47]
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polar aprotic and protic solvents as well as in neat and buffered aqueous solution. In

organic solvents, the fluorescence is quenched by an intramolecular charge or

electron transfer in the excited state and coordination of Fe3+ leads to a revival of

the fluorescence without pronounced spectral shifts. Most remarkably, the unbound

BDP derivative shows dual emission in water and can be employed for the selective

ratiometric signaling of Fe3+ in buffered aqueous solutions.

3.3.2 Conformationally Restricted NIR Fluorescent BODIPY

With appropriate substitution and restriction, different aza-BODIPY dyes have been

developed [52, 53], Fig. 15. These fluorescent aza-dipyrromethene dyes have a

number of advantages in comparison to the carbon analogues, such as peak fluores-

cence can be tuned between 700 and 900 nm, high quantum yield, narrow excitation

and emission bands, and high chemical and photostability. In addition, the sharp

fluorescent peaks are insensitive to the polarity of solvents. Efforts are currently

underway to develop nonsymmetrically substituted, water-soluble versions to allow

conjugation for biosensing experiments.

A series of high-performance fluorophores based on boron-dipyrromethene

(BODIPY), named Keio Fluors (KFL), are reported [54]. The KFL dyes cover a

wide spectral range from the yellow (547 nm) to the NIR (738 nm) region. Based on

simple molecular modifications, their emission wavelength could be easily and

subtly controlled without losing their optical properties. The emission wavelength

of the KFL dyes is tuned with emission colors from yellow, orange, red, far-red, to

NIR. Figure 16 shows representative spectra. Moreover, theseKFL dyes also retain

their excellent optical properties, such as spectral bands sharper than quantum dots,

high extinction coefficients, and high quantum yields (0.56–0.98), without any

critical solvent polarity dependent decrease of their brightness. These advantageous

characteristics make the KFL dyes potentially useful as new candidates of fluores-

cent standards to substitute or to complement existing long-wavelength fluorescent

dyes, such as cyanines, oxazines, rhodamines, or other BODIPY dyes.
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Fig. 15 Examples of substituted and conformationally restricted BODIPY fluorephores and their

spectral data [52, 53]
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Introduction of phenathrene rings, 53 and 54, shifts the absorption and emission

bands 130 nm with respect to the simplest BODIPY core, 52, while keeping high

emission efficiency [55]. The dyes exhibit narrow and structured absorption and

emission bands, high extinction coefficients, and low dependence of spectroscopic

properties on environment polarity. The absorption and emissionwavelengths are blue-

shifted upon increasing the electron donor strength of substituents. In addition, fluores-

cence of NMe2-derivative can be switched on by protonation (pKa ¼ 1.9 in water).

For a series of alkoxy substituted mono- and distyryl-BODIPY NIR fluorescent

dyes, 55 and 56, respectively, a small degree of solvatochromismwas observed [56].

This is most likely due to alkoxy group being a weakly electron donor. However,

there is no doubt that this series of boradiazaindacenes will be attractive candidates

for practical applications.
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Bis-ethynyl-substituted BODIPY dyes with long-wavelength absorption and

emission, 57, have been synthesized [57]. The compounds have two photon absorp-

tion active materials with good linear optical properties. The preliminary fluores-

cence imaging experiments indicated their cell permeability and nontoxicity.
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3.4 Pyrelenebisimides, Oxazine, Rhodamines,
and Other NIR Fluorophores

3,4:9,10-Perylenetetracarboxylic acid bisimides (PTCAIs) have been widely used

in practical applications owing to their high photo- and thermal stability, high

luminescence efficiency, and optoelectronic properties [58]. However, most of

PTCAIs cannot absorb NIR light, even in the solid state, and are not water soluble.

Therefore, new NIR absorbing perylene, with excellent properties such as high

photo- and thermal stability as well as high luminescence quantum yield, has been

strongly required. The chemical modification at imide groups could be drastically

changed by functionalization of the perylene core with electron donor or acceptor

groups [58–60]. Monofunctionalization of the imide structure allows terrylene-

diimides now to be coupled with a variety of compounds, for example, by cross-

coupling, which can lead to an array of terrylenediimides with new functional
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groups such as hydroxy, amino, or carboxy groups needed to link up with other

molecules. Such core-functionalized perylene bisimides are usually synthesized

from the corresponding halogenated, in particular, brominated derivatives [58–60].

The substituted terrylenediimides offer, depending on the substituents used, exciting

features such as good solubility in common organic solvents, water solubility [58],

or NIR absorption and emission.

Introduction of dialkylamino groups into the bay regions leads to a large

bathochromic shift of the absorption bands [58]. The reaction of tetrabromoter-

rylenediimide 58 with the electron-rich secondary cyclic amine piperidine gives

NIR-fluorophore terrylenediimide 59d. The absorption maximum of the longest

wavelength absorption band of tetrapiperidinyl-substituted terrylenediimide 59d at

819 nm is shifted bathochromically compared to that of 58 by 168 nm and emits

around 800 nm, due to the electron-donating effect of the piperidinyl groups.

Terrylenediimide 59a with four phenoxyl substituents and good solubility in com-

mon organic solvents and water-soluble terrylenediimide 59c were synthesized.
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Incorporation of piperidinyl group to the mixture of dibrominated perylene

bisimides 60, the regioisomeric pure 1,6-Piper-Pery 61 was separated and

characterized [59]. Introduction of the electron-donating amines into the perylene

core extends the p-system of push–pull aromatic of the perylene molecules and

resulting in the bathochromic shifts of their absorption and emission with fluores-

cence peak at 760 nm. Efforts are currently underway to develop nonsymmetrically

substituted, water-soluble versions to allow conjugation for biosensing experiments.

Extension of Fluorescence Response to the Near-IR Region 105



N OO

N
R

OO

BrBr

R
N OO

N
R

OO

NN

R

R = C6H11

n C4H9

2,6 C3H7 C6H3

60 61

Strongly fluorescent NIR dyes have been obtained [60] by the core-substitution

of perylene bisimides with joined nitrogen donor groups, 4-phenyl-1,2,4-triazolin-

3,5-dione 63, 64. The emission of 63a is at 775 nm and is thus shifted into the NIR.

The emission of 64a is strongly further shifted into the NIR, with a fluorescence

maximum at 873 nm, and fluorescence emission can even be recorded beyond

1,100 nm.
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Oxazine and rhodamine dyes are mainly visible fluorophores, but some have

been extended into the NIR region and used as probes for proteins [3, 8], particu-

larly the amine derivatives. Oxazine and rhodamine dyes are structurally similar

compounds with two nitrogen atoms forming the push–pull conjugated system,

with oxazine having an additional oxygen atom to bridge the conjugation. They are

structurally more compact than cyanine dyes. Some long-wavelength examples of

these dye families are: Rhodamine 800 (absorption/emission: 680 nm/700 nm),

Nile Blue (absorption/emission: 638 nm/660 nm), and oxazine 750 (absorption/

emission: 673/691 nm).
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NIR fluorophores containing benzo[c]heterocycle subunits have been synthesized

[61]. Some of these probes (65, 66, and 67) emit characteristic fluorescence signal in

the NIR (between 612 and 720 nm) only when bound to amyloid-beta peptide (Ab)
[62]. The compounds exhibitedAb-dependent changes in fluorescence quantum yield,

lifetime, and emission spectra that may be imaged microscopically or in vivo using

new lifetime and spectral fluorescence imaging techniques. The turn-on of the probes

when bound to Ab enable quantitative molecular imaging in vivo.

Molecular probes based on the D-pyrazoline chromophore 58 were synthesized

[63]. The probes emit at the NIR region (around 680 nm) and show a cation-

induced switching on of the fluorescence upon binding to main group elements

(Sr, Ca, and Ba) and/or heavy metal ions (Hg, Pb, and Ag). In these substituted

1,3,5-triaryl-D2-pyrazolines, not only does the spacer-separated receptor at the

5-position acts as an electron donor but also the main chromophore itself.

Thus, upon combining intramolecular charge and electron transfer processes in

a simple fluorophore-spacer-receptor ionophore with a small but rigid spacer, an

efficient cation-triggered switching on of the ICT fluorescence can selectively

be achieved, with advantageous emission features such as broad and largely

Stokes-shifted bands and considerably high fluorescence quantum yields in the

red/NIR spectral region.
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4 Concluding Remarks

Various types of organic dyes are NIR fluorophores and can be used in analytical

chemistry and biological systems as fluorescent probes as well as in vivo imaging of

biosamples in medicine. Active research in this field is aiming to improve probe

brightness and solubility for highly sensitive assays and applications. The number

of fluorophores in the near-IR region is growing as a consequence of the ongoing

dye synthesis research efforts. Since the fluorophore properties needed for a

particular application may vary, the growing number of near-IR fluorophores will

greatly benefit the development of technological, analytical, and biological

applications using long wavelength emitting dyes.
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Luminescence Analysis of Bi4(TiO4)3
and LiZnVO4 Ceramic Powders

Bhaskar Kumar Grandhe and Buddhudu Srinivasa

Abstract A couple of novel ceramic luminescent materials based on Bi4(TiO4)3
and LiZnVO4 matrices have been developed by a conventional solid-state reaction

method. An intense blue emission at 480 nm has been measured with an excitation at

418 nm from the Bismuth Titanate Bi4(TiO4)3 ceramic powder. A bright green

emission at 533 nm has been measured upon with lexci ¼ 359 nm. The mechanisms

involved in the observance of such prominent visible color emissions from these

ceramic powders have been explained. Along side the measurement of their lumi-

nescence spectra, structural details of these ceramic powders have been carried out

based on the recorded profiles of X-ray diffraction (XRD), scanning electron

microscopy (SEM), energy dispersive X-ray spectroscopy (EDS), Fourier-transform

IR spectroscopy (FTIR), and Raman spectra. With regard to thermal properties of

these novel optical materials, their comprehensive differential thermo gravimetric

analysis (TG–DTA) has also been undertaken and the important and interesting

results are thus reported here.

1 Introduction

Production of more efficient luminescent materials has continually been carried out

for different applications such as compact light sources, display screens and

photonics devices, etc. [1]. Oxide-based inorganic ceramic phosphors have been

investigated for their optical applications like high-resolution devices, namely,

cathode-ray tubes, electroluminescent devices, plasma display panels, and field

emission displays. Oxide phosphors have been investigated because of their higher

chemical stability over the other phosphors such as sulfide phosphors [2, 3].
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During the past few years, Titanate- and Vanadate-based materials have

attracted special attention due to their significant applications [4–6]. In recent

times, more attention has been focused on visible photoluminescence (PL) at

room temperature because of its potential technological application on the devel-

opment of new luminescent materials. The broad band luminescence in the visible

light range is considered to be more effective to obtain a good color rendering

property from the lighting devices [7]. Mixed-metal oxides play an important role

in the development of several newer materials [8]. Literature survey in this direc-

tion of work indicates that no systematic study has so far been made on Bismuth

Titanate (Bi4(TiO4)3) and Lithium Zinc Vanadate (LiZnVO4) ceramic powders;

therefore, in the present investigation, we have prepared Bi4Ti3O12 and Lithium

Zinc Vanadate (LiZnVO4) ceramic powders by a conventional solid-state route and

characterized by employing different techniques to understand their structural,

luminescence, and thermal properties.

2 Experimental Details

Bismuth Titanate (Bi4(TiO4)3) and Lithium Zinc Vanadate (LiZnVO4) ceramic

powders were synthesized by using a solid-state reaction method. Highly pure

and analytical reagent grade chemicals such as Bi2O3, TiO2, Li2CO3, ZnO, and

NH3VO4 were used as the starting materials. Those chemicals were weighed based

on the calculated composition and each of them was finely powdered using mortar

and a pestle for 2 h to obtain homogeneous precursor. These precursors were then

transferred each separately into silica crucibles and were heated in an electrical

furnace from the room temperature to 1,100�C (5 h) for Bismuth Titanate ceramic

powder and up to 850�C (5 h) for Lithium Zinc Vanadate, respectively.

The structures of the prepared ceramic powders were characterized on a XRD

3003 TT Seifert diffractometer with CuKa radiation (l ¼ 1.5406 Å) at 40 kV and

20 mA. The morphologies of the ceramic powders were examined on a Zeiss EVO

MA 15 scanning electron microscope. The elemental analysis of the synthesized

products was carried out using the Oxford EDAX equipment (INCA-Penta Fet X3)

attached to the scanning electron microscopy (SEM) system. Fourier-transform IR

(FTIR) spectra of the samples were recorded on a Nicolet IR-200 spectrometer

using KBr pellet technique from 4,000 to 400 cm�1. Raman Spectra of the prepared

ceramics were recorded by using a high-resolution Jobin Yvon Model HR800UV

system attached with a He-Ne laser (633 nm) as the excitation source with an output

power of 15 mW having a laser beam spot size of 100 mm using an appropriate lens

system. The photoluminescence spectra of these powders were recorded on a Jobin

Yvon Fluorolog-3 Fluorimeter with a Xe-arc lamp (450 W) as an excitation source.

Thermogravimetry (TG) and differential thermal analysis (DTA) were performed

for the precursors in N2 atmosphere at a heating rate of 10�C/min by using Netzsch

STA 409 Simultaneous Thermal Analyzer.
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3 Results and Discussion

3.1 Section A: Analysis of Blue Luminescent Bi4(TiO4)3
Ceramic Powder

The X-ray diffraction (XRD) profile of Bi4(TiO4)3 ceramic powder is shown in Fig. 1

and the patterns are indexed and are found to be in good agreement with the

orthorhombic structure following JCPDS Card No. 12-0213. The crystallite size of

the prepared ceramic powders has been estimated from the Scherer’s equation,

D ¼ 0.9l/cos y, where D is the crystallite size, l is the wavelength of X-ray

(0.15405 nm), y and b are the diffraction angle and full width at half maximum

(FWHM) of an observed peak, respectively. Intense diffraction peaks have been

selected to compute the crystallite size and it is found to be in an average size of 66 nm.

SEM micrograph of the Bi4(TiO4)3 ceramic powder is shown in Fig. 2. The

obtained micrograph shows that the particles are agglomerated and irregular in

shapes. Therefore, the average diameter of the grain size has approximately been

measured and it is in the range of 1 mm. The narrow widths of the diffraction peaks

also indicate that the prepared ceramic powder possess large-sized grains [9]. It

may be mentioned that crystalline powders in micrometer dimension could display

encouraging and significance luminescent intensities [10]. Energy dispersive X-ray

spectroscopy (EDS) spectrum has been measured to carry out the elemental analy-

sis of synthesized Bi4(TiO4)3 ceramic powder. The obtained elemental characteris-

tic X-ray radiation for Bi is Ma 2.4 keV, La 10.8 keV, and Lb 13.0 keV, for Ti is
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Fig. 1 XRD profile of Bi4(TiO4)3 ceramic powder
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Ka 4.5 keV and Kab 4.9 keV, and for oxygen is Ka 0.5 keV [11]. The existence of

the unassigned carbon peak at 0.2 keV in the EDS spectrum does not belong to the

prepared sample, it is from the carbon tape that was used to hold the specimen

during the measurement (Fig. 3).

The FTIR spectrum of the Bi4(TiO4)3 ceramic powder is shown in Fig. 4 and from

the figure, three sharp bands at 815, 580, and 400 cm�1 are observed. The former

two bands are ascribed to the Ti–O stretching vibrations, while the latter one to the

Fig. 2 SEM image of Bi4(TiO4)3 ceramic powder

Fig. 3 EDS profile of Bi4(TiO4)3 ceramic powder
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Ti–O bending vibrations [12]. Due to the absence of a C¼O vibration at around

1,450 cm�1, the powder is free from carbonates. This result is satisfactory to

strengthen the technological point of view sincemost of the properties are dependent

on the quality of the raw powder used [13]. Bands at 2,921 and 3,432 cm�1 could

arise from the antisymmetric and symmetric stretching band of H2O and OH groups,

while a band at 1,680 cm�1 originates due to the bending vibrations of H2O. These

three bands are the characteristic vibrations of moisture present in the sample [14].

Figure 5 shows the Raman spectrum of Bi4(TiO4)3 ceramic powder with intense

Raman peaks implying the strong interactions among the atoms, which mainly arise

from the stretching and bending of the shorter metal–oxygen bonds within the

anionic groups. The TiO6 octahedra in the Bi4(TiO4)3, accordingly, plays an

important role in the lattice vibrations. In accordance with Raman data of

Bi4Ti3O12, BaTiO3, and PbTiO3 [15], a shorter bond length of Ti–O compared to

Bi–O suggests that the Raman phonon mode at 849 cm�1 originates mainly from

the vibrations of atoms inside the TiO6 octahedra. It is attributed to the symmetric

Ti–O stretching vibration. Themodes at 540 cm�1 (TO) and 565 cm�1 (LO) indicate

the doubly degenerate symmetric O–Ti–O stretching vibrations. They split into a

longitudinal (LO) and transverse (TO) components due to the long-range electro-

static forces that might be associated with lattice ionicity. The peaks located at 268

and 227 cm�1 are the modes ascribed to the O–Ti–O bending vibrations. Although

the mode at 227 cm�1 is a Raman inactive according to the Oh symmetry of TiO6, it

has often been observed because of the distortion of octahedron. The mode at

324 cm�1 s due to a combination of the stretching and bending vibrations. Two

other modes at 538 and 558 cm�1 correspond to the opposing excursions of the
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external apical oxygen atoms of the TiO6 octahedra. The TiO6 octahedra have

shown a considerable distortion at the room temperature so that some phonon

modes at 324, 538, and 849 cm�1 appear wider in nature but weak in strength.

The Raman modes at 118 and 144 cm�1 originate due to the vibrations between

Bi and O atoms. All the assignments have been made and found tallying with the

literature reports [15–17].

Figure 6 shows the comprehensive TG–DTA profiles of Bi4(TiO4)3 precursor

which is mixed in a stoichiometric situation. A sharp exothermic peak at 1,100�C is

attributed to the heat loss during the crystallization of Bi4(TiO4)3 ceramic powder.

The homogenous mixture of Bi2O3 and Ti2O3, when it was heated at 1,100�C
for 5 h, shows an XRD pattern corresponding to Bi4(TiO4)3 (JCPDS Card

No. 12–0213) which supports the assignment of the exothermic peak at 1,100�C
in the DTA curve due to the crystallization of Bi4(TiO4)3. No significant weight loss

was found in the TG curve up to 1,100�C temperature and beyond that the precursor

becomes gradually decomposing.

Figure 7a shows an excitation spectrum of Bi4(TiO4)3 ceramic powder upon

monitoring the emission at lemis ¼ 480 nm and it has resulted a strong excitation

band at 418 nm. Figure 7b shows the emission spectrum of Bi4(TiO4)3 ceramic

powder in the range of 450–750 nm with an excitation at 418 nm.We have noticed a

strong blue emission at 480 nm which is ascribed to the electron–hole recombina-

tion of localized exciton. Electrons in the valence band are excited to some

localized levels and thus form small polarons, and the electron polarons interact

with holes possibly trapped near oxygen vacancies to form localized exciton, such
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as self-trapped exciton. The recombination of the localized excitons could be

resulting in blue emission as has been reported in the literature [18]. Electron–hole

recombination of localized excitons associated with oxygen vacancies could there-

fore be a possible reason for this blue emission.
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3.2 Section B: Analysis of Green Luminescent
LiZnVO4 Ceramic Powder

The XRD profile of LiZnVO4 ceramic powder is shown in Fig. 8 and from the figure

it is confirmed that the sample structure is in the form of rhombohedral, following

the usage of the JCPDS Card No. 38–1332. The crystallite size of the prepared

ceramic powder has been estimated using the Scherer’s equation, D ¼ [(0.9l)/
(b cos y)], where D is the crystallite size, l is the wavelength of X-ray

(0.15406 nm), y and b are the diffraction angle and FWHM of an observed peak,

respectively. Intense diffraction peaks have been selected to compute the mean

crystallite size and it is found to be in 96 nm.

The SEM image of the LiZnVO4 ceramic powder is shown in Fig. 9 which

reveals that the particles are densely agglomerated and the average diameter of the

grain size is in the range of 1–2 mm. The narrow widths of the diffraction peaks also

indicate that the prepared ceramic powders possess large-sized grains and such

sizes are found to be more encouraging for different applications [9, 10]. To verify

the elements present in the optical material studied, an EDS profile has been

recorded as shown in Fig. 10. The EDS profile does not show the presence of

lithium because of instrument limitation [19]. The existence of the carbon peak at

0.2 keV in the EDS spectrum is due to the carbon tape that was employed in holding

the specimen.

Figure 11 shows the FTIR spectrum of LiZnVO4 ceramic powder. Bands in the

region of 1,100–400 cm�1 are due to vanadium–oxygen stretching vibrations of
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VO4 and the other metal–oxygen bonds present in the material [8, 20]. A low

intensity band at 414 cm�1 corresponds to the stretching vibration of Zn–O [5].

Another peak at 490 cm�1 is due to the presence of g-phase of Lithium Vanadate

[20]. The bands observed at 647, 712, 790, and 930 cm�1 are all due to V–O

vibration modes of LiZnVO4 ceramic powder [21, 22]. The bands at 3,432 and

1,642 cm�1 are assigned to O–H stretching and H–O–H bending vibrations,

respectively, and these two bands are the characteristic vibrations of moisture

present in the sample [14]. Figure 12 shows the Raman spectrum of LiZnVO4

Fig. 9 SEM image of LiZnVO4 ceramic powder

Fig. 10 EDS profile of LiZnVO4 ceramic powder
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ceramic powder with intense Raman peaks which imply the stronger interactions

among the atoms, which mainly arise from the stretching and bending of the

shorter metal–oxygen bonds [15]. The Raman peaks located at 186, 250, and

476 cm�1 are ascribed to the Li–O vibrations [21] and the peaks at 122, 296,
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795, and 906 cm�1 are attributed to V–O vibrations. Intense peak at 840 cm�1 is

due to the asymmetric stretching uas (VO4) and symmetric stretching us (VO4)

vibration modes of the VO4 groups [21, 23, 24]. The Raman band at 228 cm�1 is

attributed to the Zn–O vibration [5].

Figure 13 shows the comprehensive TG and DTA profiles of the LiZnVO4

precursor containing the chemicals mixture (Li2CO3, ZnO, and NH3VO4) in stoi-

chiometric ratio in the temperature range upto 1,100�C. In the temperature range

from 35 to 300�C, the sample shows both exothermic and endothermic peaks in the

DTA curve, which is in accordance with the first weight loss. These observations

can be attributed to the decomposition of the organic species which are used during

the grinding process of raw materials for homogeneity [25]. The second weight loss

in the range of 300 and 700�C is due to the degradation of organic material from the

synthesized material which could arise due to the elimination of CO2 and H2O

contents in the precursor. The exothermic peak observed at around 650�C is due to

the elimination of CO2 and also because of the formation of constituent oxides [26].

Upon increasing the temperature, a solid-state reaction occurs among the chemicals

of Li2CO3, ZnO, and NH3VO4 and the peaks observed in the DTA curve thus

confirm such a reaction. An exothermic peak at 840�C is attributed to the heat loss

during the crystallization of LiZnVO4 ceramic powder. The well-powdered mixture

of Li2CO3, ZnO, and NH3VO4, upon its sintering at 850�C for 5 h, shows an XRD

pattern corresponding to LiZnVO4 (JCPDS Card No. 38–1332) validating the

assignment of the exothermic peak at 840�C in the DTA curve due to the crystalli-

zation of LiZnVO4. TG curve indicates a weight loss of nearly 25% when the

temperature is raised from 35 to 700�C because of the degradation of the material
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by loosing the existing moisture, organic species, and other gases present in

the precursor. No significant weight loss has been observed in the TG curve beyond

700�C.
Figure 14a shows an excitation spectrum of LiZnVO4 ceramic powder by

monitoring with a green emission at lemis ¼ 533 nm and from the figure, an intense

excitation band at 359 nm (1A1 ! 1T1) has been noticed which is similar to the

band reported in the literature [27]. This absorption band (excitation peak) of

VO4
3� group is because of a charge transfer from the oxygen ligands (O2�) to

the central vanadium atom (V5+) [28]. It is encouraging because of the fact that this

material could be excited in the UV region. Figure 8b shows an emission spectrum

of LiZnVO4 ceramic powder with an excitation at 359 nm. Vanadates, like

tungstates, show luminescence without any addition of dopant ion into the matrix.

Local defects such as atom vacancies or interstitials may induce new energy levels

in the band gap and these vacancies could be arising due to the possibility of the

observance bright green emission at 533 nm (3T2 ! 1T1) from the prepared

LiZnVO4 ceramic powder [27, 29].

4 Conclusion

In summary, it could be concluded that prominently blue color emitting ferroelec-

tric Bi4(TiO4)3 and brightly green luminescent LiZnVO4 ceramic powders have

successfully been made by a solid-state reaction method. XRD and SEM analysis of
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the optical materials indicate that these are in orthorhombic and rhombohedral

structures, respectively, and the particles of those are approximately in 1 mm in size.

FTIR and Raman spectra have been employed to identify the functional groups and

Raman modes of the ceramic powder are studied. TG–DTA profiles have

substantiated their optimum sintering temperatures. Bi4(TiO4)3 ceramic powder

has revealed a strong blue emission at 480 nm and it arises due to electron–hole

recombinations of localized excitons that associate with the oxygen vacancies.

Existence of luminescence centers with oxygen O¯ defects in the vanadium–oxygen

clusters could be a possible reason for the observance of bright green emission from

the LiZnVO4 ceramic powders. Based on the results reported in the present work,

we suggest that these ceramic powders could be used as novel optical materials for

visible color display applications.
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Time-Correlated, Single-Photon Counting

Methods in Endothelial Cell Mechanobiology

Peter J. Butler, Ramachandra R. Gullapalli, Tristan Tabouillot,

and Michael C. Ferko

1 Overview

While mechanical forces are known to guide the development of nearly all

biological tissues including bone, cartilage, and many soft tissues, much attention

has focused on endothelial cell mechanobiology and the role of blood flow-induced

forces in regulating the health of blood vessels. It is now well accepted that

modulation of endothelial cell physiology and pathophysiology by fluid mechanical

forces is a principal reason why atherosclerotic lesions are located at areas of

disturbed flow including at arterial branch points and areas of high arterial curva-

ture. However, the molecular identity of endothelial cell mechanosensors remains

elusive largely due to the complexity of cell mechanics and to the difficulty in

identifying when and where a candidate mechanosensor has been perturbed. Thus,

new methods of cell-specific mechanical modeling along with molecular-scale

readouts of perturbation by force are needed to help unravel the magnitude-,

time-, and position-dependent responses of endothelial cells to mechanical forces.

We outline in this chapter our use of pulsed lasers, time-correlated single-photon

counting (TCSPC) instrumentation, modeling software, and multimodal fluores-

cence microscopy, to identify the spatial and temporal aspects of molecular-scale

mechanosensing in live intact endothelial cells subjected to well-defined forces. It

is anticipated that cell-specific modeling and experimentation combined with new

tools in fluorescence spectroscopy will reveal the identity, location, and temporal

aspects of endothelial cell mechanosensors, thus providing insight into the mechan-

ical origins of vascular health and disease.
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2 Introduction: Hemodynamics, Endothelial Cell Responses,

and Molecular Dynamics Measurements

The endothelium is a primary regulator of vascular health and derangement of this

system can lead to diseases such as atherosclerosis. It is subject to hemodynamic

forces (e.g., shear stress, t) which depend on the location in the vasculature, the

heart rate, and the metabolic demands of tissues. Endothelial cells (ECs) are

sensitive to temporal shear gradients [1–3] and spatial shear gradients [4], the

nature of which is thought to determine whether ECs exhibit an atherogenic or

atheroprotective phenotype [5]. Shear stress also plays a major role in the coordi-

nation of blood flow in the microvasculature [1, 6] and, hence, in the maintenance

of capillary blood pressure, and the delivery of oxygen, nutrients, and immunity-

related leucocytes to the tissue.

Biological cells convert forces to intracellular biochemical signaling cascades by

mechanotransduction, a process that is responsible for diverse physiological phenom-

ena including bone and vascular wall remodeling, vascular caliber control, and

embryonic development [7]. In contrast, atherosclerosis, sensory dysfunction in

diabetesmellitus, and hair cell damage in the inner ear leading to vertigo are examples

of cellular mechanical regulatory processes gone awry [8]. Physiological forces arise

from blood flow-induced shear stresses, hydrostatic pressure, extracellular matrix

deformations, intracellular contractions, and osmotic swelling. The length-scale of

these forces spans single molecules, cellular organelles, cells, tissues, organs, and

physiological systems; the timescales span nanoseconds to days [9].

The essential ingredients to a comprehensive understanding of mechano-

transduction are a well-defined force, cellular mechanical properties, and a

physiological readout directly related to the force. Well-defined forces arise from

fluid flow [10], atomic force microscopes [11, 12], optical traps [13], and magnetic

beads [14]. Cellular deformations to these forces can be modeled using continuum

mechanics [14–16], or ultrastructural characterization of load-bearing structures

[17–19]. Examples of readouts of force-induced physiological responses include

calcium signaling [20], ion channel activity [21], phosphorylation of proteins [22],

and transcription of new RNA [23]. A major challenge in mechanotransduction is to

differentiate mechanosensors (cellular structures which are perturbed by physical

forces), mechanotransducers (molecules which undergo biochemical changes in

response to force and initiate signaling cascades), and mechanobiology (the

resultant changes in cellular structure and function).

Analysis of single molecules in cells subjected to force can provide the link

between force and mechanotransduction. Major technical and computational

advances in the analysis of fluorescence fluctuations provide new methods to assess

single-molecule dynamics in model and cellular systems [24, 25]. For example,

TCSPC instrumentation is available on a single compact PCI-card which, when

integratedwith pulsed and continuouswave-lasers, can be used to assess nanosecond-

to second-scale dynamics of single fluorescent molecules. Analysis methods includ-

ing fluorescence correlation spectroscopy (FCS) and fluorescence lifetime can then
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be used to gain information on diffusion, conformational changes, aggregation,

chemical kinetics, and other important biomolecular phenomena [24, 25].

We have developed cell-specific computational methods [26] and novel

integrated microscopy and spectroscopy techniques [27] with the goal of

identifying the location and molecular identity of mechanosensors of shear stress.

The intended application of this system is to assess force-induced changes in

dynamics of molecules occurring on a time scale of nanoseconds, while addressing

long-term adaptive responses of cells on the order of hours. It is anticipated that

these new tools will enable a comprehensive analysis of cellular mechanobiology

and lead to major clinical advances in treating or preventing diseases such as

atherosclerosis which have their origins in mechanotransduction [8].

In Sect. 3, we begin with an overview of recent methods in cell-specific

computational modeling of fluid dynamics and cellular mechanics. This work

helps focus attention on areas of stress concentration. In Sect. 4, we outline the

application of TCSPC to FCS, measurements of fluorescence lifetime, and

prospects for detection of membrane mechanosensing. In Sects. 4 and 5, we

discuss the promise and limitations of these techniques in endothelial cell

mechanobiology.

3 Advances in Cell-Specific Modeling1

The precise mechanisms by which apical shear stress leads to localized intracellu-

lar signaling remains unknown but may involve three possible general

mechanisms. First, shear stress may directly perturb a cellular structure which is

directly linked to a diffusible factor leading to downstream intracellular biochem-

ical signaling. For example, shear stress activates G-proteins which are coupled

directly to the membrane [28]. Second, cellular architecture may redistribute

apically applied forces to intracellular organelles where forces induce signaling

locally. For example, stress fibers connected to the apical membrane may distrib-

ute stress to remote cellular locations and activate stress-fiber-associated proteins

there [19]. Third, shear stress may induce a combination of these effects in which

biochemical signals are initiated at the apical surface, a diffusible activating factor

is generated, and propagation and focusing of this signal is facilitated by local

forces. There is strong evidence for this third model. First, shear-induced nitric

oxide production depends on an intact glycocalyx [29, 30] and shear causes

increases in EC-membrane lipid lateral diffusion [31] and free volume [32],

suggesting shear stresses are directly “felt” by the apical surface of the cell

which includes the glycocalyx and plasma membrane. In support of decentralized

1Portions of Sect. 3 have appeared previously in reference [26] (used with permission).
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forces, shear stress caused deformation of intermediate filaments [33], strain

focusing at focal adhesions (FAs) [34], and stress focusing in the cell interior

[35]. But shear stress also activates PECAM-1, a protein in cell junctions near the

cell surface. This activation may lead to production of a diffusible factor which

induces activation of integrins in FAs, where stresses may be concentrated [36].

Local potentiation of cell signaling by forces are suggested by studies in which

endothelial cells actively reorganize their points of attachment (e.g., FAs), and

align them in the direction of flow [37, 38]. Directional reorientation of FAs may

be due to a combination of integrin activation and forces which bias the location of

new integrin-extracellular matrix bonds. In support of this idea, shear-induced shc-

integrin association (thought to be responsible for activation of various mitogen-

activated protein kinases) was dependent on new integrin binding to the extracel-

lular matrix [39]. Shear stress also leads to polarized adaptive changes in cell

mechanics [40, 41]. Taken together, such studies support a model of cellular

mechanotransduction in which the global activation of signaling pathways

by shear-forces are converted to local signaling events in discrete locations

in cells by force amplification and force-induced directional biasing of signal

propagation. Thus, there is a need for models which quantify how the unique

architecture of endothelial cells can amplify forces from shear stress at discrete

cellular locations.

In response to this challenge, we recently developed new integrated methods in

fluorescence imaging and image processing for the development of solid models

with cell-specific topographies and subcellular organelles [16]. The goal of this

research was to use these methodologies along with quantitative total internal

reflection fluorescence microscopy (qTIRFM) to create a cell-specific, multicom-

ponent, three-dimensional (3-D) solid elastic continuum model of an endothelial

cell in a confluent monolayer with experimentally determined FAs [26]. Finite

element analysis was used to compute stress transmission throughout the endothe-

lial cell due to fluid flow or magnetic bead twisting applied at the apical surface. It is

possible that juxtaposition of high and low moduli organelles and constrained and

unconstrained regions are two mechanisms of stress amplification in cells. Thus, we

quantified the effects of FAs and material inhomogeneity on deformation, strain,

and stress distributions in the cell interior. This type of cell-specific modeling based

on experimentally determined topographies and boundary conditions may help

identify potential sites of force-induced potentiation and directional biasing of

cell signaling.

The main contributions of this study were to provide the first quantitative

predictions of stress distributions in focally adhered ECs resulting from apically

applied fluid flow. These results arise from finite element analysis of a cell-specific

model in which surface topography and FA location and area were experimentally

determined. The model predicts that shear-induced stresses were generally small but

significantly amplified and focused near FAs and the high-modulus nucleus. Some of
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the main results are reported in the next sections. Other analysis of deformations,

strains, and other mechanical parameters can be found in ref. [26].

3.1 Effects of FAs on Distributions of Stress, Strains,
and Displacements

Inclusion of FAs as attachment locations in a homogeneous linear elastic continuum

model resulted in heterogeneous internal stresses, strains, and displacements. Stresses

near FAs were nearly 40-fold larger (Fig. 1) than surface shear stresses (Fig. 2), thus

supporting the widely held contention that FAs are a means of force amplification of

shear stress.

3.2 Effects of Material Inhomogeneities
on Stress Distributions

Composite materials made of stiff and soft structures, when stressed, exhibit stress

concentrations in and around the stiff structure. Consistent with this principle, we

quantified stress amplification near the high-modulus nucleus (Fig. 3). While overall

strains were small (�0.5%), inclusion of the nucleus in the model increased extra-

nuclear strains that were twofold greater than the case when the nucleus was not

included in the model. Similarly, stresses in the nucleus were large (�50 dynes/cm2)

although strains were low (�0.05%).

Fig. 1 Effects of focal adhesion on shear-induced stresses. Von Mises stress distributions

were evaluated at z ¼ 0.1 mm above the coverslip for (a) model computed without focal adhesions

and (b) model solved with focal adhesions. Young’s moduli were 775 and 5,100 Pa for the

cytoplasm and nucleus, respectively. Poisson’s ratio was 0.33. Extracellular fluid viscosity was

0.0084 poise
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Fig. 2 Representative subcellular shear stress distribution: a nominal shear stress of 10 dynes/cm2

was simulated over the solid cell monolayer model in the positive y-direction. Stress distributions
show stress peaks at the apical region over the nucleus while stress is minimum in the valleys

between cells. Simulated cell represents a single cell in a monolayer. Simulated velocity field is

shown using streamlines. Color plot of shear stress in dynes/cm2; streamline color corresponds to

fluid velocity (cm/s). Axes in mm

Fig. 3 Effects of nucleus on shear-induced stresses and strains. (a) VonMises stress distribution for

a model in which the nuclear modulus was set equal to the cytoplasmic modulus (774 Pa) in order to

neglect the effects of the nucleus without altering mesh conditions. Note uniformity of stresses in the

vicinity of the nucleus. (b) VonMises stress distribution for amodel solvedwith the nuclearmodulus

equal to 5,100 Pa (actual modulus). Note that the stiffer nucleus induced local high stress

concentrations in the nucleus–cytoplasm interface. (c) eyy strains without nucleus. (d) eyy strains
with nucleus. eyy strains were larger than those in x and z directions and larger than shear strains



3.3 Relationship Between Stress and Endothelial Cell
Mechanotransduction

Mechanotransduction is the process by which cells convert mechanical stimuli into

intracellular chemical signaling cascades. Mechanotransduction is known to be

involved in the regulation of homeostasis of many tissues including the vascular

endothelium [42]. Interest in the precise mechanisms by which endothelial cells

sense and respond to mechanical signals arises from a now well-established corre-

lation between spatial and temporal variations in hemodynamic shear stress and the

focal nature of atherosclerotic lesions. Candidate cellular structures responsible for

mechanotransduction in ECs include FAs, plasma membrane subdomains [31, 43],

cell–cell junctions [36], and others.

It has not yet been shown, however, that physiological shear stress results in

sufficient stress in these regions to directly activate signaling. In order to better

understand force transmission in single cells, finite element mechanical approaches

deal effectively with complex geometries and force impositions [15, 44] and

provide good approximations of force levels in idealized cells and in cells in

which topography and mechanical properties have been measured. In support of

the use of continuum theory in mechanotransduction, Mack and co-authors used

FEA of an idealized cell subject to point deformation from a magnetic bead to

correlate the stresses in FA to FA translocation as determined by fluorescence

images of GFP-paxillin, a protein that binds to FAK in mature FAs. Similarly,

Charras and colleagues demonstrated that FEA-predicted stresses correlated well

with ion channel opening in bone cells [45].

While it is difficult to couple information from a continuum model to forces on

individual molecules, Charras and Horton recently showed that stresses and strains

resulting from fluid shear stress are below the threshold needed to activate candi-

date shear-sensitive molecules [15]. However, because their model did not include

the nucleus or FAs, they could not predict the stress-amplification mechanisms

suggested in our study. In our model, strains on the order of 1–4% are predicted. If

these strains were applied to the membrane near FAs, it is conceivable that

transmembrane proteins could be activated there.

It is possible that cell–cell junctions [46] are additional mechanisms of force

amplification. A recent report by Tzima and colleagues suggests that PECAM-1

along with adapter molecules may constitute a force-sensitive system which indi-

rectly activates integrin molecules [36]. In that study, both shear stress and bead

pulling were used as forcing functions to activate integrins in endothelial cells.

Since cell junctions were not explicitly included in the present model, it is not yet

clear that bead pulling and shear stress elicit comparable stresses at cell junctions.

Our study focused on cellular stresses in response to apically applied fluid shear

stress in order to begin to evaluate extant theories on focal-adhesion-mediated

mechanotransduction of fluid shear stress. It is possible that other modes of force

(e.g., cell contraction, substrate stretching, and bead pulling) may stimulate differ-

ent molecular signaling pathways than those activated by fluid shear stress [15].
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3.4 Cell-Specific Stress Analysis and Mechanotransduction

In summary, this study presents the first estimates of heterogeneous displacements and

stress–strain fields in sheared and focally adhered endothelial cells. These heteroge-

neous stress responses are due to the inclusion in the model of distributed attachment

locations (i.e., FAs) and cellular components with different elastic moduli. The

location and directions of upstream tensile and downstream compressive stresses

computed in the vicinity of individual FAs were consistent with the observation of

FA growth in the downstream direction of flow and FA retraction in the upstream side,

thus providing needed quantitative information to elucidate mechanisms of

mechanotaxis of ECs [37, 38, 47]. Further work is necessary to extract stresses from

individual FAs and to precisely compute forces on integrin-extracellular matrix bonds

to evaluate integrin-mediated force sensing. If suchmodelingmethods are followed by

cellular probing for physiological changes andmolecular signaling events on the same

cells, direct correlations could be made between subcellular stresses and signaling

(i.e., cell-specific mechanotransduction) to assess which structures are the dominant

mechanotransducers under physiological and pathophysiological conditions.

Elucidating molecular mechanisms of alterations in EC phenotypes from athero-

protective to atherogenic in response to prevailing wall shear stress is an important

component of the development of therapeutic interventions in vascular disease.

In order to determine the precise molecular mechanisms which couple force and

biochemical signaling in ECs, it is useful to combine engineering analysis of intact

endothelial cells with real-time experimental readouts of the same cell using com-

parable spatial and temporal scales; in other words, cell-specific models constructed

from accurate input parameters of cell topographies and boundary conditions

followed by micron-scale interrogation of molecular changes in areas of stress or

strain focusing. Such analysis would lead to direct, same-cell correlation of experi-

mental measurements and stress distributions. While atomic force microscopy

(AFM) and electron microscopy (EM) can yield ultra-high-resolution topographies

for solid models, fluorescence microscopy can yield high-resolution images of

surface and internal cellular features of viable cells. In addition to yielding insight

into the role of surface topography, nuclei, and FAs in shear-induced stress

distributions, these methodologies set the stage for cell-specific modeling and

experimentation to elucidate the fundamental mechanisms of mechanotransduction.

4 Time-Correlated Single-Photon Counting2

4.1 Background

We hypothesize that mechanosensation will be accompanied by changes in molec-

ular dynamics in areas of the cell reaching a threshold of stress. Thus, on the same

microscope used for modeling, we have integrated TCSPC instrumentation, which

2Portions of Sect. 4 were published recently in [27] (used with permission).
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is capable of measuring changes in lateral diffusion, rotational diffusion, and

fluorescence lifetime of fluorescent molecules targeted to submicron location of

adherent endothelial cells subjected to hemodynamic stress.

4.2 Fluorescence Correlation Spectroscopy

The detection of single molecules in femtoliter volumes was made possible by the

development of confocal optics, high-sensitivity detectors, and robust fluorophores

[48]. Probe molecules move into and out of a confocal volume yielding fluores-

cence fluctuations (Fig. 4). Autocorrelation analysis of these fluctuations can

provide diffusion coefficients and other single-molecule information [49, 50].

In the following analysis, we consider the relationship between autocorrelation

of fluorescence fluctuations and molecular diffusion. We start with the

Stokes–Einstein relationship for the diffusion coefficient, D, of a sphere with a

hydrodynamics radius, R, in a solvent of viscosity, �:

D ¼ kBT

6p�R
; (1)

where kB is the Boltzmann constant and T is the absolute temperature. We define a

characteristic molecular diffusion transit time, tD, across a small area of radius, r,
such that:

Fig. 4 Confocal volume for fluorescence correlation spectroscopy. The radial dimension, r, of the
confocal volume is close to the diffraction limit of the objective and is determined by keeping the

(r/z) parameter constant (<10) in (6) when fitting the autocorrelation curve from R6Gmolecules in

water. The radius thus obtained from experiment is 326 � 10 nm. Fluorescent molecules are

excited by the entire laser beam and fluorescence emission is only collected in the confocal

volume. When particles move into and out of the confocal volume in x, y, and z directions, 3-D
diffusion is considered. When particles only move in x–y plane, 2-D diffusion is considered
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r2 ¼ 4DtD: (2)

Under conditions of equilibrium, the fluorescence fluctuates around an average

value Fh i, due to diffusion. The intensity of these fluctuations, dF(t), can be

autocorrelated to obtain the autocorrelation function, G(t), given by,

G tð Þ ¼ dF tþ tð ÞdFðtÞh i
FðtÞh i ; (3)

where t (time) and t (lag time) vary over all times of the data collection period. The

fluorescence fluctuations are related to the instantaneous change in concentration in

the observation volume, dC(r, t). To relate the autocorrelation function to diffusion,
we use the diffusion equation:

Dr2 dC r; tð Þ ¼ @dC r; tð Þ
@t

(4)

and the relationship between fluorescence fluctuations and concentration of the

fluorescent molecules in the confocally defined optical probe volume:

dFðtÞ ¼ K

Z
Volume

dC r; tð ÞIðrÞyðrÞ; (5)

where I(r) is the excitation intensity profile, y(r) is the collection efficiency profile,

and K is a proportionality constant. The confocal probe volume is created by placing

a small aperture (pinhole or fiber optic) in an image plane that is conjugate to the

focus of a high numerical-aperture, infinity-corrected objective. The laser beam has

a Gaussian intensity profile that fills the back aperture of the objective, leading to a

Gaussian illumination profile, I(r), such that IðrÞ ¼ I0e
ð�r2=z2Þ where r and z are the

probe volume radius and half-height, respectively, and are defined as the point where

the intensity falls off to 1/e2 of the maximum (center) intensity (Fig. 3). A single

constant factor known as the structure factor, o, is defined as the ratio of z/r. The
autocorrelation obtained from the experiment and its relation to the theoretical

Gaussian confocal volume and the characteristic diffusion time is [49–51]:

G tð Þ ¼ 1

N

1

1þ ðt= tDÞ
� �

1

1þ ð1=oÞ2ðt= tDÞ

 !1=2

; (6)

where N is the average number of diffusing fluorophores in the confocal volume.

The number of fluorescent molecules present in the sample volume is the inverse of

the term G(0).
The relationship between the autocorrelation function and diffusion on two-

dimensional (2-D) structures (e.g., plasma membrane) is given by:

G tð Þ ¼ 1

N

1

1þ ðt= tDÞ
� �

: (7)
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This measurement in two dimensions can be extended to include multicompo-

nent diffusion of multiple noninteracting species of fluorescent molecules,

according to the equation:

G tð Þ ¼
Xn
i¼1

bi
1

1þ ðt= tDiÞ
� �

; (8)

where bi is the relative proportion of the noninteracting diffusing molecules.

In the case of 2-D anomalous diffusion (e.g., in a cellular membrane), the time-

dependence of the mean square displacements is not linear but of the form<Dr2> ¼
Gta, and the autocorrelation is given by [52]:

G tð Þ ¼ 1

N

1

1þ Gta=r2
; (9)

where G is the transport coefficient and a is the temporal exponent with values

between zero and one.

4.3 Fluorescence Lifetime

Time-resolved fluorescence lifetime spectroscopy enables analysis of subtle

changes in photophysics of fluorescent molecules [53]. When a fluorescent mole-

cule is excited to a higher energy state using a picosecond pulse of laser light, it

remains in the excited state for a finite time before it decays to the ground level

energy state. Using a high-frequency pulsed laser, histograms of photon emission

times relative to excitation times can be generated and fit with a negative exponen-

tial (or multiple exponentials) with a characteristic decay time (or lifetime),

t (different than the characteristic diffusion time, tD, of FCS). Fluorescence

lifetime depends on local molecular microenvironmental factors including ionic

strength, hydration, oxygen concentration, binding to macromolecules, and the

proximity to other molecules that can deplete the excited state by resonance energy

transfer [53]. The fluorescence lifetime and quantum yield are related to intrinsic

photophysical characteristics of a fluorescent molecule such as radiative and

nonradiative decay mechanisms. The fluorescence quantum yield, Q, is the ratio

of the number of photons emitted to the number of photons absorbed, according to:

Q ¼ kr
kr þ knr

; (10)

where kr and knr are the radiative and nonradiative decay rates of the molecule,

respectively. Fluorescence lifetime is given by:

t ¼ 1

kr þ knr
: (11)
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The value for knr depends on the mode of the nonradiative decay, such as

collisional quenching, hydration, and vibrational relaxation. Thus, any alteration

of knr also leads to a detectable change in the value of the fluorescence lifetime.

The value for fluorescence lifetime is obtained by an iterative reconvolution of

an instrument response function (IRF) with the fluorescence intensity using an

assumed decay law, which can be approximated by a sum of exponentials [53]:

IðtÞ ¼
X
i

ai exp �t ti=ð Þ; (12)

where ai is the fraction of molecules with lifetime ti, normalized to unity. Fluores-

cence lifetimes are independent of fluorescence probe concentrations and can

provide information not obtainable from intensity variations alone. When polarized

light is used to excite a molecule whose excitation dipole is oriented parallel to the

polarization of the pulse, it is possible to separate the parallel and perpendicular

components of the emitted fluorescence signal and to extract rotational diffusion

constants [53] (Fig. 5).

4.4 Effects of Dye Concentration on FCS-Determined
Diffusion Coefficients

Rhodamine 6G (R6G) was used to calibrate FCS because of its known diffusion

coefficient (2.8 � 10�6 cm2/s in water), high quantum yield (�0.95), and the

relatively large absorption cross section (1.7 � 10�16 cm2 at 514.4 nm) [54, 55].

Using these known values for rhodamine dye diffusion, we computed the radius of

the focal volume to be 0.326 � 0.010 mm. This value compares favorably with the

theoretically computed values of the radius of the focal volume of 0.264 mm. This

experimental radius of the confocal volume was used in all subsequent

experiments on cells and vesicles to compute the respective diffusion coefficients.

In order to test whether dye concentration would affect the resulting diffusion

coefficients (e.g., due to aggregation), we measured the dye diffusion coefficient at

progressively increasing concentrations of R6G of 1, 2, 5, 8, and 10 nM in distilled

water at room temperature. For each concentration level, ten autocorrelation

curves were obtained and the resulting diffusion coefficients were averaged

(Fig. 6). The value of the autocorrelation curve at t ¼ 0 s, G(0), is inversely

proportional to the average number of molecules present in the confocal volume

(6).G(0) increased from 0.3 to 2.49 corresponding to a decreasing average particle

concentrations of 3.3–0.40 which are consistent with the number of molecules

calculated from the known concentration of diffusing dye (data not shown).

The values of tD for the five concentrations of R6G measured was approximately

95 ms (inset of Fig. 8) indicating that diffusion of the R6G dye for very dilute

concentrations is independent of the number of molecules in the confocal volume.
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The effective volume (Veff) of the confocal volume measured in this study can be

approximated using the equation Veff ¼ p3=2r20z0[51]. Where the radius of the

confocal volume, r0, is calibrated from the experiment (326 nm) and z0 is the

value of the axial half-height obtained from the structure factor. The confocal

volume of our one-photon FCS setup calculated in this way is 0.889 � 0.09 fl

when averaged over all the 50 measurements of the R6G concentrations. The term

“one photon” indicates that fluorescence excitation is accomplished using a one-

photon mechanism rather than two photons and that confocality is achieved using a

pinhole placed in a conjugate image plane.

Gullapalli, Tabouillot, et al. JBO 2007

Pulsed laser

Expanding
Telescope

M1

M2
Dichroic Mirror

Filter

Emission filter

Tube lens

PMT 1

Objective

PMT 2

Beam Splitter

TCSPC
(PCI board)

Fiber optics /
confocal pinhole

Router

Sample

Computer + Software

Sync

~10 ps

Fig. 5 Optical setup. The Kr/Ar-ion, diode, or pulsed Nd:YAG laser beam is transmitted via fiber

coupling to the TIRF or confocal port. For confocal illumination, upon exiting the fiber, the beam

is collimated with lens L1, expanded by L2 and L3, steered by the mirrors M1 and M2, reflected

off the dichroic mirror (DM1), and enters the right side port of the microscope (note that the tube

lens for the side port has been removed). After excitation of the sample, the fluorescence emission

signal is collimated by the objective and exits the side port, passes through the dichroic mirror and

is focused – using lens L4 – onto the optical fiber which is connected to the PMT. A polarizing

beam splitter (PBS) can be introduced before the fiber to separate light with polarization that is

parallel or perpendicular to that of the excitation light. The PMTs convert single photons to

electrical pulses which are routed to the TCSPC board. Laser light from the TIRF system shares the

back port of the microscope with the epifluorescence tube (Epi). Lens L5 and L6 collimate the

epifluorescence and TIRF light, respectively. The TIRF illumination is focused at the objective

back aperture by the lens L7. When the sliding mirror, Mslide1, is removed from the light path, the

right side port is closed and the emission signal can be collected by the camera via the tube lens

(TL). In addition, the optical trap can be inserted above the fluorescence cube turret with an

infrared dichroic mirror (DMslide) mounted on a custom-built slider (data not shown)

Time-Correlated, Single-Photon Counting Methods. . . 139



4.5 Effects of Solvent Viscosity on FCS-Determined
Diffusion Coefficients

In order to assess the sensitivity of FCS-determined diffusion coefficients to solvent

viscosity, fluorescence fluctuation analysis was performed on R6G dye dissolved in

aqueous solutions of glycerol concentrations ranging from 10 to 80% glycerol. The

solution bulk viscosities were measured in a cone-and-plate viscometer. Ten FCS

measurements were collected for each solution, autocorrelation curves were

computed, and diffusion coefficients were averaged (Fig. 7a). All the experiments

were performed at room temperature. The average tD ranged from a value of 0.1 ms

for 10% glycerol to 6.5 ms for 80% glycerol. Data in Fig. 7b show that FCS-

determined diffusion coefficients decrease with increasing viscosity in a manner

consistent with (1). In addition, values of viscosity obtained from FCS-determined

diffusion coefficients using (1) differed from bulk viscosity measurements obtained

by cone-and-plate viscometry by 4–20% indicating a good correspondence between

the two methods (data not shown).

Fig. 6 Sample autocorrelation curves for various concentrations of Rhodamine 6G ranging from

1 to 10 nM. G(0) (inversely proportional to the average number of particles in the observation

volume) was determined by fitting autocorrelation functions with (6). (Inset) The average diffusion
times, tD, of R6G molecules obtained from fitting autocorrelation curves with (6) (error bars
indicate the standard deviation of ten measurements)
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4.6 FCS Measurements of DMPC Giant Unilamellar
Vesicles and Endothelial Cell Membranes

FCS measurements were performed on DMPC vesicles and endothelial cell

membranes stained with DiI-C18 dye excited with 520 nm light from the CW

laser or 532 nm light from the pulsed solid-state laser. Fluorescence light with

wavelength of 545 nm and longer was collected for analysis. For cells and vesicles,

5 nM DiI was found to best ensure sufficient fluorescence signal and ease-of-fit of

autocorrelation curves. About 40,000 photons per second were collected and the

number of fluorescent molecules in the probe volume at any time was between 1

and 8. The laser beam position in the x and y plane, relative to the imaging system,

was assessed by preparing a single monolayer of DiI on a glass coverslip and

bleaching it with the laser. The coordinates of the laser spot were then recorded

using the camera. During FCS measurements, the position of the focus in the z-axis
was adjusted to correspond to the membrane by moving the microscope objective

such that fluorescence intensity was maximized.

For DMPC vesicles, 20 FCS measurements were taken at the GUV apical region,

and no more than five measurements were obtained on a single vesicle. The

temperature in the chamber was maintained at 26�C, which is above the phase-

transition temperature (24�C) for DMPC. The results were fit using the equation for

2-D diffusion (7) to obtain a diffusion coefficient for DiIC18 in DMPC vesicles of

5.7 � 1.4 � 10�8 cm2/s.

In BAECs, moving the stage such that the confocal volume intersected the

desired location on the membrane apical surface-enabled FCS measurements on

spatially distinct points on a cell (Fig. 8). FCS measurements were performed on

Fig. 7 (a) Dependence of the autocorrelation curve of R6G on viscosity of glycerol/water

solution. Increase of viscosity (corresponding to increasing percentage of glycerol, v/v) leads to

longer characteristic diffusion times, tD. (b) Diffusion coefficients (D) of 5 nM R6G obtained by

fitting autocorrelation curves in (a) with (6). The x-axis indicates the values of viscosity of the dye
solution measured with a cone-and-plate viscometer. (Inset) The relationship between normalized

viscosity (�/�0) and normalized characteristic diffusion time (tD/tD0) was fit with a line. �0 and tD0
are viscosity and characteristic diffusion time, respectively, of dye in pure water
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5 cells at 3 points in each cell, and 5 measurements were recorded at each point for a

total of 75 measurements. Schwille et al. showed that the diffusion of DiI in rat

basophilic leukemia cell membrane can be assessed using models for 2-D, 2-species

fit or anomalous diffusion [52]. In another recent study, Gielen et al. reported that

the diffusion on a nerve cell was well described using a 2-D, 2-species fit [56].

Consistent with this finding, we observed that a model for 2-D, 2-species diffusion

fit the autocorrelation curves better than models for either anomalous subdiffusion

or 2-D single species. Thus, (8) was used to determine diffusion coefficients in

BAEC membranes. Values given in Table 1 represent averages of five FCS

measurements taken on the cell and point indicated. Analysis of a 2-D, 2-species

fit gives a fast fraction (considered to be unbound dye) and a slow fraction (which is

considered to be the membrane mobile fraction). The proportion of dye in the

membrane, therefore, ranged from 78 to 93%, with an average value of 83% and

exhibited diffusion coefficients ranging from 1.75 � 0.3 � 10�8 to 7.03 �
1.5 � 10�8 cm2/s. The value of the fast fraction (or unbound dye) ranged from 7

to 22% with an average value of 17% with a diffusion coefficient ranging from

2.11 � 1.1 � 10�6 to 6.27 � 3.5 � 10�6 cm2/s. Two sample t-test statistics were
used to analyze the differences between diffusion coefficients at different points on

a given cell with p < 0.05. As an indication of heterogeneity in diffusion in living

cells, statistically significant differences in slow-component diffusion between at

least two points on a given cell were found in every cell tested (see Table 1).

Representative plots of the autocorrelation function, curve fits, and residuals from

cell and model membranes are shown in Fig. 9.

4.7 Fluorescence Lifetime Measurements

Wemeasured the fluorescence lifetime of DiD dissolved in the polar protic solvents,

ethanol and methanol, and polar aprotic solvents, dimethyl sulfoxide (DMSO), and

Fig. 8 Bovine aortic endothelial cell imaged with DIC microscopy. Superimposed points in the

image indicate location of confocal volume on the membrane surface of a representative cell from

which fluorescence fluctuation data were collected. The cell in Fig. 8 corresponds to cell 1 in Table 2
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dimethyl formamide (DMF). In contrast to polar aprotic solvents, polar protic

solvents have dissociable H+ and can form hydrogen bonds. They also have lower

dielectric constants and lower dipole moments than polar aprotic solvents. Since

fluorescence lifetime depends on the electronic cloud configuration of the dye

molecule, these solvents are expected to affect fluorescence lifetime by altering

electron distribution and intramolecular charge transfer. In each solvent, fluores-

cence lifetimes were best fit using biexponential decays (12) consistent with earlier

results for DiI [57]. Each value reported in Table 2 represents the average of ten

measurements. Lifetime values for ethanol andmethanol were (t1, t2) 0.48, 1.22 and
0.40, 1.02 ns, respectively, suggesting that fluorescence lifetime can be different

even in closely related solvents. Buschmann et al. obtained the fluorescence lifetime

Fig. 9 (a) Representative plots of the autocorrelation of fluorescence intensity fluctuations arising

from BAEC membranes stained with 5 nM DiI-C18. Autocorrelation functions were fit with

(7)–(9) describing 2-D diffusion (1-species), 2-D diffusion (2-species), and anomalous diffusion,

respectively. The residual of the 2-D, 2-species fit is shown at the bottom of the graph (blue line).
(b) Representative autocorrelation curve and 2-D diffusion fit of DiI-C18 in a DMPC membrane.

The residual of the fit is shown at the bottom of the graph

Table 2 Fluorescence lifetimes of DiD in polar protic (ethanol and methanol) and polar aprotic

(DMSO and DMF) solvents

Solvent

Diffusion

time (ms)
Lifetime (ns),

Experiment (t1,t2) w2
Dielectric

constanta
Dipole

momenta

Ethanol NA 0.48, 1.22 1.18 24.3 1.69

Methanol NA 0.40, 1.02 1.14 33 1.70

Dimethyl sulfoxide

(DMSO) 51.8 1.10, 1.93 1.30 47.2 3.96

Dimethyl formamide

(DMF) 47.2 0.74, 1.57 1.50 38.3 3.82

Pulsed-laser excitation (650 nm) and TCSPC were used to determine fluorescence lifetime. Photon

arrival time histograms were fit with a biexponential decay (12). Diffusion of DiD in the polar

aprotic solvents, DMF and DMSO, was determined using FCS and (6). Fluorescence emission of

DiD in polar protic solvents, ethanol and methanol, was sufficient for lifetime analysis but too

weak to generate an autocorrelation curve which could be fit
a From the Handbook of chemistry and physics tables
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values of DiD in various solvents [58]. Using a single exponential to fit the lifetime

curve, they obtained a value of 1.12 ns for the decay of DiD in ethanol. In our

experiments, the characteristic diffusion time, tD, of DiD in DMSO and DMF were

51.2 and 47.8 ms, respectively. However, the fluorescence lifetimes of the dye (using

a biexponential decay) were 0.74, 1.57 and 1.10, 1.93 ns, in DMSO and DMF,

respectively (Table 2). Thus, molecules with similar diffusion characteristics can be

readily distinguished based on lifetime. Fluorescence emission of DiD in ethanol

and methanol is intrinsically weak and therefore autocorrelation curves were noisy

and could not be fit with models for FCS. A representative curve showing the

fluorescence decay with a fit along with the IRF is shown in Fig. 10.

5 Discussion

The integrated modeling-microscopy-spectroscopy setup described in this study

was designed to address the following fundamental issues in mechanotransduction

research: (a) forces are spatially distributed, (b) relationships between force

Fig. 10 A fluorescence decay (blue line) and instrument response function (red line) for DiD
fluorescence in ethanol. The decay histogram is fit with a double exponential (black line) to obtain
the fluorescence lifetime. The w2 value of the fit is 1.17. The full width at half maximum (FWHM)

of the instrument response function is ~300 ps
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application and cell perturbation requires the integration of continuum and

molecular-scale predictive models, and (c) determination of molecular activation

requires temporal and spatial registration of single-molecule events in live, intact

cells under controlled conditions. To meet these design criteria, we have

constructed and calibrated a multimodal microscope for cellular imaging and

single-molecule fluorescence detection and analysis. First, collection volume of

the fluorescence emission was reduced to <1 fl using a fiber-aperture placed in a

plane confocal to the laser focus. Second, fluorescence was collected with high-

detection efficiency photomultiplier tubes (PMTs). Third, noise arising from stray

laser light, autofluorescence, and fluorescence from glass coverslips and impurities

in the solution was systematically reduced or eliminated by using high-quality

optical filters. Fourth, all systems (confocal and trap) were spatially correlated to

positions on the cell through careful 3-D calibration of the focus point and imaging

plane of the multimodal microscope.

5.1 Improvements in FCS Instrumentation

In contrast to majority of the more traditional FCS instruments, which use

avalanche photodiodes (APDs) for photon detection, we employ single-photon

counting PMTs. These newer PMTs (e.g., Hamamatsu H7422-40P) have a higher

quantum efficiency than older generation PMTs making them suitable for photon

correlation studies [59]. In addition, PMTs are easier to align [because their active

area is larger (�mm2 vs. �mm2)], less susceptible to photon-induced degradation,

and have a superior response time (10’s of picoseconds) compared to APDs (100’s

of picoseconds). These properties also make them optimal for fluorescence lifetime

measurements. Thus, the use of PMTs enables fluorescence lifetime and FCS data

to be obtained from a single set of measurements [60].

We use software to generate autocorrelation curves from FIFO data obtained

from time-correlated single-photon counting instrumentation (i.e., TCSPC-FCS).

Hardware autocorrelator cards can also generate autocorrelation curves in near

real-time using current fluctuations from APDs or PMTs. However, when combined

with pulsed-laser excitation, TCSPC instrumentation records all photon arrival

times and saves them into memory directly. This feature makes all the raw photon

data available for additional computational analysis necessary for generation

of photon counting histograms (PCHs), multispectral fluorescence lifetime imaging

(FLIM), burst-induced fluorescence lifetimes (BIFL), and higher-order correlations

without the need for an additional, expensive, hardware correlator [59, 60]. Advances

in TCSPC instrumentation and modern autocorrelation software algorithms (e.g.,

multi-tau time correlation method) ensure near real-time autocorrelation curves

that were previously only possible with dedicated hardware correlators [61].

Recent studies support the increasing use of TCSPC for FCS and lifetime

measurements [60].
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5.2 FCS Can Detect Subtle Changes in Dye Concentrations

In order to test whether the system could detect subtle changes in concentration of

diffusing species, we performed FCS analysis of autocorrelation curves arising from

diffusion of rhodamine dye which varied in concentration from 1 to 10 nM. These

calibration experiments support the use of FCS to determine the absolute number of

molecules in the observation volume. Absolute molecular concentrations are essential

in the study of the binding kinetics of molecules present on the surfaces of cell

membranes and in solution [62]. In the context of mechanotransduction, it is thus

possible to follow a surface signal transduction pathway by following the association

and disassociation of a receptor complex in response to an externally imposed force

fromfluid flow.One of themain limitations of the technique of FCS is the requirement

of extremely low concentrations of probe molecules. We observed degradation of

correlation signal with dye concentrations greater than 10�8M.While requirement for

low concentrations ofmolecules in FCSmakes imaging impractical, it is an advantage

in studies of binding kinetics in cells, where the concentrations of aggregating

molecules are typically low. The low concentration also means the molecular events

in cells can be studied with relatively less perturbation of the biological system

compared to methods which require high concentrations of fluorescent molecules

such as fluorescence recovery after photobleaching (FRAP) and any imaging-based

methods such as fluorescence resonance energy transfer (FRET).

5.3 FCS-Determined Diffusion Coefficients Are Sensitive
to Small Changes in Viscosity

In our calibration experiment, we show that increases in glycerol concentration

resulted in right-shifted autocorrelation curves indicating longer diffusion times for

increasingly viscous environments (Fig. 7a). Thus, FCS is likely to be sufficiently

sensitive to monitor subtle changes in the local microviscosity which may be

biologically significant. In our recent study, we showed that the diffusion of DiI

in cellular membranes is not uniform and varies substantially in response to applied

shear over the cells. Combined with 3-D piezo-scanning, FCS can monitor such

changes occurring in cells due to imposed fluid flow or other mechanical

perturbations to determine spatially resolved mechanical effects on membranes.

5.4 Differences in DiI Diffusion in Cell and Model
Membranes Determined by FCS

In order to test whether the CMDM could detect spatially varying diffusion of lipids

in cell and model membranes, we measured the fluorescence fluctuations arising

from DiI in model DMPC membranes and bovine aortic endothelial cells. Model
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membranes are useful in studying diffusion in lipid bilayers, phase segregation in

lipids, andmodel protein diffusion in vesicles [31, 63, 64]. They are compositionally

simple and homogenous in nature enabling one to fit the simple 2-D equation (7) of

diffusion to the autocorrelation curves. In DMPC vesicles above the phase-transition

temperature, we obtained diffusion coefficient values of 5.7 � 1.4 � 10�8 cm2/s.

More importantly, the small differences of diffusion values obtained within

measurements performed on one vesicle and between different individual vesicles

support the assumption that the vesicles are homogenous in nature and that the FCS

measurement is repeatable. Vaz et al. obtained values of the diffusion coefficients in
DMPC/Chol bilayers at various temperatures using FRAP. At 303 K, the value ofDL

for a pure DMPC bilayer was �6 � 10�8 cm2/s which agrees well with the value

obtained in the current study [65, 66]. FRAP experiments in other model membranes

of POPC (l-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine) show unrestricted

translational diffusion D ¼ 4.4 � 10�8 cm2/s in fluid membrane and restricted

diffusion D ¼ 0.7 � 10�9 cm2/s in polymer-stabilized membranes [67]. Previous

FCS experiments on DLPC (dilauroyl phosphatidylcholine) revealed a translational

diffusion coefficient of 3 � 10�8 cm2/s [63].

FCS analysis of DiI fluorescence from stained endothelial cells revealed two

important observations. First, the choice of diffusion models used to fit autocorrela-

tion curves of DiI fluorescence in cell membranes is not straightforward, consistent

with observations by others [52, 56]. To fit our cell lipid diffusion data, we used

models for both 2-D, 2-species (8) and anomalous subdiffusion (9). In general, we

found that fitting of autocorrelation curves with a model for 2-D, 2-species fit

resulted in uncorrelated residuals and smaller w2 values. The spatially heterogeneous
nature of the cell membrane necessitates the requirement for a complex fit such as

that for 2-D, 2-species. In our study, the 2-D, 2-species fit reveals the existence of a

fast moving component, whose origin is unclear but may reflect unbound dye, as has

been suggested in other studies [56]. It has been speculated that the fast component

of the diffusion might arise from the unwashed dye present in the focal volume [56].

Measurements of dye in solution away from the membrane support this hypothesis.

However, the relatively high fraction (83%) of the mobile membrane component

confirms that FCS is effective in measuring cell membrane lipid diffusion. The

results obtained by the 2-D, 2-species fit compare favorably with membrane diffu-

sion values in the literature using either FCS or FRAP [31, 52, 56].

The second important observation in this study is that translational diffusion

coefficients for different measurement points on endothelial cells vary significantly

(cells 1–5, Table 2). The values for the membrane diffusion on different points on the

cells used in this study ranged from 1.75 � 0.3 � 10�8 to 7.03 � 1.5 � 10�8 cm2/s.

While all the values for membrane diffusion are within the same order of magnitude,

the inter-point variation within a single cell or between individual cells used in this

study is not trivial, but represents an example of the heterogeneous nature of

the membrane surface. The variability in the values of the diffusion coefficient

might arise from the complexity of the cellular membrane such as differences

in lipid phase and density, local protein concentration and aggregation [68], and

membrane interaction with the cytoskeleton and glycocalyx [69]. Thus, the ability to
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obtain FCS data from specific locations is an important step toward assessing

the nature of spatial heterogeneity of molecular dynamics in live cells.

5.5 Time-Resolved Fluorescence of DiD in Polar Protic
and Aprotic Solvents

We used our pulsed, red laser to generate data for fluorescence lifetime and FCS to

test the ability of the system to deflect subtle differences in howDiD interacts with its

immediate surroundings. The measurement of fluorescence lifetime is independent

of dye concentration and is solely determined by changes in the dye’s photophysics

induced by inter- and intramolecular interactions. Data reported in Table 2 suggest

that the same fluorescent molecule, DiD, has longer fluorescence lifetimes in aprotic

solvents compared to protic solvents (Table 2). Fluorescence lifetime depends on

nonradiative decay mechanisms. Thus, the shorter fluorescence lifetimes in protic

solvents may be due to such nonradiative decay mechanisms as hydrogen bonding

and intermolecular proton transfer. Newer modalities of FLIM exploit this ultrasen-

sitivity of a fluorophore for changes in its immediate surrounding to generate spatial

maps of lifetime [60]. It is expected that lifetime analysis will enable rapid mapping

of mechanically induced, molecular-scale perturbation of the dye-lipid-water

microenvironments in intact cell membranes.

5.6 Multimodal Microscopy

In order to correlate molecular-scale events with cellular structures and their

locations, we have integrated TCSPC into a multimodal microscope consisting of

differential interference contrast (DIC), total internal reflection fluorescence (TIRF),

and epifluorescence microscopy followed by deconvolution using Autodeblur soft-

ware (Autoquant, Albany, NY, USA) (Fig. 5). A 3-D piezoelectric stage provides

high-resolution positioning, such thatmolecular-scale analysis can be associatedwith

subcellular regions of live adherent cells. Much of this hardware is commercially

available, making these techniques accessible to researchers in biology and

mechanobiology. The engineering challenge is to integrate these modalities on a

single platform. In response to this challenge, microscope manufactures have devel-

oped microscopes with multiple input and output ports and increased infinity space

for the introduction of custom optics.

6 Conclusions

Integrated instrumentation and interdisciplinary approaches will help solve biological

and medical problems originating from the interface of cellular signaling and cell

mechanics, an emerging area of biology. Finite element modeling, Monte Carlo
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simulations, and molecular dynamics can provide predictive multiscale models of

cell behavior. However, due to the level of complexity involved in the cellular

signal transduction and inherent compartmentalization of cellular signaling in

microenvironments, verification of models needs to be done at the single-molecule

level on intact cells with high-precision spatial registration. Alterations in dynamics of

molecules are assumed to accompany changes in their signaling (e.g., phosphorylation

and dimerization). Such changes are detectable by FCS and fluorescence lifetime

analysis, making single-molecule spectroscopy an ideal tool to address the precise

molecular mechanism by which forces induce changes in cellular biology.

Some possible future avenues of investigation are monitoring the diffusion-related

kinetics of transmembrane proteins such asG-protein-coupled receptors in response to

externally applied forces due to fluid flow, micropipette aspiration, or an optical trap.

One of the authors (P.J.B.) has performed earlier work showing changes in membrane

fluidity in response to shear flow using FRAP [31]. The study can be extended to

spatially map the changes occurring on a plasma membrane with single-molecule

sensitivity using the current instrumental setup. The current setup can also potentially

be used to follow the differential kinetics of protein molecules at the apical and basal

surfaces of the cell by combining the techniques of one-photon FCS with TIR.

In conclusion, we have successfully built a multimodal microscope that

combines cellular modeling with microscale monitoring of molecular dynamics at

multiple timescales with prescribed macroscale force conditions. This system

addresses an unmet need for integration of force application, analysis of cell

mechanics, and molecular-scale mechanotransduction detection. It is now possible

to forge new research directions in which cell-specific, multicomponent models of

mechanotransduction are developed from 3-D live cell imaging and validated with

molecular-scale biological readouts.
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Going Beyond Continuous Glucose

Monitoring with Boronic Acid-Appended

Bipyridinium Salts

Alexander Schiller, Boaz Vilozny, Ritchie A. Wessling,

and Bakthan Singaram

Abstract A two-component sensing system comprising a fluorescent dye and a

boronic acid-containing molecule that acts dually as a fluorescence quencher and

a saccharide receptor was developed for continuous glucose monitoring in blood.

Boronic acid-based bipyridinium salts as tunable receptors have been introduced to

increase glucose selectivity over that of other boronate-forming analytes. Powerful

solution-phase sensor arrays for neutral and anionic carbohydrates were created

with these probes. They can be also used in new label-free fluorescent assays for

carbohydrate-modifying enzymes.

1 Introduction

Boronic acids are known to reversibly bind diols with high affinity to form cyclic

boronate esters [1–3]. As a result, boronic acid-containing molecular probes have

been developed as chemosensors for the recognition of diol-containing analytes,

such as carbohydrates, nucleotides, and hydroxy carboxylic acids [4–7]. Since

1990, much research has been focused on the design of boronic acid-containing

fluorescent carbohydrate sensors that operate under physiological conditions [8].

By contrast, reports on colorimetric sugar probes using boronic acids are still

limited [9–13].

Glucose in particular plays a central role in various metabolic processes. For

example, control of blood glucose concentration is of critical importance for

patients suffering from diabetes mellitus, a disorder affecting many millions of

people worldwide. Therefore, many probes utilizing boronic acid-based receptors

have been developed to selectively detect glucose at physiological concentrations.
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The ultimate goal is to develop implantable sensors that can be used to continuously

monitor glucose concentrations in people suffering from diabetes [14–17]. A new

application for this technology is to achieve tight glycemic control in the Intensive

Care Unit [18, 19]. Determination of fructose or other saccharides in food and

beverages and monitoring of fermentation processes are other important

applications of interest.

To develop a successful in vivo boronic acid-based glucose sensor, an important

criterion that must be met is the preferential binding of glucose over other physio-

logically significant monosaccharides, such as fructose. This remains a challenge

because most organic boronic acids display higher binding affinities for fructose

[8]. To increase glucose selectivity, the concept of bidentate binding [20] via

diboronic acids has been utilized [21–25]. In this approach, the molecular probe

contains two arylboronic acid moieties spatially disposed in a way that allows for

cooperative binding to a single glucose molecule. For a given diboronic acid-

containing scaffold, the spacing between the boronic acids can be adjusted through

synthetic modifications to create a glucose-specific binding pocket. However, in

many systems, the boronic acids are covalently linked to an indicator (a fluorophore

or chromophore) [4–8], and such modifications to the receptor can prove difficult or

impossible to achieve without altering the photophysical properties of the indicator

as well. Further, these receptors may require elaborate syntheses.

This problem can be avoided by employing a modular approach to the sensor

design, where the receptor and the indicator moieties exist as covalently discrete

entities. This technique has been used in well-known indicator displacement assays

(IDA). An indicator is first allowed to bind reversibly to a receptor. A competitive

analyte is introduced into the system causing the displacement of the indicator from

the host, which in turn modulates an optical signal [26, 27]. Signal modulation in an

IDA is possible based on several mechanisms: photoinduced electron transfer

(PET) [26, 28], fluorescence resonance energy transfer (FRET) [29], electronic

energy transfer (EET) [30], or simple changes in local ionic strength or pH [31].

The common interactions between the indicator or analyte and the host are

H-bonding, electrostatic interactions, and complexing with metal ions [32]. These

interactions are dependent on the geometry of the guest, its charge, its

hydrophobicity, and the solvent system. Innovative IDAs have been described by

the Anslyn group [32–35] and Severin et al. [36–41].

In 1999, Singaram and Wessling began their study of a two-component sensing

system comprising a fluorescent dye that serves as the indicator unit and a diboronic

acid-appended viologen that serves a dual function as fluorescence quencher and

saccharide receptor [42]. Progress in this endeavor is documented in a series of

papers by the Singaram group detailing the chemistry of this system and the

development of sensors based on immobilization of the sensing components in a

hydrogel [43–60]. In contrast to a standard IDA, the indicator in this system is

displaced by the analyte from an allosteric interaction (Fig. 1). This means that the

analyte does not compete at the same binding site with the indicator. By contrast, it

binds at another site (allos stereos Greek “other object”), thereby inducing a
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decrease in the affinity of the indicator for the receptor. We call this new type of

assay an “allosteric indicator displacement assay” (AIDA).

The first use of an AIDA as a probe for saccharide sensing was reported by the

Singaram group in 2002 [60]. The proposed signaling mechanism involves ground-

state complex formation between an anionic fluorescent dye and a cationic receptor

(boronic acid-based bipyridinium salt) that facilitates electron transfer from the dye

to the bipyridinium salt (viologen), resulting in a diminution of the fluorescent

emission of the dye (Fig. 2). When a diol-containing analyte interacts with the

ground-state complex at physiological pH, the boronic acids are converted to

anionic boronate esters partially neutralizing the charge on the cationic viologen.

The reduced charge weakens the complex, leading to dissociation. Consequently,

Fig. 1 Comparison between an indicator displacement assay (IDA) and an allosteric indicator

displacement assay (AIDA). IDA: An indicator is first allowed to bind reversibly to a receptor.

A competitive analyte is introduced into the system causing the displacement of the indicator from

the host, which in turn modulates an optical signal. AIDA: The indicator is displaced by the analyte

from an allosteric interaction. The analyte binds at another site at the receptor rather than the

indicator, inducing a decrease in affinity of the indicator for the receptor

Fig. 2 AIDA in sugar sensing – proposed mechanism for sensing diol-containing analytes based

on a cationic receptor (boronic acid-based bipyridinium salt) and an anionic fluorescent dye.

Reprinted with permission from [48]. Copyright 2007 Wiley-VCH Verlag GmbH & Co KGaA
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quenching is diminished, resulting in an increase in fluorescence intensity. To help

substantiate the step of glucose-induced dissociation of dye and quencher, UV–Vis,

fluorescence, and 11B NMR spectroscopy were used to monitor the change in

charge of boron from neutral to anionic upon addition of glucose at pH 7.4 [53].

In contrast to the soluble probes described previously, sensors can detect the

presence of glucose in body tissues or in flowing blood. Sensors are usually

prepared via immobilization of the sensing components in polymer matrices. The

Singaram group developed a procedure to covalently immobilize a fluorescent

anionic dye and a viologen-appended boronic acid into poly(2-hydroxyethyl meth-

acrylate) hydrogels. These hydrogels were tested for their ability to continuously

and reversibly detect glucose over the course of several hours. The tests were

carried out using a cuvette-based system as well as a fiber-optic-based configura-

tion. Under physiological conditions (0.1 M phosphate buffer, pH 7.4, 37�C), the
fluorescent hydrogels displayed an excellent dynamic response to glucose

concentrations within the biologically significant range (2.5�20 mM) [51, 52,

59]. A related system is currently being commercialized for clinical use in blood

glucose monitoring by GluMetrics, Inc. (http://www.glumetrics.com) [61].

Going beyond continuous glucose monitoring, this review article summarizes

the research carried out by the Singaram and Schiller group to address the problem

of obtaining selectivity with boronic acid receptors by using bis-boronic acid-

appended bipyridinium salts as tunable receptors to increase glucose selectivity.

Further, a powerful solution-phase sensor array for neutral and anionic

carbohydrates employing these boronic acid-based bipyridinium salts is described.

Finally, we show the use of our probes in new label-free fluorescent assays for

carbohydrate-modifying enzymes.

2 Boronic Acid-Based Bipyridinium Salts as Tunable Receptors

The Singaram group has reported a series of tunable receptors for the detection

of saccharides with the two-component probe. Six cationic bis-boronic acid-

appended benzyl viologens (3,30-o/m-, 4,30-o/m-, and 4,40-o/m-BBV) have been

synthesized and thoroughly investigated (Fig. 3). The anionic fluorescent dye,

8-hydroxypyrene-1,3,6-trisulfonic acid trisodium salt (HPTS) was used as an indi-

cator. In addition, three corresponding benzyl viologens (3,30-, 4,30-, and 4,40-BV)
were used as controls.

The major structural elements of the viologens are the bipyridyl core and the

benzyl boronic acid group. Established reaction schemes and readily available

starting materials were used to quickly access the viologen structures. Structural

variables include the position of nitrogens in bipyridyl rings and position of boronic

acid moieties on the benzyl ring (Fig. 3). In addition to the commercially available

4,40-bipyridine, gram quantities of 3,40- and 3,30-bipyridines have also made by

cross-coupling reactions [49]. Bromomethyl phenylboronic acid or benzyl bromide
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was allowed to react in dimethylformamide with the corresponding bipyridines to

obtain the desired viologens. Isolation of the products was achieved by precipitation

from acetone (Fig. 4).

The quenching characteristics for each of the receptors with HPTS were

established by titration of the fluorescent dye with the corresponding viologens.

The calculated Stern�Volmer constants [29], Ks and V, indicating the degree

of static and dynamic quenching, respectively, are summarized in Table 1.

The quenching efficiencies of the boronic acid appended bipyridinium salts

were found to be of the following order: 4,40-BBVs > 3,40-BBVs > 3,30-BBVs.

Fig. 3 Six carbohydrate receptors comprising cationic bis-boronic acid-appended benzyl viologens

(3,30-o/m-, 4,30-o/m-, and 4,40-o/m-BBV) and the anionic fluorescent dye, 8-hydroxypyrene-

1,3,6-trisulfonic acid trisodium salt (HPTS). Three corresponding benzyl viologens (3,30-, 4,30-,
and 4,40-BV) were used as controls

Fig. 4 Synthesis of BBVs and BVs as controls (dots indicate variable positions of nitrogens in

bipyridyl rings)
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A similar trend was shown with the benzyl bipyridinium salts. Variation of the

position of nitrogens in bipyridyl rings from 4,40 to 3,30 was accompanied with a

loss in quenching strength.

Several other instances of viologens serving as quenchers for fluorescent

organic dyes have been reported [62–67]; other papers have described

the quenching of fluorescent polymers with viologens [68–70]. As mentioned

previously, the Singaram group has also reported quenching of fluorophores

by viologens and the formation of nonfluorescent ground-state complexes

of HPTS with both 4,40-o-BBV [60] and N,N0-bis(benzyl-2-boronic acid)-

4,7-phenanthrolinium dibromide [58].

As a result of their electron-deficient nature, viologens function as acceptors in

many charge-transfer (CT) complexes [71–76]. Baptista et al. maintain that HPTS

and methyl viologen (paraquat) form a ground-state complex on the basis of

UV�Vis, fluorescence, and laser flash photolysis studies [62].

Regarding the quenching mechanism in our system, further UV–Vis absorbance

studies confirmed that HPTS and boronic acid-appended bipyridinium salts form

distinct ground-state complexes [53, 56]. Corroborating evidence was provided by

X-ray structure analysis of a single-crystal of the complex (4,40-m-BBV)3(HPTS)2
(Fig. 5) [77]. The unit cell contains one HPTS3� molecule, 1.5 4,40-m-BBV2+

molecules, one methanol, and one water molecule. One viologen cation is entirely

contained within the asymmetric unit; one of the boronic acids has undergone

esterification with methanol present in the crystallizing medium. The molecules

are arranged in a slipped stacking motif that is commonly observed for a

donor–acceptor CT complex of this type [78]. X-ray structures of CT complexes

involving similar viologen acceptors have been reported [79–82].

The six BBV receptors (3,30-o/m-, 4,30-o/m-, and 4,40-o/m-BBV) were tested

against glucose (glc), galactose (gal) and fructose (fru). The apparent binding

affinities of each for the three monosaccharides were determined by fluorescence

measurements. Binding constants (Kb) were calculated from a 1:1 binding

algorithm (1).

Table 1 Static (Ks) and dynamic (V) quenching constants for BBVs with

HPTS (4 � 10�6 M in pH 7.4 phosphate buffer)

Quencher Ks (10
3 M�1) V (103 M�1)

4,40-o-BBV 8.9 � 0.2 2.9 � 0.1

4,40-m-BBV 8.1 � 0.1 3.0 � 0.1

4,40-BV 15.0 � 1.0 2.3 � 0.2

3,40-o-BBV 6.6 � 0.2 1.7 � 0.1

3,40-m-BBV 7.5 � 0.2 1.7 � 0.1

3,40-BV 9.5 � 0.5 2.8 � 0.3

3,30-o-BBV 4.3 � 0.2 0.14 � 0.03

3,30-m-BBV 5.0 � 0.1 0.70 � 0.05

3,30-BV 7.4 � 0.3 2.2 � 0.2
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F

F0

¼
1þ Fmax

F0

� �
Kb A½ �

1þ Kb A½ � (1)

where F is measured fluorescence intensity, F0 is fluorescence intensity with no

addition of analyte, Fmax is maximum fluorescence intensity, Kb is the apparent

binding constant, and [A] is the analyte concentration. The values are listed in

Table 2.

The 4,40-bipyridyl-based receptors (4,40-o- and 4,40-m-BBV) display monosac-

charide selectivity similar to that reported for monoboronic acids. This is expected

since for both structures, the intramolecular distance between the two boronic acids

is too great to allow for cooperative binding with one glucose molecule. The four

other receptors have smaller intramolecular B–B distances, and therefore, each

theoretically possesses the ability to bind glucose in a 1:1 complex. Indeed,

comparison of the binding constants (Kb) shows that 3,30-o-BBV has a binding

affinity for glucose several orders of magnitude higher than those of the other

BBVs. Most importantly, 3,30-o-BBV displays an enhanced selectivity for glucose

over fructose and galactose. For this receptor, the apparent binding constant for

Fig. 5 ORTEP plot [77] of the partial unit cell of (4,40-m-BBV2+)3(HPTS
3�)2. The HPTS3�

species lies between these two cations with the sulfonate groups staggered with respect to the basic

p-stacking motif. The 4,40-m-BBV2+ molecule that is entirely contained within the asymmetric

unit has one boronic acid that has undergone an esterification with methanol. Additional solvent

molecules (water, methanol) are omitted for clarity [49]
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glucose is almost twofold higher than that of fructose, and 11-fold higher than that

of galactose. Although the apparent binding constant of 3,30-o-BBV was found to

be higher for glucose than for fructose, the fluorescence increase obtained upon

addition of monosaccharide is greater for fructose. Similar behavior has been

observed in other systems [83–85]. The glucose selectivities of 3,30-m-BBV and

the 3,40-bipyridyl-based viologens (3,40-o- and 3,40-m-BBV) are also improved

relative to that of the 4,40-BBVs, though to a lesser extent: the order of selectivity

for these viologens is fru >> glc > gal. Further inspection of the binding

constants reveals a general trend, in which the ortho-substituted bipyridyls have

higher affinities than their corresponding meta-derivatives, which was attributed to

an intramolecular B ! N charge interaction unique to ortho-substituted
benzylboronic acid viologens. This interaction stabilizes boronate ester formation

at physiological pH, thus resulting in higher binding constants (Fig. 6) [86, 87].

The fluorescence titration curve of HPTS with 4,40-o-BBV (which cannot coopera-

tively bind glucose) and 3,30-o-BBV upon glucose addition revealed strong

differences. These two receptors share in common the ortho-boronic acid positioning
but differ in their quenching strengths. The binding curve for 3,30-o-BBV displays an

early saturation and a slight sigmoidal shape,whereas 4,40-o-BBVgives a nearly linear

response within the same glucose concentration range (see original publication) [49].

The affinities of the BBVs for a-hydroxy carboxylic acids (at pH 7.4,

a-hydroxycarboxylates), which are also known to bind to boronic acids [88–90],

were also determined. The BBVs were tested for their ability to bind lactate, malate,

and tartrate. Erythritol was included to facilitate comparison with tartrate. Tartaric

Table 2 Apparent monosaccharide binding constants (Kb) determined for the BBV

receptors (5 � 10�4 M) with HPTS (4 � 10�6 M in phosphate buffer)

Kb (M
�1)

Glucose (glc) Galactose (gal) Fructose (fru)

4,40-o-BBV 27 � 5 37 � 5 800 � 100

4,40-m-BBV 14 � 5 25 � 5 300 � 50

3,40-o-BBV 260 � 50 70 � 10 800 � 100

3,40-m-BBV 65 � 10 35 � 5 400 � 50

3,30-o-BBV 1,900 � 200 180 � 50 1,100 � 200

3,30-m-BBV 53 � 10 45 � 5 500 � 50

Fig. 6 Intramolecular B!N charge interaction of ortho-substituted benzylboronic acid bipyri-

dinium salts bound to diols at physiological pH (ethylene glycol shown as a representative for diols)
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acid is an optically active component in wine and other grape-based drinks. Boronic

acid-based sensors have previously been used to detect and quantify tartrate for

possible applications in the beverage industry [26, 91–94]. Malic acid is structurally

similar to tartaric acid and is also present in wine. Thus, the ability to distinguish

between these two analytes is both useful and challenging. Lactate is present in the

body, and levels increase during exercise or when the body is under stress. There-

fore, being able to monitor lactate concentration is also important.

The calculated apparent binding constants for the a-hydroxycarboxylates are

shown in Table 3. Both malate and tartrate elicited large fluorescence increases and

moderate to high apparent binding constants with all the BBVs, whereas erythritol

and lactate consistently produced weak fluorescence modulations and low binding

constants. The results suggest that 3,30-o-BBV may also cooperatively bind tartrate.

All receptors displayed very low affinities for lactate – both in terms of binding

constants and fluorescence signal enhancements. This is advantageous because the

concentration of lactate in the blood can sometimes surpass that of glucose and

could, therefore, interfere with glucose detection if the sensor were indiscriminate

toward these two analytes.

The flexibility of our two-component system also allows for manipulation of the

quencher-to-dye ratio (Q:D) to optimize glucose sensitivity in the physiological

range. When BBV quenchers are used in a probe with HPTS, optimum performance

is observed at Q:D ¼ 125:1. The reason why a high Q:D ratio is needed has not

been fully elucidated; that may be the result of weak interaction between the dye

and quencher. Also, the quenching process may involve the cooperative action of

multiple viologens.

The foregoing study highlights the need for receptors that can form probes with

greater sensitivity. Bis-viologens have more positive reduction potentials than

mono-viologens, indicating that they are better electron acceptors [95]. Since

quenching efficacy seems to be dependent on electron affinity, bis-viologens are

expected to be better quenchers thanmono-viologens. In addition, the linking of two
viologen moieties into a single quencher molecule provides four positive charges, as

opposed to only two on the BBV quenchers. This should enhance Q:D interaction

and the formation of a ground state complex. Based on these assumptions, a set of

glucose-responsive bis-viologen quenchers was synthesized to determine the effect

of this structure modification on quenching and glucose modulation.

Table 3 Apparent analyte binding constants (Kb) determined for the BBVs

(5 � 10�4 M) with HPTS (4 � 10�6 M in phosphate buffer)

Kb (M
�1)

Tartrate Malate Lactate Erythritol

4,40-o-BBV 160 � 50 60 � 10 6 � 2 13 � 5

4,40-m-BBV 47 � 10 30 � 5 5 � 2 16 � 5

3,40-o-BBV 230 � 50 100 � 20 15 � 5 20 � 5

3,40-m-BBV 64 � 10 15 � 5 4 � 2 20 � 5

3,30-o-BBV 1,250 � 100 160 � 50 26 � 5 38 � 10

3,30-m-BBV 250 � 50 60 � 10 18 � 5 34 � 5
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Four bis-viologens (Fig. 7) were synthesized by coupling two 4-(N-benzylboronic
acid pyridinium) pyridine moieties with the appropriate bis-bromomethylbenzene.

The mono-viologen quencher 4,40-o-BBV was used as a control compound [46].

The synthetic scheme for the BBBV compounds (Fig. 8) makes use of our

standard preparative procedures for BBV compounds. First, 2-bromomethylphe-

nylboronic acid was reacted with an excess of 4,40-dipyridyl in acetone to afford the
mono-substituted 4,40-dipyridyl adduct. Combining an excess of this adduct with

the appropriate bis-bromomethylbenzene in DMF yields the desired product.

Stern–Volmer plots were generated by titrating a HPTS solution with the new

quenchers (Fig. 9).

Fig. 7 Structures of boronic acid substituted bis-viologen quenchers: 4,40-o-BBBV, 4,40-m-BBBV,
4,40-p-BBBV, and 4,40-m-BBBV* with an additional boronic acid moiety at the xylylene core
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As predicted, the BBBV compounds are clearly superior quenchers compared to

4,40-o-BBV Among the three BBBV positional isomers, 4,40-o-BBBV is the

weakest quencher while, 4,40-p-BBBV is the best. Assuming pimerization reduces

the ability of the bis-viologen to accept electrons, the trend in quenching efficacy is

understandable. Pimerization has been reported for nonfunctionalized bis-

viologens linked by an o-xylylene group [96–98].

Fig. 8 Synthesis of BBBV receptors

Fig. 9 Stern–Volmer plot for the quenching of HPTS (4 � 10�6 M) with the different quenchers.

Adapted and reprinted with permission from [46]. Copyright 2008 Elsevier Ltd
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The ability to adjust the quencher-to-dye ratio is a unique advantage of the two-

component sensing system. As mentioned previously, a Q:D ratio of 125:1 for

probes composed of BBVs and HPTS gives the optimum glucose modulation in the

physiological range. Because the BBBVs are much stronger quenchers than their

BBV counterparts, high Q:D ratios are no longer necessary for efficient quenching

of HPTS. This should lead to enhanced sensitivity for AIDAs made with bis-

viologen quenchers. To illustrate, the performance of 4,40-p-BBBV at Q:D ¼ 4:1

is compared to that of 4,40-o-BBV at two Q:D ratios (Fig. 10). The appropriate

ratios for making a direct comparison between 4,40-o-BBV and 4,40-p-BBBV are

8:1 and 4:1, respectively. As the plot vividly demonstrates, a dramatic improvement

in fluorescence signal modulation is realized by use of the bis-viologen quencher.

3 Solution-Phase Sensor Arrays with Boronic

Acid-Appended Bipyridinium Salts

Having demonstrated the utility of our two-component sensing ensemble for mea-

suring glucose and other monosaccharides, we began to explore other applications

for this technology. The first attempt was to employ the soluble systems in

a fluorescent sensor array. Our thought was that such arrays could be used

to detect and discriminate among bioanalytes that are capable of reacting with

Fig. 10 Glucose sensing with 4,40-p-BBBV and 4,40-o-BBV at different quencher–dye ratios.

The data were fit with a 1:1 binding algorithm. The concentration of HPTS was 4 � 10�6 M. The

Q:D ratios used are seen in the legend. Adapted and reprinted with permission from [46].

Copyright 2008 Elsevier Ltd
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boronic acid receptors. The detection of biomolecules, including proteins and

carbohydrates, is of paramount interest in medical diagnostics. Better methods

are needed to expand the range of analytes and improve sensitivity and selectivity.

Our sensing concept provides a new way to address these needs.

3.1 Recognition of Neutral Saccharides

There has been an ongoing interest by many researchers in the detection of small

biomolecules using substrate-selective receptors [7, 29, 99–104]. The alternative to

substrate-selective receptors in nature is the use of differential receptors, as in the

mammalian tongue and nose, for sensing a wide range of tastes and smells [105].

This technique works by combining a large number of nonspecific receptors to

create very specific recognition patterns. Fingerprints, generated from multiple

differential binding interactions, provide unique diagnostic patterns for the identifi-

cation of individual analytes or even mixtures thereof. Copying nature’s cross-

responsive strategy [106], chemists have recently reported impressive examples of

differential sensor arrays [107, 108] for metal cations [109, 110], volatile organic

compounds [111] and bioanalytes, such as amino acids [35, 39, 112], peptides

[36, 40], proteins [113–116], phosphates [117], nucleotides [37], steroids [118]

phenethylamines [119], terpenes [120], and carbohydrates [38, 48, 121, 122] using

colorimetric and fluorescent indicators. Potential applications of sensor arrays in a

multianalyte environment have also been described [123].

The modular sensing ensemble of an IDA with its variable indicator/receptor/

analyte ratio [124] is ideally suited for implementation in solution-phase sensor

arrays. Distinct fingerprints of analytes can easily be created by using receptors

with slightly differing affinities for analytes and indicators. Further, the utilization

of one single receptor and multiple indicators in dynamic combinatorial libraries

can be advantageous [40, 125]. Strong arguments have been put forth for large

arrays in the case of volatile analytes [106]. However, many analytical chemists are

interested in small solution-phase sensor arrays for water-soluble analytes. Such

arrays would be easier and faster to analyze.

In this section, we describe the use of designed receptor units in an AIDA-based

fluorescent sensor array to differentiate neutral mono- and disaccharides in aqueous

solution at neutral pH. With this array, we were able to discriminate among 12

saccharides at 2 mM concentration [48]. The array comprises the anionic fluores-

cent dye HPTS combined individually with six cationic bis-boronic acid-appended

benzyl-viologens (BBVs, Fig. 3). A concentration ratio of 1:125:500 for the

ensemble HPTS/BBV/saccharide was chosen to obtain the competitive conditions,

which are necessary for an AIDA to work. Twelve saccharides were selected for the

discrimination experiment: D-ribose, D-arabinose, L-rhamnose, D-xylose, D-lyxose,

D-glucose, D-mannose, D-galactose, D-fructose, L-sorbose, melibiose, and lactulose.

The selected saccharides all possess free hydroxy groups in the 1- and 2-position,

allowing them to bind to the boronic acid [24, 126, 127]. The increase in
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fluorescence intensity F/F0 induced by adding the saccharide to the BBV/HPTS

sensing ensemble was measured with a fluorescence plate reader.

Comparing the fingerprints of all saccharides (Fig. 11), the ketoses, D-fructose

and lactulose, showed the highest response for all six BBV-receptors. All ortho-
BBV receptors showed greater F/F0 values than meta-BBVs. As illustrated earlier

in Fig. 6, the superior performance of ortho-BBVs has been attributed to the

intramolecular electrostatic interaction between the anionic boronate ester and the

positively charged nitrogen of the viologen.

Multivariate analysis of the F/F0 data was performed with the statistics program

SYSTAT. We chose linear discriminant analysis (LDA), one of the most widely

used classification procedures [128]. LDA is a supervised method for separating

classes of objects and for assigning new components to appropriate classes. The

discriminants are linear combinations of the measured sensor responses. Discrimi-

nant functions are calculated to maximize the Mahalanobis distance between

classes relative to the variation within classes. It is important to note that LDA

may give slightly optimistic results. Therefore, only “jackknifed” classification

matrices were taken to analyze discrimination results. In “jackknifed” classification

matrices, one measurement at a time was taken as an unknown; the rest of the data

was used as the training set. 100% accurate discrimination was achieved for all 12

saccharides with all 6 BBV-receptors. The F value of each receptor in the LDA,

which indicates the relative importance, showed that the contribution of the

Fig. 11 Relative fluorescence increase (F/F0) of HPTS (4.0 � 10�6 M) with all six BBV-

receptors (3,30-o-, 3,30-m-, 4,30-o-, 4,30-m-, 4,40-o-, and 4,40-m-BBV; 5.0 � 10�4 M) after adding

saccharides [(1) D-ribose, (2) D-arabinose, (3) L-rhamnose, (4) D-xylose, (5) D-lyxose, (6) D-

glucose, (7) D-mannose, (8) D-galactose, (9) D-fructose, (10) L-sorbose, (11) melibiose, (12)

lactulose] at a final concentration of 2.0 � 10�3 M (phosphate buffer, 39 mM). Errors, given in

a 95.5% confidence interval, are lower than 2.3%
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meta-BBVs was minor compared with the corresponding ortho derivatives. This

suggested that only three ortho receptors are needed to fully discriminate the chosen

group of saccharides. This was confirmed by a 100% accurate discrimination when

using only 3,30-o-, 4,30-o-, and 4,40-o-BBV in an LDA. The results of two

combinations (3,30-o-, 4,30-o-, 4,40-o-BBV and 3,30-m-, 4,30-m-, 4,40-m-BBV) are
depicted in graphical score plots (Fig. 12). The data of all 12 saccharides appear

visually distinguishable for the 3,30-o-, 4,30-o-, 4,40-o-BBV combination (Fig. 12,

left). Chemical and structural similarities of the saccharides were reflected by the

relative position of their clustered data. The scores of the aldoses D-ribose,

D-arabinose, D-xylose, D-lyxose, D-mannose, and D-galactose, are positioned

in proximity to each other. By contrast, the data of D-glucose and the ketoses

D-fructose, L-sorbose, and lactulose are well separated from the others, as

ketoses generally exhibit higher binding affinities to boronic acids than aldoses.

The extraordinary behavior of D-glucose can be explained by the exceptional

contribution of 3,30-o-BBV and 4,30-o-BBV in the LDA (see Fig. 11). To verify

that the discrimination between the analytes did not arise from small differences

in the concentrations of the saccharide stock solutions, the concentration was

reduced by 5%. Thus, F/F0 data of 3,30-o-, 4,30-o-, and 4,40-o-BBV with

combined saccharide concentrations of 1.9 and 2.0 mM were used to perform

an LDA; there was still 100% accurate discrimination. By contrast, the combi-

nation of three meta-BBVs leads to substantial cluster overlap of the analytes

D-arabinose, D-lyxose, D-mannose, D-galactose, and melibiose (Fig. 12, right).

To evaluate the contribution of each ortho- and meta-BBV-receptor to the

discriminatory power in the multivariate analysis, we combined all six BBV-

receptors into three member groups. The resulting 20 distinct combinations

6

3

� �
¼ 6!

3!ð6� 3Þ! ¼ 20

� �
were again used in an LDA for the discrimination of

Fig. 12 Two-dimensional LDA score plots for the identification of 12 saccharides using three

receptors with differing discriminating power: 3,30-o-, 4,30-o-, and 4,40-o-BBV (left) and 3,30-m-,
4,30-m-, and 4,40-m-BBV (right). Saccharides (2.0 � 10�3 M): (1) D-ribose, (2) D-arabinose,

(3) L-rhamnose, (4) D-xylose, (5) D-lyxose, (6) D-glucose, (7) D-mannose, (8) D-galactose,

(9) D-fructose, (10) L-sorbose, (11) melibiose, (12) lactulose. Adapted and reprinted with

permission from [48]. Copyright 2007 Wiley-VCH Verlag GmbH & Co KGaA
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the given set of saccharides. Ten of the 20 combinations containing at least two

ortho-BBV-receptorswere able to achieve 100%accurate discrimination. By contrast,

not all of the saccharides were correctly differentiated by the ten other combinations,

which contain at least two meta-BBV-receptors. The conclusion is that ortho-BBV-
receptors have greater discriminatory power than meta-BBV-receptors. From the

standpoint of a sensor array design, the use of ortho-BBV-receptors is thus the most

desirable. In the next section, we demonstrate the discriminatory power of the three

ortho-BBV-receptors in the recognition of phospho sugars and nucleotides.

3.2 Recognition of Phospho Sugars and Nucleotides

Anionic biomolecules are very important components in biological systems [129].

The majority of enzyme substrates and cofactors, such as peptides, nucleotides and

nucleic acids, phospholipids, and carbohydrates, are anionic. Therefore, recognition

of small anionic biomolecules using biosensors and artificial receptors is also of

high interest in medical diagnostics [100]. Anion recognition in water is difficult

[130]. Highly specific artificial anion receptors have been designed by mimicking

nature’s analyte-selective receptors, typically by using more than one recognition

moiety [131, 132]. Very few studies of phospho sugar and nucleotide sensing with

boronic acid-appended receptors have been reported [133–138]. Especially ger-

mane to the present review, selective nucleotide recognition with fluorescent IDAs

of cyclic bipyridinium receptors and 8-hydroxypyrene-1,3,6-trisulfonic acid

trisodium salt (HPTS) has recently been reported [139, 140].

This section covers our investigation of discrimination among anionic

carbohydrates in aqueous solution at physiological pH using a BBV sensor array.

The analytes tested included phospho sugars and nucleotides, as well as three

neutral saccharides for comparison at five different concentrations in the low

millimolar range. Several multivariate analysis methods were used to determine

the “discrimination limit.” The binding affinities of all analytes with the three BBV

receptors were determined; the calculated apparent binding constants and maxi-

mum fluorescence values were also used to distinguish phospho sugars and

nucleotides with the help of multivariate analyses [45].

Biologically important phospho sugars and nucleotides that can be found as

intermediates, cofactors and direct allosteric controls in the pathway of glycolysis

were selected for the discrimination study (Fig. 13) [141]. They include glucose-1-

phosphate, glucose-6-phosphate, fructose-6-phosphate, fructose-1,6-diphosphate, and

the nucleotides adenosine monophosphate (AMP), adenosine diphosphate (ADP), and

adenosine triphosphate (ATP). Ribose-5-phosphate, guanosine triphosphate (GTP),

and the neutral saccharides D-glucose, D-fructose, and D-ribose were included for

comparison. All chosen analytes, except glucose-1-phosphate, possess at least one

cis-diol moiety, which allows them to bind covalently to boronic acid receptors.

The modular carbohydrate sensing ensemble again comprises the anionic fluo-

rescent dye HPTS and the array of three cationic ortho-BBV receptors (3,30-o-, 4,30-
o-, and 4,40-o-BBV). They were chosen for the sensor array because, as stated in
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Sect. 3.1, ortho-BBV-receptors have greater discriminatory power than meta-BBV-
receptors. Diol-containing saccharides modulate fluorescence quenching in our

system by affecting the boronic acid/boronate equilibrium on binding to the BBV

receptors, but anionic saccharides are expected to modulate the signal by an

additional electrostatic interaction mechanism. Elevated ionic strength after addi-

tion of phospho sugars or nucleotides weakens further the affinity of the electro-

static-based ground-state complex of the BBV with HPTS. As a consequence of this

synergistic effect, it is expected that the anionic dye will be displaced to a greater

extent, resulting in a stronger fluorescence signal (Fig. 14). Three benzyl viologens

(3,30-, 4,30-, and 4,40-BV) were used as controls.

The static quenching constants calculated from Stern–Volmer plots for the BBV

receptors and BV quenchers are similar (see Table 1). Thus, the BV compounds

can serve as non-boronic-acid-containing control quenchers to investigate the

synergistic effect of the anionic substrates. The competitive AIDA conditions

were obtained by choosing a ratio of 1:125:125–2,500 for the sensing ensemble

HPTS/BBV/analytes. The analyte concentration was varied from 5.0 � 10�4 to

1.0 � 10�2 M to measure binding affinities and to create concentration-dependent

recognition patterns in the physiological concentration range [141].

Fig. 13 Analytes used for the discrimination study: intermediates, cofactors, and direct allosteric

controls (+ positive, � negative) in the pathway of glycolysis. Enzyme names are given in italics
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To investigate the ionic strength effect of the anionic analytes on the fluores-

cence signals with the BBV receptors, we compared the relative fluorescence

increase (F/F0) of HPTS with the BBVs (3,30-o-, 4,30-o-, 4,40-o-BBV) and the

corresponding BVs (3,30-, 4,30-, and 4,40-BV) at an analyte concentration of

10 mM (Fig. 15). Neutral saccharides, such as glucose, fructose, and ribose,

exhibited no ionic strength effect. By contrast, all anionic phospho sugars showed

weak ability to displace HPTS from the ground-state complex with the BVs. A

stronger displacement of HPTS was observed for the nucleotides ADP, ATP, and

GTP. These findings indicated a weak electrostatic contribution of the anionic

analytes to the displacement assay and tentatively explain the stronger fluorescence

intensities compared with that of the corresponding neutral saccharides by a

synergistic effect (for comparison see Sect. 3.1).

Relative fluorescence intensities (F/F0) of the three ortho-BBV receptors were

used to perform concentration-dependent multivariate analyses. To evaluate at

which analyte concentration the discrimination reaches its “discrimination limit”

(DL is lowest analyte concentration where the discrimination is still 100%), F/F0

data of the sensor array at five different analyte concentrations (0.5, 1, 2, 5, and

10 mM) was included. By contrast, the “discriminatory limit” for sensor arrays has

been determined by the number of sensors and by the dynamic range of the detector

[142]. The most important classification procedures were chosen, including linear

discriminant analysis (LDA), principal component analysis (PCA), and hierarchical

Fig. 14 Synergistic effects in AIDA: proposed mechanism for sensing neutral and anionic diol-

containing analytes based on a BBV receptor and the anionic fluorescent dye HPTS. Reprinted

with permission from [45]. Copyright 2008 Elsevier Ltd
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cluster analysis (HCA), and the calculated results were compared with each other

[128]. The results of the analyte-concentration-dependent LDA, PCA, and HCA are

given in Table 4.

The discrimination was strongly reduced by changing the analyte concentration

from 10 to 0.5 mM. The DL concentration with all three multivariate analysis

methods is at 4 mM. At lower analyte concentrations, fructose, its phosphorylated

derivatives, and nucleotides could no longer be distinguished with 100% certainty.

This was shown by LDA: F/F0 finger prints were too similar in their shape and the

discriminatory power of the BBV sensor array was consequently reduced. The

results of the concentration-dependent LDA are visualized by two-dimensional

plots. Two score plots of LDAs at concentrations of 2 and 4 mM (DL) are shown

(Fig. 16). At analyte concentration of 4 mM (Fig. 16, right), the graphical plot

exhibits clearly separated clusters. By contrast, the clusters of ATP and GTP at

2 mM concentration are overlapping (Fig. 16, left). At lower concentrations, the

clusters of fructose-6-phosphate, fructose-1,6-diphosphate, and fructose are also no

longer resolved (the ellipse in the left figure highlights cluster overlap). Since the

supervised LDA models the similarities between the data of the same group of

analytes, it can give better results than unsupervised methods. Therefore, two

Fig. 15 Relative fluorescence increase (F/F0) of HPTS (4.0 � 10�6 M) with viologen quenchers

(3,30- (white bars), 4,30- (gray bars), and 4,40-viologen (black bars); 5.0 � 10�4 M) after adding

analytes. Bottom: ortho-BBV receptors. Top: BV quenchers. Analytes at a final concentration of

1.0 � 10�2M (phosphate buffer, pH 7.4, 39mM): (1) glucose-1-phosphate, (2) glucose-6-phosphate,

(3) fructose-6-phosphate, (4) fructose-1,6-diphosphate, (5) ribose-5-phosphate, (6) glucose, (7) fruc-

tose, (8) ribose, (9) AMP, (10) ADP, (11) ATP, (12) GTP. Errors are given in a 95.5% confidence

interval. Adapted and reprinted with permission from [45]. Copyright 2008 Elsevier Ltd
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further multivariate analyses such as PCA and HCA were performed with the given

set of analytes. Concentration-dependent PCA and HCA gave very similar results to

LDA with a discrimination limit at 4 mM. At 2 mM, the clusters of ATP, GTP,

fructose-6-phosphate, and ADP are no longer separable (see the original publication

for the LDA and PCA score plots and HCA dendrograms at other analyte

concentrations) [45].

The parameters, namely, apparent binding constants (Kb), and maximum relative

fluorescence intensities (Fmax/F0), of all analytes to the three ortho-BBV receptors

have been determined by a 1:1 algorithm [see (1)]. These parameters contain

intrinsic concentration information and can be also used to discriminate among

Table 4 Results of analyte-concentration dependent multivariate analyses based on F/F0 values

from three BBV receptorsa with phospho sugars, nucleotides and control analytes for the determi-

nation of the “discrimination limit” (DL)b

Analyte concentration (M) PCA HCA

LDA

Accurate

discrimination (%)c

5.0� 10�4 Cluster overlap Cluster overlap 83

1.0� 10�3 Cluster overlap Cluster overlap 88

2.0� 10�3 Cluster overlap Cluster overlap 98

4.0� 10�3 (DL)b No overlap No overlap 100

1.0� 10�2 No overlap No overlap 100
a3,30-o-BBV, 4,30-o-BBV, and 4,40-o-BBV (5.0� 10�4 M) and HPTS (4.0� 10�6 M) in aqueous

phosphate buffer (pH 7.4, 39 mM)
bThe “discrimination limit” is the lowest analyte concentration where the discrimination is still 100%
cFrom jackknifed classification matrices

Fig. 16 LDA score plots for the discrimination among phospho sugars and nucleotides at two

analyte concentrations (left: 2.0 � 10�3 M, right: 4.0 � 10�3 M DL) based on F/F0 values from

three ortho-BBV receptors. The proportion of the total dispersion is given in%. The ellipse in the left

figure highlights cluster overlap. Phospho sugars, nucleotides, and neutral analytes: (1) glucose-1-

phosphate, (2) glucose-6-phosphate, (3) fructose-6-phosphate, (4) fructose-1,6-diphosphate,

(5) ribose-5-phosphate, (6) glucose, (7) fructose, (8) ribose, (9) AMP, (10) ADP, (11) ATP, (12)

GTP. Adapted and reprinted with permission from [45]. Copyright 2008 Elsevier Ltd
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the group of analytes. Averaged values of Kb and Fmax/F0 are shown as 3D

diagnostic patterns in Fig. 17. The trend in the strength of Kb of the BBV receptors

with the analytes is as follows: 3,30-o-BBV > 4,30-o-BBV > 4,40-o-BBV (Fig. 17,

left). As expected, the strength of Fmax/F0 followed the opposite trend: 4,40-o-
BBV > 4,30-o-BBV > 3,30-o-BBV. Analytes with high binding constants saturate

at lower concentrations causing lower Fmax/F0 values.

Usually, optical sensor arrays use direct values of absorbance or fluorescence

intensities as an input for multivariate analyses. More complex variables can be

created by a concentration dependent analysis to introduce variance. However, a

greater scattering of variables can lead to a reduction of the discriminatory power of

an array. To evaluate whether the apparent binding constants (Kb) and maximum

fluorescence values (Fmax/F0) of the BBV receptors can be used as fingerprints for

the identification of the given set of analytes, LDA, PCA, and HCA were

performed. When using six “sensors” (Kb and Fmax/F0 for each of the three BBV

receptors), 100% accurate classification was achieved for the 12 analytes with all

discrimination methods. The result of the LDA is depicted in a score plot (Fig. 18),

in which the data of all analytes appear visually distinguishable. Glucose and

glucose-6-phosphate are positioned in close proximity to each other because they

exhibit very similar binding affinities to the BBV receptors (Fig. 17). By contrast,

glucose-1-phosphate with no binding affinity is well separated from the others.

Additional PCA and HCA confirmed the correct classification. Remarkably, when

using only binding constants of the three BBV receptors in the multivariate

analyses, only 92% accurate discrimination was achieved with the LDA and cluster

overlapping was observed with PCA and HCA. We concluded that using only

apparent binding constants from binding curves in a multivariate analysis does

not provide enough information to differentiate between the chosen set of analytes.

Fig. 17 Apparent binding constants Kb (left) and maximum fluorescence values Fmax/F0 (right)
determined for 3,30-o-BBV (white bars), 4,30-o-BBV (gray bars), and 4,40-o-BBV (black bars, all
5.0 � 10�4 M) and HPTS (4.0 � 10�6 M) in phosphate buffer (pH 7.4, 39 mM). Analytes:

(1) glucose-1-phosphate, (2) glucose-6-phosphate, (3) fructose-6-phosphate, (4) fructose-1,6-

diphosphate, (5) ribose-5-phosphate, (6) glucose, (7) fructose, (8) ribose, (9) AMP, (10) ADP,

(11) ATP, (12) GTP. Errors are given in a 95.5% confidence interval. Adapted and reprinted with

permission from [45]. Copyright 2008 Elsevier Ltd
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4 Enzyme Assays

Carbohydrate transformations are essential to biological function, and these

reactions take place in a range of processes, from metabolism to cell surface

modification. Enzymes that carry out these reactions include isomerase, mutase,

transferase, and phosphorylase classes. Development of therapeutic drugs often

arises from activation or inhibition of such enzymes [143, 144]. Further, the transfer

of a glycosyl group represents one of the most important reactions in nature and has

a wide range of industrial applications [145]. The attachment of a carbohydrate

moiety to an acceptor substrate can drastically influence both the physicochemical

and biological properties of an organic molecule [146]. Prominent examples

include the increased solubility of hydrophobic compounds, the improved pharma-

cokinetics of drugs, the optimized activity spectrum of antibiotics, and the modula-

tion of flavors and fragrances.

Simple, rapid methods to monitor enzymatic reactions are essential for

the discovery of new enzymes for carbohydrate transformation, and agents that

regulate such enzymes [147, 148]. The majority of enzyme assays are developed

to test isolated enzymes or enzyme containing samples such as culture suspensions

in 96-well microtiter plates or similar parallel liquid-phase systems [149].

Fig. 18 Two-dimensional LDA score plot for the identification of 12 analytes based onKb andFmax/

F0 values from three BBV receptors. The proportion of the total dispersion is given in %. Analytes

(0.5 � 10�3 to 1.0 � 10�2 M): (1) glucose-1-phosphate, (2) glucose-6-phosphate, (3) fructose-6-

phosphate, (4) fructose-1,6-diphosphate, (5) ribose-5-phosphate, (6) glucose, (7) fructose, (8) ribose,

(9) AMP, (10) ADP, (11) ATP, (12) GTP. The structures of glucose and phospho derivatives are

shown. Adapted and reprinted with permission from [45]. Copyright 2008 Elsevier Ltd

176 A. Schiller et al.



However, carbohydrate reactions represent a challenge for high-throughput screening

in that natural enzymatic substrates and products are not chromophoric [150]. Simple

enzyme assays are based on synthetic substrates that release a colored or fluorescent

product upon reaction: A number of enzyme substrates have been designed following

the natural chromogenic glycosidase substrate indicant [151]. Cleavage of the glyco-

sidic bond forms an unstable hydroxyindole intermediate, which dimerizes oxida-

tively in air to form indigo as a blue precipitate. Numerous glycosides of fluorescent or

colored phenols are used to test glycosidases, e.g., nitrophenyl b-galactoside for

detection of b-galactosidase activity [152]. Some carbohydrate enzyme assays are

based on FRET (Fluorescence Resonance Energy Transfer) as the detection principle.

For example, assays for fucosyl transferases [153] and a-amylase [154] have been

presented. Glycosides labeled with BODIPY dyes were used to screen sialyl

transferases in living cells, relying on the fact that this substrate but not its sialylated

product is cell-permeable [147]. Enzyme reactions may also be assayed using

indicators that respond indirectly to product formation or substrate consumption.

The indicator may be as simple as a pH-indicator or as complex as a functionalized

nanoparticle. Hydrolytic enzymes such as glycosidases have been used as secondary

enzymes to follow the production of chromogenic substrates from nonreactive

precursors through a primary enzyme such as a glycosidase, glycosyl transferase,

and glycosynthases [155–158]. A pH-indicator assay was reported for screening

glycosyl transferases based on the acidification induced by glycosyl transfer from

UDP-GalNAc [159] and from glycosyl fluorides [160]. A label-free, real-time

glycosyltransferase assay based on a fluorescent artificial chemosensor has recently

been presented [161].

We anticipated that the AIDA fluorescent system would be capable of continu-

ously monitoring enzymatic reactions, and we chose the enzymes sucrose phos-

phorylase (SPO) and phosphoglucomutase (PGM) as proof-of-concept systems.

An isomerase catalyzing the conversion of glucose-1-phosphate to glucose-6-

phosphate, PGM is ubiquitous in all organisms, and is important to human health

because of its role in glycogenolysis and glycogenesis. The enzyme is also a target

of lithium salts used to treat bipolar disorder in humans [162, 163] and affects the

virulence of the pathogen Pseudomonas aeruginosa [164, 165]. One method for

monitoring PGM activity is mass spectrometry [166]. Both an amperometric

biosensor [167] and a fluorescent biosensor [168] have been developed for this

purpose. The transferase SPO, found in bacteria, converts sucrose to glucose-1-

phosphate and fructose. It has been also shown to glycosylate a number of

noncarbohydrate acceptors, including aliphatic alcohols [169], glyceric acid, acetic

acid [170], ascorbic acid [171], benzoic acid [172], and caffeic acid [173].

In contrast to information-rich techniques such as mass spectrometry, a simple

optical-readout assay is the most common assay method for determining activity of

both PGM [174, 175] and SPO [176]. One of the most straightforward methods to

monitor an enzyme-catalyzed reaction in real-time consists in further converting

the reaction product by a second enzyme to form a second product and so on until

one of these follow-up reactions produces a detectable signal. The vast majority

of enzyme-coupled assays involve an oxidoreductase at the end to produce
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reduction equivalents, such as NADH or NADPH. For example, SPO and PGM are

assayed by the enzyme cascade sucrose phosphorylase, phosphoglucomutase,

and glucose-6-phosphate dehydrogenase to produce NADPH, which is detected

by UV/Vis spectroscopy at l ¼ 340 nm [176]. While this method is widely used,

it has the intrinsic disadvantage of relying on multiple cascading enzyme

reactions [177] and relies on absorbance in the UV region where other biomolecules

can interfere.

In this section, we describe the use of our modular carbohydrate sensing system

in selective enzymatic assays for SPO and PGM, which allowed the successful

determination of the enzyme kinetics in 24-well plates [43]. The modular sensing

ensemble comprises HPTS and an analyte-responsive quencher, either 4,40-o-BBV
or 3,30-o-BBV. The key issue in label-free continuous enzyme assays for SPO and

PGM is the selectivity of the BBVs. Using the proper BBV receptor, selective

binding of the enzymatic product alters the charge state of the viologen, and hence

the fluorescent signal of the probe (Fig. 19). The viologen, 4,40-o-BBV, is used to

assay SPO and 3,30-o-BBV is used to assay the enzymatic reaction of PGM.

The binding characteristics of the BBV/HPTS combination with fructose and

glucose-6-phosphate are depicted in Table 2 and Fig. 17. Binding constants are a

quantitative measure of receptor affinity but do not always predict fluorescent

signal modulation. It is the signal modulation (F/F0) that determines sensitivity of

an assay. The products of both enzymatic reactions give a strong signal modulation

Fig. 19 AIDA enzyme assays for sucrose phosphorylase (SPO) and phosphoglucomutase (PGM)

with selective detection of the unlabeled products fructose and glucose-6-phosphate by 4,40-o-
BBV and 3,30-o-BBV. Reprinted with permission from [43]. Copyright 2008 Elsevier Ltd
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even in the presence of their respective enzymatic substrates, showing that the

receptors used in each assay are product-selective. The sensitivity for the two

products, as measured by the slope of the calibration curve, was higher for fructose

(462 � 22 M�1 using 4,40-o-BBV) than for glucose-6-phosphate (192 � 6 M�1

using 3,30-o-BBV) The working range for the fructose assay was 7.0 � 10�5 to

1.0 � 10�3 M, and for the glucose-6-phosphate assay was 1.9 � 10�4 to

2.0 � 10�3 M. The substrates sucrose and glucose-1-phosphate produced no

observable signal modulation, even up to 10 mM concentration. In general, only

reducing sugars show appreciable binding affinity with boronic acids [178].

After profiling the response of the AIDA ensemble to the two reaction products

(Fig. 19), the enzymatic reactions were carried out in cuvettes in the presence of the

appropriate probes and monitored by fluorimeter. A continuous fluorescence

increase over 5 min was observed upon addition of the enzyme, and the modulation

was roughly twice as intense for the SPO reaction. This is consistent with the higher

sensitivity for fructose shown in the calibration curves for enzymatic products. The

same assays were then carried out in multiwell plates and read by fluorescence plate

reader, which allowed us to monitor several reactions simultaneously.

The enzymatic reactions were initiated with addition of the enzyme to a well

containing the substrate, fluorescent probe ensemble, and any necessary cofactors,

and the fluorescence emission was read at 30 s intervals for a period of 10 min. Both

BBV receptors gave a response in the SPO assay (Fig. 20, left), with 4,40-o-BBV
producing a linear response whereas the signal with 3,30-o-BBV saturated after

several minutes. The higher sensitivity with 4,40-o-BBV is explained by the greater

quenching achieved with that receptor. The lower the initial (quenched) signal, the

greater the range over which the signal can be increased by saccharide binding and

resultant quencher dissociation. For the PGM assay, only 3,30-o-BBV gave a signal

Fig. 20 Real-time fluorescence assay for SPO (left) and PGM (right) showing the different

selectivity of the BBV/HPTS probes. The enzymatic reactions are both followed with 3,30-o-
BBV (open circle) and 4,40-o-BBV (filled circle). Background with no enzyme (�) using either

4,40-o-BBV (SPO, left) and 3,30-o-BBV (PGM, right) as the receptor. Adapted and reprinted with

permission from [43]. Copyright 2008 Elsevier Ltd
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increase over the course of the reaction (Fig. 20, right), showing the selectivity of

the probe. Enzymatic activity was determined as initial velocity (Vi) using the

calibration curves to convert fluorescence increase per unit time into product

evolution per unit time. The linear fluorescence increase for the first several minutes

of the reactions corresponded to product concentrations falling in the linear portion

of the calibration curves for fructose and glucose-6-phosphate, respectively. Good

agreement with the values given by the supplier confirmed that the probes were

accurately measuring the enzymatic rate. For SPO, we measured an initial velocity

of 0.25 mM min�1 (manufacturer: 0.15 mM min�1), and for PGM we measured

0.14 mM min�1 (manufacturer: 0.13 mM min�1). It appears that the boronic acid-

appended viologen, in concentrations of 125 mM, did not disrupt enzyme function

[179]. We also carried out standard enzyme-coupled colorimetric assays on the

same enzymes and measured comparable activity. In an additional experiment, we

saw that increasing the enzyme concentration resulted in increased velocity,

verifying that the kinetics of the enzymes, and not the AIDA, are the rate-limiting

process in the assay.

Michaelis–Menten constants were determined for SPO by measuring Vi at

varying substrate concentrations (Fig. 21). The value we obtained for Km is

8.7 mM, while reports in the literature range from 1.7 to 5.3 mM. These parameters

can vary depending on temperature, pH, and buffer medium. A comparison of

kinetic parameters is provided in the original publication [43].

We took advantage of the simple optical assay to demonstrate enzyme inhibition

with the PGM reaction. Lithium ions [163] were used to demonstrate the rapid

screening possibilities with the new PGM assay, using sodium and potassium salts as

controls. Lithium acts on PGM by displacing magnesium at the active site, and so we

chose amagnesium concentration of 2mM, close to that found in biological systems.

As shown in Fig. 22, the reaction velocity is decreased in the presence of 1 mM

Fig. 21 Left: Fluorescence response of the SPO assay at different sucrose concentrations of 0.5

(filled triangle), 5 (filled square), 10 (filled diamond), and 50 (filled circle) mM with enzyme

concentration of 3.3 mg mL�1 (0.15 U mL�1). Background with no SPO (open circle). Right: plot
of initial velocity Vi against sucrose concentration fitted with Michaelis–Menten equation.

Adapted and reprinted with permission from [43]. Copyright 2008 Elsevier Ltd
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lithium chloride with little effect from sodium chloride or potassium chloride.

The inhibition is seen even more distinctly by plotting reaction rate against inhibitor

concentration (Fig. 22, right). The IC50 for the reaction falls between 1 and 2 mM

lithium, which is consistent with observations in the literature [180]. These findings

are relevant to the therapeutic use of lithium, which is given at concentrations up to

1 mM and could potentially compete with magnesium ions occurring at similar

concentrations [162, 163]. Given the sensitivity and simplicity of this assay, it can be

used to screen for new, more potent inhibitors of PGM.

5 Conclusion

Selective recognition of glucose in the presence of other analytes in blood and

interstitial fluid is essential for the successful functioning of a boronic acid-based

glucose sensor. Among the many potential interfering analytes, fructose and lactate

are of particular concern. Since most boronic acids display higher binding affinities

for fructose, selectivity of glucose over fructose is a very challenging objective [8].

In this review, the ways that this problem has been addressed are discussed.

We have demonstrated that good analyte selectivity can be achieved by synthet-

ically altering the bis-boronic acid-appended benzyl viologen (BBV) receptor unit

to allow for cooperative binding of the two boronic acids with glucose. The

nitrogen-positioning in the bipyridyl rings, as well as the boronic acid-positioning

around the benzyl rings, was modified to create receptors with unique binding

environments relative to one another. One particular receptor, 3,30-o-BBV, displays
a very large binding constant for glucose and shows greater selectivity for glucose

Fig. 22 Inhibition of PGM activity with 0.54 mg mL�1 (0.13 U mL�1) enzyme and 2 mM Mg2+.

Left: Fluorescence increase measured at 30-s intervals in the presence of 1 mM chloride salts of

sodium (circle), potassium (square), and lithium (triangle). The control (�) contains no added

salts. Right: Initial rate (fluorescence intensity increase per minute) of enzymatic reaction in the

presence of increasing salt concentrations. Adapted and reprinted with permission from [43].

Copyright 2008 Elsevier Ltd
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over fructose. Other receptors showed selectivity for glucose over galactose and

displayed enhanced glucose/fructose binding ratios.

The BBV receptors were also screened against three different a-hydroxycar-
boxylates in a neutral aqueous medium. Tartrate and malate both elicited large

fluorescence increases and moderate to high apparent binding constants for all of

the receptors. Lactate was found to have very low binding constants with all of the

BBV receptors. To gain more insight into the nature of the signal transduction

mechanism of BBVs and HPTS, a charge-transfer complex between 4,40-m-BBV
and HPTS in the solid phase was analyzed by X-ray crystallography. The findings

correlated with UV–Vis solution data. To increase the sensitivity for glucose, we

have synthesized a new family of glucose-responsive bis-viologens (BBBV). These

compounds quench HPTS much more effectively than BBV quenchers and show

much higher signal modulation in the physiological glucose range.

To address the problem of glucose discrimination from other saccharides under

physiological conditions, powerful sensor arrays with BBVs and the fluorescent dye

HPTS have been created. Ortho- and meta-BBV receptors display different dis-

criminating power. Using multivariate techniques, a group of 12 neutral saccharides

could be discriminated at 2 mM analyte concentration with only three ortho-BBV
receptors in the sensor array. Thus, for the discrimination of phospho sugars and

nucleotides, the same array was used. The binding of anionic diol-containing

analytes to the BBVs resulted in stronger fluorescence signals as a result of a

synergistic displacement effect. The “discrimination limit” was determined by

analyte concentration-dependent multivariate analysis for the first time. The binding

parameters Kb and Fmax/F0 with their intrinsic concentration information were also

used to discriminate among the group of analytes. The combination of Kb and

Fmax/F0, with all three BBV receptors, gave excellent discrimination results.

To demonstrate the potential of our saccharide receptors in applications other

than continuous glucose monitoring and saccharide discrimination, we developed

new label-free assays for carbohydrate-modifying enzymes. The saccharide

receptors 4,40-o-BBV and 3,30-o-BBV were used to achieve product selectivity in

two enzyme assays: phosphoglucomutase and sucrose phosphorylase. The method

requires no substrate/dye conjugate, radio-labeling, or sophisticated equipment for

detection. The inexpensive fluorescent assays are suitable for high-throughput

screening of potential inhibitors or enzyme libraries.
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Mapping and Immunomodulation of the Cell

Surface Protein Architecture with Therapeutic

Implications: Fluorescence Is a Key Tool

of Solution

Péter Nagy, Andrea Balogh, János Sz€ollősi, and János Matkó

1 Introduction

Understanding the molecular mechanisms of cell-to-cell communication is one of

the major challenges in today’s biology, especially in the immune and nervous

systems, where such communication leads to immediate effector functions, as well

as to storage of memory [1–3].

A basic platform of cellular communication is the plasma membrane of individ-

ual cells. Here, the membrane receptors are continuously alert for sensing “physio-

logical signals,” and on the contrary, the whole cell surface is also exposed

to various, sometimes unexpected external, spatiotemporally random stimulations

(e.g., foreign materials, microbial attacks, drugs, stress, cell death stimuli, etc.). It is

further complicated by the chemical and radiological therapies (mainly in case of

tumors) where cells and tissues are exposed again to several damaging stimuli

through their plasma membrane. Therefore, exploring the principles of molecular

organization in the cellular membrane seems indispensable to understand the

mechanisms of cellular communication, to find modulation strategies with thera-

peutic purposes.

Furthermore, based on several recent publications, a new concept arises that

molecular compartmentation in the cell membrane (often called as “supramolecular

organization” or “homo- and hetero-clustering”) may sometimes become a major
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factor [4–6] in determining cellular activation and fate, or disease progression,

independently of the genetic background or altered expression levels of functional

proteins. This can often appear as a superposition of multiple signal pathways, at

the single cell level. Thus, the “being at right time at right place” principle for the

key molecules can also significantly dictate the functional cellular response, in

addition to the “genome-alteration” view of many frequent medical disorders.

To answer such questions, fluorescence developments provided a solid technical

background (applying GFP fusion products, special fluorescent markers, Quantum

dots, etc.). In addition, the continuous development of imaging technologies

(FCS, live cell confocal imaging, FRET imaging, STED-microscopy, etc.) served

also as excellent tools in this direction. The progressively developing imaging

technology, electronics, and detector devices as well as the chemistry-based fluo-

rescent labeling technology together largely potentiated the mapping of cell surface

protein and lipid constituents with a further, largely improved spatial and temporal

resolution [7, 8].

In the meantime, lipid raft microdomains were also supposed as major platforms/

targets for a number of microbial agents, such as bacteria, viruses, protozoa,

bacterial products, etc. [9–11]. Furthermore, many other disease-linked phenomena

were coupled to membrane microdomains (rafts), such as processing of pathogenic

prion and Alzheimer’s amyloid-b proteins [10]. This scenario initiated a new area of

research, namely, identification of the molecular mechanisms involved in infection
and searching for strategies to modulate these processes.

In several tumors (e.g., breast cancer), cell-to-cell contacts and the molecular

associations of oncogenic receptors (e.g., ErbB proteins) in the plasma membrane

are also considered as critical factors [12]. Therefore, we believe that the research

in the direction of identifying the molecular background of plasma membrane

organization, cell surface distribution of such oncogenic molecular factors seems

essential. New types of anticancer drugs enter clinical trials, revolutionizing the

management and treatment of cancer patients [13]. Some of these drugs specifi-

cally interfere with the clustering of growth factor receptors. Pertuzumab, a

monoclonal anti-ErbB2 antibody, inhibits the heterodimerization of ErbB2 with

other members of the ErbB family, which takes place when growth factors activate

them [14]. Protein clustering, which seemed to be simple a decade ago, appears to

be ever more complex by the demonstration of new types of protein associations.

The identification of transient receptor dimers [15, 16] and large-scale receptor

clustering [17, 18] implies that transmembrane signaling involves the formation of

multisubunit signaling platforms. The complexity of transmembrane signaling and

the mechanism of action of novel anticancer agents can only be understood if the

composition of signaling platforms is described. Fulfillment of this goal will

require the application of sophisticated biophysical approaches that can analyze

protein clustering in a quantitative way as opposed to classical molecular

biological approaches that are restricted to a quantitative description of protein

associations. Integration of this knowledge into an understanding of receptor

signaling at the systems level has the potential of developing individualized

treatment approaches to cancer [19]. The importance of this research area is
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underlined by the fact that resistance could develop against novel types of antican-

cer agents as well, which can only be understood and tackled if signaling mediated

by receptor clusters is clearly understood [20].

Recent developments in molecular biology and in chemistry-based developments

of fluorescent probes significantly promoted the studies on the molecular level

organization of an essential biological platform, the plasma membranes of various

cell types. These technologies include, among others, immunocytochemistry, appli-

cation of single chain antibody constructs (scFv), the use of biotinylation and the

connected avidin-detection technology, application of GFP constructs, fluorescent

nanobeads, quantum dots, etc. [21–31].

Concerning the technical developments of fluorescence imaging, a number

of variations have become available to analyze the above-mentioned questions,

particularly molecular interactions, clusters, and networks in cellular systems.

Among others, they include, for example, fluorescence correlation spectroscopy

(FCS) for monitoring molecular mobility, F€orster-type resonance energy transfer

(FRET) variations for monitoring molecular proximity at the nanometer scale,

various modalities of single particle tracking (SPT) techniques for detecting

molecular mobility and the complexity of its constraints in biological

membranes, etc. Finally, we should emphasize a recent great improvement in

the spatial resolution of far-field optical microscopy initiated by Stefan Hell’s

group [7, 8, 32], namely, stimulation emission depletion (STED) microscopy,

which allows observations with a 40–80 nm spatial resolution, far below the

classical Abbe diffraction limit. These developments together with the improved

time resolution [33–36] opened a new window for biologists, especially in the

field of dynamic “nano-microdomain” scale compartmentation of biological

membranes.

For the past 20 years, our research has been focused on investigating cell surface

distribution and interaction patterns of receptor proteins in immune and tumor cells

and the role of lipid microdomains in membrane compartmentation [6, 37]. The

present overview focuses on several interesting and biologically important

questions of immunobiology and cancer biology, addressed by our laboratories,

utilizing a broad repertoire of fluorescent technologies. The most significant tech-

nological and scientific achievements of the past few years are summarized briefly.

We believe that our fluorescence technology developments and their application in

assessing molecular interactions may be useful to many other specific biological

questions and research areas, as well.

In the following chapters, we describe a comprehensive view of plasma mem-

brane microdomains and their biological functions, as to our current knowledge.

Then, new technological (theory, method, software) developments on the cell-

FRET technology, which have been made recently in our laboratories, are briefly

described. Finally, we demonstrate and discuss our latest findings about our new

anticholesterol monoclonal antibodies that may serve as markers of clustered

cholesterol in cell-free and live cell samples and can functionally modulate raft-

dependent immunological processes, such as infection of T-cells or macrophages

by human immunodeficiency virus (HIV) strains.
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2 Membrane Micro-compartmentation: A Current

View of Lipid Raft Microdomains

Plasma membranes of cells are considered as the major interface in cell-to-cell

communication. The plasma membrane has been shown to be highly heteroge-

neous, in spite of its overall fluid nature under physiological conditions (37�C). The
majority of the membrane surface under these conditions is fluid, but a significant

fraction of its constituents are able to spontaneously form ordered liquid phase (Lo)

domains that may determine the functional properties of the cell membrane in

various cell types. The microdomains were first defined on chemical basis, as

resistant to nonionic detergents [38]. Interestingly, one of the pioneers of this

chemical definition announced later that the detergent resistant membrane fractions

(DRMs) are not quite equivalent to the “preexisting rafts” in live cells [39]. The raft

concept of membrane microdomains [40] evolved in the past few years in a

direction that these membrane domains obviously exist in all plasma membranes,

but their size, stability/lifetime is still debated. One of the main reasons for this

uncertainty is the lack of proper markers enabling their visualization [39]. Most of

the presently used markers, although can selectively bind to raft constituents, may

cause artificial perturbation in the size and composition of native rafts. The most

accepted protein markers of membrane microdomains are the cell-specific GPI-

anchored proteins (e.g., CD48, Thy.1, AP, HA-RP), the constitutively raft-

associated CD4, or the acylated src kinase proteins at the inner membrane leaflet

(such as Lyn, Fyn kinases). Concerning the lipids, there are two kinds of them

accepted as general markers of such microdomains, based on their chemical/

structural properties, sphingomyelin (SPM) or the variously glycosylated

sphingolipids/gangliosides (GSL). They are usually labeled by fluorescent subunit

B of cholera toxin, but it should be noted that this interaction may result in

perturbation of the preexisting ganglioside assembly at the cell surface during the

monitoring [41, 42]. A third category of markers is cholesterol itself that is

considered as a major stabilizing factor of these domains [43]. New markers for

clustered membrane cholesterol became also available [44] allowing extended

studies on the nature/behavior of such membrane microdomains [45] (Fig. 1).

However, a basic question still remained open: is there any reasonably good

(selective) lipid raft marker at all? The answer is: perhaps. A potential lipid-like

marker of rafts, a synthetic compound, C-Laurdan, was reported by Gratton and

coworkers, which is able to incorporate into live cell membranes without any lipid

specificity. Its ability to detect microdomains is based on the unique property that

its fluorescence emission spectrum is sensitive to the environment where it is

located. So, its spectrum is significantly shifted between fluid or condensed (tightly

packed) phases of biological membranes, and thus characterizes membrane

microenvironments based on a theoretically defined term, “generalized polariza-

tion” [46, 47]. It was successfully applied in imaging of condensed membrane

domains in phagocytes [48, 49]. Thus, so far it is the only probe which marks the

“physical essence” of raft microdomains instead of their chemical composition.
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However, besides the chemical detergent-resistance definitions, several other

technologies are also frequently used for detecting domain structure of plasma

membranes, such as cell-FRET [50–53], single particle tracking (SPT) [54–57],

single dye tracing (SDT) [58] or other techniques based on measurement of

molecular mobility properties, such as fluorescence correlation spectroscopy

(FCS) [59–61], or simply a quantitative confocal microscopic colocalization

analysis [62, 63]. These in situ data, complemented with some specialized

techniques (e.g., force measurements against motion of cell surface antigens

ligand
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HIV-1
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intracellular
signaling and

adaptor molecules
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P
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Fig. 1 Lipid rafts and their function in the cell membrane. A schematic view of plasma membrane

microdomains (lipid rafts) enriched with cholesterol and glycosphingolipids (GSL). Small

(20–100 nm) dynamic, unstable and large (300 nm to 1 mm) more stable rafts, like “signaling
rafts” (left) or “microbe target rafts” (right) may coexist in a dynamic equilibrium, at the cell

surface. Their components, localization, and behavior can be efficiently studied using various

fluorescent compounds, antibodies, or GFP-analogs marking lipid or protein constituents of the

domains. The signaling rafts (left) may spatiotemporally coordinate signal transduction by

recruiting receptors, coreceptors, signal-transducing molecules, and adaptors to each other,

thereby making possible formation of the so-called “signalosomes”. Through recognizing

and binding to their raft-associated receptor, CD4, HIV-1, viruses can associate to target cells,

and then, by forming multiple contacts with the chemokine coreceptors (CXCR4/CCR5), they

attach firmly to the cell surface prior to membrane fusion and internalization. Raft microdomains

serve as targets for many widely known other viruses and bacteria as well (see chapter “Principal

Component Global Analysis of Series of Fluorescence Spectra”)
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associated to bead-coupled antibodies, using laser-tweezer technology) [64]

provided ample and solid evidence for the existence of small, transient lipid raft

microdomains in plasma membranes of live cells. Some basic questions about them,

however, still remained unresolved, which might be solved in the near future by

utilizing for example. the improved resolution of optical microscopic imaging

(STED microscopy) [8]. Whatever the basic property of rafts in the plasma mem-

brane is, they are thought to be there, and what is more important, their size and

functional significance is regulated by the cell itself, and can certainly play an

essential role in many cellular processes.

Thus, the membrane microdomains (rafts and caveolae) are considered today as

critical regions of cellular plasma membranes where signal transduction, microbial
attacks or death/stress signals are focused. The functional significance of these

microdomains seems multiple: to positively control sensitivity of cells to low

density of stimulatory ligands; to provide an efficient signal transduction machinery

by recruiting/focusing the receptive and transducing molecular elements into

“signalosome domains”; providing a “spatio-temporal control” on signal transduc-

tion by concentrating transducing elements while isolating negative regulatory

elements (such as protein phosphatases) temporarily; providing an ideal platform

for such viruses and bacteria for cellular entry that have their receptors on the cells

in raft-associated form (e.g., influenza virus, HIV, measles virus, Varicella zoster

virus, etc.) [11, 65–69].

Concerning the latest point, these microdomains may also serve as organized

targets for immunomodulation or chemical modulation with therapeutic implications

in diseases mediated by lipid rafts. The fluorescence technologies mentioned above

may serve as key tools in revealing the molecular architecture/association and

mobility pattern of membrane proteins (such as virus receptors, coreceptors, onco-

genic receptor tyrosine kinases, etc.) and can also monitor the changes appearing

under pathological situations or upon immunomodulation.

3 F€orster-Type Resonance Energy Transfer

as an “Intermolecular Distance Ruler”

In addition to the mere characterization of the expression profile of proteins the

understanding of their molecular interactions also plays a pivotal role in current

biological research. In the past few decades, F€orster-type or FRET has become an

established and accepted tool for the investigation of the protein interactome. As

discussed in detail later, its utility stems from the dependence of its efficiency on the

separation distance between the investigated, fluorescently labeled proteins. This

led Stryer to call FRET a spectroscopic ruler [70]. Several excellent reviews are

available, which cover the physical background and manifestations of the FRET

phenomenon and also describe several available and possible future approaches for

measuring FRET [50, 51, 71, 72]. Therefore, the discussion in the present paper is
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limited to the principles necessary to understand the techniques described herein.

The FRET interaction takes place between a fluorescent donor molecule and an

acceptor, the former donating its energy to the latter, i.e., the excited donor relaxes

to the ground state by FRET. Since FRET competes with fluorescence, it results in

the decreased fluorescence quantum yield of the donor, probably the most important

manifestation of FRET called donor quenching. Mostly, but not necessarily, the

acceptor is also fluorescent; therefore, the acceptor fluoresces in a FRET interaction

without being directly excited. This phenomenon is called sensitized acceptor

emission. In order for FRET to take place and be measurable, several conditions

have to be fulfilled:

• The distance between the donor and the acceptor has to be between 2 and 10 nm.

• The emission spectrum of the donor has to overlap with the excitation spectrum

of the acceptor. The extent of overlap is characterized by the overlap integral (J).
• The emission dipole of the donor and the absorption dipole of the acceptor have

to be close to parallel. The relative orientation of the dipole vectors is

characterized by the orientation factor (k2).
• The fluorescence quantum yield of the donor has to be relatively high.

The efficiency of FRET, i.e., the fraction of excited donor molecules relaxing by

FRET, depends on the rate constants of FRET (kFRET), fluorescent (kf), and nonflu-
orescent decays (knf) according to the following equation:

E ¼ kFRET
kFRET þ kf þ knf

(1)

The rate constant of FRET is a function of the overlap integral (J), the index of

refraction of the medium (n), the separation distance between the donor and the

acceptor (R), the orientation factor (k2) and the rate constant of fluorescence (kf):

kFRET ¼ const kfJn
�4R�6k2 (2)

All the parameters except for the separation distance and the orientation factor

can be assumed to be constant, so changes in the FRET efficiency can be attributed

to alterations in R and k2. In most cases, the average rate constant of FRET in an

ensemble of molecules is measured; therefore, the question whether R�6 and k2 are
averaged independently, i.e., R�6

� �
k2
� �

, or their product is averaged, i.e., R�6k2
� �

,

is an important question. Independent averaging can be assumed if the rotations of

the donor and the acceptor are fast and they sample all possible relative orientations

during the excited-state lifetime of the donor. In this case, called dynamic averag-

ing, the mean of k2 was determined to be 2/3, and the equation describing the rate of

FRET is reduced to the following form:

kFRET ¼ CR�6 (3)

where C is a pooled constant. Dynamic averaging usually takes place if the

donor and acceptor are linked to the investigated targets by flexible linkers
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(e.g., antibodies labeled by fluorophores via flexible chemical bonds), but as the

rigidity of the linkage increases (e.g., GFP-tagging, DNA intercalating dyes), the

assumption of dynamic averaging introduces serious errors into FRET calculations

[73, 74]. In most cases the efficiency of FRET is described by the following

equation:

E ¼ R6
o

R6
o þ R6

(4)

where Ro is the distance at which the FRET efficiency is 50%. Ro is characteristic of a

given donor–acceptor pair and can be calculated according to the following equation:

Ro ¼ const ðJk2QDn
�4Þ1=6 (5)

Although Ro can be determined by anyone, in most cases it is taken from

published tables available in the scientific literature and on the internet. These

determinations were carried out with the assumption of dynamic averaging, i.e.,

k2 ¼ 2/3; therefore (4), using published Ro values is only correct if dynamic

averaging takes place.

Although FRET can indeed be used for the calculation of the distance between the

donor and the acceptor, in most cases its application is limited to the determination of

the FRET efficiency and changes thereof. Interpretation of these parameters is also

complex. Changes in the FRET efficiency are usually interpreted as changes in the

average separation distance between the donor and the acceptor, a supposition hinging

upon the validity of the assumption of dynamic averaging. In addition, changes in the

average separation distance between donors and acceptors can be brought about by

two phenomena which can be considered as two extreme possibilities:

• The altered FRET efficiency reflects a uniform change in the donor–acceptor

distance, i.e., the ensemble of donors and acceptors can be considered as a

homogenous population with regard to their separation distance. This assump-

tion usually does not hold if molecular associations are investigated.

• Usually only a fraction of the donor or the acceptor associates with the other;

therefore, an increased FRET efficiency can be interpreted as an increased

fraction of donors associating with acceptors.

The second point is the underlying principle of the application of FRET for the

measurement of protein clustering. The extent of protein clustering may change by

alterations in the fraction of clustered molecules or the size of individual clusters,

i.e., the number of proteins/cluster. Conventional FRET, called hetero-FRET, when

the interaction takes place between spectroscopically different molecules, is rela-

tively insensitive for cluster size [75]. As discussed in the next chapter, another

flavor of FRET, homo-FRET, is exquisitely suited for the measurement of cluster

sizes. Therefore, in most FRET experiments aimed at measuring protein clustering,

an increased FRET efficiency is primarily caused by an increased fraction of donors

interacting with acceptors. Another factor to be considered is whether a protein
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cluster is the result of specific interactions or random associations. This can be

decided by looking at the dependence of FRET efficiency on the acceptor density

and the donor–acceptor ratio [76]. In the next chapter, we introduce some new

approaches and software developed in our laboratories for the quantitative determi-

nation of protein clustering in intact cells.

4 AccPbFRET, Ri-FRET, TS-FRET, Homo-FRET,

and FRET-Sensitized Acceptor Bleaching (FSAB)

as New Cell-FRET Variations for Protein-Interaction

Mapping: Technical and Software Developments

4.1 Calculation of FRET Based on Acceptor Photobleaching
and Ratiometric Measurements Using ImageJ

Although the determination of FRET only requires solving relatively simple linear

equations, the lack of user-friendly, easy-to-use image analysis programs capable of

such calculations has hindered the wide-spread application of FRET in image

cytometry. The simplest way to measure FRET is by comparing the intensity of

the donor in two samples labeled by the donor only and double-labeled by the donor

and the acceptor. As discussed elsewhere, simplicity of this approach comes at the

price of unreliability [71]. If donor intensity could be measured in the same sample

both in the presence and absence of the acceptor, most of the factors leading to the

unreliability of the measurement of donor quenching could be eliminated. This is

achieved by the method of acceptor photobleaching FRET (accPbFRET) [77]. A

sample is labeled by the donor and the acceptor, and the donor intensity is measured

(ID1) followed by photobleaching of the acceptor by intense illumination. Photodes-

truction of the acceptor annuls its quenching effect on the donor; therefore, the

donor intensity after acceptor photobleaching (ID2) can be regarded as the

unquenched intensity of the donor in the absence of FRET. The efficiency of

FRET can be calculated according to the following equation:

E ¼ 1� ID1
ID2

(6)

The real-life situation turns out to be much more complex, preventing the

application of the above equation in most cases. Among others, photoconversion

and incomplete photobleaching of the acceptor, unwanted bleaching of the donor,

and spectral cross talk have to be taken into account [78, 79]. Consideration of all

these factors leads to the following equation:

E ¼ 1� 1� að Þ ID1 � dIA1ð Þ
g ID2 � adþ 1� að Þeð ÞIA1ð Þ � a ID1 � dIA1ð Þ (7)
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where IA1 and IA2 are the intensities of the acceptor before and after

photobleaching, respectively, a is a factor correcting for incomplete bleaching of

the acceptor, g takes unwanted photodestruction of the donor into account. d is a

correction factor compensating for the overspill of acceptor fluorescence into the

donor channel. e corrects for the generation of photodestruction products from the

acceptor by the photobleaching illumination [80]. All intensities are assumed to be

background-corrected in the above equations. We have written a user-friendly

ImageJ (http://rsb.info.nih.gov/ij/) [81] plugin which implements (7) (http://www.

biophys.dote.hu/accpbfret/) [80]. Stepensky has also written an ImageJ plugin for

the calculation of accPbFRET; however, this program is based on a less compre-

hensive equation (http://rsb.info.nih.gov/ij/plugins/fret/fret-calc.html) [82].

The determination of FRET efficiency based on measurement of sensitized

acceptor emission is complicated by spectral overspill between the donor, FRET,

and acceptor channels. The principles of such a measurement have been described

elsewhere [71, 83, 84]. Briefly, three independent fluorescence intensities are

measured in the donor (I1), FRET (I2), and acceptor (I3) channels, which are

described by the following equations:

I1 lD;ex; lD;em
� � ¼ ID 1� Eð Þ þ IAS4 þ S4

S2
IDEa (8)

I2 lD;ex; lA;em
� � ¼ ID 1� Eð ÞS1 þ IAS2 þ IDEa (9)

I3 lA;ex; lA;em
� � ¼ ID 1� Eð ÞS3 þ IA þ S3

S1
IDEa (10)

where the first and second wavelength symbol in the parentheses specify the

excitation and emission wavelengths, respectively, ID and IA are the unquenched

donor and directly excited acceptor intensities, respectively, S1–S4 are spectral

overspill correction factors. S1 and S3 compensate for the overspill of donor

intensity into the FRET and acceptor channels, respectively, and S2 and S4 com-

pensate for the overspill of acceptor fluorescence into the FRET and donor

channels, respectively. a is the ratio of the fluorescence intensities of an equal

number of excited donor and acceptor molecules measured in the donor and FRET

channels, respectively. The determination of the aforementioned calibration factors

has been described elsewhere [71, 83, 84]. Solving (8)–(10) for the FRET efficiency

yields:

E ¼ S1S2 I1 S1 � S2S3ð Þ þ I3 S2 � S1S4ð Þ þ I2 S3S4 � 1ð Þð Þ
S1S2 I1S1 þ I3S2 � I1S2S3 � I3S1S4 þ I2 S3S4 � 1ð Þð Þ � a S1 � S2S3ð Þ I1S2 � I2S4ð Þ (11)

The complexity of the above equation necessitates the use of custom-written

computer programs.We and others have implemented this intensity-based ratiometric

FRET (RiFRET) approach in ImageJ (http://www.biophys.dote.hu/rifret/,

http://www.unil.ch/cig/page16989.html) [85, 86].
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4.2 Two-Sided FRET (TS-FRET) Measurements
for the Characterization of the Interactions
of Three Distinct Molecular Species

Complexes of signal transducing proteins are not limited to dimers. A wise combi-

nation of two different FRET approaches allowed us to examine the correlation

between the formation of two distinct species of dimers (Fig. 2) [87]. Let us consider

dimers AB and BC. Molecule A is labeled by a donor-tagged antibody conjugated to

fluorescein. Molecule B is labeled by a Cy3-tagged antibody, which serves as an

acceptor for fluorescein, and as a donor for the Cy5-tagged antibody labeling

molecule C. The BC dimer is first characterized by acceptor photobleaching

FRET measurements described above [77, 80] followed by the determination of

FRET efficiency between molecules A and B using the donor photobleaching FRET

method (pbFRET) [71, 88, 89]. In pbFRET the FRET efficiency between the

acceptor and a photolabile donor is determined by comparing the photobleaching

rate of the donor in the presence and absence of the acceptor. This can be achieved by

separately labeling two samples with donor only or with a mixture of donor and

acceptor. Since the total number of fluorophores emitted by a fluorophore before

photobleaching is characteristic of the molecule in question, processes decreases the

fluorescence quantum yield will lead to decreased rate of photobleaching, i.e., longer

time required for photodestruction of the molecule. Since FRET quenches the donor,

Fig. 2 Two-sided FRET

measurements for the

pairwise investigation of two

interactions. Proteins A and B

are labeled by a photolabile

donor (e.g., fluorescein) and a

photostable acceptor (e.g.,

Cy3), respectively. Protein C

is labeled by a photolabile

fluorophore (e.g., Cy5), which

serves as an acceptor for the

fluorophore labeling protein

B. First, the BC interaction is

characterized by acceptor

photobleaching FRET

(accPbFRET) followed by the

investigation of the AB dimer

using donor photobleaching

FRET (pbFRET)

measurements
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the photobleaching time constant of the donor in the presence of the donor (tDA) will
be larger than in its absence (tD). The FRET efficiency can be calculated according

to the following equation:

E ¼ 1� tD
tDA

(12)

The photobleaching time constants can be determined by fitting the decay of

fluorescence of single cells or pixels according to the following equation:

I ¼
X
i

Io;ie
� t

ti (13)

The number of exponentials has to be determined experimentally. The effective

photobleaching time constants, which have to be substituted into (12), can be

determined as an intensity-weighted average:

t ¼
P
i

Io;itiP
i

Io;i
(14)

4.3 Determination of Protein Cluster Size by Flow-Cytometric
Homo-FRET Measurements

In this and the following section we introduce FRET-based approaches which not

only reveal the presence of molecular associations, but also characterize their

composition. Given the fact that the formation of protein associations is not limited

to dimers, the characterization of the size of protein associations, i.e., the number of

monomers/cluster, is also important. The photon count histogram method [90],

fluorescence correlation spectroscopy [91, 92] and its modifications (e.g., number

and brightness analysis [93], raster image correlation spectroscopy [94]) are capa-

ble of determining cluster size. As pointed out earlier conventional hetero-FRET is

relatively insensitive to the number of proteins in a cluster [75]. However, another

modality of FRET, homo-FRET, has the potential to estimate cluster size. In homo-

FRET, the donor and acceptor are spectroscopically identical, i.e., they are the same

kind of fluorophores (e.g., two AlexaFluor488 molecules). This circumstance has

several consequences:

• The conventional ways for measuring FRET (donor quenching, sensitized emis-

sion of the acceptor) cannot be used in the case of homo-FRET, since the donor

and acceptor fluorescences cannot be separated from each other.

• The only manifestation of homo-FRET is decreased fluorescence anisotropy of

the fluorophore [95]. This is the consequence of the almost completely
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depolarized excitation of the acceptor by FRET. Since in homo-FRET the

fluorescence of the acceptor cannot be discriminated from that of the donor,

the phenomenon results in depolarized fluorescence emission from the ensemble

of molecules. The extent of depolarization is determined by how restricted the

rotations and orientations of the fluorophores are [96].

• The migration of energy in homo-FRET is not unidirectional, since the acceptor

can serve as a donor and pass its energy back to the original donor or to any other

fluorophore in the cluster. This is why the phenomenon has also been called

energy migration FRET (emFRET) [97]. Consequently, the excitation energy is

distributed all over the cluster in homo-FRET, and the extent of fluorescence

depolarization depends on the number of fluorophores in a cluster.

Runnels and Scarlata derived a simple formula relating cluster size to fluores-

cence depolarization [95]:

rk ¼ r1
1þ d6
� �
1þ kd6

þ rFRET
k � 1ð Þd6
1þ kd6

(15)

where rk is the fluorescence anisotropies of a cluster of k fluorophores, r1 and rFRET
are the anisotropies of the initially excited molecule and that of a molecule excited

by homo-FRET, respectively, and d is the distance between the fluorophores in the

cluster normalized to R0. Although (15) directly relates cluster size (k) to anisotropy
(rk), anisotropy as a single measure cannot be used to determine the number of

fluorophores in a cluster since anisotropy is influenced by factors other than

FRET (e.g., molecular rotations). Therefore, either time-dependent anisotropy

measurements have to be carried out [96] or steady-state anisotropy measurements

have to be combined with the determination of the dependence of fluorescence

anisotropy on fluorophore density [17, 97, 98]. This can be achieved by

photobleaching and concomitant investigation of the observed changes in anisot-

ropy using microscopy [97, 98]. We have developed a flow-cytometric approach for

the quantitative determination of the number of proteins in a cluster (Fig. 3) [17]. It

was assumed that a certain percentage of the proteins are monomeric (mon), while

the rest forms clusters of N-mers. Cells are labeled with a mixture of fluorescent and

unlabeled antibodies against the same epitope, and a series of samples is generated

by varying the proportion of the labeled antibody (saturation, s) from 0 to 100%.

The number of fluorophores determined by the proportion of labeled antibodies (s)
influences fluorescence anisotropy according to (15); hence, anisotropy will be a

function of both saturation (s) and the cluster size (N):

rs;k;N ¼
1�monð ÞPN

k¼0

N
k

� �
sk 1� sð ÞN�k k

N r1
1þd6ð Þ
1þkd6

þ rFRET
k�1ð Þd6
1þkd6

� �� 	
þ s �mon � r1

1�monð ÞPN
k¼0

N
k

� �
sk 1� sð ÞN�k k

Nþ s �mon

(16)

d and r1 have to be determined from independent measurements. Although the

method requires a sophisticated flow cytometer capable of recording polarized

fluorescence emissions, it provides a statistically reliable measure of cluster size.
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4.4 FRET-Sensitized Acceptor Bleaching (FSAB) Measurements
for the Determination of the Fraction of Clustered Proteins

Since the fractions of bound donor and acceptor molecules are not normally

revealed in conventional FRET measurements, we and others have developed

methods for this purpose. The approach of Gadella and Jovin is based on the

comparison of the photobleaching kinetics of the donor in the presence and absence

of the acceptor [99]. The dual-channel photobleaching approach of Clayton et al.

compares the photobleaching of the signals measured in the donor and the FRET

channel for the calculation of the fraction of acceptor-bound donors [100]. In the

rare case when the FRET efficiency in a single donor–acceptor pair is known and all

donor–acceptor pairs can be assumed to form the same type of dimer, the fraction of

acceptor-bound donors and donor-bound acceptors can be calculated by measuring

fluorescence intensities in the donor, FRET, and acceptor channels [101].

The method elaborated in our laboratories [102] is based on the concept devel-

oped by Mekler [103, 104]. We assumed that two classes of acceptors exist with

Fig. 3 Flow-cytometric homo-FRET measurements for the characterization of large-scale protein

clusters. Cells are labeled with a mixture of unlabeled and fluorescently labeled antibodies. Several

samples are generated in which the ratio of the labeled and unlabeled antibodies varies. If only one

protein is bound to a fluorescently labeled antibody in a cluster of four (left panel), then the

measured anisotropy (ro) will be maximal, and only determined by the limiting anisotropy of the

fluorophore and its rotational mobility. If the number of fluorescently labeled antibodies increases

in the cluster (middle and right panels), the measured anisotropies (r1, r2) will gradually decrease

since homo-FRET takes place and not only the primarily excited fluorophore will fluoresce but

also those excited by homo-FRET. The size of the molecular ensemble participating in homo-

FRET and fluorescence emission increases with the fraction of labeled antibodies as indicated by

the growing size of the shaded circle
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regard to their association with donors: acceptors bound to donors, i.e., within

FRET distance from donors (Abound) and free acceptors (Afree). A suitable pair of a

photostable donor and a photolabile acceptor has to be selected. The donor is

illuminated by a high-intensity beam, and nearby photolabile acceptors are excited

and photobleached preferentially. Owing to the fact that acceptors are also excited

directly at the wavelength of the donor, some free acceptor molecules outside the

range of FRET are also bleached. The bleached fraction of free acceptors is

designated by bleaching correction factor (BCF). Assuming that all acceptors

within FRET distance from donors are completely bleached the fraction of donor-

bound acceptors can be calculated according to the following equations:

Fbleached ¼ AfreeBCFþ Abound

Afree þ Abound

(17)

Abound þ Afree ¼ A0 (18)

Solving for Abound yields

Abound ¼ A0

Fbleached � BCF

1� BCF
(19)

If the bleaching of donor-bound acceptors is not complete, the unbleached

fraction has to be taken into account. If the bleached fraction of the bound acceptor

population is designated by BCFFRET, the fraction of bound acceptors can be

calculated according to the following equation:

Fbleached ¼ AfreeBCFþ AboundBCFFRET

Afree þ Abound

) Abound ¼ A0

Fbleached � BCF

BCFFRET � BCF
(20)

5 Application of the New Cell-FRET Technologies

in Cancer Research

We have applied the FRET-based approaches described above for the investigation

of the epidermal growth factor (EGF) receptor family of receptor tyrosine kinases.

The receptor family consists of four members (ErbB1–4; ErbB1 is also known as

EGF receptor). According to the widespread assumption ErbB proteins are mono-

meric in their unstimulated state, and an extensive network of homo- and heterodi-

merizations is induced upon ligand binding [19, 105]. ErbB2 is known to be an

orphan receptor functioning as a coreceptor for the other, ligand-binding ErbB

proteins [106]. The distinct biological behavior of ErbB2 is the manifestation of its
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special structure different from those of other ErbB proteins [107]. According to

our expectation, the peculiar structure and function of ErbB2 has to be reflected in

its distinct clustering properties. We characterized the association state of ErbB1

and ErbB2 in resting, unstimulated cells using flow-cytometric homo-FRET

measurements and found that the majority of ErbB1 is monomeric, while ErbB2

displays a strong tendency to form large-scale clusters of ~100 proteins [17]. After

stimulation with EGF, a ligand of ErbB1, the average size of ErbB2 clusters

decreased, while that of ErbB1 clusters increased. This finding, together with the

negative correlation between the tyrosine phosphorylation level and cluster size of

ErbB2, implies that the large-scale clusters of ErbB2, which we described, are pools

of inactive ErbB2 molecules from which ligand-activated ErbB1 (and ErbB3) can

recruit ErbB2 to form heterodimers or higher-order heteroassociations.

We, then, used the FSAB approach to characterize the fraction of clustered

ErbB1 and ErbB2 in quiescent and EGF-stimulated breast cancer cells [102]. We

found that almost half of the population of ErbB1 proteins was heteroassociated

with ErbB2 in unstimulated cells and that this fraction slightly decreased upon EGF

stimulation. In accordance with our previous homo-FRET data [17], the majority of

ErbB2 formed homoclusters, i.e., it did not heteroassociate with ErbB1, in quies-

cent cells. After challenging the cells with EGF the fraction of ErbB2 in complex

with ErbB1 doubled.

Although it was known from previous investigations that ErbB molecules also

interact with non-ErbB proteins [108, 109], the influence of the abundance of one

type of interaction on others has not been directly assessed. The strong interaction

between b1-integrins and ErbB2 inhibited the formation of ErbB2 homoasso-

ciations [87]. By influencing the amount of ErbB2 available for heterodimerization

with ligand-binding ErbB proteins, such correlations can alter the efficiency of

signal transduction.

According to our model based on flow-cytometric homo-FRET and FSAB

data unstimulated ErbB proteins are not uniformly monomeric with ErbB1

forming heteroassociations with ErbB2 and ErbB2 being present in large-scale

homoclusters. After ligand stimulation, these preformed associations are

restructured and new clusters are also created. Our results also support the view

that higher-order associations of proteins are also present in addition to dimers.

Although FRET-based methods are certainly invaluable in studying protein

associations, other methods (single particle tracking, fluorescence correlation spec-

troscopy, etc.) have also contributed significantly to our understanding of signal

transduction events [16, 110]. These methods display different sensitivity for

distinct types of clusters differing in their stability (transient vs. long-term) and

size (dimers vs. higher-order associations) [111]. Some of the contradictions

between results yielded by the different methods are probably explained by some

clusters overlooked by some methods, while detected by others (Fig. 4). The

integration of results provided by the different quantitative approaches for the

characterization of the behavior of receptors are required to understand the complex

network of interactions taking place between resting and stimulated ErbB

molecules and other signaling proteins.
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6 Novel Anticholesterol Antibodies as Markers

and Diagnostic Tools of Clustered Cholesterol and Live

Cell Membrane Raft Microdomains: Visualization

by FRET and CLSM Imaging

Since cholesterol is a major structural constituent of most eukaryotic cell

membranes and is enriched in membrane microdomains, visualizing organization

and trafficking of cholesterol is an important field of lipid raft biology. One of the

solutions is the use of fluorescent cholesterol reporter molecules. They can be

classified into two groups: cholesterol binding molecules (e.g., filipin III antibiotics

or BCy-toxin, a recombinant derivative of perfringolysin O) and fluorescent cho-

lesterol analogs, such as dehydroergosterol or NBD-cholesterol. An excellent

review is available on the features, applicability, and disadvantages of these

reporter molecules [112].

Cholesterol-specific monoclonal antibodies (mAbs) can also be suitable tools for

cholesterol detection. Swartz et al. found cholesterol to be an excellent immunogen

when they immunized mice with cholesterol-rich liposomes together with lipid A as

an adjuvant. The generated cholesterol-specific 2C5-6 mAb bound to crystalline

cholesterol and lipoproteins had complement-fixing capacity [113, 114] and was

also applied to visualize cholesterol in the skeletal muscle of rats [115]. Perl-Treves

Fig. 4 Methods used for the investigation of protein clustering display differential sensitivity for

distinct cluster sizes. Several distinct cluster types exist regarding their size and the forces holding

them together. The smallest type of association (typically dimers) is created by specific molecular

forces acting between the proteins (type 1). Such associations are revealed byX-ray crystallography

and NMR. Preferential distribution into membrane microdomains and confinement by the cyto-

skeleton lead to the second level of molecular interactions (type 2). Most molecular biological and

biophysical methods, used for the investigation of protein clustering, are able to detect both small-

and medium-scale clusters, but they cannot discriminate between them. Hetero-FRET, number and

brightness analysis (N&B), fluorescence correlation spectroscopy (FCS), single particle tracking

(SPT), coprecipitation/western blotting, and proximity ligation assay (PLA) are more sensitive for

small-scale clusters, whereas homo-FRET is more sensitive for medium-scale clusters. The largest

protein clusters (type 3) are those which are resolvable by conventional microscopy, confocal laser

scanning microscopy (CLSM) and scanning near-field optical microscopy (SNOM)
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and coworkers used another strategy to produce monoclonal anticholesterol

antibodies (ACHAs). They have implanted cholesterol monohydrate crystals in

the spleen of mice [116]. The produced 58B1 monoclonal antibody did not recog-

nize the cholesterol molecule itself, but rather defined molecular motifs exposed on

some of the crystal faces. Direct visualization of clustered plasma membrane

cholesterol with the 58B1 mAb could also be achieved, but only when cells were

artificially enriched with cholesterol [117]. However, these monoclonal antibodies

were all IgM isotype, and none of them were capable of binding to the surface of

intact cells.

Using the immunization protocol of Swartz et al., besides IgM-type antibodies,

we managed to produce IgG isotype cholesterol-specific antibodies (AC1 and AC8)

[44]. Both monoclonal antibodies bound efficiently to cholesterol, and other sterols

containing free 3b-hydoxyl group, adsorbed on polystyrene plates. This indicates

that the 3b-hydoxyl group is an important moiety of the epitope. Our monoclonal

ACHAs also recognized cholesterol in human lipoproteins (VLDL, LDL, and

HDL), as assessed by competitive ELISA and FRET measurements in a spectroflu-

orimeter (Fig. 5a). In contrast to previously generated monoclonal ACHAs, our

novel IgG antibodies bound with low/intermediate avidity to the membrane of

murine and human lymphocytes and macrophage cell lines (Fig. 5b). Their cell
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Fig. 5 Monoclonal IgG cholesterol-specific antibodies bind to membrane cholesterol of human

lipoproteins and immunocytes. (a) In fluorescence resonance energy transfer (FRET)

measurements LDL labeled with 2-(4,4,-difluoro-5,7-dimethyl-4-bora-3a,4a-diaza-s-indacene-3-

pentanoyl)-1-hexadecanoyl-sn-glycero-3-phosphocholine (BODIPY-FL C5-HPC) was incubated

with Alexa555-AC8 or Alexa555-anti-CD11a antibodies (as a negative control). FRET

efficiencies (see inset) with AC8 (solid line) or anti-CD11a (dotted line) acceptors were calculated
from either the decrease of corrected donor emission intensities at 519 nm or the acceptor

sensitization at 570 nm, upon excitation at 460 nm. (b) Binding of AC8 antibody to murine

T-helper cells (2/13), as detected by flow cytometry using Alexa488-conjugated ACHA.

Histograms of ACHA binding to cells without (gray line) and with 5 or 10 U/ml papain treatment

(black and gray areas, respectively) are displayed, with isotype control (black line)
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surface binding could be further enhanced by a limited papain digestion of long,

protruding, extracellular protein domains (Fig. 5b), indicating that the accessibility

of the supposedly small epitope is a critical factor for antibody binding. The high

degree of colocalization between the IgG ACHA and cholera toxin B (CTX-B,

correlation coefficient, cc: 0.69) or anticaveolin-1 antibodies (cc: 0.63) indicates

that rafts and caveolae (Fig. 6) can be considered as preferential binding sites for

ACHAs in the plasma membrane. In lymphocytes and macrophages, cholesterol is

Fig. 6 AC8 antibody marks plasma- and intracellular membrane regions enriched in clustered

cholesterol. Representative images of 2/13 mouse Th cells labeled with isotype control (a) or

Alexa488-AC8 antibodies (b) are shown, as assessed by a confocal microscope using a �60

oil-immersion objective (numerical aperture, 1.45). Representative images also show a high

colocalization of AC8 with CTX-B (GM1) on resting (c) and ConA-activated Th cells (in caps)

(f). It also strongly colocalized with caveolin-1 (d) in macrophages, and to a smaller extent

with anti-CD71/transferrin receptor (e) in T cells. Intracellularly bound AC8 showed partial

colocalization with the Golgi complex-specific BODIPY FL C5-ceramide (g), with a marker of

the endoplasmic reticulum and the Golgi complex, BODIPY 558/568 brefeldin A (h) and more

weakly with LysoTracker (i)
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locally enriched in lipid rafts or, to a lesser extent, in clathrin-coated pits [6],

consistent with our findings (cc: 0.39) (Fig. 6). Furthermore, redistribution of

lipid rafts upon mitogenic T lymphocyte stimulus, reflected by cap-like CTX-B

staining, could also be monitored by AC8 (Fig. 6). The AC8 antibody intracellu-

larly colocalized with markers of Golgi complex (cc: 0.3) and ER and more weakly

with marker of lysosomes (Fig. 6). These organelles have relatively high choles-

terol content, since transport of cholesterol occurs through them [118, 119]. Speci-

ficity of our antibodies was further confirmed using cholesterol-modulating agents.

Either cholesterol oxidase or filipin III could substantially reduce binding of AC8 to

pretreated cells or DRMs [44]. These results all suggest that the AC8 antibody is

capable of marking cholesterol-rich lipid raft microdomains at the cell surface or in

intracellular membranes, alike. Moreover, studies on lipid raft properties with

polarization CLSM, FCS imaging [45, 120] clearly indicated that the cell surface

proteins are distributed among distinct small raft domains in the plasma membrane,

reflecting heterogeneity in the protein composition of elementary lipid raft

microdomains.

7 Biological Activity of the New Anticholesterol Antibodies:

The Molecular Background of Their HIV-1, Infection

Inhibitory Effect Is Assessed by FRET, Confocal

Microscopic Colocalization, and FCS Lateral

Mobility Analysis

Exposure of cholesterol epitopes may change during apoptosis or under pathologi-

cal conditions (e.g., tumors, pathogen infections, cardiovascular diseases) possibly

due to the alteration of molecular composition, curvature or “surface smoothness”

of the involved membrane regions or other cholesterol-containing structures. In

accordance with this, elevated ACHA level in human sera has been revealed in

atherosclerosis, chronic viral infections (HIV-1 and HCV) and cancer [121–124].

Binding properties of the new IgG ACHAs [44] allow further analysis of the

functional properties of lipid rafts in the function of immune cells, such as antigen

presentation by APCs [125, 126], receptor-mediated signal transduction in

lymphocytes or myeloid cells [127], and the uptake of various pathogens and

particles (e.g., influenza virus, apoptotic bodies) by phagocytes [128, 129]. The

question is whether binding of ACHAs to membrane microdomains of these cells

can modulate raft-dependent processes and, if so, how. Such modulatory effects,

however, are most likely limited to those cells to which ACHAs can spontaneously

bind to a sufficient extent.

The ability of monoclonal IgG ACHAs to modulate immune functions related to

HIV-1 infection was demonstrated by our collaboration partner, who found that

target cell-bound AC1 and AC8 antibodies could inhibit HIV-1 (x4 T-tropic IIIB

and R5 Ada-M strains) production in vitro [130]. The inhibitory effects of AC1 and
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AC8 cholesterol-specific antibodies on monocyte-derived macrophages and MT-4

T cells were comparable to those previously reported for anti-PIP antibody

exhibiting neutralizing activity and blocking infection of PBMCs by two primary

isolates of HIV-1 [131].

In the plasma membrane of the investigated cell types, the primary HIV-1

receptor, CD4, is constitutively and highly, whereas the chemokine receptor,

CXCR4, is much more weakly raft-localized. Their localization and clustering in

distinct membrane microdomains on HIV-1 permissive target cells was proposed

earlier [132]. Binding of the cholesterol-specific mAb (AC8), but not of its Fab

fragment or antibodies against nonraft membrane proteins (CD71), to the cells

increased both CD4-CXCR4 colocalization and the raft-association of CXCR4 by

approximately twofold (Fig. 7a). These observations were confirmed by micro-

scopic FRET measurement and ganglioside staining, showing higher FRET effi-

ciency (Fig. 7b) between CD4 and CXCR4 and increased average size of GM1 rafts

(from 200–300 nm to 0.5–1 mm). Our results suggest that ACHAs may induce

lateral clustering of cholesterol-rich lipid rafts (or caveolae) and, thus, modulate the

interaction pattern between raft gangliosides, CD4 and CXCR4, which are all

critical in membrane attachment/entry of the virus.

In contrast to other fluorescence techniques, the parameter of primary interest in

FCS microscopy is not the emission intensity itself, but rather the spontaneous

intensity fluctuations caused by minute deviations of small system from thermal

equilibrium. In general, all physical parameters that give rise to fluctuations in the

fluorescence signal are accessible by FCS. It is, for example, rather straightforward

to determine local concentrations, mobility coefficients or characteristic rate

constants of inter- or intramolecular reactions of fluorescently labeled biomolecules

in nanomolar concentrations [133]. Therefore, it is a versatile tool to determine 2D

or 3D diffusional rates of the labeled molecules. In the case of diffusion in the

plasma membrane, data can be fitted to a single component 2D diffusion model with

a triplet term using the program QuickFit (written in the laboratory of J. Langowski,

DKFZ, Heidelberg):

G tð Þ ¼ 1

N

1� T þ Te
�t
ttr

� �
1� T

1þ t
td

� ��1
" #

(21)

where N is the average number of molecules in the detection volume, T is the

fraction of dyes being in the triplet state within the detection volume, ttr is the

phosphorescence lifetime and td is the diffusion time, which is the average time

spent by the dye in the detection volume.

Therefore, lateral diffusion features of the HIV-1 receptors were investigated by

FCS that further supported our concept. In untreated control immune cells, the

diffusional rate of CXCR4 was significantly higher than that of CD4. The lateral

mobility of CXCR4 but not of CD4 decreased substantially upon AC8 binding. This

suggests that these two receptors move with similar diffusion coefficients (Fig. 7c)

after AC8 antibody engagement. All these data are consistent with a picture that

Fluorescence in Mapping Cell Surface 213



U937 control U937 + AC8 Abb

D
on

or
 

(C
D

4)
A

cc
ep

to
r

(C
X

C
R

4)
T

ra
ns

fe
r

F
R

E
T

F
R

E
T

 e
ffi

ci
en

cy
 (

%
)

10

20

30

0
Control + AC8 Ab

40

C
ol

oc
al

iz
at

io
n 

in
de

x
(C

D
4-

C
X

C
R

4)

0.1

0.2

0.3

0.4

0.5

0.0

C
ol

oc
al

iz
at

io
n 

in
de

x
(C

T
X

B
-C

X
C

R
4)

0.6

0.0

C
ol

oc
al

iz
at

io
n 

in
de

x
(C

T
X

B
-C

D
4)

0.2

0.4

0.6

0.8

0.0

0.1

0.2

0.3

0.4

0.5

a

Con
tro

l

+A
C8 

Ab

+a
nt

i-C
D71

 A
b

+A
C8 

Fab

G
 (

τ)

0.0

0.5

1.0

1.5

2.0

0.001 0.01 0.1 1 10 100 1000

CD4CXCR4

τ (ms)

c

G
 (

τ)

0.0

0.5

1.0

1.5

2.0

0.001 0.01 0.1 1 10 100 1000
τ (ms)

Control
+ AC8 Ab

Fig. 7 HIV-1 target cell-bound AC8 antibody remodels the lateral plasma membrane interaction

pattern of chemokine receptor CXCR4 with CD4 and lipid rafts. U937 monocyte-macrophage

cells were treated with AC8, with different control antibodies or left untreated, prior to labeling of

CD4, CXCR4 or GM1 gangliosides with respective fluorophore-conjugated antibodies or reagents.

Colocalization (a), FRET efficiency (b) and 2D diffusion (c) of HIV-1 receptors were then

measured. (a) Colocalization indices are shown as mean � SD for CXCR4, CD4, and CTXB in

different combinations. (b) FRET measurements were carried out by confocal microscopy.

Correction factors (S1, S2, S3, and S4) and factor a were calculated from only-donor and only-

acceptor labeled samples and determined by the ImageJ RiFRET plug-in. Representative images

and FRET efficiency (mean � SD) between CD4 and CXCR4 are displayed. (c) Lateral mobility

of the molecules at 22�C was monitored by FCS imaging. Figures show representative fluores-

cence autocorrelation curves in control/untreated (dashed line) and AC8-treated cells (solid line)



AC8 engagement promotes colocalization of the chemokine receptor and CD4 into

the same compartment. It has been revealed earlier that the diffusion of CD4 could

be restricted by elevated expression of GM3 ganglioside in a mouse T cell line [134].

This, in turn, reduced Env-mediated fusion of HIV-1 by interfering with the lateral

association of HIV-1 receptors [135].

On the basis of these substantial changes in the dynamic membrane organization

of HIV-1 receptors without masking the CD4 and CXCR4 HIV-1 receptors, it is

postulated that the AC8 mAb can mimic the action of viral glycoprotein gp120 in

terms of coaggregating HIV-1 receptors and coreceptors. These data also concur

with the findings that gp120-CD4 engagement leads to a cholesterol-sensitive

lateral redistribution of membrane microdomains and a subsequent assembly of

the virus internalization complex [136]. Furthermore, Nguyen et al. demonstrated a

dynamic reorganization of chemokine receptors and lipid rafts to the site of CD4

engagement, using anti-CD4-beads [137].

Induction of broadly neutralizing antibodies is an essential prerequisite for an

effective anti-HIV-1 vaccine. These antibodies can be specific to Env glycoproteins

of the virus, such as 2F5, 4E10 or 2G12 [138–140]. However, alternative

approaches for interfering with HIV-1 entry into target cells utilizing drugs or

antibodies against cellular structures (CD4, chemokine receptors, HLA class I

and II, adhesion molecules) involved in the entry process seem to be equally

important [141]. Since cholesterol also has a major role in these processes, choles-

terol-specific antibodies may also merit consideration. Therefore, the novel

ACHAs, recognizing properly clustered membrane cholesterol only, seem useful

to investigate the eventual role of cholesterol in the process of virus entry, and may

serve as a molecular basis for the development of new, combined lipid raft-oriented

approaches in HIV-1 therapy. Investigation of IgG ACHAs as modulators of other

raft-dependent immune functions is currently underway in our laboratory.

8 Conclusions: Perspectives

In order to study the functional behavior of live cells, the dynamic association

patterns of membrane proteins have to be investigated thoroughly using sophisti-

cated state-of-the-art biophysical tools. The latest developments in fluorescence

imaging and flow-cytometric techniques provide an excellent tool for deciphering

the stoichiometry and compartmentation of signaling molecules at the cell surface.

In this review, we demonstrate how flow-cytometric homo-FRET studies can be

utilized to quantitate the oligomerization of ErbB proteins. In addition, using

FRET-sensitized acceptor photobleaching also provides useful information about

the associated fractions of molecules. If the homo-FRET studies are combined with

fluorescence lifetime imaging (FLIM) and fluorescence polarization imaging, we

can extract information about macromolecular associations from biological

samples with high spatial resolution. The two-sided FRET and the multifluorophore

FRET, where three or more fluorophores are utilized to reveal the molecular
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composition of molecular complexes, also provide new insights into molecular

aggregation processes. The combination of FRET with fluorescent proteins opens a

new field in cancer research, whereby the alterations in signaling cascades can be

monitored in live cells using imaging techniques. If molecular details are important,

single molecular FRET is the proper choice as an experimental tool yielding unique

information about conformational changes.

The increasing number of available FRET modalities encourages us to apply

FRET imaging techniques in various fields of cancer research. At the same time,

however, it is also necessary to devote more effort to optimizing both the probes

and the imaging systems to increase the amount of information we can retrieve from

living cells. As shown by the example of immunomodulatory effects of cholesterol-

specific antibodies, the proximity-analysis methods (FRET, CLSM colocalization)

combined with fluorescence correlation spectroscopic mobility analysis (FCS)

serve also as an excellent tool in exploring mechanism of action for different

therapeutic compounds, including antibodies, acting on various cell membrane

targets (either receptors or lipid microdomains). We are convinced that applying

such fluorescence methods in STED microscopy with a largely improved spatial

resolution will further broaden our view on cell membranes and, as a consequence,

the scale of therapeutic interventions based on cell membrane targeting.
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support of the Hungarian Academy of Sciences is also gratefully acknowledged.

References

1. Edelman GM (1993) Neural Darwinism: selection and reentrant signaling in higher brain

function. Neuron 10:115–125

2. Shaw AS, Allen PM (2001) Kissing cousins: immunological and neurological synapses. Nat

Immunol 2:575–576

3. Dustin ML, Colman DR (2002) Neural and immunological synaptic relations. Science

298:785–789

4. Trautmann A (2005) Microclusters initiate and sustain T cell signaling. Nat Immunol

6:1213–1214

5. Pike LJ (2006) Rafts defined: a report on the keystone symposium on lipid rafts and cell

function. J Lipid Res 47:1597–1598
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Origin of Tryptophan Fluorescence

J.R. Albani

1 Introduction

In February 1985, I attended the meeting of the Biophysical Society in Baltimore.

During the meeting, Professor Ludwig Brand invited researchers working in fluo-

rescence field to his laboratory to a soirée he entitled “cheese and wine around

fluorescence.” In fact, during this 3 h short but interesting nonformal session,

scientists main subject was “origin of tryptophan fluorescence in proteins.” I still

remember that this evening I have asked the following question: “why do we not

consider tryptophan as a person who is going to act or react depending on his

environment?” I did not get any answer. I notice now, after long years of work, that

I suggested something logical although incomplete. In fact, tryptophan, like human

being, has specific properties, intrinsic ones. Thus, these properties could be

measured and characterized. Also, behavior of tryptophan is modified depending

on its environment. However, do all fluorescence observables give the same

information? Are they modified identically with the tryptophan environment

perturbation?

On my arrival to the University of Lille 1 in 1988, I studied structure and

dynamics properties of a small acute-phase protein, a1-acid glycoprotein, by

means of fluorescence spectroscopy. Crystallization of a1-acid glycoprotein proved
to be somewhat difficult, because of the high solubility and the large carbohydrate

moiety of the protein (40% carbohydrate by weight). Up to now, no crystallo-

graphic data have been reported concerning the spatial structure of the protein,

probably because of the instability of the crystals themselves. Therefore, we had an

important reason to focus on fluorescence studies since this method can help

obtaining information on structure and dynamics of macromolecules.
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While performing our studies on a1-acid glycoprotein and by comparing our

data to those obtained on other proteins and on free tryptophan in solution, we were

able to build a model that gives a logical explanation of tryptophan fluorescence

origin. Data published by other researchers on tryptophan fluorescence were in

good agreement with those obtained in our laboratory. However, the main differ-

ence was in the results interpretation. For example, fluorescence lifetimes of Trp

residues are considered to originate from rotamers or conformers resulting from the

rotation of the indole ring within the peptide bonds. However, how can we explain

the fact that in most of the proteins, the two lifetimes 0.5 and 3 ns, attributed to the

conformers, are also observed for free tryptophan in solution? Tryptophan has two

overlapping S0 ! S1 electronic transitions (
1La and

1Lb) which are perpendicular to
each other. Both S0 ! 1La and S0 ! 1Lb transitions occur in the 260–300 nm

range. What is the role played by each of the two transitions in generating the

fluorescence lifetimes?

The best way to answer to these questions is by reading and analyzing the data.

Well, let us do it.

2 Protein Structure and Tryptophan Fluorescence Lifetime

Important number of papers in the literature correlates fluorescence origin proteins

primary and tertiary structures. In peptides and proteins, rotation of the polypeptide

chain is observed at the level of the a-carbon atom of each amino acid. This rotation

is characterized by two well-defined angles of torsion or dihedral f and c (Fig. 1).

The values of the two angles are illustrated in the Ramachandran diagram, which

defines the limits of conformational freedom for each peptide bond unit and hence for

the entire polypeptide chain. However, even if limited conformations are allowed for

each amino acid, the number of possible conformations for the polypeptide remains

high. For example, a 100-residue protein with three conformations for each amino

acid would have 3100 possible conformations. Therefore, number of conformations

that a protein can possess is very important.

A folded protein could have a set of different conformations, thus we have here a

first definition of a protein structure: the global structure is a combination of

substructures or conformations. The interconversion between them is not too fast.

Each conformation is rigid and has a definite specific structure. This model is

known as the rotamers model. However, one should not forget that a protein

displays motions. Therefore, each conformation or substructure possesses local

motions, i.e., a folded protein would display very complex dynamics. Therefore,

when we perform spectroscopic measurements, we could monitor the mean dynam-

ics of the different conformations.

A fast interconversion between different subspecies induces a more complex

system. In this case, fluorescence measurements would be a mean value of all the

different possible subspecies. Interactions that occur between different amino acid

residues of a protein generate local dynamics that should be analyzed differently
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from the interconversions between the different conformations. Therefore, proteins

and macromolecules in general possess local flexibilities allowing diffusion of

small molecules such as solvent or oxygen through the macromolecules. This

flexibility varies from a domain to another and in general protein surface is more

flexible than its interior. This local flexibility can be put into evidence by monitor-

ing, e.g., oxygen diffusion as a function of temperature.

Although scientists agree with the fact that when a tryptophan is buried inside

the hydrophobic core of a protein, its fluorescence is blue shifted compared to the

fluorescence observed from a tryptophan present at the protein surface, origin of

the fluorescence lifetime is still in great debate.

Tryptophan in peptides and proteins exhibits a bi- or multiexponential fluores-

cence decay. One explanation of this decay is the presence of conformers in

equilibrium in the folded state. Each conformer exhibits one specific fluorescence

lifetime. Conformers origin arises from indole ring rotation within the Ca–Cb

bond and/or the Cb–Cg bond. Interconversion between the rotamers is slow

relative to the fluorescence time scale. Rotamers are considered also as rigid

entities (Fig. 2).

Rotamers model was used to explain origin of the biexponential decay of

tryptophan free in solution. In polypeptides, lifetime of each rotamer is explained

as the result of the quenching interactions between the indole and quenching groups

in the fluorophore. Charge transfer from the excited indole moiety to the carbonyl

group of the peptide bond, excited state electron and proton transfer, and solvent-

quenching are described to play a role in the deexcitation process of tryptophan

fluorescence [1–4]. In rotamer A, the quenching group near the indole is the amino-

group. Fluorescence quenching is weak and thus fluorescence lifetime is long (around

3–4 ns). In rotamer C, the carbonyl and amino groups surround indole group.

Thus, fluorescence quenching is important and lifetime is weak (around 0.5 ns).

Fig. 1 Illustration of the peptide plane (gray area) and f–C angles. The line formed by the

repeating –Ca–C–N–Ca– is the backbone of the peptide chain. Mathematically, phi (f) and psi

(C) are the dihedral angle (also known as tensional angle) which is defined as the angle between

the point (e.g., Ca) at the end of a four-point sequence and the plane (e.g., peptide plane) occupied
by the other three points. In a peptide, phi–psi angles are restricted to certain ranges. A plot of their

distribution is called the Ramachandran plot. Source: Web Book publications
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However, the rotamer model does not explain why rotamer B does not have any

fluorescence!!! If we have to apply this model to tryptophan in polypeptides,

what will be the contribution of protein structure and dynamics to the fluores-

cence lifetime? Also, we do not see how and why the rotamers model, if it is

correct, can be applied to free tryptophan in solution.

3 Description of Some Proteins Studied in This Review

3.1 a1-Acid Glycoprotein

a1-Acid glycoprotein (orosomucoid) is a small acute-phase glycoprotein (Mr ¼
41,000) that is negatively charged at physiological pH. It consists of a chain of

183 amino acids [5], contains 40% carbohydrate by weight, and has up to 16 sialic

acid residues (10–14% by weight) [6]. Five heteropolysaccharide groups are linked

via an N-glycosidic bond to the asparaginyl residues of the protein [7] (Fig. 3). The

protein contains tetra-antennary as well as di- and tri-antennary glycans.

Although biological function of a1-acid glycoprotein is still obscure, a number

of activities of possible significance have been described such as, ability to bind

the b-drug adrenergic blocker, propranolol [8], and certain steroid hormones such

as progesterone [6]. Many of these activities have been shown to be dependent on

the glycoform of a1-acid glycoprotein [9]. As the serum concentration of specific

glycoforms of a1-acid glycoprotein changes markedly under acute or chronic

inflammatory conditions, as well as in pregnancy and tumor growth, a pathophysi-

ological dependence change in the carbohydrate-dependent activities of the protein

may occur. Therefore, relation between function of a1-acid glycoprotein and

pathophysiological changes in glycosylation was extensively studied [10–12].

a1-Acid glycoprotein contains three Trp residues, one residue, Trp-160, is at the
surface of the protein and two, Trp-122 and Trp-25, are located in the protein matrix

[6, 7]. We studied structure and dynamics of a1-acid glycoprotein in solution by

Fig. 2 The three possible rotamers of tryptophan in proteins
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investigating fluorescence of Trp residues and of extrinsic probes such as TNS and

calcofluor white. Our results showed:

1. The three Trp residues contribute to the fluorescence of a1-acid glycoprotein [13].
2. The N-terminal fragment of a1-acid glycoprotein adopts a spatial conformation

so that a pocket in contact with the buffer is induced [14–16].

3. One of the supposedly buried Trp residues (Trp-25) lies in fact in a hydrophobic

environment in the pocket [17].

4. The progesterone-binding site is within the pocket near one Trp residue (Trp-25

residue). The important motions of the pockets facilitate binding of hormone to

the protein [17].

5. Fluorescence of the extrinsic probe, calcofluor, allowed us to put into evidence

that carbohydrates of a1-acid glycoprotein possess a secondary structure which

is absent when they are not bound to the protein [18–23].

3.2 Cyclophilin B

Cyclophilins are highly conserved proteins that are present in many types of cells

with a considerably divergent phylogenetic distribution [24]. Several cyclophilin

Fig. 3 Primary structure of a1-acid glycoprotein. The five heteropolysaccharide units are linked

N-glycosidacilly to the asparagine residues that are marked with a star. Sources: Schmid K,

Kaufmann H, Isemura S, Bauer F, Emura J, Motoyama T, Ishiguro M, Nanno S (1973) Biochem-

istry 12:2711–2724 and Dente L, Pizza MG, Metspalu A, Cortese R (1987) Structure and

expression of the genes coding for human a1-acid glycoprotein. EMBO J 6:2289–2296
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isoforms with distinct subcellular localizations have been described, cyclophilin A,

B, and C.

Cyclophilin A (CyPA) (18 kDa) is an abundant cytosolic protein [25]. The 22-

kDa cyclophilin B (CyPB) is located in the endoplasmic reticulum and shares 64%

sequence identity to CyPA [26] (Fig. 4). Cyclophilin C (CyPC) (23 kDa) shares

55.8% sequence identity to CyPA and was found to be particularly abundant in

kidneys [27]. Finally, there is cyclophilin D (CyPD) that is a mitochondrial protein

[28, 29].

Fig. 4 Amino acids sequence alignment of CyPB with CyPA and CyPC. The MKVLLAAA-

LIAGSVFFLLLPGPSAA peptide is boxed and corresponds to a signal peptide that does not exist

in mature CyPB. Gray areas indicate amino acid residues conserved among CyPA, CyPB, and

CyPC. Source: Carpentier M, Allain F, Haendler B, Denys A, Mariller C, Benaissa M, Spik G

(1999) J Biol Chem 274:10990–10998
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Cyclophilins A, B, and C could be involved in degradation of the genome during

apoptosis [30] and cyclophilin D plays a role in the mitochondrial permeability

transition [31]. Human cyclophilins belong to the family of peptidyl–prolyl

cis–trans isomerases (PPIases). PPIases catalyze the interconversion of the cis

and trans isomers of the peptidyl–prolyl bonds in peptide and protein substrates

[32, 33].

The potent and clinically useful immunosuppressant cyclosporin A (CsA) binds

to human cyclophilins, inducing in this way an important inhibition of their

enzymatic activity [25, 34]. Recent work has shown that binding site of CsA on

cyclophilin B and catalytic site of the protein are distinct [35].

Human cyclophilin B is a monomeric protein consisting of 183 amino acids and

containing two tryptophan residues, Trp104 and 128. Trp128-residue belongs to the

binding site of cyclosporin A and is the homologous of Trp 121 in CyPA, while

Trp-104 residue belongs to the hydrophobic pocket. The two sites are localized in a

large hydrophobic pocket [36]. Fluorescence studies with Trp residues and the

extrinsic fluorophore TNS indicate that the pocket is rigid [37]. CyPBW128A mutant

is unable to interact with CsA, demonstrating that the requirement of this amino

acid residue in the interactions with the drug is also a common feature of CyPA and

CyPB. However, CyPBW128A mutant retains 60% of the capacity to accelerate the

cis–trans isomerization of a Pro-containing substrate, indicating that Trp-128 resi-

due in CyPB was not essential for PPIase activity. This is not the case for CyPA

where mutation of the corresponding Trp-121 residue was reported to strongly

reduce the enzymatic activity [35].

Comparison of fluorescence spectra of Trp residues in wild-type cyclophilin

B and CyPBW128A indicates that both 128 and 104-Trp residues participate to the

protein emission, although this fluorescence seems to be dominated by that of Trp-

104 residue. In fact, quantum yields of Trp-104 residue (0.061) is five times that of

Trp-128 residue (0.012) [37]. The low quantum yield of Trp-128 can be explained

by the possibility of an electron transfer from the Trp residue to both Phe-67 and

Asp-79 both present within a distance of 8.5 Å. Electron transfer toward the two

neighboring amino acids decreases enormously the quantum yield of Trp-128

residue. Fact that quantum yield of Trp-104 residue is very close in wild type

(0.054) and in the mutant (0.049) indicates the absence of energy transfer between

Trp-128 and 104 residues in the wild type. This may be explained by the fact that

the phenol rings of the two Trp residues are perpendicular one to each other (Fig. 5).

Therefore, electron transfer from Trp-128 to Phe-67 and Asp-79 could be a cause of

the low value of the quantum yield of Trp-128 residue.

However, another interpretation of the weak fluorescence of Trp-128

may also exist. Fluorescence quantum yield compares emitted photons to

absorbed ones. However, there is no indication up to now that all absorbed

photons participate in the excitation process. Therefore, the low quantum yield

of Trp-128 in the wild-type protein can also be explained by the fact that this

tryptophan residue was not excited by the light source [37]. The lack of excitation

would be the result of structural rearrangement within the fluorophore microenvi-

ronment [38].
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3.3 Human Serum Albumin and Bovine Serum Albumin

Bovine serum albumin (BSA), a large globular protein (66,000 Da), consists of a

single chain of 583 amino acids residues and forms subdomains by paired 17

disulfide bonds [39]. BSA binds free fatty acids, other lipids, and flavor compounds

that can alter heat denaturation of the protein [40]. Also, BSA may play a role in

lipid oxidation [41] and in the maintenance of blood pH [42]. BSA is formed from

three domains I, II, and III, divided into two subdomains (A and B), and contains

two tryptophan residues, Trp-134 and Trp-212, located, respectively, in domains I

and II. Trp-212 residue is surrounded by a hydrophobic environment within a

protein pocket while Trp-134 residue is located in a hydrophilic environment,

close to the protein surface [39].

Human serum albumin (HSA) is the most abundant protein in blood plasma. It is

produced in the liver. Albumin comprises about half of the blood serum protein. HSA

is soluble and monomeric [43]. It has been known for a long time that human blood

proteins like hemoglobin and serum albumin may undergo a slow nonenzymatic

glycation, mainly by the formation of a Schiff base between e-amino groups of lysine

(and sometimes arginine) residues and glucosemolecules in blood (Maillard reaction).

This reaction can be inhibited in the presence of antioxidant agents [43].

The primary sequence of HSA shows that the protein is a single poly-

peptide with 585 residues containing 17 pairs of disulfide bridges and one free

cysteine [44] (Fig. 6). HSA and many serum albumins from other species have

been found to consist of three homologous domains probably derived through

Fig. 5 Tertiary structure of cyclophilin B

232 J.R. Albani



gene multiplication [45]. HSA contains only one tryptophan residue (Trp-214)

that participates in additional hydrophobic packing interactions at the IIA–IIIA

interface [39, 46]. Trp-212 in BSA and Trp-214 in HSA are located in a similar

hydrophobic microenvironment (subdomain IIA) [39].

The italicized first 24 amino acids are signal and propeptide portions not

observed in the transcribed, translated, and transported protein but present in the

gene. There are 609 amino acids in this sequence with only 585 amino acids in the

final product observed in the blood. HSA has a molecular mass of 67 kDa [43].

Three-dimensional structure of HSA (Fig. 7) has been determined crystallo-

graphically to a resolution of 2.8 Å. It comprises three homologous domains that

assemble to form a heart-shaped molecule. Each domain is a product of two

subdomains that possess common structural motifs. The principal regions of ligand

binding to HSA are located in hydrophobic cavities in subdomains IIA and IIIA,

which exhibit close properties [46].

Fig. 6 Amino acid sequence of human serum albumin

Fig. 7 Three-dimensional structure of human serum albumin. Source: Data Bank (ID code 1ha2)
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3.4 b-Lactoglobulin

b-Lactoglobulin is a small protein of 162 amino acid residues [47] (Mr ¼ 18,400)

(Fig. 8) which tertiary structure possesses a pocket (calyx) where hydrophobic

ligands can easily bind [48] (Fig. 9). It normally exists as a dimer, each monomer

is formed by 162 amino acids, with one free cysteine and two disulphide bridges [49].

Fig. 8 Primary structure of b-LG. b-Lactoglobulin comprises 162AA, including five Cys residues.

Two disulfide linkages are located at residues Cys-106 to Cys-119 and Cys-66 to Cys-160. One free

Cys is at position 121. Source: Liu HC, Chen WL, Mao SJT (2007) J Dairy Sci 90:547–555

Fig. 9 Ribbon diagram of a single subunit of b-lactoglobulin lattice X. The b strands and joining

loops are labeled. (The diagram was produced using MOLSCRIPT [9].) Source: Brownlow S,

Morais Cabral JH, Cooper R, Flower RD, Yewdall SJ, Polikarpov I, North ACT, Sawyer L (1995)

Structure 5:481–495
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Tertiary structure of the protein varies with the pH. For example, at pH 2,

b-lactoglobulin is in a native monomeric state and at pH 12, it is denatured. At

some pH, mixture of both monomeric and dimeric forms could be find [50].

b-lactoglobulin contains two tryptophan residues, one (Trp-19) is surrounded by a

hydrophobic environment and the second (Trp-61) in a hydrophilic one [51]. There

are no evidence yet whether both tryptophan residues contribute to the protein

fluorescence. b-Lactoglobulin can bind fatty acids [52] and different hydrophobic

molecules [53, 54]. Nevertheless, up to now, its true function remains unclear.

b-Lactoglobulin, such as odorant binding proteins (OBPs) and a1-acid glycopro-

tein, belongs to the lipocalin family proteins. All these proteins contain a b barrel

composed of eight antiparallel b strands with (+1)8 topology (i.e., each successive b
strand is adjacent to the preceding one). Calyx of the proteins is formed by theb strands.

3.5 Odorant Binding Protein

Odorant binding proteins (OBPs) are small soluble proteins secreted by exocrine

glands in various fluids and mucus of vertebrates (urine, nasal mucus, and vaginal

secretions). They belong to the lipocalin family [55]. Many functions such as

detoxification from lipid peroxidation [56], protection against insects carrying

parasites [57], binding of anesthetic molecules such as halothane and isoflurane

[58], acting passive transporters of hydrophobic and volatile ligands, particularly

odors, through the hydrophilic mucus layer [59] have been attributed to OBPs

expressed in the nasal area. pOBP purified from pig nasal mucus is secreted in

the nasal mucus of vertebrates, which convey odorants to their neuronal receptors

[60]. It is a monomer of 157 amino acids [61, 62] containing one disulfide bridge

between cysteines at positions 63 and 155. Burova et al. [63] showed that pOBP,

such as bovine b-lactoglobuline, is dimeric at physiological pH (7.2) and mono-

meric at acidic pH. Porcine OBP structure has been resolved by X-ray crystallogra-

phy and one molecule of pOBP was found in the crystal (Fig. 9) [64]. The protein

contains one Trp residue at position 16. Both analysis of crystal structure and

binding experiments have shown that the Trp residue does not belong to the internal

cavity forming the binding site for ligands [64, 65].

Figures 10 and 11 display, respectively, primary and tertiary structures of

porcine OBP.

1 16 31
EEPQPEQDPFELSGK WITSYIGSSDLEKIG ENAPFQVFMRSIEFD
46 61 76
DKESKVYLNFFSKEN GICEEFSLIGTKQEG NTYDVNYAGNNKFVV
91 106 121
SYASETALIISNINV DEEGDKTIMTGLLGK GTDIEDQDLEKFKEV
136 151
TRENGIPEENIVNII ERDDCPA
__________________________________________________________________________________

Fig. 10 Primary sequence of porcine odorant binding protein. Source: Paolini S, Scaloni A,
Amoresano A, Marchese S, Napolitano E, Pelosi P (1998) Chem Senses 23:689–698
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4 Results

4.1 Fluorescence Lifetimes of Tryptophan Residues in Proteins

Table 1 displays fluorescence lifetimes of tryptophan free in water and of proteins of

different structures and containing one, two, three, or eight tryptophan residues.

Interpretation of the data does not need the presence of a protein or a peptide around

the tryptophan. Our data characterize an internal reorganization of the tryptophan

structure independently of its environment. These structures obtained in the excited

state yield the two fluorescence lifetimes (0.4 and 3 ns) found for tryptophanwhether

free in solution or present within a protein. In most of the proteins, a third lifetime

around 1 ns is in general recorded. This lifetime could be the result of the interaction

between the Trp residue (s) and the surrounding amino acids. In human and bovine

serum albumins and in OBP, this third lifetime goes from 6 to 9 ns. Values of the

relative amplitudes of the fluorescence lifetimes can be dependent on the number of

emitting Trp residues or/and on the type of interaction that is occurring between Trp

residues and the surrounding environment. In fact, our results (Table 1) indicate that

lifetimes relative amplitudes are not the same for all the proteins.

It is clear from the data displayed in Table 1 that proteins having one tryptophan

residue or more emit with three fluorescence lifetimes. Thus, number of fluores-

cence lifetime is independent of that of tryptophan residues present within a protein,

Fig. 11 Cartoon diagram of

porcine odorant binding

protein. Localization of Trp

16 residue (red), Tyr residues
(blue), and the disulfide

bridge made between Cys 63

and Cys 155 (yellow) are
shown as spheres. Source:
Spinelli S, Ramoni R, Grolli

S, Bonicel J, Cambillau C,

Tegoni M (1998)

Biochemistry 37:7913–7918
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although exceptions could exist. Let us discuss these results in terms of rotamers

model. The purpose of this discussion is to find out how far we can go in the

application of this model. Three lifetimes are observed in most of the studied

proteins. Thus, presence of these lifetimes is independent of the structure

surrounding the tryptophan residue(s), of the proteins tertiary structure, and of

proteins dynamic properties. In other terms, presence of protein matrix around

Trp residues does not play any fundamental role in the fluorescence lifetimes of

Trp residues. In this case, protein backbone has no or nonsignificant effect on the

fluorescence lifetimes of proteins. In other terms, rotamers model can in no way

explain the presence of three lifetimes in proteins.

Also, attributing fluorescence lifetimes to conformers, means that, in proteins

with more than one tryptophan residue, we should have a combination of

conformers that yields three fluorescence lifetimes.

Rotamers model can in no way explain the absence of significant differences in

fluorescence lifetimes between cyclophilin B wild type and the mutant CyPBw128A.

One can consider fluorescence lifetimes as the result of Trp residues interaction

with their microenvironments. However, since fluorescence lifetimes do not vary

significantly between wild-type protein and the mutant, one should consider the

possibility of having, around the Trp residues, a common identical protein structure

responsible of the three measured fluorescence lifetimes.

Emission maximum of tryptophan residue in HSA, mutant cyclophilin B, and

OBP is located at 335, 325, and 340 nm, respectively. Thus, modification of the

environment of a tryptophan affects fluorescence emission peak, however as we see

from Table 1, in the three proteins, tryptophan residue emits with three lifetimes

Table 1 Fluorescence lifetimes and corresponding relative amplitudes in % of tryptophan free in

solution (L-Trp) and present in different proteins

Sample lem (nm) t1 a1 t2 a2 t3 a3 w2 Trp

L-Trp 350 0.43 4.71 3.06 95.29 – – 1.008

Porcine odorant binding

protein

340 0.86 35.7 2.76 53.4 9.2 10.9 1.167 1

Human serum albumin 325 0.53 12.35 3.57 31.04 7.46 56.6 1.066 1

Mutant cyclophilin B

(CyPBw128A)

330 0.413 35 2.096 56 5.45 9 1.086 1

Cyclophilin B 330 0.684 21.4 1.784 60.3 4.376 18.3 1.067 2

Bovine serum albumin 355 0.265 4.73 3.055 25.7 6.58 69.6 1.006 2

Bovine b-lactoglobulin 330 0.56 14.40 1.306 50.2 4.475 35.4 1.156 2

Helicase 330 0.47 17.83 1.735 37.2 4.373 44.96 1.128 3

a1-Acid glycoprotein 330 0.24 6.67 1.4 34.88 3.410 58.45 1.046 3

Chymotrypsin 330 0.69 27.26 1.472 45.03 3.82 27.71 1.154 8

Serotransferrin 330 0.31 25.65 1.25 37.69 3.784 36.66 1.137 8

Sources: Albani JR (2007) J Fluoresc 17:406–417; Albani JR, Carpentier M, Lansiaux C (2008) J

Fluoresc 18:75–85; Tayeh N, Rungassamy T, Albani JR (2009) J Pharm Biomed Anal

50:109–116; Kmiecik D, Albani JR (2010) J Fluoresc 20:973–983
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which two are almost identical to those found for tryptophan free in water. Thus,

two fluorescence lifetimes of tryptophan residue in proteins are independent of the

fluorophore environment. This implies that spatial structure of a protein does not

affect these two fluorescence lifetimes.

Table 1 indicates also that tryptophan residues in both BSA and HSA fluores-

cence with three identical lifetimes [66]. Thus, one Trp residue emission can be

described with three fluorescence lifetimes and it is not possible, in BSA, to assign a

specific lifetime to a specific Trp residue. In order to check whether the three

lifetimes are dependent on the protein structure or not, we measured fluorescence

lifetimes of HSA Trp residue in two protein states, native and denatured by 6 M

guanidine pH 7.8. Figure 12 displays the normalized emission spectra of the protein

in both native and denatured state. Emission spectrum of native HSA Trp 214

residue displays a peak at 340 nm. When dissolved in 6 M guanidine solution,

emission peak is shifted to 352 nm accompanied with an increase of the fluores-

cence intensity, indicating protein denaturation and thus an increase of the protein

tryptophan residue exposure to the solvent.

Fluorescence intensity decay of native HSA, recorded at 350 nm, provides

lifetime data represented by a sum of three preexponentials:

I l; tð Þ ¼ 0:0277e�t=0:492 þ 0:2928e�t=3:961 þ 0:6796e�t=7:777;

where 0.277, 0.2928, and 0.6796 are the preexponential factors (a), while 0.492,

3.961, and 7.777 ns are fluorescence lifetimes. The mean fluorescence lifetime t0,
calculated from two experiments, is equal to 7.085 � 0.094 ns.
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When HSA is dissolved in 6 M guanidine, its fluorescence decay intensity can

still be characterized by three preexponentials:

I l; tð Þ ¼ 0:1222e�t=0:380 þ 0:6399e�t=2:350 þ 0:2379e�t=4:725;

where 0.1222, 0.6399, and 0.2379 are the preexponential factors (a), while 0.380,

2.350, and 4.725 ns are fluorescence lifetimes. The mean fluorescence lifetime t0,
calculated from two experiments, is equal to 3.314 � 0.05 ns. Thus, denaturation of

HSA caused by guanidine decreases the three fluorescence lifetimes values and

does not yield a single fluorescence lifetime. This fact means that presence of three

lifetimes for tryptophan residue in HSA does not depend on the protein structure

only but also on the tryptophan itself.

In order to study effect of protein dynamics on fluorescence lifetimes of Trp

residues, we compared fluorescence parameters of a1-acid glycoprotein prepared in

two different ways: (1) by a successive combination of ion displacement chromatog-

raphy, gel filtration, and ion exchange chromatography (a1-acid glycoproteinc) and

(2) by ammonium sulfate precipitation (a1-acid glycoprotein
s). Perrin plots reveal that

Trp residues of a1-acid glycoproteinc display free motions while those of a1-acid
glycoproteins follow protein global rotation. Excitation at 295 nm yields a fluores-

cence spectrum with a peak equal to 332 nm (a1-acid glycoproteinc) and to 337 nm

(a1-acid glycoproteins). Positions of the peaks are typical for proteins containing

tryptophan residues in a hydrophobic environment and result from the contribution of

both solvent-exposed and buried Trp residues. Fluorescence emission maximum of

a1-acid glycoprotein
c is blue shifted compared to that of a1-acid glycoprotein

s. Thus,

the two Trp residues embedded in the protein core of a1-acid glycoproteinc are less

exposed to the solvent than those embedded in a1-acid glycoprotein
s [67].

Time decay of fluorescence intensity measurements of a1-acid glycoprotein
s was

performed with the time correlated single photon counting. The time decay of a1-
acid glycoproteinc was measured by the phase method. Table 2 gives the fluores-

cence lifetime values for a1-acid glycoprotein measured by the two methods. One

would expect to obtain different fluorescence lifetimes for the two types of prepa-

ration if protein dynamics has an influence on the lifetime data. Instead, we notice

that the two preparations give very close fluorescence lifetimes. Thus, structure and

dynamics of a1-acid glycoprotein have no effect on fluorescence lifetimes of the

tryptophan residues.

Table 2 Fluorescence lifetimes data of a1-acid glycoproteinc and a1-acid glycoproteins

t1 f1 t2 f2 t3 f3 <t>

a1-Acid glycoproteinc

0.354 � 0.034 0.101 � 0.05 1.664 � 0.072 0.66 � 0.03 4.638 � 0.342 0.238 � 0.01 2.285

a1-Acid glycoproteins

0.26 � 0.07 0.0955 � 0.02 1.75 � 0.03 0.7 � 0.05 5.15 � 0.09 0.203 � 0.06 2.29

Sources: Albani JR, Vos R, Willaert K, Engelborghs Y (1995) Photochem Photobiol 62:30–34 and

Albani JR (1998) Spectrochimica Acta Part A 54:175–183
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4.2 Origin of Tryptophan Fluorescence Lifetimes:
Substructures Generated in the Excited State

It has been suggested that fluorescence lifetimes of Trp residue(s) within random

coil polypeptides (denatured proteins) are very close, the differences would come

from the position of the tryptophan within the protein primary structure (end of the

chain or in its middle) and/or presence of quencher group near the Trp residue(s)

[68–70]. Nevertheless, the data described in this review indicate that fluorescence

lifetimes characterize intrinsic properties of the fluorophore. In fact, the two

shortest lifetimes around 0.4–0.5 and 2–4 ns were measured for tryptophan free

in solution and present within proteins. Thus, presence of these two lifetimes is

independent of any structure around tryptophan and characterizes an internal

property or/and organization of the tryptophan structure in the excited state, inde-

pendently of its environment. Even when proteins are denatured, three lifetimes are

still observed. These structures or substructures obtained in the excited state yield

the two fluorescence lifetimes found for tryptophan whether free in solution or

present within a protein. The third lifetime recorded in proteins could be attributed

to interaction between the Trp residue (s) and the surrounding amino acids and to

possible specific properties of the protein. Also, values of relative amplitudes of

the three fluorescence lifetimes can be dependent on the number of emitting Trp

residues or/and on the type of interaction that is occurring between Trp residues and

the surrounding environment. In fact, our results (Table 1) indicate that fluores-

cence lifetime relative amplitudes are not the same for the measured proteins.

Lifetime amplitudes will characterize the populations of emitting species or trypto-

phan residue substructures. Fluorescence lifetimes and their populations

(preexponential values) can be modified with the global structure of the protein.

The 7.7 ns observed in the native state of HSA is the result of the interaction of

Trp-214 residue with its surrounding environment, the amino acids of the hydro-

phobic part of the ligand binding pocket. This long lifetime indicates that

corresponding radiative (kr) and nonradiative (ki) constants are low which means

that substructure yielding this long lifetime displays important interaction within

the neighboring amino acids. The preexponential value (0.68) of this lifetime is

high, which means that the population of the substructure emitting with lifetime

equal to 7.7 ns is the most important between the three populations. This is in a

complete opposition with the shorter lifetime (0.492 ns) which preexponential

value is equal to 0.0277. Despite the presence of Trp-214 residue within a highly

hydrophobic domain of HSA, this does not exclude contacts with the solvent

molecules that are diffusing within the protein matrix. This diffusion is the result

of local motions within HSA matrix. Protein denaturation decreases the contact

between Trp-214 residue and its microenvironment and thus induces an increase of

the fluorescence intensity and of the radiative constant (kr) value. Populations of
substructures obtained in the denatured states are not necessarily identical to those

observed for the native protein.
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Figure 13 displays fluorescence lifetime variation of native and denatured HSA

along emission wavelengths [71]. While the shape of this lifetimes variation is

identical for both proteins states, lifetime values of denatured protein are almost

half those of the native one. This decrease in the fluorescence lifetime can be

explained by the fact that in the native state, interaction between HSA Trp residue

and neighboring amino acids is important compared to that observed when the

protein is totally denatured. Thus, in the native state, radiative rate constant

decreases as the result of the important interaction between fluorophore and neigh-

boring amino acids. In the unfolded state, interaction between Trp residue and

amino acids decreases, inducing by that an increase in the radiate rate constant and

thus a decrease of the measured fluorescence lifetimes compared to that recorded in

the native state. Fluorescence lifetime decrease can also be explained by the

difference in the local motions of tryptophan residue between native and denatured

states. In fact, in the native state, HSA tryptophan-214 residue displays local

motions [72–74], which are more important in the denatured state inducing an

increase in the nonradiative rate constant ki. This will decrease the value of

fluorescence lifetime. Therefore, HSA structure plays a role of gap, retaining and

organizing photon emission energy. Quenching efficiency characterized by the

protein unfolding (passage from the native to the denatured state) is equal to

E ¼ 1� t0ðDÞ
t0ðNÞ

; (1)
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J Fluoresc 20:651–656

Origin of Tryptophan Fluorescence 241



where t0ðDÞ and t0ðNÞ are the mean fluorescence lifetimes in the denatured and

native states, respectively. Quenching efficiency (E) was found equal to 0.5 � 0.05

along the emission spectrum from 340 to 390 nm. This value reveals importance of

the interactions between tryptophan residue and surrounding amino acids in the

native state compared to the unfolded one. Denaturation induces structural

modifications within the IIA subdomain where tryptophan residue is located,

affecting different interactions that exist between IIA and IIIA subdomains and

thus protein conformation and stability.

Figure 14 displays lifetime preexponentials variation along the emission spectra

of both denatured and native HSA. First of all, the data show that we have three

different fluorophore populations independent of the surrounding environment.

HSA denaturation induces an important modification in the preexponential values

recorded in the native state. This means that denaturation has modified the popula-

tion of each of the three tryptophan substructures. This result is clear evidence that

preexponential values characterize the type and nature of interaction existing

between Trp-214 residue and its environment, while the number of lifetimes is an

indication of the substructures that exist for the fluorophores in the excited state.

Figure 14 indicates that in the denatured state, the population characterizing the two

shortest lifetimes are much more important than those observed in the native state.

This is not the case for the population with the longest fluorescence lifetime. Mean

fluorescence lifetime value is calculated from those of the three lifetimes and of

their preexponentials. Upon HSA denaturation, important decrease in the three

fluorescence lifetimes (Fig. 13), and of the longest lifetime preexponential

(Fig. 14) occurs, inducing a decrease of the mean fluorescence lifetime.

Fig. 14 Preexponential

variation of fluorescence

lifetimes of native (open
symbols) and denatured

(closed symbols) HSA with

emission wavelengths. a1, a2,
and a3 are symbolized by

squares, circles, and
triangles, respectively.
Source: M. Amiri, K. Jankeje

and J.R. Albani (2010)

J Fluoresc 20:651–656
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Since emission occurs from the excited state, then it is normal that fluorescence

lifetimes characterize species or substructures existing in the excited state and not

in the ground one. Tryptophan molecule cannot have identical structure in both

ground and excited states. In fact, energy absorbed by a fluorophore is not entirely

used to excite the fluorophore. Some of the absorbed energy helps to reorganize

the fluorophore molecules in the excited state inducing a structure different from

that of the ground state. In other terms, light excitation is not necessary equal to

photon absorption. This can be put into evidence by comparing fluorescence

excitation and absorption spectra of a fluorophore. Although, the two spectra

could have a similar global shape, their intensities at many wavelengths are not

identical. In other terms, emission spectra intensity is not proportional to the optical

density of the excitation wavelength but to the intensity of the excitation spectrum

at the excitation wavelength.

Figure 15 displays fluorescence emission spectra of BSA obtained at four

excitation wavelengths, 260 (a), 280 (b), 295 (c), and 300 nm (d). The spectra

obtained at the four excitation wavelengths display different intensities at the

emission peaks. The weakest intensity corresponds to the excitation wavelength

of 300 nm and the highest intensity to 280 nm excitation wavelength. Since the

spectra displayed are corrected for the inner filter effect, they are interpreted by the

classical fluorescence theory as the result of the absorption at the excitation

wavelength. Therefore, on the basis of this theory, one should conclude that the

highest optical density is that at 280 nm followed by 295, 260, and 300 nm.

Figure 16 displays absorption spectrum of BSA. Optical density values are

equal to 0.097 (280 nm), 0.020 (295 nm), 0.059 (260 nm), and 0.007 (300 nm).

Thus, optical density at 260 nm is three times higher than that recorded at 295 nm.

Therefore, if emission intensity is proportional to optical density at the excitation
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wavelength, it should be higher when excitation was performed at 260 nm than at

295 nm.

Normalizing emission spectra obtained in Fig. 15 for the optical density at

280 nm yields spectra displayed in Fig. 17. We notice that the four spectra do not

have identical intensities and that there is no direct correlation between intensity

values at the emission peak with the optical density of the excitation wavelength.

Figure 18 displays fluorescence excitation spectrum of BSA (lem ¼ 360 nm).

Although the general feature of this spectrum looks like the absorption spectrum

(Fig. 16), there is an important difference between them: intensity of the excitation
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spectrum does not vary with the wavelengths in the same way than the optical

density along the absorption spectrum. An example, optical density at 260 nm is

higher at 295 nm than at 260 nm while excitation intensity is higher at 295 nm than

at 260 nm.

Normalizing absorption and excitation spectra at 280 nm allows us to see the

differences between them (Fig. 19). Excitation peak is shifted to the red compared

to the absorption peak. It is clear that the optical density at 260 nm is higher than
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that at 295 nm, while in the excitation spectrum, we have the opposite; the intensity

at 295 nm is higher than that at 260 nm.

Normalizing emission spectra obtained in Fig. 15 for the excitation intensity at

280 nm yields the spectra displayed in Fig. 20. The four normalized spectra display

very close or equal emission intensities. Thus, fluorescence emission intensities

obtained at different excitation wavelengths (Fig. 15) are directly proportional to

the intensity of the excitation wavelength of the excitation spectrum. The same

results were obtained for HSA, serotransferrin, b-lactoglobulin, human a1-acid
glycoprotein, creatine phosphokinase, deoxyribonuclease I, rat albumin, helicase,

trypsin, free tryptophan in solution, and free tyrosine in solution [38].

It is common to read that absorption is equal to excitation. However, the results

described in thiswork show that absorption is not necessarily equivalent to excitation.

Also, excitation spectrum yields information and details that can be hidden in the

absorption spectrum especially at wavelengths where optical densities are very small.

Data displayed show that fluorescence emission intensities of aromatic amino acids

free in solution or present in proteins are proportional to the excitation spectrum at the

excitation wavelength but not to the optical density at the excitation wavelength.

Similarity between the results obtained with free tryptophan in solution and proteins

clearly indicates that within proteins, these results are not the effects of cysteine or

peptide bonds absorption. Therefore, energy absorbed by the fluorophore does not

reflect necessarily the effective energy used to excite the fluorophore. Absorbed

energy helps to reorient fluorophore structure within the excited state, is dissipated

in the medium (solvent and/or protein matrix), and is used to excite the fluorophore

molecules. Therefore, excitation is not equal to absorption, i.e., excitation and

absorption spectra are not necessarily identical. Also, emission spectra recorded at

different excitation wavelengths can be normalized for the intensities of the excita-

tion spectrum and not for the optical densities.
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5 Fluorescence Lifetimes of Tryptophan and Relation

with S0 ! 1Lb and S0 ! 1La Transitions

5.1 Fluorescence Excitation Spectra of the S0 ! 1La

and S0 ! 1Lb Transitions in Water

Tryptophan absorbs with two transitions S0 ! 1La and S0 ! 1Lb (Fig. 21). We

measured fluorescence lifetimes and we recorded fluorescence spectra (emission

and excitation) of L-tryptophan dissolved in water and in ethanol in absence and

presence of high progesterone concentrations. Hormone absorbs between 220

and 280 with a peak around 250 nm, while its absorption is equal to zero beyond

280 nm. Thus, progesterone absorbs at the same wavelengths as S0 ! 1La transition
while its absorption is negligible in the S0 ! 1Lb transition domain.

Figure 22 displays fluorescence emission spectrum of L-tryptophan in water in

absence (a) and presence of 650 mM progesterone (b) (lex ¼ 295 nm). Presence

of progesterone at high concentration does not induce any significant decrease of

tryptophan fluorescence intensity.

It is important here to remind that although progesterone concentrations are

important in the fluorescence cuvettes, we added only small volumes (11 ml to the

1 ml tryptophan solution in water and 4 ml to the 1 ml tryptophan solution in

ethanol) of progesterone stock solution so that to avoid interference, if any, of

added volumes.

Progesterone does not bind to tryptophan free in solution, as shown in Fig. 22,

although its presence at high concentrations abolishes completely the 1La state.

Thus, upon excitation at 295 nm and in the presence of high progesterone

concentrations, 1Lb state is the primary contribution to tryptophan emission.

Figure 23 displays fluorescence excitation spectrum of L-tryptophan in water

in absence (a) and presence of 650 mM progesterone (b) (lem ¼ 350 nm). In

the presence of progesterone, we observe a decrease in the intensity of the

Fig. 21 The two dipole

transitions of tryptophan
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excitation spectrum, the peak of the recorded spectrum being at 290 nm.

Subtracting spectrum (b) from (a) yields spectrum (c) with a peak around

255 nm. Spectra (b) and (c) are similar to the 1Lb and
1La transitions that character-

ize the two singlet states of Tryptophan [75]. Emission of tryptophan in solution and

in most proteins is supposed to be unstructured and thus would take place from the
1La state which is considered to be the first excited state S1 [76, 77]. Addition of

progesterone to L-tryptophan in water inhibits completely the 1La state and thus
1Lb

state would be the main responsible of tryptophan emission. At 295 nm, the 1Lb
state is preferentially selected since at this wavelength, the S0 ! 1La transition is

completely abolished.

Figure 24 shows absorption spectrum of 240 mM progesterone dissolved in

ethanol. Progesterone absorbs mainly between 220 and 280 nm. Beyond this

wavelength, hormone absorption is close to zero. Thus, high progesterone

concentrations act as a filter of the 1La state, excitation at wavelength equal to

295 nm would select 1Lb state.

5.2 Does Complete Inhibition of S0 ! 1L a Transition Modifies
Fluorescence Lifetimes of Tryptophan in Water?

In the absence of 650 mM progesterone, recorded fluorescence lifetimes were equal

to 0.50386 � 0.05425 and 2.775 � 0.01158 ns (w2 ¼ 1.0056) and in the presence

of progesterone, recorded lifetimes were equal to 0.46024 � 0.0330 and

2.752 � 0.0111 ns (w2 ¼ 1.0107). We can notice that both short and long lifetimes

do not vary significantly in the presence of progesterone.
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In the absence and the presence of progesterone, analyzing fluorescence decays with

two lifetimes increases the value of w2 at all emission wavelengths (results not shown).

Figure 25 displays fluorescence lifetimes variation in water in the absence and

the presence of progesterone along the emission wavelengths. We can notice that

the presence of progesterone does not modify any of the two lifetimes. Also, mean

fluorescence lifetime is not affected by the presence of progesterone (Fig. 26).
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Figure 27 shows preexponential lifetimes variation of tryptophan in water in the

absence and the presence of progesterone. The results clearly indicate the absence

of any effect of progesterone presence in solution on the preexponential values.

Time-resolved emission spectra of tryptophan in water indicate that the two

lifetimes contribute to the global emission spectrum of the fluorophore, contribu-

tion of the long fluorescence lifetime to the global emission spectrum is much more

important than that of the short lifetime (results not shown).

5.3 Fluorescence Spectral Properties of Tryptophan in Ethanol

Figure 28 displays fluorescence excitation spectra of L-tryptophan in ethanol in the

absence and the presence of 240 mM progesterone. lmax of
1La and of 1Lb are equal

to 265 and 282 nm, respectively. Thus, excitation at 295 nm in the presence of high

progesterone concentrations allows selecting the S0 ! 1Lb transition only, the

S0 ! 1La transition being completely abolished by high progesterone absorption.

In the absence of progesterone, fluorescence intensity decay I(l, t), of L-trypto-

phan can be adequately represented by a sum of three exponentials:

Iðl; tÞ ¼ 0:12385e�t=0:3475 þ 0:79295e�t=1:768 þ 0:0832e�t=4:77;

where 0.12385, 0.70295, and 0.0832 are the preexponential factors,

0.3475 � 0.0305, 1.768 � 0.042, and 4.77 � 0.026 ns are the decay times and l
is the emission wavelength (315 nm) (w2 ¼ 1.073).
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In the presence of 240 mM progesterone, fluorescence intensity decay I(l, t) of
L-tryptophan can be adequately represented also by a sum of three exponentials:

Iðl; tÞ ¼ 0:1398e�t=0:378 þ 0:7719e�t=1:81 þ 0:0883e�t=4:796;

where 0.1398, 0.7719, and 0.0883 are the preexponential factors, 0.378 � 0.0402,

1.81 � 0.065, and 4.796 � 0.035 ns are the decay times and l is the emission

wavelength (315 nm) (w2 ¼ 1.014).

Lifetime measurements indicate that addition of progesterone to a solution of L-

tryptophan-ethanol does not affect any of the fluorescence decay parameters

(lifetimes and preexponentials). In the absence and the presence of 240 mM proges-

terone, analyzing fluorescence decays in ethanol with two lifetimes increases the

value of w2 at all the emission wavelengths (Tables 3 and 4).

Figure 29 displays lifetime variation along emission wavelengths of

L-tryptophan dissolved in ethanol in the absence and the presence of 240 mM
progesterone. We notice that the three lifetimes and the mean one (t0) are not

affected by the presence of progesterone. Also, preexponential values of the three

lifetimes are not affected by the presence of progesterone as it is clearly indicated in

Figs. 30 and 31. The fact that progesterone presence abolishes completely the

S0 ! 1La transition without modifying any of the fluorescence lifetimes, and their

preexponentials values indicate that the three lifetimes result from excited state

induced by the S0 ! 1Lb transition.
Figure 32 displays time-resolved emission spectra of the three lifetimes in the

absence and the presence of 250 mM progesterone. The two longest lifetimes are the

main contributors to tryptophan emission spectrum in the absence and the presence of

progesterone. Since emission peaks are identical or very close, the three emitting

species are substructures of the tryptophan in ethanol solution. These substructures

are generated in the excited state.
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5.4 Analysis of the Experiments (Figs. 22–32) Obtained
in Absence of the S0 ! 1La Transition

Tryptophan free in water emits with two lifetimes equal to 0.5 and 2.78 ns.

Tryptophan absorbs with two transitions S0 ! 1La and S0 ! 1Lb. Our data clearly
rule out the axiom which considers that in polar solvents, emission occurs

Table 4 Value of w2

obtained for L-tryptophan

decay in ethanol in the

presence of 240 mM
progesterone

and analyzed with two and

three fluorescence lifetimes

Wavelength w2 (3 t) w2 (2 t)

310 1.065 2.54

315 1.073 2.02

320 1.184 1.88

325 1.058 1.703

345 1.173 1.621

350 0.886 1.33

355 1.009 1.356

360 0.86 1.338

365 1.124 1.581

370 1.019 1.398

375 1.161 1.427

380 1.083 1.619

385 1.159 1.58

390 1.009 1.457

395 0.945 1.313

400 1.06 1.254

Table 3 Value of w2

obtained for L-tryptophan

decay in ethanol and

analyzed with two

and three fluorescence

lifetimes

Wavelength w2 (3 t) w2 (2 t)

310 1.008 2.638

315 1.129 2

320 1.096 1.645

325 1.036 1.509

330 1.070 1.303

335 0.952 1.421

340 1.166 1.484

345 0.94 1.317

350 0.896 1.448

355 0.91 1.324

360 1.29 1.785

365 0.972 1.32

370 0.968 1.45

375 1.02 1.29

380 1.112 1.65

385 1.152 1.55

390 1.076 1.612

395 1.12 1.54
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principally from 1La state. Also, our results rule out the fact that the 0.5 ns would be
the result of the S0 ! 1Lb transition while the 2.78 ns would be induced by the

S0 ! 1La transition. Upon excitation at 295 nm and in the presence of high

progesterone concentrations, the 1Lb state is the primary contribution to tryptophan

emission.
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In the presence of high progesterone concentrations and thus in the absence of

S0 ! 1La transition, two fluorescence lifetimes are still observed, 0.46 and 2.75 ns,

values equal to those measured in the absence of progesterone. Also, presence of the

hormone in solution does not affect lifetimes preexponential values which charac-

terize the contribution of each lifetime to the global emission decay. Therefore, in a

first approximation, one could conclude that S0 ! 1Lb transition is the main
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transition for tryptophan excitation. However, in the absence of experiments on the

S0 ! 1La transition alone, it is more serious to say that combination of both

transition states induce the excited state of tryptophan and the reorganization of

the fluorophore into two interrelated structures. The 0.5 and 2.75 ns lifetimes are

associated to these two structures. Finally, it is clear from our data that we cannot

assign a specific fluorescence lifetime to each of 1La and
1Lb states.

Dissolved in ethanol, tryptophan emits with three lifetimes 0.3475, 1.768, and

4.77 ns. Thus, tryptophan in ethanol would adopt in the excited state substructures

different from those observed in water. Three lifetimes have already been observed

for tryptophan dissolved in nonaqueous solvents [78]. Since, high progesterone

concentrations abolish S0 ! 1La transition, without affecting fluorescence lifetimes

or their preexponential values, then the three lifetimes observed in ethanol would be

generated by the S0 ! 1Lb transition. If this is the case, what would be the role of

the S0 ! 1La transition in the excitation process? Also, on the light of our data, an

important question could be asked: What is the real relation between the two

transitions and the fluorescence lifetimes observed in solution (two lifetimes in

water and three lifetimes in ethanol)? In other words, is there any correlation

between the two transitions and the fluorescence lifetimes? Excitation spectrum

characterizes electrons distribution within a molecule at the ground state while

fluorescence lifetimes occur from the excited state and thus reflect electron distri-

bution within the molecule in this state. Therefore, possibility that fluorescence

lifetimes are not directly correlated with any of the two transitions is not to be

excluded. In fact, we notice that while high progesterone concentrations abolish

S0 ! 1La transition, fluorescence lifetimes are not modified. Also, this could

simply mean that excitation of tryptophan molecules in solution induces an excited

state where fluorophore molecules retain at least two conformations which are

different from those observed in the ground state. In ethanol, the three lifetimes

are generated by the presence of three substructures induced by an environment

(ethanol) whose chemical and physical properties differ from those of water. The

same analysis can be drawn for Trp residues in proteins where the fluorophore is, in

the excited state, within substructures identical or very close to those observed in

ethanol and affected by their surrounding environment.

In a first step, one should correlate fluorescence lifetime of tryptophan with its

main structure or substructures in the excited state, independently of the

surrounding environment. Then, in a second step, modifications of the fluorescence

decay parameters (lifetimes and preexponentials) should be analyzed as the effect

of the environment on the substructures of the fluorophore in the excited state. This

latest suggestion is in good agreement with the fact that although N-acetyl-L-
tryptophanamide (NATA) and nonterminal tryptophan residues in proteins display

the same structures in the ground state, NATA emits with a single fluorescence

lifetime while tryptophan residues emission is bi- or multiexponential. This clearly

means that the structures generating fluorescence lifetimes are in the excited state

and differ from a fluorophore to another.

Therefore, lifetimes characterize substructures formed in the excited state and

not in the ground state, otherwise both molecules, NATA and tryptophan residues,
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should yield same lifetime values and numbers. Therefore, NATA cannot be

used as a reference to understand the origin of tryptophan fluorescence in

proteins. Comparison should be made only with free tryptophan in solution

(water, ethanol, etc.).

The conclusion of the work described in this part of the review is both S0 ! 1Lb
and S0 ! 1La transitions can induce tryptophan excitation and that recorded fluo-

rescence lifetimes are assigned to substructures generated in the excited state [79].

6 Applications of Tryptophan Fluorescence Lifetimes

in Studying Protein Structural Modification

6.1 Characterization of Different Conformations of HSA

HSA undergoes reversible conformational transformations with change in pH. At

pH 7, HSA assumes the normal form (N) which abruptly changes to highly charged

fast migrating form (F) at pH values less than 4.3, as this form moves “fast” upon

gel electrophoresis. At pH less than 2.7, the F-form changes to the fully extended

form (E). On the basic side of the normal pH above pH 8, the N-form changes to

basic form (B) and above pH 10, the structure changes to the aged form (A)

(Scheme 1) [80].

We studied these conformational changes by measuring fluorescence emission

spectra and fluorescence lifetimes. Fluorescence emission spectra of HSA recorded

from pH 2 to 12, indicate that the peak position at values of pH in a range 4–12 is

the same (340 nm) and thus, structure surrounding Trp residue in HSA is almost

stable. On the contrary, at pH 2 and 3, tryptophan is more surrounded by hydropho-

bic area since the observed peak is at 330 nm (Fig. 33). Thus, at pH 2 and 3, no

denaturation of HSA occurs but a structural modification. Tryptophan residue at

these two pHs is more embedded in the protein core than at higher pH. Complete

protein denaturation leads to an emission peak for the tryptophan around

350–355 nm.

Also, at all studied pH, three lifetimes were obtained, indicating that the pres-

ence of these lifetimes is independent of the protein structure and/or conformation.

Figure 34 displays the variation of the three fluorescence lifetimes at pH 2, 8, and 12

along the emission spectrum. The shape of the three lifetimes is identical at the

three pH. Although it is difficult to observe a real difference between the three

E F   N B    A 

Scheme 1 Conformational changes of HSA induced by pH modification
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shortest lifetimes t1 measured at the three pHs, it is very clear that values of t2 and
t3 measured at pH 2 are lower than those obtained at pH 8 and 12. This allows us to

conclude that the extended form (E) of HSA at pH 2 has a structure that differs

significantly from those of basic (B) or aged forms (A). This conclusion is con-

firmed by the variation of the mean fluorescence lifetime t0 with emission wave-

length at different pH (Fig. 35). In fact, two different populations can be separated
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from the plot obtained. A population containing protein form at pH 2 and 3

(extended form E) and a second population containing the other protein forms

(from pH 4 to 12). Also, at all pH, value of t0 increases with the emission

wavelengths (Fig. 35). This is the result of the increase of the longest fluorescence

lifetime t3 value at high emission wavelengths (Fig. 34).

Experiments performed on HSA at different pH allow us to conclude again that

number of fluorescence lifetime of tryptophan residue (s) within a protein is not

dependent on the structure or the global conformation of the protein.

In order to find out whether it is possible to separate the different forms present at

pH higher than 4, we plotted t0 as a function of the pH. Figure 36 displays the results
obtained at three wavelengths, 320 (squares), 360 (circles), and 400 nm (triangles).

We notice that the data obtained can be displayed in three different populations: One

of pH 2 and 3 (extended form), the second from pH 4 to 8 containing HSAmigrating

(F) and normal (N) forms.Another type of population is obvious for pH higher than 8,

characterizing the basic (B) and aged (A) forms of HSA.

The structure observed at pH 2 and 3 (extended form) corresponds to a molten

globule form which is an intermediate state of the protein before reaching denatur-

ation. In this state, the protein could be partly unfolded; importance of this partial

unfolding depends on the protein studied.

By measuring the fluorescence lifetime values t0 at different pH, we are able

to separate at least three different populations containing two to three forms of

the protein. Since we were not able to differentiate all the forms one from each

other, this means that fluorescence method we are using is not sensitive to the

structural differences between the forms within each population or because

the structural differences between the forms present within each population are

not important, even absent.
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Another information can be obtained from Fig. 36. The mean fluorescence

lifetime measured at all the pH is lower at 320 nm than at 360 or 400 nm.

At 320 nm, we are observing fluorescence mainly from an environment that is

more hydrophobic than at 360 or 400 nm. Since t0 value depends on those of the

three lifetimes and of their populations characterized by the preexponential values,

Fig. 36 clearly indicates that the values of t2 and t3 are much more important at

long wavelengths than lower ones, a conclusion in good agreement with the results

obtained in Fig. 34. Also, the populations, characterized by the preexponential

terms, of these two lifetimes may also be more important at high than at low

wavelengths.

Figure 37 compares lifetimes preexponentials with emission wavelengths

obtained at pH 6 and 8. The data show that from 320 nm, the first preexponential

a1 decreases along the emission spectrum, a2 does not change while a3 increases
with the emission wavelengths. These variations can explain why t0 is lower at 320
than at 360 or 400 nm (Fig. 36). Also, results obtained in Fig. 37 mean that

tryptophan population characterized by the first preexponential a1 is more sensitive

to hydrophobic than hydrophilic area, whereas the population characterized by a3 is
much more in a contact with hydrophilic area. The second preexponential a2 is

equally sensitive to both areas.

Thus, a1 which characterizes the population of the shorter lifetime (t1), is
characteristic of a hydrophobic area since a1 decreases with the emission wave-

length. At high wavelength, its value approaches even zero.

a2 does not vary with the emission wavelength, it is stable at all wavelengths.

a3, which characterizes the population of the longest fluorescence lifetime (t3),
is characteristic of both hydrophilic and hydrophobic areas although its sensitivity
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to hydrophilic area is clearly established since it increases with emission

wavelengths.

The three substructures of tryptophan 214 residue, each with a specific lifetime,

should have different orientations in space within HSA and thus should be

surrounded by environments of different polarities.

One should be careful here in the interpretation ofmeaning of “different polarities.”

By this we do not intend to pretend that one substructure is located in a hydrophobic

area while the other is in polar one. In fact, the three substructures are located in the

same hydrophobic location of HSA domain IIA, but they could have different slight

contact with the solvent molecules which are in the vicinity of the fluorophore,

rendering one of the substructures more “hydrophilic” than the others [81].

6.2 Structural Modifications of Dimeric b Lactoglobulin
and Dimeric OBP Upon 1-Aminoanthracene Binding:
Fluorescence Excitation Spectra and Lifetimes Studies

Fluorophores have been defined by Edelman and McClure [82] as “small molecules

which undergo changes in one or more of their fluorescence properties as a result of

noncovalent interaction with a protein or other molecules.” Such fluorophores,

when added to macromolecules such as proteins, should not modify their local

or global conformation. Only in this case, a fluorophore is considered as a good

probe to study, for example, allosteric transitions, protein–protein interactions,

protein–ligands interactions and structural alterations which accompany protein

denaturation.
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In this section, we are going to show how fluorophore binding to proteins can

modify tertiary structure of the macromolecules. These structural modifications are

detected by recording fluorescence excitation spectra and measuring fluorescence

lifetimes of the proteins tryptophan residue(s). We choose for this study interaction

between the fluorophore 1-aminoanthracene (1-AMA) and three lipocalin family

proteins, dimeric b lactoglobulin, dimeric porcine OBP, and monomeric a1-acid
glycoprotein. 1-AMA is widely used to study interaction between lipocalin family

proteins and their ligands [58, 60, 83–88]. However, aminoanthracene is known to

be a cytotoxic compound [89] inducing DNA damaging and thus altering proteins

structures. For this reason, we decided to find out whether binding of 1-AMA to

lipocalin family proteins modifies their structures or not.

Let us remind the readers that the three lipocalin proteins posses a pocket (calyx)

where hydrophobic ligands can bind. b-Lactoglobulin contains one hydrophobic

Trp residue (Trp-19 residue) and one hydrophilic one (Trp-61 residue) [51]. There

are no evidence yet whether both tryptophan residues contribute to the protein

fluorescence. Porcine odorant binding protein (pOBP) is dimeric at physiological

pH (7.2) and contains one Trp residue at position 16 [64]. a1-Acid glycoprotein

(orosomucoid) consists of a chain of 183 amino acids [5], contains 40% carbohy-

drate by weight [6], and has three Trp residues which all contribute to the protein

fluorescence [13, 90]. Carbohydrate units are linked to the pocket of a1-acid
glycoprotein giving it both hydrophobic and hydrophilic properties [16]. Thus,

a1-acid glycoprotein pocket contains a hydrophobic domain where ligands such

as progesterone and TNS can bind and a hydrophilic one formed mainly by the

glycosylation site of the protein [14, 15]. Therefore, chemical and physical

properties of the pocket in a1-acid glycoprotein are different from those of other

lipocalin family as the result of the carbohydrate residues presence. For more

details on the structures of the three proteins, the readers can refer to Sect. 3.

7 Interaction Between 1-Aminoanthracene

and b-Lactoglobulin

7.1 Fluorescence Emission Spectrum of b-Lactoglobulin
with 1-Aminoanthracene

Binding of 1-AMA to b-lactoglobulin dimer solution induces a decrease in the

fluorescence emission spectrum of tryptophan residues (lex ¼ 295 nm) accompanied

by an increase of the emission intensity of 1-AMA (lmax ¼ 520 nm) (Fig. 38).

Position of tryptophan emission peak in the absence of 1-AMA (spectrum 1)

is equal to 335 nm, while in the presence of 20 mM AMA, it shifts to 328 nm

(spectrum 8). This blue shift is the result of the increasing hydrophobicity around
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tryptophan residues. Intensity increase of bound 1-AMA is the result of the extrinsic

fluorophore binding to the protein and to energy transfer from tryptophan residues to

the extrinsic fluorophore. The following experiments have been described in ref. [91].

7.2 Fluorescence Excitation Spectrum of b-Lactoglobulin
with 1-Aminoanthracene

Structural modification within a protein can be monitored by recording the fluores-

cence excitation spectrum of Trp residues in the absence and the presence of different

1-AMA concentrations. The fluorescence excitation spectrum characterizes electron

distribution of themolecule in the ground state. Since 1-AMAdoes not emit at 340 nm,

thus, at this wavelength, only excitation spectrum of the Trp residues will be recorded.

Therefore, any modification of the fluorescence excitation spectrum in the presence

of 1-AMA would be the result of a structural modification of the protein in the

ground state.

Figure 39 displays the fluorescence excitation spectrum of Trp residues

of b-lactoglobulin in the absence and the presence of increasing concentrations of

1-AMA. We observe a significant decrease in the intensity of the excitation

spectrum accompanied by a shift of the recorded spectrum, from 280 nm in the

absence of 1-AMA to 290 nm in the presence of 20 mM of 1-AMA. This red shift

clearly indicates that binding of 1-AMA to b-lactoglobulin induces conformational

modifications within the tryptophan environment and mainly within the binding site

of the protein. Therefore, b-lactoglobulin conformation is not the same in the

absence and the presence of 1-AMA. Also, the shift observed occurs at a ratio of

0.3 (1-AMA to b-lactoglobulin), much before the stoichiometry of the complex

(2 AMA for 1 b-lactoglobulin dimer) is reached.
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Emission spectra of b-lactoglobulin dimer in the presence of 1-AMA (Fig. 38)

do not show any shift to the longest wavelengths (350–355 nm). This means that

protein denaturation in the presence of 1-AMA is not occurring. However, excita-

tion spectra clearly indicate that addition of 1-AMA to b-lactoglobulin induces

conformational changes in the protein structure. Excitation spectrum characterizes

tertiary structure of a molecule in the ground state. Although structural modification

does not mean here protein denaturation, still b-lactoglobulin structure in the

absence of 1-AMA is not the same in its presence. In this case, any dissociation

constant measured from titration experiments has no significant meaning.

At pH 7.5, b-lactoglobulin is a dimer, the pocket of each monomer makes a barrel

(calyx)where 1-AMAbinds.However, this calyx is narrow and thus 1-AMA, although

attracted by the hydrophobic binding site of b-lactoglobulin, modifies the binding site

and in consequence the protein structure. Therefore, 1-AMAwould be able to induce a

specific binding site that fits to its size. In other terms, hydrophobic binding site adopts

a structure that is imposed by the bound ligand (in this case, 1-AMA).

7.3 Fluorescence Lifetime Measurements of b-Lactoglobulin
in the Presence of 1-Aminoanthracene

In the absence and the presence of 1-AMA, fluorescence intensity, I(l, t), of Trp
residues in b-lactoglobulin can be adequately represented by a sum of three

exponentials. In the absence of 1-AMA,

Iðl; tÞ ¼ 0:412e�t=0:747 þ 0:425e�t=2:1 þ 0:164e�t=5:678;
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where 0.412, 0.425, and 0.164 are the preexponential factors, 0.747 � 0.05,

2.1 � 0.07, and 5.678 � 0.27 ns are the decay times and l is the emission wave-

length (340 nm) (w2 ¼ 0.922, lex ¼ 296 nm). The two shortest lifetimes corre-

spond to what we can usually observe for Trp residues in Protein or for free

tryptophan in solution, while the longest lifetime is the result of the interaction of

the Trp residue within its environment. The mean fluorescence lifetime calculated

from four experiments was found equal to 3.466 ns. Analyzing the decay curves

with two lifetimes yields a w2 equal to 2.1. And fitting the data with four

exponentials did not yield better w2 values than the fitting with three lifetimes.

Increasing 1-AMA concentrations in the b-lactoglobulin solution induces a

dramatic increase in the longest fluorescence lifetime of the tryptophan residues.

The two shortest fluorescence lifetimes are not affected by the presence of 1-AMA.

The mean fluorescence lifetime increases as the result of the important increase of

the longest fluorescence lifetime (Fig. 40). When the stoichiometry 2:1 of the

1-AMA-b-lactoglobulin is reached, i.e., 2 mol of 1-AMA for one dimer of

b-lactoglobulin, we notice that the longest lifetime increase stops. Modification of

the longest fluorescence lifetime in the presence of 1-AMA is in good agreement with

the results obtained when the fluorescence excitation spectrum of b-lactoglobulin
was recorded in the presence of increasing concentrations of 1-AMA. In both

experiments, we are following structural modifications within b-lactoglobulin as the

result of 1-AMA binding to b-lactoglobulin.
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The increase in the longest fluorescence lifetime in the presence of 1-AMA is

accompanied by a decrease in its preexponential value (a3). This decrease reaches a
plateau at a stoichiometry of 2 mol of 1-AMA for 1 b-lactoglobulin dimer (Fig. 41).

The preexponential values (a1 and a2) of the two shortest lifetimes are affected by

1-AMA binding to b-lactoglobulin but their variations do not correspond to that

observed for a3 (Fig. 42).
The fact that only the longest fluorescence lifetime is modified upon the struc-

tural modification confirms that this lifetime would characterize the interaction

existing between the fluorophore and surroundings amino acids. The other two

lifetimes are close to those measured for free tryptophan in water (�0.5 and 2.5 ns)

and found in almost all proteins (Table 1). Thus, these two values are in a certain

way independent of the surrounding environment of tryptophan, revealing that they

characterize intrinsic properties of the fluorophore, i.e., specific substructures

formed upon excitation.

1-Aminoanthracene disrupts b-lactoglobulin tertiary structure even at very low

fluorophore/protein concentrations ratios. Tryptophan 19 residue in b-lactoglobulin
is facing into the base of the hydrophobic pocket while tryptophan 61 is within

the extremely mobile loop at the mouth of the pocket [48]. Thus, the two tryptophan

residues in b-lactoglobulin are in positions which render them very sensitive to

structural modification within and near the pocket. This high sensitivity would affect

tryptophan residues excitation spectrum and fluorescence intensity decay parameters

(lifetimes and preexponentials). Conformational modifications are observed from the

fluorescence excitation spectrum of the protein recorded at different concentrations

of 1-AMA and from the modification of the longest fluorescence lifetime of the
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tryptophan residues and of its preexponential component. In the absence of any

conformational modification within the protein, the fluorescence excitation spec-

trum should not display any shift of its maximum and the lifetime should not vary

significantly.

8 Interaction Between 1-AMA and a1-Acid Glycoprotein

8.1 Fluorescence Excitation Spectrum of a1-Acid
Glycoprotein with 1-Aminoanthracene

Figure 43 displays the fluorescence excitation spectrum of Trp residues of

a1-glycoprotein in the absence and the presence of increasing concentrations

of 1-AMA.

We observe a significant decrease in the intensity of the excitation spectrum and

the absence of a shift up to [AMA]/[a1-glycoprotein] ratio equal to 1.30. Above this
ratio, a shift occurs to 285 then to 287 nm. Thus, to the difference of b-lactoglobulin,
binding of 1-AMA to a1-glycoprotein does not induce, within the stoichiometric

range, any structural modification within the glycoprotein. Presence of 40% carbo-

hydrate residues on a1-glycoprotein would be the principal reason for that. It is

already known that the presence of important amount of carbohydrate residues in a1-
acid glycoprotein (40% of carbohydrate by weight) explains the resistance and the

weak antigenicity of the protein, the carbohydrates acting as protective shield.
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Carbohydrate residues stabilize the conformation of the protein matrix and prevent

the unfolded or partially folded protein molecules from aggregation [92].

8.2 Fluorescence Lifetimes Measurements of a1-Acid
Glycoprotein in the Presence of 1-Aminoanthracene

In the absence and the presence of 1-AMA, fluorescence intensity, I(l, t), of Trp
residues in a1-acid glycoprotein can be adequately represented by a sum of three

exponentials. In the absence of 1-AMA,

Iðl; tÞ ¼ 0:230e�t=0:795 þ 0:625e�t=2:445 þ 0:145e�t=6:18;

where 0.230, 0.625, and 0.145 are the preexponential factors, 0.795 � 0.03,

2.445 � 0.06, and 6.18 � 0.77 ns are the decay times and l is the emission

wavelength (335 nm) (w2 ¼ 1.03, lex ¼ 296 nm). The mean fluorescence lifetime

calculated from three experiments was found equal to 3.61 ns. Analyzing the decay

curve with two lifetimes yields a w2 equal to 2.5. Also, it was not possible to fit the

data with four exponentials.

Increasing 1-AMA concentrations up to 0.6 [1-AMA]/[a1-acid glycoprotein]

ratio does not affect any of the three fluorescence lifetimes. However, a slight

increase of the third lifetime (from 6 to 8 ns) occurs up to 1.2 [1-AMA]/[a1-acid
glycoprotein] ratio. This increase is simply a variation correlated to statistical

measurements since the data shown are from three different experiments. Beyond

the 1.2 ratio, the value of the longest lifetime increases faster (Fig. 44).
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Absence of a significant increase in the longest fluorescence lifetime of a1-acid
glycoprotein in the presence of 1-AMA up to the stoichiometry of the complex (1:1)

is in good agreement with the results obtained when the fluorescence excitation

spectrum of a1-acid glycoprotein was recorded in the presence of different 1-AMA

concentrations. In both experiments and within the stoichiometric range, structural

modifications are not observed within a1-acid glycoprotein as the result of 1-AMA

binding.

The slight increase in the longest fluorescence lifetime of a1-acid glycoprotein,

tryptophan residues in the presence of 1-AMA is accompanied by a decrease in its

preexponential value (a3). However, to the difference of the results obtained with

b-lactoglobulin, this decrease does not reach a plateau at the stoichiometry (1:1) of

the complex (Fig. 45). Variation of a3 affects the values of a1 and a2 (Fig. 46)

differently from that was observed for b-lactoglobulin (Fig. 40). The global similar

variation (a decrease) of a3 in both a1-acid glycoprotein and b-lactoglobulin in the

presence of 1-AMA is a clear indication to the fact that the longest lifetime along

with its preexponential value characterize the interaction between tryptophan

residues with the protein matrix. Any modification of the conformation within the

protein will affect both long lifetime and its preexponential factor.

It is important here to remind that stoichiometry of 1-AMA to b-lactoglobulin is
2:1 while that of 1-AMA to a1-acid glycoprotein is 1:1. Therefore, increase of

fluorescence lifetime in b-lactoglobulin occurs when [1-AMA]/[b-lactoglobulin]
ratio is already equal to 0.3 while this increase is not observed for a1-acid glyco-

protein until this ratio reaches 1.2. Thus, it is possible to use 1-AMA as a

fluorophore to study binding of ligands to a1-acid glycoprotein. However, in the
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presence of b-lactoglobulin, it should be used at low concentrations to avoid any

modification in the protein conformation.

9 Interaction Between 1-AMA and OBP

9.1 Fluorescence Emission Spectrum of OBP
with 1-Aminoanthracene

Addition of increasing concentrations of 1-AMA to 2.7 mM OBP dimer induces a

decrease in the fluorescence intensity at 340 nm (Trp residue) accompanied with an

increase of the fluorescence intensity at 490 nm (1-AMA) (data not shown).

Binding of 1-AMA to OBP does not modify the emission peak position of the

tryptophan residue indicating that binding site of 1-AMA is not necessarily at

proximity of OBP Trp residue. In fact, analysis of OBP structure has shown that

the Trp residue does not belong to the internal cavity forming the binding site for

ligands [63, 64]. Intensity increase of bound 1-AMA is the result of the extrinsic

fluorophore binding to the protein and to energy transfer from tryptophan residue to

the extrinsic fluorophore.

It is important here to indicate that emission peak of 1-AMA bound to a1-acid
glycoprotein is located at 520 nm compared to 500 and 490 nm for b-lactoglobulin
and OBP, respectively. This means that binding site of 1-AMA on a1-acid glyco-

protein is more hydrophilic than that of the other two proteins. 1-AMA binding site

on OBP is the most hydrophobic which facilitates binding of the extrinsic

fluorophore.

9.2 Fluorescence Lifetimes Measurements of OBP
with 1-Aminoanthracene

In the absence of 1-AMA, fluorescence intensity, I(l, t), of Trp residue in OBP can

be adequately represented by a sum of three exponentials:

Iðl; tÞ ¼ 0:357e�t=0:858 þ 0:534e�t=2:761 þ 0:109e�t=9:201;

where 0.357, 0.534, and 0.109 are the preexponential factors, 0.858 � 0.05,

2.761 � 0.07, and 9.201 � 0.27 ns are the decay times and l is the emission

wavelength (340 nm) (w2 ¼ 1.167, lex ¼ 296 nm).

Analyzing the decay curve with two lifetimes yields a w2 equal to 2.5.

However, in the presence of 1-AMA and to the difference of b-lactoglobulin
and a1-glycoprotein, fitting the data with four exponentials yield better w2 values
than the fitting with three lifetimes indicating that 1-AMA modifies the global
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conformation around the Trp residue of OBP. For example, when the ratio

[1-AMA]/[OBP] reaches 0.33, fluorescence intensity decay of OBP can be

described as

Iðl; tÞ ¼ 0:153e�t=0:617 þ 0:6e�t=1:862 þ 0:188e�t=3:98 þ 0:059e�t=16;

(w2 ¼ 1.152). Analyzing the data with three lifetimes yields a w2 value equal to

1.214. At high [1-AMA]/[OBP] ratios, for example at 1.7, w2 values obtained were

1.180 and 1.466 with four and three lifetimes, respectively.

Also, increasing 1-AMA concentrations in the OBP solution induces an impor-

tant increase in both the longest and the mean fluorescence lifetimes of the

tryptophan residue. When the stoichiometry 2:1 of the 1-AMA–OBP is reached,

i.e., 2 mol of 1-AMA for one dimer of OBP, we notice that the longest and mean

lifetimes increase stops (Figs. 47 and 48).

The increase in the longest fluorescence lifetime in the presence of 1-AMA is

accompanied by an increase in its preexponential value (data not shown).

b-Lactoglobulin belongs to the lipocalin family and thus, the effect observed on

b-lactoglobulin structure upon 1-AMA binding has been detected also on proteins

such as OBPs. In fact, our results show that 1-AMA binding to OBP modifies

fluorescence lifetimes of the only Trp residue of the protein. In the presence of

1-AMA, fluorescence intensity decrease with time can be best described with four

lifetimes instead of three in the absence of 1-AMA. This means clearly that binding of

1-AMA to OBP modifies its local and global conformation. In the same conditions,

when 1-AMA was added to b-lactoglobulin, it did not induce any appearance of a

fourth fluorescence lifetime. This may be explained by the fact that binding sites and
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interactions of 1-AMA with the two proteins are not the same. Nevertheless, in both

cases, the two protein conformations are disrupted in the presence of 1-AMA.

9.3 1-AMA is Not a Good Probe to Study Binding
of Ligands to OBP

1-AMA is widely used as a probe to study interaction between OBPs and hydrophobic

ligands such as 2-iso-butyl-3-metoxypyrazine (IBMP), dihydromyrcenol (DHM), or

benzophenone (BZP). In general, hydrophobic ligands are added to OBPs–1-AMA

complex and binding of these ligands to the proteins is followed by analyzing the

fluorescence intensity decrease of bound 1-AMA. Looking to the literature very

carefully, one can notice that, in order to perform their experiments, the different

authors measure the dissociation constant of the 1-AMA–OBP complex by titrating

1 mM of protein with concentrations of 1-AMA that go from 0.076 to 5 mM (see, e.g.,

ref. [84]). Based on the datawe described in the present review,OBP tertiary structure,

in the presence of the concentrations used of 1-AMA, is different from the native

tertiary structure of the protein. However, some authors considered that their proteins

structures are identical either in the presence or in the absence of 1-AMA. Their

conclusion is based on the fact that emission peak does not shift to high wavelengths

(350 or 355 nm) upon 1-AMA binding (see, e.g., ref. [88]). One should remind here

that emission spectrum is not so sensitive to structuralmodifications as it is the case for

the excitation spectrum or fluorescence lifetimes. Therefore, upon slight or important

structural modifications within the protein, recording the emission spectrum will not

yield any information on these modifications.
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Another problem occurs when 1-AMA is used as a probe. In fact, displacing

1-AMA from its binding site on OBP is usually performed in the following

conditions: 0.5 mM or 1 mM OBP samples are incubated with a fixed amount of

1-AMA (3 mM) and increasing concentrations of odorants (0.39–50 mM) are then

added. First of all, the [1-AMA]/[OBP] ratios used would in principle modify

protein structure. Thus, the OBP studied in the presence of 1-AMA should have

different structure than the nonmodified protein. Second, displacement of 3 mM of

1-AMA with 50 mM of ligand clearly means that the ligand, in order to displace the

1-AMA, needs to modify the structure of the OBP of the 1-AMA–OBP complex. If

the interaction between 1-AMA and the other hydrophobic ligands are competitive,

this means that small concentrations of the ligands are sufficient to displace 1-AMA

from its binding site. Also, in the case of a real competitive interaction, affinity of

the ligands to OBP should be around 100 times that of 1-AMA to OBP. See, for

example, displacement by hemin of the fluorophore 2,p-toluidinylnaphthalene-6-
sulfonate (TNS) from its binding site on apocytochrome b2 core [93] and on a1-acid
glycoprotein [16]. In both cases, TNS fluorescence decreases to zero when the

stoichiometry of the proteins–hemin complex reaches 1:1. In the studies on OBP, it

is clear from the concentrations of hydrophobic ligands used do not fit with

competitive interactions. The large concentrations of ligands modify OBP structure

so that 1-AMA can thus be released from the binding site. This fact is in good

agreement with our results on both b-lactoglobulin and OBP that show that binding

of 1-AMA to the lipocalin proteins induces important structural modifications

within the proteins. Since important concentrations of ligands are needed to dis-

place 1-AMA from its binding site, this means that hydrophobic binding site

follows a conformation imposed by 1-AMA presence. Added ligand would exert

a pressure on the protein so that new structural rearrangements within the protein

and within the binding site occur in order to release 1-AMA to the solution. Our

conclusion is in good agreement with the fact that hydrophobic binding site of OBP

is highly mobile and can adopt the structure of the bound ligand as it is shown by the

electron density map of OBP pocket in the presence of different ligands [86]. Also,

the close dissociation constant values of 1-AMA–OBP complex and ligands–OBP

complex are in good agreement with the fact that conformational modifications are

occurring within the protein upon 1-AMA displacement with the “supposed”

competitive ligands.

Thus, one should question the ability of using 1-AMA as a probe to study

interaction of lipocalin proteins family with their ligands and the meaning of the

measured Kd of the 1-AMA-protein and of the ligands–protein complexes.

10 Conclusions

Emission occurs from the excited state. Thus, fluorescence lifetimes characterize

species or substructures existing in the excited state and not in the ground one.
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Energy absorbed by a fluorophore is not entirely used to excite the fluorophore.

Some of the absorbed energy helps to reorganize the fluorophore molecules in

the excited state inducing a structure different from that of the ground state.

In the excited state, electronic distribution within tryptophan differs from that in the

ground state. Thus, in the excited state, tryptophan sub-structures differ from

those present in the ground state.

Number of fluorescence lifetimes is in general independent of that of tryptophan

residues present within a protein.

Two lifetimes around 0.4–0.5 ns and 2–4 ns are measured for tryptophan free in

solution and within proteins. Thus, presence of these two lifetimes is indepen-

dent of any structure around tryptophan and characterizes an internal property

or/and organization of the tryptophan structure in the excited state, indepen-

dently of its environment.

The shortest fluorescence lifetime is not the result of the S0 ! 1Lb transition and the
second fluorescence lifetime is not induced by the S0 ! 1La transition.

Fluorescence lifetimes are not necessarily directly related to both S0 ! 1Lb and

S0 ! 1La transition.
Combination of both transition states induce the excited state of tryptophan and the

reorganization of the fluorophore into two interrelated structures.

The third lifetime recorded in proteins could be attributed to interaction between the

Trp residue(s) and the surrounding amino acids and to possible specific

properties of the protein.

The values of the relative amplitudes of the three fluorescence lifetimes can be

dependent on the number of emitting Trp residues or/and on the type of interac-

tion that is occurring between Trp residues and the surrounding environment.

Lifetimes amplitudes will characterize the populations of emitting species or

tryptophan residues substructures.

Fluorescence lifetimes and their populations (preexponential values) can be

modified with the global structure of the protein.

Protein denaturation does not yield a single fluorescence lifetime.

Emission spectra intensity is not proportional to the optical density of the excitation

wavelength but to the intensity of the excitation spectrum at the excitation

wavelength.

Fluorophores used to follow protein–ligands interaction should not modify the local

or/and the global structures of proteins.
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Protein Folding, Unfolding, and Aggregation

Processes Revealed by Rapid Sampling

of Time-Domain Fluorescence

Saswata Sankar Sarkar, Anoop Saxena, Nihav Dhawale,

Jayant B. Udgaonkar, and G. Krishnamoorthy

1 Introduction

Temporal information on the structural transformations occurring during the

folding and unfolding reactions of proteins is of great importance for elucidating

the mechanism of protein folding [1–6]. The rapidity of protein folding reactions

precludes the use of standard structural tools such as NMR and X-ray crystallogra-

phy. Furthermore, the conformational heterogeneity inherent in these reactions

poses a further problem in using these standard tools [7–11]. Fluorescence

resonance energy transfer (FRET) between two positions in a protein has the

capability of providing the intramolecular distance separating the two locations

[12]. Thus, in spite of the limited structural information it provides (a single

intramolecular distance is revealed from a single sample), FRET has the ability to

provide information on structural parameters with a time-resolution covering

even the most rapid early events of protein folding [13–19]. Although, FRET can

be measured either by steady-state spectroscopy or by time-resolved methods, the

latter has several advantages. This chapter describes the power of time-resolved

FRET measurements especially when coupled with rapid sampling (in “double-

kinetics” experiments) [20, 21] and the Maximum Entropy Method (MEM) of data

analysis [22, 23]. MEM is a model-free method of obtaining the distribution of

fluorescence lifetimes (and, hence, the probability distribution of intramolecular

distances) from fluorescence decay kinetics [20, 21]. The use of MEM obliterates

the need of any a priori assumption of functional forms such as single or multiple

Gaussians for intramolecular distance distributions.
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2 Tr-FRET and Population Heterogeneity During

Protein Folding/Unfolding

The main advantage of time-resolved FRET (tr-FRET) over the steady-state

version (ss-FRET) is the ability to discern population heterogeneity encountered

during folding/unfolding processes. To substantiate this assertion, let us consider

the following two models of folding process, viz. (1) A two-state model with

unfolded (U) and native (N) states with the U state transforming into the N state in a

first order process without populating, substantially, any intermediate states and

(2) A continuous model where the U state transforms through a continuum

of progressively more folded forms, I, into the N state. In the ss-FRET measure-

ment, the observed fluorescence intensity at time t (F(t)) of the folding process

is given by

FðtÞ ¼ aUðtÞFU þ aNðtÞFN 2 - State Model, (1)

FðtÞ ¼ FIðtÞ Continuous Model, (2)

where aU(t) and aN(t) are the mole fractions of U and N states, respectively and FU

and FN are the mole fraction-normalized fluorescence intensities of U and N,

respectively. In the continuous model, FI ¼ FU at t ¼ 0, and FI ¼ FN at t ¼ 1.

It is important to note that differentiation between the two models based on ss-

FRET measurements is not possible, as discriminating between (1) and (2) requires

prior knowledge on the process.

Alternatively, in the tr-FRET method, the fluorescence lifetimes (t) and their

amplitudes (b) recovered from intensity decays recorded at time t of the folding

process can be represented as

bUðtÞ; tU; bNðtÞ; tN 2 - State Model,

tIðtÞ Continuous Model:

In the 2-state model, the values of b are time-dependent, as they represent

the time-evolving population. By contrast, the values of tU and tN are

time-independent as they are associated with the U and N states. In the continuous

model, tI would be time-dependent due to the continuous change in the structural

characteristics of the folding protein. More complexmechanisms could have aspects

of both the models. It should be emphasized that tU, tN and tI themselves could be

the mean-lifetimes of multiexponential fluorescence intensity decay processes.

The advantage of the tr-FRET method as opposed to the ss-FRET method is that

it has the ability to differentiate between the 2-state and continuous models, as the

set of parameters recovered from the analysis of fluorescence intensity decays

would correspond to one of the two sets mentioned above. Thus, the picosecond

time resolution of the fluorescence intensity measurement offers us the handle in
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identifying the model. The ps–ns timescale of the excited state of fluorophores is

faster, by several orders of magnitude, than the rates of exchange between various

conformational states and structural forms of proteins in general [24–27]. This

ensures that time-domain fluorescence captures a “snap-shot” picture of the confor-

mational and structural heterogeneity present during folding/unfolding processes.

The snap-shot picture provides (1) the relative populations of various discrete

structural forms (such as U and N) and (2) an estimation of the structural heteroge-

neity of U and any intermediate structures from an analysis of intensity decay

kinetics as a distribution of lifetimes, especially by MEM [28]. A distribution of

decay rates is obtained from such analyses, and as the decay rate depends on the

distance between the fluorescence donor and the acceptor, this can be used to obtain

the probability distribution of distance between donor and acceptor in the ensemble.

3 Instrumentation for Time-Domain Fluorescence

with ms Sampling

The integrated fluorescence intensity measured in ss-FRET can be collected with

sufficient S/N with a sampling rate down to microseconds and below, thus enabling

monitoring of the early events of folding such as the collapse of unfolded proteins [29]

and the formation of b-bends [15]. The typical sampling rate of picosecond time-

resolved fluorescence setups is usually in several tens of seconds time domain,

although rapid sampling of ~20 ms has been achieved in specialized setups [20,

30–32]. This has opened the possibility of performing tr-FRET measurements during

folding/unfolding processes. Two such setups being used in our laboratory, one based

on time-correlated-single-photon-counting (TCSPC), and the other based on Streak

camera detection, are shown in Fig. 1a, b. Both the setups consist of three major

components: (1) a picosecond high repetition rate laser, (2) a stopped-flowmixer, and

(3) a TCSPC or Streak Camera detector. Other details are given in the figure legends.

4 Continuous Dissolution of Structure During

Unfolding of a Protein

Many protein folding and unfolding processes can be described by a simple “two-

state” model (U and N) with the kinetics describable by transition state theory.

Transition state theory describes the process in terms of a single reaction coordinate

with an energy barrier separating the two states. Thus, during folding and unfolding

reactions, the protein molecules are not expected to spend appreciable time in

conformations intermediate between U and N. In recent years, there has been,

however, growing realization that this is not an acceptable model even for small

proteins, as the landscape between U and N can be quite complex [28, 33–36].
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In fact, the transition between the U and N states can be expected to be a continuous

process. The unfolding of a small protein, monellin, was studied by the tr-FRET

methodology coupled to MEM analysis with the aim of describing the energy

landscape defining the unfolding process.

Single chain monellin (MNEI) is a sweet plant protein, whose folding and

unfolding reactions have been studied extensively [37–39]. Time evolution of the

probability distributions of four intramolecular distances in this protein was moni-

tored, as it unfolds in 4 M guanidine hydrochloride (GdnHCl), starting from the

native state [21]. Four single cysteine, single tryptophan-containing mutant forms

of MNEI were used (Fig. 2a). In each of the mutant proteins, a single tryptophan

residue at position four served as the donor fluorophore (D) and a thionitrobenzoate

(TNB) adduct attached at one of the four cysteine sidechains (Fig. 2a) served as the

FRET acceptor (A). TNB had been used as a nonfluorescent FRET acceptor of

tryptophan fluorescence (R0 ~ 23 Å, an ideal value for small proteins) in several

earlier studies [28, 36, 53].

Fig. 1 (a) Experimental setup to monitor the time evolution of time-resolved fluorescence decay

and time-resolved anisotropy decay during protein folding, unfolding and aggregation processes.

The setup consists of (1) a picosecond high repetition rate laser system, (2) a stopped-flow module,

and (3) dual channel fast time-correlated single photon counting system (SPC-630 from Becker

and Hickl). A Ti-sapphire laser pumped by a Nd:YVO4 laser (Milenia X, Spectra Physics)

generated one picosecond pulses of 885 nm at 80 MHz repetition rate, which were frequency

tripled to 295 nm by a frequency doubler/tripler unit (GWU, Spectra Physics) to excite tryptophan

in folding-unfolding reactions. For studying aggregation processes, the laser output was at 740 nm

at an 8 MHz repetition rate that was doubled to 370 nm by the same doubler/tripler unit to excite

the fluorophore IAEDANS. The folding-unfolding reaction or the aggregation process was

initiated by stopped-flow mixing (RX2000 from Applied Photophysics). The dead time of mixing

was estimated to be ~60 ms. The fluorescence decays were collected through two polarizers, one

vertical and the other horizontal with respect to the polarization of excitation, using two

photomultiplier tubes (Model H5773P-01;Hamamatsu) coupled to the TCSPC card. A dilute

colloidal suspension of dried nondairy coffee whitener was used to collect the instrument response

function. The typical sampling time of this setup is ~150 ms (figure reproduced from ref. [21]).

(b) Streak Camera-based “Double-Kinetic” setup: this system is essentially similar to that shown in

(a) except that a Streak Camera is used in place of TCSPC detection. The laser system used is the

same as that described in (a). The stopped-flow system used here (SFM-4 from Biologic, France)

has a dead time of ~2 ms. Fluorescence was collected from two windows of the stopped-flow

cuvette: a PMT at one window was used to obtain the ms dependence of the integrated fluores-

cence intensity (shown by the plot on the left side), and a Streak Camera unit (SC10/SSU11-10,

Optronis, Germany) with a time resolution of 2 ps was used as the detector at the other window.

Rapid sampling of the Streak Camera traces in ms was done by moving the streak images in the

vertical direction of the streak tube by slow (ms) scanning, using a second deflection unit (TSU23-

10). Thus, the horizontal direction provided the ps-resolved fluorescence transients, and the

vertical direction provided the sampling of these traces at ms intervals. The dynamic range of

the CCD camera used to capture the images is 16 bits. The 2D Streak Image shown on the right

side was obtained in a folding reaction. The x-axis shows the streak image corresponding to

fluorescence decay kinetics. The streak image moves from top to bottom following the initiation of

the folding reaction. Thus, the intensity decay kinetics at various times during the folding reaction

can be obtained by taking horizontal cuts at successive ms time intervals. The intensity vs. time

plot shown as an inset in the 2D Streak Image panel corresponds to the area in between the two
horizontal lines marked in the 2D Streak Image

�
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Fig. 2 (a) Structure of single chain monellin (PDB entry 1IV7) showing the positions of the trp

residue and the four cys residues used to monitor the evolution of four different intramolecular

distances of the protein during unfolding. It was drawn using the program PyMOL (figure

reproduced from ref. [21]). (b) Location of the trp and the four cys residues in four single trp,

single cys-containing mutant forms of barstar (PDB entry 1BTA). RASMOL was used to draw the

structure
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When the mean fluorescence lifetime (tm) of the donor, Trp 4, was measured

during the unfolding of MNEI, by using the setup shown in Fig. 1a, the kinetics of

the change of tm was nearly exponential for all the four mutant proteins, consistent

with an apparently 2-state unfolding reaction [21]. However, as mentioned earlier,

an ensemble-averaged parameter such as tm (which is proportional to the integrated

fluorescence intensity) is not expected to reveal any heterogeneity hidden in these

observations.

The heterogeneity of population got revealed once the decay kinetics monitored

at various times of unfolding, was analyzed using MEM (Fig. 3). The fluorescence

lifetime distributions (Fig. 3) were then transformed into probability distributions of

D-A distances using Forster’s equation [12], as shown in Fig. 4. This transformation

was feasible as the lifetime of Trp 4, was nearly a single exponential in both the

native and unfolded states of MNEI [21], a situation rarely found in proteins.

Incorporation of tryptophan analogs having single lifetimes would enable a similar

methodology to be adapted for other proteins as well [40].

Upon commencement of the unfolding reaction, the probability distributions of

D-A distances jump from the narrow unimodal distribution of the native state to

bimodal distributions for three distances, while the fourth distance remains

unimodal (Fig. 4). It is interesting to note that at the first time point of observation

(150 ms), at which the drastic jump from a sharp unimodal distribution to a broad

bimodal distribution was observed (Fig. 4), the extent of secondary structure, as

monitored by circular dichroism spectroscopy, has not decreased [21]. This

indicated that the protein has swollen rapidly in size while keeping the secondary

structural elements intact. As the unfolding proceeds to completion, the

distributions of D–A distances evolve continuously through increasing values.

One of the broad peaks observed at the first time point grows at the expense of

the other, and finally, the broad distribution characteristic of random coil [41] is

observed.

The physics of swelling of the polypeptide chain, upon unfolding, can be

assumed to be similar to that of a freely jointed self-avoiding chain, with a few

noncovalent interactions. A simple phenomenological model, which is a variation

of the well-known Rouse model of polymer physics [42, 43], was used to explain

the observations [21]. Time evolution of the two populations of the initially

unfolded forms (Scheme 1) can be described by Gaussian probability distribution

function

PðR; tÞ ¼ 1ffiffiffiffiffiffi
2p

p
siðtÞ

e
ðR� RiðtÞÞ2

2si2ðtÞ i ¼ 1; 2:;

where Ri(t) and si
2(t) are the time-dependent mean and variance, respectively, of

the distance distribution in the ensemble i. Ri(t) and si
2(t) increase exponentially

with time t. Thus, the protein, starting from a native conformation, swells with time

to reach its finite limiting value.

Figure 4 shows that this model fits the data reasonably well. The kinetic

parameters, ti associated with the unfolding process (Scheme 1) are found to be
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Fig. 3 Fluorescence lifetime distributions of four different TNB-labeled mutant forms of MNEI at

different time points during unfolding. (a) Cys42-TNB, (b) Cys68-TNB, (c) Cys82TNB,

(d) Cys97-TNB. The black solid and dashed lines represent the lifetime distributions of native

protein in 0 M GdnHCl and unfolded protein in 4 M GdnHCl, respectively. A jump in GdnHCl

concentration from 0 to 4 M was given to start the unfolding reaction and the subsequent evolution

of the lifetime distributions during the process is shown in other colored lines as representative.

The time axis is in log scale. The insets of (a) and (b) show the gradual evolution of lifetime as the

protein unfolds in a linear scale. Insets of (c) and (d) represent the time course of the fraction of

protein with unfolded-like distributions being referred to as the fraction of “U”-like form during

the unfolding of the protein. The fraction was calculated by dividing the area under the U-like peak

of the bimodal lifetime distributions, at various unfolding times, by the total area under the U

distribution obtained at the end of the unfolding reaction in 4 M GdnHCl (figure reproduced from

ref. [21])
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different for the different mutant proteins [21] and this difference causes the

apparent differences in the behaviors of the four distance distributions (Fig. 4).

Rationalization of the values of ti with the actual D–A distance is expected to bring

out atomistic details of the unfolding process, and will form the subject of future

studies. The apparent contradiction between the continuous nature of swelling and

the slowness of the process was explained as due to probable activation barriers for

the basic motional dynamics of bond flipping in compact and partially unfolded

forms. The main conclusion that the unfolding of proteins may occur via a contin-

uum of conformations of increasing disorder can have implications in protein

aggregation, such as amyloid fibril formation, because aggregation processes can

commence from structures that are partially unfolded to different extents.

5 Evolution of Structure During Folding of a Protein

5.1 Evolution of Intramolecular Distances During
Protein Folding

In the previous section it was shown that intramolecular distances change continu-

ously during the unfolding of a small protein, monellin. In this section, we address a

similar question for the protein folding process, by using another model protein,

barstar which has been studied extensively [44–53].

Barstar is a small 89 residue bacterial protein which inhibits the ribonuclease

activity of barnase. Equilibrium unfolding of this protein, when observed through

Scheme 1 Diffusive swelling during the unfolding of single chain monellin (figure reproduced from

ref. [21])
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steady state fluorescence measurement of the single tryptophan (Trp 53) in the core

of the protein, showed a sigmoidal transition [50], suggesting a 2-state model for

this transition. But when an intramolecular distance was estimated by the combined

use of tr-FRET and MEM analysis, the equilibrium unfolding transition revealed

aspects of continuous change, and indicated that the protein could swell toward the

unfolded state in a gradual manner [36]. This observation of continuous structural

change rules out a 2-state model to describe the equilibrium unfolding transition of

barstar. Ensemble-averaged properties such as steady-state fluorescence and circu-

lar dichroism could not differentiate between the 2-state and a continuous model. It

is worth noting that observation of continuous structural change during an equilib-

rium unfolding transition need not imply the presence of such continuous structural

change happening during the process of folding. The kinetic process of folding was

investigated as detailed below.

The process of folding of barstar occurs in three kinetic phases: (1) a very rapid

burst phase occurringwithin a fewms, (2) a fast phase with a time constant of ~1 s, and

(3) a slow process of ~20 min at 10�C, when protein that had been unfolded in high

concentration of urea is diluted to ~1 M of urea [28]. Tr-FRET measurements were

used to investigate the kinetics of the folding using single trp (Trp 53) and single cys-

containingmutants of the proteinwith Trp 53 as the donor and the TNBgroup attached

to the cys as the acceptor of the FRET pair, as before. The fast phase of folding was

investigated by using the setup shown in Fig. 1a by sampling the tr-FRET data every

200ms. Such rapidly sampled data had a good value of S/N (peak countswere>10K),

which is essential to obtain reliable D–A distances. Four mutant forms of the protein,

Cys25, Cys40, Cys62, and Cys82, were used to monitor the time courses of change in

the D–A distances following the initiation of folding (Fig. 2b).

In the N state, Trp 53 has nearly a single lifetime of 4.8 ns in the absence of the

FRET acceptor, which gets shortened to between 0.1 and 0.7 ns, when the acceptor

TNB group is attached to the cys side chain [28] in the four mutant proteins. This

variation (0.1–0.7 ns) reflects the variation in the D–A distances in the four mutant

proteins. Immediately after the initiation of folding (within ~100 ms), the presence

of this short lifetime is seen, indicating compaction of the U state to an N-like form

at the end of the burst phase. For two of the four mutant proteins (Cys62 and Cys82)

(Fig. 5), the value of this lifetime is, however, seen to be significantly longer than

that observed in the N state. This higher value changes in a continuous manner to

that corresponding to the N state during the fast phase of folding. The other two

mutant proteins (Cys25 and Cys40) show a constant value of the short lifetime

during the course of folding. D–A distances calculated from the Forster equation

(Fig. 6) show that Trp53-Cys62 and Trp53-Cys82 distances decrease continuously

from a higher value corresponding to the initially collapsed form to those of the N

state. By contrast, the Trp53-Cys25 and Trp53-Cys40 distances of the initially

collapsed form have already become the same as those in the N state, and hence,

show no further change in the D-A distance. Thus, these results point out that the

nature of folding could vary within the same protein, viz. some regions may show

2 state-like behavior, and some other regions may change continuously. A note of

caution is relevant in this interpretation. Any observed continuous variation of t
may also arise as a weighted average of 2 or more close-lying lifetimes, especially
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when the S/N of the decay traces are insufficient to resolve them as discrete

lifetimes. Thus, the reliability of any conclusion based on observed continuous

variation of t will, in general, depend on the S/N of the measurement.

5.2 Compaction of the Protein Core During Folding

An important question in protein folding is to determine when the core of the

protein consolidates and attains its compact rigid structure. The rotational dynamics

of a tryptophan side chain is generally taken as a sensitive assay of flexibility of

Fig. 5 Time evolution of the shortest fluorescence lifetime component (t) corresponding to the

compact N-like state during the refolding reaction of TNB labeled mutant forms of barstar upon

changing the solvent from 7 to 1.25 M urea at 10�C. The different panels correspond to the

different TNB labeled mutant proteins, (a) Cys25TNB, (b) Cys40TNB, (c) Cys62TNB, and

(d) Cys82TNB. t values corresponding to the fast refolding kinetics, protein unfolded in 7 M

urea, and protein refolded in 1.25 M urea are shown by the open squares, open circles, and open
inverted-triangles, respectively. The error bars represent the standard deviations from four

different measurements. The solid lines through the refolding kinetic data points (open squares)
represents fits to the exponential decay function, y ¼ y0 + a(e�bt).
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proteins, and Trp 53, which is present in the core of barstar, is ideally suited to

address this question. The rotational correlation time (F) of Trp53 is 1.4 and 5.5 ns,
for the U and N states, respectively (Table 1). The shorter value of F in the U state

is a reflection of the segmental flexibility of the unfolded chain. The higher value in

the N state is due to global tumbling of the N state in which Trp 53 lacks any

relative motion with respect to the rest of the protein. Initiation of the folding

process, as described above, results in a loosely compact N-like state which is

characterized by (1) the presence of local motion of Trp 53 and (2) a larger

hydrodynamic size. This results in two values of F, viz. Fint ~ 1 ns corresponding

to the local motion of Trp 53, and Fglo, corresponding to the global tumbling of the

compact protein (Table 1). As the folding proceeds to completion, the amplitude

associated with Fint decreases gradually to zero, signifying a disappearance of the

local motion of Trp 53 as the core rigidifies. Figure 7 shows the time evolution of
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Fig. 6 Time evolution of D-A distances (R) of the compact N-like state during the refolding

reactions of TNB labeled mutant variants of barstar upon changing the solvent from 7 to 1.25 M

urea at 10�C. The different panels correspond to the different TNB-labeled mutant proteins,

(a) Cys25TNB, (b) Cys40TNB, (c) Cys62TNB, and (d) Cys82TNB. R values corresponding to

the fast refolding kinetics, protein unfolded in 7 M urea, and protein refolded in 1.25 M urea are

shown by the open squares, filled circles, and filled inverted-triangles, respectively. The error bars
represent the standard deviations from four different measurements. The solid lines through the

refolding kinetic data points (open squares) represent fits to the exponential decay function,

y ¼ y0 + a(e�bt). The Cys62TNB-Trp53 and Cys82TNB-Trp53 distances decrease with a rate

constant of ~1.5 s�1 after an initial burst phase decrease
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Table 1 Time evolution of rotational correlation times associated with the

global and local motions of Trp 53 in barstar during the fast phase of the

refolding reaction upon changing the solvent from 7 M urea to 1.25 M urea at

10�C

Timea (s)

Rotational correlation times (ns)b (amplitude)

Fglo (b1) Fint (b2)

0.0 – 1.4 (1.00)

0.2 8.2 (0.62) 0.9 (0.38)

0.6 8.1 (0.65) 1.0 (0.35)

1.0 8.1 (0.67) 1.0 (0.33)

1.4 8.1 (0.71) 0.9 (0.29)

1.8 8.1 (0.69) 1.1 (0.31)

2.2 8.3 (0.71) 1.1 (0.29)

2.6 7.9 (0.71) 0.9 (0.29)

3.0 8.0 (0.71) 0.9 (0.29)

3.4 8.2 (0.75) 1.1 (0.25)

3.8 7.9 (0.76) 0.9 (0.24)

4.2 8.1 (0.76) 0.9 (0.24)

4.6 8.0 (0.79) 0.9 (0.21)

5.0 8.0 (0.80) 0.9 (0.20)

5.4 8.1 (0.81) 1.0 (0.19)

5.8 7.9 (0.80) 1.0 (0.20)

60.0 7.0 (0.80) 0.7 (0.20)

1c 5.5 (1.00) –
a The first time (t ¼ 0.0 s) corresponds to the protein in 7 M urea at 10�C.
Each kinetic time point is the mean value of the time window (400 ms)

spanning the measurement of fluorescence decay during refolding
b Errors associated with Fglo, Fint, b1, and b2 were ~0.3 ns, ~0.2 ns, ~0.05,

and ~0.05 respectively
c The values of the parameters obtained after a long time (1) equilibration of

refolded barstar in 1.25 M urea are similar to the values of the parameters in

the absence of any urea

Fig. 7 Time evolution of the

amplitude of the rotational

correlation time (Fint)

representing the local

dynamics of Trp 53 in time-

resolved fluorescence

anisotropy experiments

during the fast phase of the

folding reaction of barstar at

10�C. Exponential fitting of

the data yields the time

constant (t ~ 2.5 s) of

compact core formation

during this phase

294 S.S. Sarkar et al.



this amplitude. It is interesting to note that the entire process of core rigidification

occurs in two distinct phases: one with a time constant of ~2.5 s seen in this work

(Fig. 7) and another slower process (~270 s) seen in earlier studies [28]. Rationali-

zation of such observations in many proteins could provide deep insight into this

important aspect of protein folding.

6 Rotational Diffusion and the Kinetics

of Protein Aggregation

It is well known that many if not all proteins under some critical physical conditions

of concentration, pH, and temperature [54–60] (or a combination of these

conditions) misfold and then form aggregates. These aggregates can be either

amorphous or ordered and be varying in size from small oligomers (consisting

of a few tens of monomers) to much larger structures (consisting of thousands and

more of monomers) [61–65]. Ordered aggregates generally give rise to structured

fibrils, which have been the subject of intense study [66–69]. Recent work from our

laboratory has shown that the internal structure of protein fibrils is formed

by self-complimentary interactions in a process that may be akin to the process of

crystallization [70]. Protein aggregation not only is an intriguing question in the

field of polymer science as to why and how these aggregates form but also has a

great relevance in medical science too, as such aggregates formed by a few specific

proteins are believed to be the cause of many neurodegenerative diseases such as

Alzheimer’s and Parkinson’s disease [71–74]. Furthermore, recent studies point

toward the smaller aggregates as the toxic agent leading to disease [75–77].

From the viewpoint of thermodynamics, the formation of protein aggregates

reduces the total free energy available to the system, but the kinetics of the process

is as yet not fully understood [75, 78–80]. Of the several models that have been

proposed to explain aggregate formation, the isodesmic model and the nucleation–

elongation model could be considered as representing two extremes. In the isodesmic

process, the rate constant for monomers binding onto monomers is the same as that of

monomers binding onto oligomers, and the aggregate forms at a steady pace with a

single elementary rate constant. By contrast, in the nucleation–elongation model, the

rate-determining step is the formation of an oligomer that acts as a nucleus for

monomers to further bind onto it. Thus, the rate constant for the addition of amonomer

to either another monomer or an aggregate smaller than the size of the nucleus is

smaller than the rate constant associatedwith the addition to an aggregate of size equal

to or larger than the nucleus. The first model assumes a largely featureless energy

landscape that favors large aggregate formation, while the second implies that there is

a local energy barrier (corresponding to the size of the nucleus) that has to be traversed

before elongation is energetically favored. Crossing of the nucleation stage is usually

protein concentration dependent. It has been argued that differentiating between the

two mechanisms is nontrivial, and that the actual mechanism may lie in between

the two models. The kinetics of aggregation is expected to provide information on the

mechanism of aggregate formation.
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The rotational correlation time estimated from time-resolved fluorescence

anisotropy is a sensitive indicator of the overall size of macromolecular complexes

in solution [12]. Although a variety of physical techniques such as dynamic light

scattering (DLS) and fluorescence correlation spectroscopy (FCS) are very popular in

estimating macromolecular size in solution, they suffer from low sensitivity on the

molecular size, especially when the sizes are very large. DLS and FCS rely on

measurement of the translational diffusion coefficient, Dt ¼ kT/(6p�r), where � and

r are the solvent viscosity and the molecular radius, respectively. By contrast, the

rotational diffusion constant, Dr ¼ kT/(8p�r3), scales as the third power of r, thus
making it more sensitive to molecular size. Rapid sampling of rotational diffusion is a

powerful and sensitive way of real-time monitoring of the aggregation process.

Barstar, a small protein used extensively in protein folding studies is also an

excellent model protein for aggregation studies. It undergoes aggregation at low pH

(<3) values, and further proceeds to form fibrils when either heated [81–83] or

treated with trifluoroethanol [84]. Low pH-induced aggregation is a relatively fast

process and hence the time evolution of the aggregation process, following a jump

in pH from 8.0 to 2.7, was monitored by rapid sampling of fluorescence anisotropy

decay kinetics by using the setup shown in Fig. 1a. A relatively long lifetime
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Fig. 8 Change in the rotational correlation time associated with global tumbling during the

aggregation process for 50 mM (solid circles) and 14 mM (open circles) of the IAEDANS-labeled
Cys82 mutant form of barstar. A jump of pH from 8.0 to 2.7 triggered the aggregation process.

Each anisotropy trace, collected for 10 s during the process, was fitted as a sum of two

exponentials. The increase in the longer rotation correlation time, representing the global tumbling

motion of the molecule, indicates the increase in hydrodynamic radius, which in turn indicates

progressive formation of larger oligomeric forms during aggregation
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fluorophore, IAEDANS (~20 ns in the bound form) enables estimation of rotational

correlation times up to ~100 ns, at a reasonable level of accuracy. Figure 8 shows

the time evolution of the rotational correlation time (F) associated with the global

tumbling dynamics of the aggregate growing in size. The following inferences are

worth noting: (1) there is a significant dependence of the aggregation process on the

concentration of protein; and (2) the saturation of the value of F around ~70 ns

would indicate an aggregate size of ~17 monomers (F ¼ �r3/kT), assuming a

spherical geometry for the aggregate. This value agrees with the estimate from

NMR spectroscopy [85]. More detailed work to understand the mechanism of low

pH-induced aggregation is in progress.

7 Summary and Future Directions

In this chapter we have demonstrated the power of time-domain fluorescence

spectroscopy in revealing the time evolution of structural features such as intramo-

lecular distances, the flexibility of side chains and the overall hydrodynamic size,

during protein folding, unfolding and aggregation. We believe that such informa-

tion is vital in elucidating the mechanisms of these processes. For example,

rationalization of the site-specific differences in the kinetic parameters observed

during the folding and unfolding of the same protein is likely to shed light on the

forces that stabilize the structure. As mentioned earlier, reliable estimation of

intramolecular distance distributions during folding, unfolding, and misfolding/

aggregation processes requires (1) a single lifetime of the fluorescence donor in

the absence of the acceptor (for unambiguous use of MEM) and (2) the capability to

acquire time-domain fluorescence data with good S/N every ms of the process.

Future developments in both these fronts are awaited.
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Theme and Variation on N-Aryl-1,
8-Napthalimides: Minimal Modification

to Red-Shifted Fluorescence and Applications

in Fluorescent Chemosensors

Premchendar Nandhikonda, Zhi Cao, and Michael D. Heagy

1 Introduction and Background

Our continuing efforts into the development of N-aryl-1,8-naphthalic dicarboximides

(NI) as dual fluorescent (DF) dyes for biomedical applications has led to new insights

into the photophysical features that these simple dyes can be designed to display.

Consequently, the development of new DF dyes with improved fluorescent properties

represents a major focus of our research. The first section of this review presents

results involving a “minimal modification approach” to red-shifted absorption and

fluorescence in NIs and affords some key design concepts for improved DF dyes.

In this section, we demonstrate the significant effect of appropriately placed charges

can have on the emission properties of these unique dyes. In the next section, dual

fluorescent probes for the ions of potassium and sodium are introduced with the NI

framework and crown ether receptors. The ratiometric features of these dyes from

absorption as well as fluorescence spectroscopy are highlighted. Finally, in the third

section, we demonstrate dual fluorescence detection of saccharides with the same DF

dye component as our ion probe, in this case, however, a simple phenylboronic acid is

utilized as a saccharide binding component.

2 Minimal Modification Approach to Red-Shifted

Fluorescence in 1,8-Naphthalimides

A key design aim in the development of functional dyes involves the synthesis of

structural elements that extend the absorption to longer visible wavelengths. Such

properties are sought in both dye-sensitized solar cells (DSSCs) for panchromatic
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absorption [1, 2] and in biological settings by extending the emission beyond the

blue autofluorescence of cellular media [3]. Extending the conjugation and thereby

increasing the size of the fluorophore remains a conventional approach toward

increasing absorption and emission wavelengths. The Alexa fluor class of fluores-

cent dyes provides a typical example with a 46-nm bathochromic shift difference in

absorption (Fig. 1).

An alternative approach requiring far fewer synthetic steps involves placement of

positive charge along with a functional groups that strongly polarize the molecule in

both the ground and excited states. This synthetic design is an application of internal

charge transfer (ICT) whereby introduction of donor/acceptor groups has been

shown to extend the absorption and emission wavelengths without incorporating

additional aromatic rings into the chromophore structure [4]. Recently, Klymchenko

et al. demonstrated the effect of proximal charge on the spectroscopic behavior of

3-hydroxyflavone (3 HF) derivatives [5]. Placement of a positively charged ammo-

nium group within close proximity to 4-carbonyl stabilizes the Frank-Condon state

and the emissive excited states due to electrostatic interaction, and results in greater

fluorescence quantum yield and relatively large red-shifts of absorption and emis-

sion (typically 980–1,100 cm�1) in low-polarity solvents [4].

In the case of N-arylnaphthalimides (NI), the dicarboximide functionality

features a molecular orbital arrangement that allows us to explore the effects of

donor/acceptor groups as substituents on both the NI ring and N-aryl component.

Recently, there has been an upsurge in the number of reports on photophysics and

applications of NI-based dyes [6–9]. Beginning with Bérces, Kossanyi, and

coworkers, 1,8- and 2,3-naphthalimides were shown to display long wavelength

emission due to large ICT character from donor group substitution on the

naphthalimide ring [10]. This research group also found that protonation of the

pyridyl arene component to form N-pyridinium-1,8-naphthalimides resulted in a

17,500 cm�1 Stokes shift. Takahashi et al. utilized the electron-deficient properties

of the NI scaffold and created molecular dyads by appending electron-rich

dianisidyl group as the imide arene [11]. This design resulted in a 12,500 cm�1

Stokes shift. In both reports, however, the absorption wavelength maxima are well

below 400 nm. Molecular orbital calculations for both systems show that the

LUMO is localized on the acceptor NI component. This observation prompted us

to alter the p-densities and their locations as an approach to longer wavelength

Fig. 1 Comparison of structural features required for 1,685 cm�1 shift in absorption
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absorption. Herein, we report on the implementation of appropriately placed sub-

stituent groups and the successful outcome of this minimum modification strategy.

3 Results

Our strategy for manipulation of the NI p-system involves reversing the electron

densities between HOMO and LUMO in comparison to these earlier reports. By

attaching a donor diethylamino group on the NI ring and coupling electron-deficient

pyridine in a manner similar to Bérces et al. [5], increased polarization through

placement of positive charge and generating the N-pyridinium salt is expected to

further enhance this polarization. Figure 2 shows the HOMO and to a greater extent

LUMO localized away from the NI ring and centered at the pyridinium component.

Using the three possible isomers of aminopyridine for the imide formation allowed

us to study their photophysical differences with respect to position of the proximal

pyridinium cation. The ortho-, meta-, and para-isomers also provided a systematic

study on charge separation, and compared to the 3-hydroxyflavone system, place

the coulombic interactions at closer distances.

Scheme 1 outlines the synthetic route used to prepare compounds 4–6a. Nucleo-

philic aromatic substitution proceeded smoothly using diethylamine with the bromo-

derivatives (1–3) in dry DMF [12]. Next, N-alkylation using 1,3-propanesultone

has been shown to be selective for the pyridine nitrogen relative to similar heterocyclic

systems bearing a diethylamino moiety [13]. Yields obtained from this reaction

were excellent despite the need of chromatography for separation from starting

materials.

Absorption spectroscopy of these dyes was carried out in solvents that allowed

both the neutral dyes (4–6) to be compared with the sultone salts (4a–6a). As shown

in Table 1, all of the dyes displayed red-shifted absorption spectra when comparing

sultonated species with their respective neutral precursor. The largest bathochromic

shifts occurred in the low-polarity solvent, ethyl acetate. In particular, the para-
isomer 6a displayed bathochromic behavior on par with the Alexa Fluor series

mentioned above. Quaternization of the nitrogen heteroatom should increase the

Fig. 2 Calculated distribution of excited state charges predicted for NI-pyridinium salts shows

how electrostatic stabilization of the excited state is responsible for shifting the absorption and

emission bands to the red [47]. Graphically depicted using Chem3D
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Table 1 Spectral properties of the studied naphthalimides

Solvent Entry

Abs lmax
(nm)

Shift

(cm�1)

Em lmax
(nm)

Shift

(cm�1) fF

CHCl3
(e ¼ 4.8)

4 424 505 0.04

4a 430 329 508 117 0.07

5 426 511 0.08

5a 432 326 512 65 0.01

6 428 508 0.05

6a 433 269 514 230 0.02

EtOAc

(e ¼ 6.1)

4 411 561 0.09

4a 439 1,552 572 342 0.26

5 412 560 0.06

5a 433 1,177 565 158 0.01

6 414 565 0.13

6a 445 1,682 517 �1,643 0.02

Acetone

(e ¼ 20.4)

4 428 564 0.07

4a 439 585 573 278 0.38

5 417 560 0.04

5a 434 940 570 292 0.08

6 421 568 0.03

6a 438 922 565 �94 0.05

MeOH

(e ¼ 32.6)

4 430 580 0.02

4a 442 632 590 292 0.11

5 425 582 0.02

5a 438 698 587 158 0.02

6 425 580 0.02

6a 438 698 585 121 0.03

(continued)

Scheme 1 Synthetic pathway for generation of N-sultonated pyridinium salts 4a-6a
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electron acceptor properties of the N-aryl group. This proximal charge appears to be

responsible for the red-shift in absorption as it strongly withdrawals electron

density from the imide nitrogen of the fluorophore compared to the neutral system

[14]. A general trend for solvents more polar than chloroform is observed within

each isomeric group such that para-sultone 6a displayed the largest degree of red-

shifted absorption relative to ortho- and para-isomers 4a and 5a. For the least polar

solvent chloroform, the largest change in red-shifted absorption was observed with

ortho-isomer 4. Given the low dielectric constant for this solvent, it is likely that the

proximal charges are less stabilized by solvent but have a greater electrostatic

stabilization via their proximity in an ortho-ammonium arrangement. For the entire

series, however, dyes 5, 5a and 6, 6a generally gave larger bathochromic shifts in

absorption. In the case of ortho-isomer 4a, where steric hindrance is the strongest,

the N-aryl group should be twisted from the plane of the fluorophore to the greatest

extent. This larger twist angle is expected to decrease the electron-withdrawing

effects of the proximal charge and result in less red-shifted absorption. Solvents less

polar than chloroform such as hexane could not be included in the study due to

insolubility of the sultone salts 4a–6a. Conversely, neutral species 4–6 were

insoluble in water, whereas salts 4a–6a readily dissolved and their spectral data

are given in Table 1.

To examine the excited state features of these dyes, steady-state fluorescence

spectroscopy also revealed bathochromic behavior for each set of sultonated dyes

relative to their neutral precursors. For both ortho sultone systems (4 and 4a) and

meta versions (5 and 5a), bathochromic shifts were observed although not to the

Table 1 (continued)

Solvent Entry

Abs lmax
(nm)

Shift

(cm�1)

Em lmax
(nm)

Shift

(cm�1) fF

CAN

(e ¼ 36.0)

4 425 570 0.03

4a 442 688 584 420 0.17

5 421 566 0.08

5a 437 870 577 342 0.02

6 421 572 0.02

6a 439 974 576 121 0.001

DMSO

(e ¼ 46.5)

4 426 527 0.01

4a 436 538 538 388 0.01

5 428 525 0.03

5a 440 637 531 215 0.01

6 427 529 0.04

6a 439 640 531 70 0.01

Water

(e ¼ 78.4)

4 – – – – –

4a 440 – 604 – 0.01

5 – – – – –

5a 440 – 604 – 0.01

6 – – – –

6a 440 – 600 – 0.01
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extent found in the optical absorption. Earlier reports on N-aryl-1,8-NI have pointed
out that these dyes undergo adiabatic ring rotation in the excited state toward a

co-planar configuration; the so-called excited state with extended conjugation
mechanism [15]. This photophysical effect may provide the necessary energy to

overcome some of the barrier to rotation imposed by ortho-substitution and lead

to longer wavelength emission for isomer 4a because of the decreased charge

separation. Compared to the optical data, a wide range of emission was observed

in the case of dye 6, where a large hypsochromic shift was found in ethyl acetate

and to a lesser extent in acetone. In solvents such as acetonitrile and methanol,

bathrochromic shifts of magnitudes similar to ortho andmeta systems were evident.

Comparisons between isomers show that ortho-isomer with the quaternized nitro-

gen has the largest fluorescence quantum yield. This observation is attributed to the

reduced rotational freedom of the ortho-pyridinium salt relative to meta and para-
isomers. Because of the insolubility of dyes 4–6 in water, no comparison between

shifts in absorption can be made, nonetheless, for dyes 4a–6a, the longest emission

wavelengths were recorded in this solvent ranging between 600 and 604 nm. Such

long wavelength emission properties in combination with solubility in aqueous

solution could be useful for biological applications.

To summarize, a minimal modification approach onN-pyridyl-1,8-naphthalimides

was shown to be effective in shifting the wavelengths of both absorption and emission

toward the red for all three isomers of the pyridyl moiety. In some cases, such as 6a in

ethyl acetate, a 1,682 cm�1 shift in absorbance was observed. Such large increases in

wavelength compared favorably to the 1,685 cm�1 red-shift of Alexafluor series, but

with fewer synthetic steps. Moreover, an increase in fluorescence quantum yield was

observed for each of the charged dyes relative to their neutral precursors. This

bathochromic behavior is attributed to the polarization induced on the NI scaffold

via positive charge of the cationic nitrogen in compounds 4a–6a. Our initial studies

involving simple 1,8-NI dyes establish that large red-shifts in absorption can be

accomplished by altering the p-molecular orbital system of 1,8-NI from their usual

electron-deficient framework. These findings bode well for designing panchromatic

dyes used in DSSC applications as well as fluorescent platforms such as Lucifer

yellow anhydride, a commonly used NI-based biological probe.

4 Dual Fluorescent Probes for Sodium and Potassium Ions

4.1 Introduction

The development of wavelength ratiometric probes for Na+ and K+ has important

implications in clinical research such as hyponatremia and hypertensive screening

[16, 17]. In blood, the concentrations of K+ and Na+ are near 4.5 and 120 mM,

whereas in resting cells the concentrations are effectively reversed at 140 and

4 mM, respectively [18, 19]. Presently, wavelength ratiometric probes are available
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but problems regarding solubility, adequate spectral changes, and selectivity persist

[20]. Therefore, designs for new probes of sodium and potassium that function in

water with high selectivity remain highly desirable for biological studies. Because of

their ability to selectively bind to alkali and alkaline earth metal cations, crown ether

derivatives have attracted considerable attention [21]. Crown ethers have been

widely used as the receptor component in conjunction with the fluorophore make

them attractive targets as fluorescent probes. To date, sodium and potassium

chemosensors based on such fluorescent platforms as benzofuranisophthalate [19],

4-(dimethylamino)benzonitrile [22], coumarin groups [23], phenolichydroxyl [24],

anthracenylmethyl [25], spirobenzopyran [26], and 4-amino-1,8-napthalimide [27]

have all been explored.

A relatively unexplored class of fluorescent platforms for ion sensing are

1,8-naphthalimides (NI). Recently, there has been an upsurge in the number of

reports on photophysics and applications of NI-based dyes [6]. In the case of

N-arylnaphthalimide, the dicarboximide functionality features a molecular orbital

arrangement that augments the effects of donor/acceptor groups on both the NI ring

and N-aryl component. N-Phenylnaphthalimides have been found to exhibit dual

fluorescence when appropriately substituted at both the N-phenyl aromatic ring and

naphthalene system [28]. These compounds display dual luminescence with two

clearly resolved emission bands in the visible region from the locally excited (LE)

state and a strongly red shifted long wave length emitted by an ICT state. Dual

fluorescence (DF) compounds feature the advantage of ratiometric detection as they

reduce or eliminate distortions caused by photobleaching, indicator concentrations,

and illumination stability [29]. In this report, we introduce two NI-based ion sensors

that provide ratiometric absorption spectra as well as DF emission for internally

calibrated ion analysis of sodium and potassium. Therefore, the crown ether probes 7

and 8were synthesized based on DF systems previously reported by our group [30].

5 Results

In Scheme 2, compounds 7 and 8 were conveniently synthesized from 4-sulfo-1,

8-naphthalic anhydride, potassium salt, and 40-aminobenzo-15-crown-5 and 40-
aminobenzo-18-crown-6, respectively. No chromatography was required and isolated

yields for both 7 and 8were nearly quantitative. Figure 5 shows ratiometric absorption

spectra of 7 with increasing concentrations of Na+ in buffered ([CH3(CH2)3]4NCl)

Scheme 2 1: m ¼ 1; 98%. 2: m ¼ 2; 98%
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water. The absorption spectrum of 7, which originally peaked at 345 nm, was blue

shifted to 293 nm with increasing concentration of Na+. This spectrum was

accompanied by the appearance of one isosbestic point at 311 nm. When probe 7

was assayed with K+, little or no changes observed (spectra not shown).

Figure 3a shows ratiometric absorption spectra of 8 with increasing concentra-

tion of K+ in buffer (tetrabutyl ammonium chloride) water. The absorption spec-

trum of 8, originally peaked at 345 nm, was also blue shifted to 300 nm with

increasing concentration of K+.

Fig. 3 Absorption spectra for 7 (1 � 10�5 M) with NaCl (1 � 10�3 M) and 8 (1 � 10�5 M) with

KCl (1 � 10�3 M) aqueous solutions
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In the presence of K+, the absorption spectrum was accompanied by the

appearance of two isosbestic points at 357 and 320 nm. In the case of Na+, the

absorption spectrum was also blue shifted to 310 nm. This titration resulted in

relatively little change in optically density and the appearance of one isosbestic

point at 320 nm in Fig. 4b. Therefore, 7 selectively binds Na+ over K+, whereas

8 displays higher sensitivity to K+ relative to Na+.

In Fig. 5, sensor 7 shows a substantial increase in its dual emission with Na+ in

aqueous media. Fluorescence intensity of 7 was enhanced from 0 to 0.5 mM of NaCl

Fig. 4 Fluorescence response for 7 (1 � 10�5M)withNaCl (1 � 10�3M) aqueous buffered system

Fig. 5 Fluorescence response for 8 (1 � 10�5 M) with KCl (1 � 10�3 M) aqueous buffered system
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in an aqueous solution containing tetrabutylammonium chloride (pH 7.2). The

fluorescence intensity of both emission peaks (382 and 424 nm) increased concomi-

tantly up to 0.5 mM and then leveled off at higher concentration. However, the

addition of K+ did not change fluorescence intensity of sensor 7. Therefore, it

shows that 7 selectively binds Na+ even in the presence of K+ because of potassium

rejection from the smaller size of the 15-crown-5 cavity. Job plots confirm the 1:1

binding stoichiometry. Based on the fluorescence assay, the apparent KD for Na+ is

1.12 mM.

In Fig. 5, fluorescence intensity of 8 was enhanced from 0 to 6 mM of KCl

in aqueous medium containing tetrabutylammonium chloride (pH 7.2). In the case

of compound 8, fluorescence intensity was not enhanced proportionally with

sodium. The fluorescence intensity of both emission bands (382 and 441 nm) also

showed an OFF-ON signaling in the presence of analyte. As the range of K+ ion

in human blood is between 3.5 and 5.3 mM, this response falls exactly within

the dynamic range of our probe. Job plots confirm the 1:1 binding stoichiometry.

Based on the fluorescence assay, the apparent KD for K+ is 0.4 mM. Table 2

shows the dissociation constants for 7 and 8 obtained from absorption and fluores-

cence spectra.

The crown ether moieties of compounds 7 and 8 were synthesized based on DF

systems previously reported by our group [13]. Fluorescence intensities of

15-crown-5 (7) and 18-crown-6 (8) were substantially enhanced upon addition of

Na+ and K+ cations. This OFF-ON signal is attributed to the electron accepting

properties of NI. Thus, alkali metal cations disrupt the PET quenching process that

occurs between oxygen lone pairs of crown ether and NI fluorophore. Most of the

earliest and best known sodium (SBFI) and potassium (PBFI) probes contain

azacrown groups exhibit lower affinities relative to the oxycrown systems. While

the azacrown systems provide an ideal optical range for sodium ion, they are

unsuitable for extracellular potassium sensing. This observation occurs mainly

because PBFI exhibits insufficient binding strength and interference from sodium,

as well as showing small spectral shifts for potassium.

In closing, whereas numerous Na+ and K+ sensors have been developed for

water solubility, ratiometric probes, and ideal binding constants, they are sizable

systems compared to probes 7 and 8. Such large molecules can be an issue in their

ability to enter cells. Furthermore, our one step synthesis holds considerable

synthetic advantage compared to the elaborate multistep approaches required by

previously reported probes. Finally, these DF probes represent a rare example of the

“OR-OR switching in a reversible excited state” mechanism. Such signaling

devices obviate the need of adding reference dyes, FRET pairs, or other dye

ensemble systems necessary for internal calibration [29].

Table 2 Spectroscopic data of compounds 7 and 8

Sensors KD(absorb) (mM) KD(fluoresce) (mM) lex (nm) l1 (nm) l2 (nm)

7 1.5 � 0.002 1.12 � 0.002 345 374 435

8 0.6 � 0.002 0.4 � 0.002 345 380 440
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6 Dual Fluorescent Probes for Glucose

6.1 Introduction

With cases of diabetes reaching epidemic proportions, there continues to be a

strong demand for methods of detecting saccharide concentration in blood for

those patients who are suffering from this chronic disease [31]. Since the ability

of recognition of saccharides, boronic acids with diol moiety are widely

investigated for their huge potential biomedical applications [20–22, 32–34].

Unfortunately, most of carbohydrate sensors based on boronic acid moiety

continue to have water solubility and those based on enzymes exhibit poor stability

or consumption of substrate during the detection procedure which also limit further

biosensing applications [35, 36]. Because of their ability to bind to the diols

of sugars, phenylboronic acid and its derivatives have been developed for saccha-

ride sensing based on different measurements, such as fluorescence [37, 38],

UV-vis absorption [39, 40], and other methods [41, 42]. Some key challenges in

this field that continue to limit the number of useful probes are: (1) the design

of synthesis of reporters that have excitation and emission wavelength above

500 nm, (2) low molecular weight, (3) photostability, and (4) perhaps most

important water solubility.

As a highly photostable and fluorescent probe, naphthalic anhydrides and their

derivatives have been widely used for fluorescent tags and receptor antagonists [43,

44]. Of particular interest, when appropriately substituted at both the naphthalic and

phenyl rings of N-aryl-1,8-naphthalimide, a clear dual fluorescence was observed

[45, 46]. For instance, by introducing a nitro group into the naphthalic anhydride

ring, two emission bands(430 nm/550 nm, respectively) of the dye molecule were

reported by our group.

A bis-boronic acid-based probe was first synthesized by Shinkai et al. [47]

when 3-aminophenylboronic acid was added into a protoporphyrin system. At pH

10.5, in the presence of fructose, the fluorescence signal of this probe could be

increased 100-fold. In addition, other studies [48, 49] have shown that bis-

boronic acid probe designs exhibit higher binding affinity specific for glucose

than monoboronic acid probes by comparing Kd values of both sensors, 10�5 to

10�4 M for bis-boronic acid probe and 10�3 to 10�2 M for monoboronic acid

probe, respectively. Unlike changing distances between the boronic acids through

synthetic modifications of bis-boronic acid probes, recent investigations on

simple monoboronic acid sensors showed that fluorophores and substituents on

fluorophores also could contribute to saccharide selectivity [49]. Therefore, more

complicated synthetic schemes of bis-boronic acid probes could be avoided by

employing appropriate substituents of fluorophore, without losing saccharide

binding efficiency.
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7 Results

In this work, we synthesized two different N-phenylnaphthalimide-based

monoboronic acid sensors. Upon consideration of the structurally related Lucifer

yellow dye and its high water solubility [50], we utilized the 4-sulfo potassium salt

group of 1,8- naphthalic anhydride. By changing substituted –B(OH)2 positions on

the phenyl ring, we investigated steric effect on saccharide binding of different

probes and structural configuration during this procedure.

To explore fluorescent properties through sugar binding, we synthesized two

sensors 9–10, by using a common fluorophore 4-sulfo-1,8-naphthalic anhydride as a

starting material. 3-Aminophenylboronic acid and 2-aminophenylboronic pinacol

ester were selected for investigation of isomeric effects on different boronic acid

binding pathways with sugar. Sensor 9 was prepared in single-step through reaction

of commercial potassium 4-sulfo-1,8-naphthalic anhydride and 3-aminophe-

nylboronic acid hemisulfate. The remaining sensor was prepared by two steps.

After reaction between naphthalic anhydride and aminophenylboronic acid, the

product was treated with H2O2 for 1 h and sensors 10 was obtained. A synthetic

scheme for construction of those isomers is given in Scheme 3. High water

solubility and significant emission signal change are observed in our experiments.

Beyond our expectations, both saccharide sensors displayed a greater optical

sensitivity to glucose than fructose. Numerous papers indicate that most of the

monoboronic saccharide chemsensors favor fructose more than glucose. Some

reports [31–33, 39] indicated that the affinity of probe to fructose is approximately

100 times greater than glucose for monoboronic acid sensors. Probes 9–19 show

Scheme 3 Synthetic route of ortho- and meta-phenyl monoboronic acid sensors for saccharides

based on 4-sulfo-1,8-naphthalic anhydride
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large fluorescence intensity changes through chelation-enhanced fluorescence

(CHEF) via three most abundant monosaccharides in human blood and receptors

interactions, as shown in Fig. 6a–c. Next, we examined the selectivity of these

sensors to common monosaccharides at pH ¼ 8 condition. Figure 6d shows

the relative fluorescence of 9 at 400 and 474 nm as a function of carbohydrate

concentration. Photophysical properties of monoboronic acid sensors 9–10

are listed in Table 3. The increase in fluorescence intensity ratios (I in the presence
of saccharide, I0 in the absence of saccharide) for this series shows an increase

of about 2–5 times, respectively. Sensor 9 displays an increase in the ratio of

intensities for three common monosaccharides, showing the largest increase in

fluorescence for glucose (Fig. 7). Similar observations were made by our group

previously in which the largest quenching effect took place on glucose [21].

The dissociation constant Kd for fructose was found to be 6.5 mM, while a higher

Kd of 28.5 mM was obtained by calculation for glucose at pH 8. Though several

bis-boronic acid sensors have been synthesized to favor glucose over fructose among

saccharide bindings, their limitations to complex glucose make them less efficient

as glucose probes at high blood glucose levels. Consequently, sensor 9 shows

an advantage at pH 8 by displaying the largest fluorescence increase to glucose

while maintaining an affinity within physiological limits, similar to our sensor

Fig. 6 Fluorescent spectral changes of boronic acid sensor 9 upon addition of different

saccharides in phosphate buffer (0.1 M) at pH 8: lex ¼ 360 nm, l1em ¼ 400 nm, l2em ¼ 474 nm.

(a) Fructose; (b) glucose; (c) galactose; (d) plots of fluorescent intensity changes of 9 as a function

of sugar concentration
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synthesized from 3-nitronaphthalic anhydride and 3-aminophenylboronic acid [21].

The incorporation of the boronic acid group in the meta position does not lead

to significant spectroscopic and photophysical changes in comparison with

ortho derivative. A relatively smaller dissociation constant was observed for

meta-derivative (sensor 9) in the presence of saccharides, which could be explained
by the effect of less steric hindrance [22]. Quantum yields for all two probes were

within approximately the same order of magnitude. In addition, the apparent disso-

ciation constants for meta- (sensor 9) and ortho- (sensor 10) derivatives are listed in

Fig. 7 Prediction of apparent dissociation constants of sensor 9 among different saccharides

Table 3 Photophysical properties of 9–10 monoboronic acid sensors

Entry Sensor lex (nm) l1em (nm) l2em (nm) fF

9 360 400 474 0.092

10 340 391 0.112
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Table 4. Fluorescence spectra as well as graphical analyses to detail Kd values are

also provided in supporting information.

In conclusion, two highly water soluble monoboronic acid sensors that exhibit

large fluorescence increases in the presence of monosaccharides show remarkable

sensitivity for glucose rather than fructose and galactose. To the best of our

knowledge, this is the first highly water soluble monoboronic acid sensor to display

the more desirable OFF-ON fluorescence response. By changing position of the

boronic acid group from ortho- to meta-positions of the phenyl ring, there are no

significant spectroscopic and photophysical changes in comparison with ortho

derivative. Plans are currently underway to extend the absorption wavelength of

these dyes to longer wavelength.
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Z-Scan Fluorescence Correlation Spectroscopy:

A Powerful Tool for Determination of Lateral

Diffusion in Biological Systems

Martin Štefl, Radek Macháň, and Martin Hof

Abstract The characterization of the dynamics of biological membranes is a topic

which currently grasps a high level of attention. Biological membranes are

extremely important as they are required for both protection and communication

of eukaryotic cells. They also play a key role for transportation of nutrients into and

out of the cell. Recent studies have proved that biological membranes are not

homogeneous but are instead composed of microdomains, which complicate the

precise determination of lateral diffusion coefficients. Z-scan fluorescence correla-

tion spectroscopy (Z-scan FCS), one of the fluorescence fluctuation methods, is a

technique which can be employed to determine lateral diffusion coefficients of

membrane lipids and also membrane-associated molecules. Moreover, when Z-scan
FCS is used in combination with Wawrezinieck diffusion law, lipid rafts in hetero-

geneous membranes can be monitored. This review is focused firstly on the theory

of lateral diffusion in biological systems and secondly on FCS, especially Z-scan
FCS as a very useful approach for determination of lateral diffusion coefficients in

planar systems.

1 Introduction

Biological membranes (also referred as phospholipids bilayers) play a crucial role

in living organisms. The structural organization of biological membranes, which

consists of a hydrophobic core and a hydrophilic surface, creates an extraordinary

system and plays a part in the crucial role of maintaining a nonequilibrium state

between the extracellular and intracellular environment of the cell. Biological

membranes also control the exchange of energy, ions, substrates, metabolites, and
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also the information between the intracellular and extracellular environment.

In order to fulfill those roles, the membrane contains two lipid leaflets, the inner

and outer leaflet, in which various proteins, protein complexes, membrane channels,

and membrane receptors are incorporated. Furthermore, membranes associate a

wide variety of compounds essential for cellular processes. Phospholipids within

the membrane are composed of long hydrophobic acyl chains (that fill the center

of the membrane) and smaller hydrophilic head groups, which are exposed to the cell

cytosol or extracellular matrix. Since biological membranes are very complex

systems, the ongoing investigation of the dynamics and interplay between all the

components proves to be very difficult; nevertheless, it is very important to achieve

a good understanding of all the involved processes.

The basic concept of the fluid mosaic model proposed by Singer and Nicolson

[1] assumes randomly distributed components in the membrane, and thus a free

diffusion within the plane of the membrane. However, recent studies have revealed

that biological membranes are, in fact, not homogeneous but instead contain

microdomains (rafts), which differ in protein and lipid composition and structural

and dynamical properties [2–5]. This means that the examination of their structure

is more complicated than previously thought. For simplification, two main types of

membrane model systems have been introduced; supported phospholipid bilayers

(SPBs) and giant unilamellar vesicles (GUVs). SPBs are very stable planar systems,

prepared usually by the spreading of small unilamellar vesicles (SUVs) on a

hydrophilic surface, such as mica [6, 7]. On the other hand, GUVs represent free-

standing bilayers of an approximately spherical shape similar in size to eukaryotic

cells and are most commonly prepared by electroformation from lipid films [8–11].

One of the most relevant dynamical parameters describing mobility of molecules

in biological membranes is their lateral diffusion coefficientD. It can be determined

for lipids, proteins, and other membrane-associated molecules. The diffusion of

proteins and lipids is affected by their interactions with the cytoskeleton and the

presence of domains. As a result, the dependence of lateral diffusion on lipid and

protein composition of the membrane is in the focus of many researchers. Experi-

mental techniques used for the investigation of lateral diffusion are usually based on

optical microscopy. The four main approaches are fluorescence recovery after

photobleaching (FRAP) [12–16], single particle tracking (SPT) [17–20], image

correlation spectroscopy (ICS) [21–23] and fluorescence correlation spectroscopy

(FCS) [12, 24–27]. In FRAP, a defined area is bleached by a high power laser pulse,

and the recovery of fluorescence in the bleached area is monitored. Lateral diffusion

and fraction of immobile molecules are calculated from the recovery rate and the

intensity of recovered fluorescence, respectively. Samples with high concentration

of fluorophores are usually required in this technique. In contrast to FRAP, the SPT

method demands extremely diluted samples. The exact positions of the tracer

molecule are recorded by video microscopy, and diffusion coefficients are found

by the analysis of trajectories of individual particles. One of the most rapidly

expanding methods in the last few years is ICS, but is limited in the fact that it

usually provides only information about slow dynamics. However, there is a new

robust approach in this field (raster scanning image spectroscopy) which covers the
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whole temporal range of diffusion dynamics in phospholipid membranes [23, 28].

FCS had initially been developed in 1970s [29, 30], and its basic concept is based

on recording and analysis of intensity fluctuations caused by fluorophores moving

in and out of a small detection volume. FCS like SPT requires a very small

concentration of fluorescent molecules (in range of nM) and the parameters of

interest are obtained by a mathematical process known as autocorrelation function

analysis. An FCS is a powerful tool for lateral diffusion characterization and was

one of the most developing methods in this field in the last few years. However, it

can be tricky as the determination of lateral diffusion coefficients requires a

nontrivial precise external calibration of the detection volume size. To avoid this

calibration, several calibration-free methods have been introduced [31–33].

In this review, we focus on one of the calibration-free methods, especially the

Z-scan FCS technique and its application for the monitoring of lateral lipid or

protein diffusion. Z-scan FCS is based on performing sets of measurements with the

sample positioned in different planes along the z-axis in respect to the detection

volume. Lateral diffusion coefficients are, then, determined from the dependencies

of acquired diffusion times on the position of the focus. Moreover, we try to

summarize important approaches to Z-scan FCS and show its possible applications

in protein and membrane biology.

2 Lateral Diffusion Characteristics and Determination

2.1 Lateral Diffusion in Membranes: Basic Theory

According to theory, the free Brownian lateral diffusion in a two-dimensional

system is described by the Einstein relation:

r2ðtÞ� � ¼ rðtÞ � rð0Þð Þ2
D E

¼ 4D t; (1)

where r2ðtÞ� �
is the mean square displacement (MSD), D is a constant called the

lateral diffusion coefficient, and t is the time. The process described above is driven

only by thermal fluctuations around the equilibrium and so we should call it lateral

self-diffusion and strictly distinguish it from lateral diffusion driven by concentra-

tion gradients [34, 35]. The phenomenological parameter D was in the focus from

the beginning and several theories have been developed to relate it to the micro-

scopic properties of diffusing molecules on and within the phospholipid bilayers.

In the case of planar lipid membranes, two distinct cases have been described, these

cases depend on the size of the diffusing molecules in proportion to the size of the

lipids (which are the basic building blocks of the membrane). The diffusion of

molecules which are smaller or similar in size to the lipids is usually theoretically

treated by free area theory [36–38] based on a two-dimensional random walk. Every
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step of amolecule of this size is conditioned by the free area available for themolecule

tomove into and also by aminimal activation energy (Ea) required to perform the step.

The total value of the activation energy is influenced by frictional coupling of lipids

(one to each other), surrounding aqueous microenvironment and when speaking about

SPBs by interaction of lipids with the solid surface (support) [38]. A theoretical model

was derived which relates D to Ea, the area per lipid at a given temperature a(T), and
also to the minimal cross-sectional area per lipid molecule a0. Experimental determi-

nation of lipid areas a(T) and a0 allows determination of Ea from temperature

dependencies of D. Although the free area theory is rather simple, the good fits of

experimental temperature dependencies of D with the theoretical model justify the

assumptions involved in derivation of the model [36, 37]. More recent molecular

dynamics simulations also proved the validity (at least qualitative) of the predictions

of the free area theory [39]. An interesting prediction of the free area theory is that

molecules occupying areas similar to lipids or smaller should diffuse with the sameD
(because a diffusive step is completed by a lipid molecule filling the void left after the

tracermolecule). This is naturally an oversimplification, since the collective fashion of

membrane lipid movements allows faster filling of smaller voids, but we may at least

assume that all molecules similar in occupied area move with the same D [38, 40].

The diffusion of molecules larger than lipids (i.e., peptides, proteins) is usually

described as diffusion in viscous continuum [38, 41, 42]. In this theory, the motion

of diffusing molecules is driven by random, fluctuating forces provided by unbal-

anced collisions with the solvent molecules and is resisted by frictional forces

inherent in viscous solvents [38]. The diffusion coefficient is defined as:

D ¼ kT

f
; (2)

where k is the Boltzmann constant and f is a frictional coefficient, which for a

spherical particle of radius a in a medium of viscosity � equals to f ¼ 6p�a.
The resulting relation corresponds to the Stokes–Einstein equation:

D ¼ kT

6p�a
: (3)

For the lateral diffusion of molecules with larger radii (a > 10 Å) (3) has been

extended by Saffman and Delbruck, where the thickness of the membrane is taken

into account [43, 44].

It has been found by several studies that the description of diffusion in cellular

membranes does not fully conform to (1), but to its modification:

r2ðtÞ� � ¼ 4D ta; (4)

where a is called the anomalous exponent and is limited by the interval [0;1]. The

diffusion is referred to as anomalous (or sometimes anomalous subdiffusion) to

indicate that smaller values of a correspond to slower diffusion. The lateral
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diffusion coefficient is, in this case, sometimes denoted as G [17, 34, 45, 46].

Theoretical studies have shown that the anomalous diffusion can be a result of a

broad distribution of jump times, correlations between diffusing particles or multi-

ple diffusion rates. Moreover, anomalous diffusion in cellular membranes has been

explained by lipid–protein binding interactions and by hindrance of diffusion

by impermeable obstacles (i.e., immobile proteins, lipid microdomains, and the

cytoskeleton) [34, 47–50]. Theoretical and experimental analysis of diffusion in

heterogeneous systems has revealed how the characteristic length-scale of the

measurements o and its relation to the characteristic size of the obstacles influence

values obtained for diffusion coefficients [34, 47, 51–53]. Locally, the tracer

molecule may be able to diffuse freely. However, its diffusion is anomalous when

probing a larger area o. For yet larger values of o, the diffusion satisfies again the

relation (1), but with a lower value of D than in the absence of hindrance. With an

increasing fraction of the area occupied by the obstacles, o at which the transition

to normal diffusion occurs is shifted to larger values [50, 51]. When the effects of

mobile and immobile obstacles are compared, the influence of mobile obstacles is

less pronounced [34, 54].

2.2 Fluorescence Correlation Spectroscopy

An FCS, as one of the fluorescence fluctuations methods, was introduced in early

1970s by Magde et al. [29, 30] and is based on a statistical analysis of the timescale

of fluctuations of fluorescence intensity I(t). Such dependence is described by

normalized autocorrelation function G(t):

GðtÞ ¼ IðtÞ Iðtþ tÞh i
IðtÞh i2 ; (5)

where the angle brackets represent an average over all values of time t. The shape of
the autocorrelation function bears information on the timescale of fluorescence

intensity fluctuations which originate from a small volume element of the sample

and are recorded with a high temporal resolution. The intensity fluctuations mainly

result from translational diffusion of molecules in and out of the detection volume

and photochemical processes like banned intersystem crossing a triplet state.

The detection volume (often called confocal volume) is defined by the optics

of the experimental setup and is usually on the order of femtoliters [55–57].

In the case of a two-dimensional sample like a planar lipid bilayer, the confocal

volume is actually defined by the intersection of the microscope focus and the plane

of the bilayer. In that case, it can be described by diffraction limited two-

dimensional Gaussian profile [32, 55, 58]. Fluctuations due to lateral diffusion

occur on a hundreds of microsecond to a second timescale while fluctuations due

to photochemical processes are much faster. This enables one to separate each of
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their contributions to the recorded time traces [26, 55, 56, 59]. A typical FCS setup

consists of one- or two-photon excitation, where the excitation laser beam comes to

the microscope objective through a dichroic mirror and is focused directly on the

sample. Since samples used in FCS microscopy are usually dissolved in aqueous

solution, water immersion objectives with high numerical aperture are used. Emit-

ted light from the sample is collected by the same objective, passes through the

dichroic mirror, emission filter and a pinhole, and finally is focused onto a detector.

The pinhole on the emission site is supposed to reject out-of-focus fluorescence

light but in the case of membrane lateral diffusion measurements, fully opened

pinholes or pinholes with higher diameter can be used, since all the fluorescence

intensity is supposed to originate from a single plane.

2.3 Determination of Lateral Diffusion by Conventional FCS

To obtain the parameters of interest, the recorded autocorrelation function has to be

fitted by a theoretical model function. Interesting parameters are usually the diffusion

time of fluorescent molecule tD (this gives information about the time the fluorophore

stays in the detection volume) and average number of fluorescent molecules in

the confocal volumeN (particle number), respectively. In the case of two-dimensional

Brownian diffusion, the theoretical shape of G(t) is given by [29, 58]:

GðtÞ ¼ 1þ 1

N

1

1þ t
tD

� � : (6)

In some cases, relation (6) can include the geometrical factor g, which was

introduced by Thompson, and this changes the definition of particle number N.
In case of the two-dimensional sample or the three-dimensional sample of finite

extent in one dimension, the geometrical factor g is equal 0.5 [58]. Since both

definitions of particle number are equivalent in planar systems, in this review we do

not use g factor in further equations. When fluorescence fluctuations which are

caused by intersystem crossing to a nonfluorescent triplet state are taken into

account, an average fraction of fluorophores in triplet state T and intersystem

crossing relaxation time tT need to be incorporated into (6) [7, 60, 61], and thus

the autocorrelation function has to be fitted by:

GðtÞ ¼ 1þ 1� T þ T exp
�t
tT

� �� �
1

N 1� Tð Þ
1

1þ t
tD

� � : (7)
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If more than one fluorophores that have different diffusion times contribute to

the recorded fluctuations, (7) is changed to:

GMðtÞ ¼ 1þ

XM
i¼1

Qi

Q1

� �2

FigiðtÞ

N
XM
i¼1

Qi

Q1
Fi

" #2
; (8)

where Fi is the fraction of fluorophores diffusing with diffusion time tDi [58, 62],
Qi is the detection efficiency of each fluorescent species and depends on their

quantum yields, fluorescence lifetime, and spectral properties, and giðtÞis defined as:

giðtÞ ¼
1� Ti þ Ti exp

�t
tTi

� �
1� Ti

1

1þ t
tDi

� � : (9)

Generally, when more componentsM contribute to the recorded fluctuations, the

probability of errors introduced to the fits of autocorrelation functions using (8)

increases because of a higher number of free parameters [63, 64].

When using an appropriate theoretical fitting model (6)–(8), the parameters of

interest (usually tD and N) can be determined from experimentally obtained

autocorrelation functions G(t) via nonlinear fitting. A plot of reciprocal values of

G(t) as a function of t yields a linear form of (6) and the slope and intercept provide

a measure of tD [58, 65]. The determination of the accuracy of diffusion coefficients

is rather complicated because of the highly nonlinear relationship between diffusion

coefficients extracted from FCS and measured fluorescence fluctuations [66, 67].

To clear up such problem, several methods have been proposed [67–69]. The

signal-to-noise ratio in FCS is the highest when there is on average about one

fluorescent molecule in the detection volume [31, 70]. This means that for very low

concentrations (in range of tens of nM), when on average only one fluorescent

molecule diffuses in the confocal volume, the FCS provides the most relevant

information, and thus FCS is sometimes referred to as a single-molecule technique.

However, it should be noted that the autocorrelation curve is always calculated

from fluctuations caused by a large number of molecules [26, 71, 72]. In the case of

two-photon FCS or several other special techniques [53, 71, 73–75], when the size

of the confocal volume is reduced, the concentration of fluorescent molecules in

detection volume can be higher. For lipid lateral diffusion in the phospholipid

bilayers or unilamellar vesicles, the optimal molar ratio of fluorescently labeled

tracer to unlabelled native lipid molecules depends on the actual size of the

detection area, but for the usual confocal setup varies from 0.5 � 10�5 to

2 � 10�5 [31, 76–78].
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The physically most relevant parameter describing lateral diffusion is the lateral

diffusion coefficient D and can be extracted directly from tD using the following

relation:

D ¼ o2

4tD
; (10)

where o is the radius of the detection volume in the plane of diffusion and is defined

as the radial distance from the optical axis, at which the intensity drops by e�2 [31,

58, 79]. The surface concentration of fluorescent molecules cS can be calculated in a
similar manner from number of particles in the detection volume N. For a precise
determination of diffusion coefficientD, the knowledge of confocal volume radiuso
is critical. To obtain this information, a reference FCSmeasurement of a fluorophore

with well-defined diffusion coefficient is applied [25, 80]. As a typical reference,

fluorophore rhodamine B or rhodamine 6G were used for many years, but recently

rhodamine derivate 5-TAMRA has been found out more suitable for the o calibra-

tion [81]. The calibration measurement is typically performed in a solution, ando is

achieved by fitting the measured autocorrelation function with a model for three-

dimensional diffusion assuming a three-dimensional Gaussian shape of the detection

volume [25, 59]. Although the radius of the beam waist is calibrated, the real shape

of the detection volume may differ from the assumed one (because of beam

astigmatism, refractive index mismatch, and other artifacts), and furthermore the

radius of the beamwaist in the reference solutionmay vary from that in the sample of

interest (because of differences in refractive indices). In such cases, the calibration

procedure introduces errors to the determination of D by FCS [26, 31, 55, 56, 82].

2.4 Inhomogeneities in Planar Membranes

In FCS analysis, when some impermeable obstacles in the measured system are

present, one has to take into account anomalous diffusion, and the anomalous

exponent a defined in (4) has to be included in the appropriate fitting model

of autocorrelation function. The term t/tD in (6)–(8) has to be replaced by the

term (t/tD)
a [63, 83–85]. Replacement in (6) leads to the (11):

GðtÞ ¼ 1þ 1

N

1

1þ t
tD

� �a : (11)

In some cases, measured diffusion may be considered as normal even for

heterogeneous membranes, particularly when the concentration of inhomogeneities

is low and their size is small enough in comparison to the o value, which is possible

to achieve by the given experimental setup. Wawrezinieck et al. and others theo-

retically investigated such cases and formulated a new analytical model called the

FCS diffusion law providing some information on lateral organization of membrane
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obstacles which have size under the resolution of optical microscopy [83, 86, 87].

This approach takes an advantage from FCS and is based on changing of the

detection volume waist radius o (and thus, the measurement area which is propor-

tional too2) and on analysis of the dependence of the time the tracer molecule takes

to diffuse through the detection area (diffusion time tD, characteristic for each

tracer molecule) on o2. For large enough values of o (for which the diffusion is

normal), the dependence is linear [53, 83], and thus can be described by the relation:

tD ¼ t0 þ o2

4Deff

; (12)

where the intercept t0 can reach all possible values. If the diffusingmolecule is driven

by free Brownian diffusion and no inhomogeneities are in the detection area, t0 equals
to 0.Nonzero values of t0 indicate that the diffusion is hindered. The apparent diffusion
coefficient measured for a single value of o is then different from the effective

diffusion coefficient Deff. Two cases of hindered diffusion were investigated, which

aremost likely encountered in the cellular membranes [83]. The first model consists of

isolated lipidmicrodomains,whichdiffusingmolecules enterwith a certain probability

(confinement strength Sconf) and in which the tracer molecules undergo slower move-

ment. It is believed that the domains are identical disks of radius r and are randomly

distributed over the surface. The second system can be considered as a meshwork,

which divides themembrane into domains separated by barriers. This situationmay be

representative of the diffusion of transmembrane proteins in cytoskeletal network.

It has been shown that t0 is positive in the caseof isolatedmicrodomains andnegative in

the case of a meshwork. Moreover, its magnitude yields information on dimensions of

the obstacles. The diffusion is normal for 10o2 > r2 or o2 > 2s2, where r and s are

radii of the microdomains or characteristic mesh size, respectively [53, 83, 86]. In

Fig. 1, two cases of the dependencies of tD ono
2 are schematically depicted. Presence

of fully impermeable obstacles only decreases diffusion coefficient anddoesnot lead to

nonzero values of t0. Several models have been proposed to find the relation between

the effective diffusion coefficient Deff in the presence of impermeable obstacles, the

fraction of surface area f occupied by the obstacles, and the diffusion coefficient in the
absence of obstacles D0 [35, 83, 88, 89]. According to the effective medium theory,

Deff ¼ (1 � 2 f ) D0 for values of f � 0.2 [89, 90], but other authors claim that the

relationDeff ¼ (1 � f ) D0 is more realistic especially for mobile obstacles [88].

2.5 Typical Problems in Lateral Diffusion Coefficients
Determination

In FCS measurements, the intensity of the excitation light is supposed to be high

enough to reach sufficient molecular brightness (the average number of photons

detected per fluorophore per unit of time); but on the other hand, it should be low
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enough to avoid artifacts caused by photobleaching and optical saturation. The

latter occurs when an increased number of molecules within the detection volume

are not in the ground state but in an excited or triplet state. This leads to a loss of

proportionality between excitation and fluorescence intensities [55, 56, 91]. More-

over, higher powers of the excitation intensity lead to higher values of apparent

lateral diffusion coefficients (Fig. 2). Signal-to-noise ratio is strongly dependent on

the molecular brightness, the higher the molecular brightness, the higher the signal-

to-noise ratio is; a tenfold reduction of excitation power would result in a need

for approximately a hundred times longer measurement to reach a comparable

statistical accuracy [70, 91, 92]. The maximal excitation intensity at which no

photobleaching or saturation artifacts appear is influenced by the photophysics of

the fluorophore, ambient conditions and on the average time the molecule spends in

the illuminated area (which is dependent on the detection area size and the tracer

diffusion rate) [93]. More specifically, for small organic molecules the excitation

intensity is supposed to be lower than 30 kW cm�2. Such a value corresponds to the

excitation power of approximately 100 mW [55, 91]. Moreover, several authors

have found excitation powers below 10 mW optimal for FCS measurements in lipid

membranes [76, 78, 94, 95]. In the case of measurement of lateral diffusion

coefficients in cellular membranes or in gel-phase domains of model membranes,

the photobleaching becomes more important because of slower diffusion of tracer

molecule in the detection volume (since the fluorophore resides in the illuminated

area for a longer time) [31, 46, 92, 96–98]. Another example of problems with

photobleaching and saturation effects is two-photon FCS, where higher intensities

Fig. 1 A schematic depiction of the diffusion law (diffusion time tD versus detection area o2) for

free Brownian diffusion and the two cases of hindered diffusion discussed in [83]: cytoskeleton

meshwork and isolated microdomains with dynamic partitioning of tracer molecules. See text for

details and meaning of s and r
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and pulsed excitation sources are used out of necessity [92, 99] (although it is

known to cause less photobleaching outside the focus when compared to standard

confocal setup [71, 92, 100, 101]).

To overcome the problems with photobleaching and optical saturation effects,

several FCS approaches (scanning FCS (sFCS), ICS) have been developed [33, 96,

102, 103]. When scanning the sample, the time for which the fluorophore is

illuminated is reduced, and thus the photobleaching and saturation effects are not

introduced in the resulting data. sFCS is based on scanning the excitation laser

beam in a line [24, 98, 102, 104] or in a circle [33, 105, 106] across the sample

(phospholipid bilayer). FCS data is recorded at each point along the line or circle

during the scan. The first instrumentation utilized fixed illumination and a translat-

ing sample [102, 107], but nowadays the scanning is usually based on a fixed

sample and a mobile excitation light [105, 106, 108]. sFCS is mostly utilized in

cases, where the exact localization of the laser beam in a target area is difficult (i.e.,

membranes). By scanning across the membrane, the laser beam passes through the

target area, and if a circular scan is applied, one is sure that the excitation light

crosses the membrane twice during each scan [22]. Another possibility to charac-

terize very slow diffusion times in the membranes is ICS, which is considered to be

the imaging analog to FCS [21]. The spatial autocorrelation functions are calculated

from images of fluorophores acquired on the laser scanning microscope [109].
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Fig. 2 Changes in lateral diffusion coefficients D with different excitation laser intensity. Data

collected on the supported phospholipid bilayers (SPBs) containing 1,2-Dioleoyl-sn-Glycero-3-

Phosphocholine (DOPC) and 1,2-Dioleoyl-sn-Glycero-3-Phosphoserine (DOPS) in ratio 9:1. For

visualization atto488-1,2-Dioleoyl-sn-Glycero-3-Phosphoethanolamine (atto488-DOPE) was used
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Several extensions to ICS have been recently developed. Utilization of k-Space ICS

(kICS) enables characterization of the dynamics (diffusion and flow) and totally

overcomes problems with photobleaching or instable fluorescence signal. Temporal

ICS (TICS) correlates an image series in time to provide dynamics, number densities

and immobile fraction of fluorophores which are on the timescale of themeasurement.

On the other hand, raster ICS (RICS) allows measurement and analysis of rapid

diffusion, which has not yet been achieved by other ICS methods [28, 110]. Other

variants of ICS methods have been developed in the last decade (i.e., ICCS, STICS,

PICS) [103, 111, 112], but their detailed description is behind the scope of this review.

In some cases, lateral diffusion of molecules dynamically associating with the

membrane is in the focus of interest. In conventional FCS, the absolute axial extension

of the detection volume is typically larger than 1 mm; and when the affinity of

interacting molecules is low, the fluorescence from unbound molecules contributes

to the recordedFCS autocorrelation functions andmakes the analysis of such data very

complicated. To decrease the axial extension and thus eliminate signal from unat-

tached fluorescent molecules, surface confined FCS techniques [total internal reflec-

tion FCS (TIR-FCS), supercritical angle FCS (SA-FCS), and zero mode waveguides]

have been developed. InTIR-FCS, an evanescentwave is used for excitation of a small

slice above the interface (the evanescent depth is usually lower than ~100 nm) [26,

113, 114]. The disadvantage of this approach is that a significant out-of-focus

photobleaching reduces the fluorescence of the fluorophores before they can enter

the detection area. Surface confinement achieved by collecting exclusively surface-

generated fluorescence emitted into supercritical angles is a basic principle of SA-FCS

[115]. Zeromodewaveguides are subwavelength optical nanostructures, such as small

holes (35–200 nm in diameter) in which membranes can enter. The decay lengths of

the evanescent field depend on the diameter of the hole and usually range from 15 to

35 nm [26, 73, 116]. An alternative technique to surface confined FCS methods is

Z-scan FCS which is discussed later in this review.

Determination of lateral diffusion coefficients in planar samples using FCS is

strongly dependent on the axial position of the sample in the confocal volume.

Since the usually used planar systems are very thin (approximately 5 nm in the case

of phospholipid bilayers), wrong positioning in the detection volume leads to larger

detection area (which increases N and tD) and consequently introduces errors to

determine lateral diffusion coefficients [26, 55]. It has been shown that positioning

the sample by searching for the highest fluorescence intensity does not guarantee

reproducibility because the beam waist does not necessarily coincide with the

highest fluorescence count rate (see Fig. 3c and read Sect. 3) [31]. Milon et al.

have referred about the inaccuracies associated with external calibration and found

out that the measured values of D may differ by factor 2 or larger depending on the

alignment of sample and focus, and on membrane topography [117]. To avoid such

problems, several groups have worked on investigation of calibration-free FCS

approaches, such as two-focus FCS, where calibration is not necessary because of

the precisely known distance between two foci [32, 118, 119], Z-scan FCS [31]

(detection volume is scanned along the z-axis) or various other forms of scanning

FCS (mentioned above) [24, 33, 102, 105].
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2.6 Dual-Color FCS and Cross-Correlation Analysis

Study of enzyme–substrate interactions is rather difficult to achieve by conven-

tional FCS because of small differences in molecular mass and hence in diffusion

times between enzyme and substrate molecules. For this purpose, dual-color cross-

correlation spectroscopy has been developed [111, 120–124], where the enzyme

and substrate molecules are labeled with different colors. In instrumentation setup,

the sample is excited by two lasers with different wavelength, and emitted

light is consequently divided by a dichroic mirror to two detectors. Fluorescence

fluctuations obtained from each detector are then cross-correlated and information

about interactions of two different species can be extracted from resulting cross-

correlation function. Complications with dual-color FCS setup are usually

connected with inaccurate overlap of two foci and with finding the best mathemati-

cal model for cross-correlation analysis.
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Fig. 3 A schematic illustration of the principle of z-scan FCS; various FCS measurements of

the sample are taken along the z-axis in different axial positions (a) and fitted by appro-

priate mathematical model (b). Calculated values of tD and N are plotted versus relative

z-position in the focus (c), and thus parameters of interest D, cs, o0 are obtained from the

parabolic fit
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3 Z-Scan FCS

3.1 The Principle of Z-Scan FCS

For precise determination of lateral diffusion coefficients and fluorophore surface

concentrations, the knowledge of the position of the sample in the confocal volume

is critical, and thus the Z-scan approach has been developed [31]. In this technique,
the individual autocorrelation functions G (t) are acquired in different positions

along the optical axis (z-axis) of the microscope. The distance between each

measurement along the z-axis (step-size) is typically in the interval from 0.1 to

0.2 mm. When the planar system is parallel to the focal plane of the microscope,

diffusion time tD and number of particles in the detection volume N can be

expressed by the relations:

tDðDZÞ ¼ o2
0

4D
1þ l2D2

Z

p2o4
0

� �
; (13)

NðDZÞ ¼ N0 1þ l2D2
Z

p2o4
0

� �
; (14)

where DZ is the distance between the sample position and the position of the laser

beam waist, l is the excitation wavelength in the sample, o0 is the radius of the

beam in the focal plane, and N0 ¼ po0
2cs is the particle number in the waist of the

focus, where the e�2 radius of the detection area equalso0 [31, 58, 125]. In a typical

experiment, the parameters of interest tD and N are calculated from the fit of

autocorrelation functions (according to (7) or (8) in dependence on the number of

fluorophores) obtained for each z-position. Parabolic dependencies of tD and N on

DZ are subsequently fitted by (13) and (14), respectively, which result in a relevant

determination of the lateral diffusion coefficient D, the average concentration of

diffusing fluorescence molecules in the illuminated area cs, and also the radius and

z-position of the beam waist o0 [31, 58]. Illustration of the principle of D determi-

nation on phospholipid bilayer using Z-scan FCS is summarized in Fig. 3.

3.2 Approaches to Z-Scan FCS

Up to now, Z-scan FCS has been introduced in many applications, especially in

characterization of biological or model systems like cell membranes, GUVs or

SPBs. An interesting approach has been reported by Humpolickova et al. [87]

which combines the FCS diffusion law [83] with Z-scan FCS. This technique is

based on the combination of (12)–(14) and the resulting relation is:

tD ¼ t0 þ o0
2

4Deff

N

N0

: (15)
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This provides a linear dependence of tD (DZ) on N (DZ)/N0 (sometimes called

“Humplot”) [87, 126, 127]. According to the FCS diffusion law, the position of

the intercept t0 on y-axis gives information about the obstacles present in the

membrane (Fig. 1). Note that using the diffusion law theory yields information

about the membrane structure at a scale below the diffraction limit (read Sect. 2 for

more information). A classic example of “Humplot” is depicted in Fig. 4, where

diffusion times for phospholipid bilayers with and without bound protein molecules

are compared. When protein is not bound to SPBs, there are no restrictions which

affect diffusion, thus the diffusion is considered as free and the intercept t0 equals 0.
In the presence of bound protein, t0 is positive and according to the theory of FCS

diffusion law, interaction of protein molecules with lipid molecules creates slower

diffusing microdomains in the membrane.

Shenoy et al. [128] investigated sparsely and densely tethered bilayer lipid

membranes (stBLMs and dtBLMs) in which the lipid bilayer is separated

from the support by spacer molecule. Using Z-scan FCS, they revealed differences
in the lateral diffusion coefficients in proximal (D ¼ 2.0 mm2 s�1) and distal

(D ¼ 7.1 mm2s�1) leaflets of the membrane when measured separately. On

the other hand, lateral diffusion coefficients determined for membranes in which

both leaflets contribute to the FCS signal provide single diffusion time and

gain values similar to the previously published data. The explanation for this

contrast is in different label density in the proximal and distal leaflets and thus a

smaller contribution to the decay amplitude of G(t) for the proximal leaflet.
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Fig. 4 Plot of diffusion times for the membrane composed of DOPC (90%), DOPS (10%), and

atto488-DOPE (10�3%) in dependence on relative particle number N/N0. Open squares correspond

to the free membrane, closed circles to the bilayer with bound protein prothrombin (concentration

of prothrombin cprot ¼ 4 mM)
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When comparing GUVs and SPBs, Przybylo et al. found that the diffusion in

GUVs to be more than two times higher than that in SPBs, which suggests coupling

of the bilayer with support [76].

Study of dynamics of molecules weakly associated with the membrane is

always complicated because of the presence of the unbound fraction of molecules

in the sample. In the past, very sophisticated method (TIR/FPPR) has been used to

describe such dynamics [13]. Dual-color Z-scan FCS is a simple alternative and

has already been successfully applied to the study of lateral diffusion coefficients

of weakly bound blood coagulation protein prothrombin associated with SPBs

composed of various lipid compositions [95]. Furthermore, using dual-color

instrumentation enabled simultaneous observation of lipid and protein lateral

diffusion. In the analysis of obtained autocorrelation functions, two-dimensional

diffusion of bound molecules as well as three-dimensional diffusion of free

molecules has to be taken into account. For such cases, fitting model has been

proposed [31, 63, 95]:

GðtÞ ¼ 1þ 1� T þ T exp
�t
tT

� �� �
1

ð1� TÞ

A3

1þ t
tD3

� � 1

1þ t
tD3

o0

oZ

� �2
" #1

2

þ A2

1þ t
tD2

� �
2
666664

3
777775; ð16Þ

where tD2 and tD3 correspond to the diffusion times of molecules diffusing in two

and three dimensions, respectively, oZ is the characteristic axial dimension of the

detection volume and the parameters A2 and A3 are amplitudes (degree of contribu-

tion) of associated and free fluorescent molecules. tD3 is determined by a measure-

ment in bulk solution before each Z-scan and the amplitudes A2 (DZ), A3 (DZ), and

the z-position dependent lateral diffusion time tD2 (DZ) are found by fit of the

autocorrelation functions obtained during a Z-scan using (16). The dependence of

the amplitudes A2 and A3 on DZ is nontrivial and reflects the changes in the fraction

of membrane-associated fluorescent molecules and also in the ratio of the detection

efficiencies of molecules both in aqueous phase and molecules associated with the

membrane. For further analysis, the values of the amplitude A2 and particle number

N measured at a well-defined position, i.e., when the membrane is in the focus

(DZ ¼ 0) are used and these are plotted versus the protein concentration. Fit with

specially corrected Langmuir isotherm directly provides value for dissociation

constant KD [95].
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3.3 Challenges in Z-Scan FCS

Because the autocorrelation curves have to be recorded in several positions defined

with at least 100 nm accuracy, characterization of very slow diffusion by Z-scan
FCS can be affected by temporal instability of the sample position in the confocal

volume [26]. Moreover, thermal undulations of free-standing membranes (GUVs)

also add to the temporal instability [117]. Small movements of the membrane in the

z-axis can then introduce an apparent additional slow diffusion component into the

autocorrelation function [26]. Distortions of the detection volume shape cause

deviations of tD(DZ) and N(DZ) from the assumed parabolic shape (13) and (14)

and consequently create another possible source of artifacts in Z-scan FCS.

The position of the focus, especially the axial distance from the microscope

objective is different for various excitation wavelengths. For that reason, when

performing dual-color Z-scan FCS, the minima of parabolas defined in (13) and (14)

are shifted in z-position for each excitation wavelength (Fig. 5) [95]. The shift

differs for different excitation wavelength used and represents a problem for dual-

color fluorescence cross-correlation spectroscopy in the Z-scan mode. To overcome

such problem, the axial position for performing a cross-correlation measurement
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Fig. 5 Dependence of diffusion times on the z-position of the focus for protein labeled by

alexa633 (tD633) and lipids labeled by atto488 (tD488). The distance between the z-focus positions
created by two lasers is about 192 � 19 nm
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has to be selected as a compromise between the minima of the parabolas for the two

excitation wavelengths of interest. Other possibility inheres in two photon

excitation, which enables excitation of two selected spectrally different dyes with

only one infra-red laser line [71].

4 Conclusions

An FCS is a very useful method for investigation of lateral diffusion in planar

systems. However, there are a few limitations connected with FCS (the need of

external calibration of the detection volume, definition of the exact position of the

membrane in the confocal volume and others). When those limitations are not taken

into account, inaccurate values of lateral diffusion coefficients are obtained or in the

worst case the lateral diffusion determination is almost impossible. Z-scan FCS is

very comprehensive calibration-free method, which overcomes many problems

connected with conventional FCS. Because of the scan along the z-axis, exact
position of the membrane is monitored and thus lateral diffusion coefficients

can be precisely determined. Z-scan FCS has been successfully used in investiga-

tion of various specific systems where other methods are failing, e.g., diffusion in

supported lipid bilayers leaflets, study of membrane microdomains and meshworks

of subresolution dimensions, study of lateral diffusion of proteins weakly

associated to the membrane, as well as the interplay between membrane lipids

and bound protein molecules. Moreover, characterizing of binding kinetics (asso-

ciation and dissociation constants) is achievable by this approach as well.

Acknowledgment The authors thank Mr. Philip Yip for his excellent language corrections. This

work has been supported by the Grant Agency of the Czech Republic via grants P208/10/1090
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Total Internal Reflection with Fluorescence

Correlation Spectroscopy*

Nancy L. Thompson, Punya Navaratnarajah, and Xiang Wang

Abstract The method in which total internal reflection illumination is combined

with fluorescence correlation spectroscopy (TIR-FCS) is reviewed. Included are

descriptions of the conceptual basis and experimental design, as well as a variety of

applications and the theoretical models associated with these measurements.

Emerging, more complex versions of TIR-FCS, related techniques, and possible

future directions for TIR-FCS are also outlined.

1 Introduction

Total internal reflection fluorescence microscopy (TIRFM) is a mature and widely

applied method. In this technique, only fluorescent molecules very near or bound to

an optically transparent (and usually planar) substrate are excited and, therefore,

observed. The preferential discrimination for fluorescent molecules that are adja-

cent to the surface rather than far from the surface in the bulk is achieved by using a

surface-associated evanescent wave as the excitation source for fluorescence. The

evanescent wave is generated by internally reflecting a light source at the planar

interface between the surface and the adjacent bulk medium (usually fused silica or

glass and air or an aqueous solution, respectively). The surface-selectivity of

TIRFM has been used in a variety of contexts, most of which are now well

established. Some of the more well-developed TIRFM methods include the use of

evanescent illumination to measure surface densities of bound, fluorescent
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molecules for the purpose of measuring surface binding isotherms; to monitor

fluorescence recovery after photobleaching for the purpose of examining the

kinetics of surface association and dissociation, including surface rebinding events;

and to examine the sensitivity of the steady-state fluorescence intensity to the

evanescent wave polarization for the purpose of measuring order parameters for

molecules in thin films which reside on the surface such as supported phospholipid

bilayers. TIRFMmethods are particularly useful for examining events that occur on

or near the basal membranes of live biological cells that are adhered to the surface

at which internal reflection occurs. TIRFM has also been used in a variety of other

contexts, including biosensors and polymer chemistry. General and comprehensive

descriptions of TIRFM have been provided in numerous review papers (most

recently, [6, 31, 50, 63, 107, 110, 124]).

Fluorescence correlation spectroscopy (FCS) is also a mature and widely applied

method. In this technique, most usually, the fluorescence arising from a small

volume is monitored with time. If the observed volume is small enough to contain

only a low number of fluorescent molecules, the measured fluorescence fluctuates

significantly with time as the fluorescence collected from individual molecules

stochastically changes (e.g., through motion into and out of the observed volume,

or through changes in the magnitude of the emitted fluorescence arising from

intramolecular spectroscopy or intermolecular binding). Autocorrelating the tem-

poral fluorescence fluctuations provides information about the process or processes

giving rise to the fluctuations. In the most common type of FCS, the fluorescence

fluctuations arise from diffusion through the observed volume. In this case, the

autocorrelation function decreases with time to zero. The magnitude of the auto-

correlation function is inversely proportional to the average number of fluorescent

molecules in the observed volume, and the characteristic decay time depends on the

size of the observed volume and the diffusion coefficient of the fluorescent

molecules. Many other types of FCS have also been developed. These methods

include, but are not limited to, two-color fluorescence fluctuation cross-correlation

for quantifying bimolecular binding, photon counting histograms for characterizing

molecular aggregation, and spatial fluorescence fluctuation analysis for detecting

molecular clustering. FCS is most commonly carried out with confocal optics,

rather than evanescent illumination (as described herein). General and comprehen-

sive descriptions of FCS have been provided in numerous review papers (most

recently, [10, 16, 17, 30, 31, 40, 60, 130]).

In this paper, the technique in which evanescent illumination is combined with

fluorescence correlation spectroscopy (TIR-FCS) is reviewed. Included are

descriptions of the conceptual basis and experimental design of conventional

TIR-FCS, as well as a variety of applications and the theoretical models associated

with these measurements. New, emerging, more complex versions of TIR-FCS,

related techniques, and possible future directions for TIR-FCS are also outlined.

Other papers reviewing TIR-FCS have also been presented recently [2, 125–127].
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2 Conceptual Basis and Experimental Design

Total internal reflection fluorescence microscopy. When a plane wave traveling in

a medium with refractive index (n1) impinges on an interface with a lower refrac-

tive index (n2) medium, at an angle greater than the critical angle, ac, where:

ac ¼ sin�1 n2
n1

� �
; (1)

the plane wave is completely reflected back into the first medium in a process called

total internal reflection. During TIR, a component of the incident light propagates

parallel to the TIR interface and penetrates into the lower refractive index medium,

where the intensity, I(z), decays (theoretically) exponentially with increasing dis-

tance, z, from the interface:

IðzÞ ¼ I0e
�z d= : (2)

The depth, d, of this exponentially decaying evanescent wave is determined by the

vacuum wavelength of the incident light, l0, the angle of incidence, a, and refrac-

tive indices, n1 and n2:

d ¼ l0

4p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21sin

2a� n22

q : (3)

The depth of the evanescent field is typically on the order of 100 nm. TIR illumina-

tion thereby allows one to selectively excite fluorophores close to surfaces.

The depth, d, is the distance from the interface at which the intensity of the

evanescent wave is 37% [corresponding to 1/e in (2)] of its maximum intensity at

the surface. While (3) yields the evanescent field depth for an ideal system, the

actual penetration profile and/or depth of the excitation light may deviate from the

theoretical predictions due to scattering and other aberrations. Hence, several

approaches have been used to experimentally determine the evanescent intensity

profile and depth. This type of measurement has been carried out only on systems in

which the evanescent field is generated by through-objective total internal reflection

(see below).

The most direct approach is to measure the fluorescence intensity of a small

object as a function of its distance from the TIR interface. In one such experiment,

an atomic force microscope tip was made to be fluorescent by attaching a quantum

dot or fluorescent bead. The tip was then imaged as it was moved along the vertical

axis of the evanescent field with nanometer precision [105]. The resulting intensity

profile agreed well with a single exponential decay, and the measured depth

changed with the incidence angle in a manner qualitatively consistent with (3),

although quantitative comparison was not possible because of uncertainties in the

Total Internal Reflection with Fluorescence Correlation Spectroscopy 347



incidence angle. Oreopoulos and Yip [87] also used scanning probe microscopy

(SPM) in combination with TIRFM to probe the evanescent field. They attached a

20-nm fluorescent bead to the tip of an SPM cantilever, lowered the tip in incremental

steps toward a surface containing an evanescent field generated by through-objective

TIR illumination, and recorded the fluorescence intensity as a function of the distance

from the interface. In this laterwork, two new effectswere observed. First, the shape of

the intensity as a function of z was best described by (2) summed to a second

exponential (with much lower initial magnitude). The second exponential was

attributed to light scattering. Second, themeasured (primary) d-valuewas significantly
higher than the value predicted by (3). This effect was most likely a result of

uncertainty in the incidence angle. Also, neither of these studies accounted for

deviations of the angular emission profile of fluorescent molecules near dielectric

interfaces from the emission pattern in bulk solution [43]. This displacement method

of calibrating the evanescent wave profile has also recently been used in an additional

study directed toward understanding the assembly of clathrin-coated pits [101].

Mattheyses and Axelrod [77] report a different method for examining the

evanescent profile. In this work, large, low refractive index beads labeled on their

surfaces with a fluorescent dye and suspended in an index-matched liquid were

allowed to adhere gently (by gravity) to a surface illuminated by through-objective

internal reflection. Because the beads were much larger than the evanescent wave

depth, the fluorescence as a function of the distance from the center of the bead,

given the spherical bead geometry, reported the fluorescence at different z-values.
Plots of the fluorescence intensity versus z revealed that the axial intensity profile of
the evanescent field was best described by two exponentials. The exponential that

accounted for 90% of the decay had the theoretically predicted depth, while a more

slowly decaying component was attributed to scattering. This work does incorpo-

rate careful calibration of the incidence angle and accounts for the unusual angular

profile of emission for fluorophores next to dielectric surfaces. A similar approach

using a curved lens coated with small fluorescent beads has also been used to

calibrate the evanescent intensity profile [115].

Gell et al. [28] used fluorescently labeled microtubules immobilized at an angle

on microscope slides to characterize the axial intensity profile of the evanescent

field. A series of TIRFM images obtained at different incident angles were used in

combination with the tilt angles of the microtubules to determine the depth of the

evanescent field. They found that the evanescent intensity was well described by a

single exponential as in (2), and the evanescent wave depth was close to the

theoretically predicted value.

Harlepp et al. [36] employed TIR-FCS to measure the depth of the evanescent

intensity. As will be described below, TIR-FCS allows one to monitor the pattern of

fluorescence fluctuations that arises from the diffusion of fluorescent molecules in

the evanescent field. This pattern, obtained in the form of an autocorrelation curve,

can be fit to a theoretical fluorescence fluctuation autocorrelation function describ-

ing diffusion in the evanescent field to obtain diffusion coefficients. When the

diffusion coefficient of the fluorescent species is known, the fit can yield the

depth of the evanescent wave. The depths measured by Harlepp et al. [36] using
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this method differed from those predicted by (3) by only 0.7%. However, this

approach does not account for deviation from ideal diffusion for molecules close to

surfaces (see below). In addition, unlike other approaches discussed above, TIR-

FCS does not directly provide information about the axial intensity profile of the

evanescent field.

The polarization of the electric field in an evanescent wave differs from the

polarization observed in freely propagating plane waves. Incident light that is

s-polarized (along the y-axis), perpendicular to the incidence plane, yields evanes-

cent fields polarized along the y-axis. When incident light is p-polarized, polarized
in the incidence plane (here denoted as the x–z plane), the evanescent field consists
of longitudinal (x) and transverse (z) components. This polarization contrasts with

that of freely propagating light, which only has transverse components. The unique

polarization properties of evanescent fields obtained from p-polarized incident light
can be used to characterize orientation changes in molecules. While the above-

mentioned concept is a description of the polarization of single plane waves,

accurate intensity and polarization profiles of evanescent fields generated by differ-

ent optical apparatuses are described extensively in the literature (e.g., [1, 2, 12, 13,

29, 43, 46, 57, 77]).

The polarization of the incident light also affects the intensity profiles of

evanescent fields. Linearly polarized light gives a focus that is split into two

lobes in the direction of polarization. Depending on the angle of incidence of the

polarized incident light, the evanescent field undergoes a phase change that serves

to increase the spread of the evanescent field in the lower refractive index medium,

and thereby increase the size of the observation volume. Radially polarized light

can be focused to a much tighter spot, although it too has side lobes [22]. Ivanov

et al. [49] showed that the side lobes resulting from the radially polarized light can

be suppressed by using two-photon excitation to achieve observation volumes on

the order of 5 attoliters (10�18 L). As will be discussed below, reduced observation

volumes are particularly desirable in FCS experiments, as they serve to reduce the

average number of fluorescent molecules in the observation volume and increase

the magnitude of fluorescence fluctuations.

TIR illumination can be achieved via through-prism and through-objective

setups (Fig. 1). Through-prism TIRFM enables one to have ready access to and

complete control over the excitation pathway. High refractive index substrates

might be easily introduced to achieve greater axial confinement of the excitation

field [112]. Through-prism TIRFM also allows for more easy construction of

evanescent interference patterns [47]. As the incident light never enters the micro-

scope, there is usually a lower background associated with this setup. Through-

objective TIRFM offers several advantages of its own; chief among them are

greater image quality and emission collection efficiency. The latter phenomenon

is due to the fact that the interaction between the planar dielectric interface and

nearby fluorophores results in more fluorescence being emitted through the higher

refractive index medium. It has also been reported that there is somewhat greater

axial confinement of the evanescent field in through-objective TIRFM [116]. In

addition, this apparatus allows for greater sample-top accessibility.
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Fluorescence correlation spectroscopy. FCS is used to monitor the temporal

pattern of spontaneous fluorescence fluctuations from the time-averaged fluores-

cence in a given system and, thereby, to gain insight into the dynamics of the

fluorescent species being studied. This temporal pattern of fluorescence fluctuations

is obtained by autocorrelating the fluctuations in the fluorescence signal:

G tð Þ ¼ dFðtÞdF tþ tð Þh i
Fh i2 ; (4)

Fig. 1 Through-prism and through-objective TIR-FCS. (a, c) In through-prism TIR-FCS, a laser

beam is totally internally reflected at a sample plane through a prism that is mounted on the stage

of an inverted microscope. (b, d) In through-objective TIR-FCS, a laser beam is directed through a

microscope port, reflected toward the sample plane with a dichroic mirror, and is focused through

the periphery of a high numerical aperture objective so that the beam internally reflects at the

sample plane. In all cases, the evanescently excited fluorescence is collected through the high-

aperture objective and passed through a spectral filter to remove scattered evanescent light. The

light is passed through a small aperture or collected with a fiber optic, placed at a back image plane

of the microscope, before reaching a single-photon counting detector. The detector signal is

processed using either a computer with a correlator card and associated software or similar in-

house constructed signal processing equipment. Reproduced with permission from J Struct Biol

168:95–106 (2009)
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where Fh i is the time-averaged fluorescence, dFðtÞ is the difference between the

instantaneous fluorescence, F(t), and Fh i, and t is a given correlation lag-time. The

autocorrelation function, G tð Þ, is independent of the time, t, when the system of

interest is at equilibrium. G tð Þ decays to zero as t approaches infinity. The

magnitude of this function is inversely related to the average number of fluorescent

molecules in the observation volume. The rate of decay and shape of G tð Þ contain
information about the processes that affect the pattern of fluorescence fluctuations,

including photophysical dynamics (e.g., triplet state kinetics), solution diffusion,

association and dissociation with surface-binding sites, and/or enzyme kinetics.

As FCS monitors the deviation of the instantaneous fluorescence from the time-

averaged fluorescence, recording the fluorescence emanating from a large number

of fluorescent molecules will only yield ensemble-averaged fluorescence

measurements and fluorescence fluctuation autocorrelation functions that are small

in magnitude. To obtain autocorrelation functions with magnitudes large enough to

be accurately measured, the average number of fluorescent molecules in the

observed volume has to be small. Most FCS measurements are carried out with at

most 100 fluorescent molecules in the observed volume. Several strategies have

been proposed to improve signal-to-noise ratios [18, 56, 58, 61, 81, 92, 100, 134].

Increasing the number of photons collected per molecule per sample time increases

signal-to-noise ratios, as does increasing the total time over which fluctuations are

correlated. High aperture objectives achieve high fluorescence collection efficiency.

As the concentration of fluorescent molecules required for successful FCS is

often below biologically relevant levels, there is often a need to circumvent this

difficulty. One way to reduce the average number of fluorescent molecules in the

observation volume, other than by simply decreasing the concentration, is to reduce

the size of the volume. Another method is to mix unlabeled molecules with

fluorescently labeled ones (see below). Photoactivatable fluorophores also present

a means to simultaneously have higher concentrations of the molecule of interest

and low concentrations of fluorescent molecules [23]. In this approach, the propor-

tion of molecules labeled with a photoactivatable fluorophore that fluoresce can be

varied by controlling the intensity of the light used to switch on and off the

fluorescence of these molecules.

Total internal reflection with fluorescence correlation spectroscopy. In conven-

tional TIR-FCS, FCS is coupled to TIRFM and used to study the dynamics of

fluorescent molecules at surfaces (Fig. 1). Incident light that is totally internally

reflected at a dielectric interface excites fluorophores in an observation volume

defined, in part, by the evanescent field. However, axial confinement achieved by

TIR illuminations does not sufficiently reduce the observation volume. Lateral (x–y
sample plane) confinement that reduces the observed area to about 1 mm2 is

achieved by using a circular pinhole [69, 114] or fiber-optic cable [37, 38] placed

at a back image plane of the microscope. The fluorescence fluctuates as fluorescent

species move in and out of the detection volume, undergo photophysics and/or

reversibly associate with the surface. The fluorescence fluctuations are autocor-

related to obtain information about the dynamics of the fluorescent species (Fig. 2).
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Evanescent illumination in TIR-FCS serves many purposes: surface selectivity;

reduction in observation volume via axial confinement and lower background

signal [48].

Although evanescent illumination reduces background, the sensitivity of TIR-

FCS still requires that the measured G(t) be corrected for background

contributions. Uncorrelated background light will affect the magnitude of the

autocorrelation function [121]. Methods of correcting for uncorrelated background

light are available [123] and can be extended to correlated backgrounds. The

primary sources of background light in TIR-FCS and TIRFM, in general, are

scattered evanescent light and substrate luminescence. The use of fused silica

(when possible) in the place of glass helps reduce the latter. In through-objective

Fig. 2 Fluorescence fluctuation autocorrelation functions. (a) The fluorescence measured from

the observation volume fluctuates with time as individual fluorescent molecules diffuse through

the evanescent field, associate with and dissociate from surface binding sites, and/or undergo

transitions between states with different detected fluorescence intensities. (b) The temporal

fluorescence fluctuations are autocorrelated [see (1)]. This plot shows an idealized case in which

three components with different characteristic rates are present in G(t), e.g., a very fast decay

arising from photophysics, a fast decay arising from free diffusion of the fluorescent molecules

through the depth of the evanescent field, and a slow decay resulting from reversible association of

the fluorescent molecules with surface sites
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TIRFM, the excitation light passing through the microscope interior also

contributes to background.

Once autocorrelation functions with large magnitudes and high signal-to-noise

ratios are obtained, they are usually fit to theoretical autocorrelation functions

derived for a given system, to obtain values of the parameters of interest. These

theoretical models take into account the optical arrangement of the excitation and

emission pathways, as well as the processes giving rise to the observed fluorescence

fluctuations. Many different theoretical models have been described in the litera-

ture: triplet state kinetics [133], diffusion in the evanescent field [11, 45, 54, 62, 91,

113], binding kinetics [70, 119], enzyme kinetics [39], cross-correlation TIR-FCS

[67], and other situations [37, 38, 94, 120].

3 Applications

Motion of fluorescent molecules near surfaces. To date, TIR-FCS has been most

widely applied to the examination of fluorescence fluctuation autocorrelation

functions arising from fluorescent molecules moving close to a surface at which

an evanescent wave has been created. As described above, these G(t) contain

information about the molecular mobility in solution close to the surface as well

as the depth of the evanescent intensity. They also contain information about the

average number of fluorescent molecules in the observed volume and fluorophore

photophysics. The form of the autocorrelation function most often used for these

measurements is [37, 38, 113]:

G tð Þ ¼ ½ 1

2NA

�½1þ p

1� p
expð�RttÞ�½ð1� 2RztÞ expðRztÞerfcð

ffiffiffiffiffiffiffi
Rzt

p Þ

þ 2

ffiffiffiffiffiffiffi
Rzt
p

r
�½ 1

1þ Rx;yt
� ð5Þ

In (5), NA is the average number of molecules in the observed volume close to

the surface; p is the probability that (for a given excitation intensity) the fluorophore
is in the triplet state; Rt is the triplet state relaxation rate; Rz ¼ D/d2 is the rate

associated with diffusion through the evanescent wave in the direction perpendicu-

lar to the surface; D is the fluorophore diffusion coefficient in solution; the evanes-

cent wave depth d is defined and discussed above; Rx,y ¼ 4D/s2 is the rate

associated with diffusion in a direction parallel to the surface; and s is the charac-
teristic length of the observed area. Although the third factor in (5) contains an

exponential that approaches infinity with large t, this factor is multiplied by a

complementary error function that approaches zero with large t, and the product of
these two functions approaches zero with large t as the second function has a

stronger dependence on t. At t ¼ 0, G(0) ¼ [1/(2NA)][1/(1 � p)]. As t ! 1,

each of the two last factors in (5) approach zero.
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Figure 3 illustrates 2NAG(t) calculated from (5). In Fig. 3a, only the factors

describing photophysics and diffusion through the evanescent wave in a direction

perpendicular to the surface are included. As shown, if the excitation intensity is

low enough or if the measured G(t) can be cropped to exclude fast time lags t, then
G(t) is equivalent to the term describing diffusion perpendicular to the surface and

the photophysical term can be excluded. This condition can be experimentally

confirmed by insuring that G(t), for the time lags t examined, does not change

with the excitation intensity. However, lowering this intensity enough so that this

condition is satisfied will compromise the signal-to-noise ratio of G(t), as this ratio
depends on the count rate per molecule. In Fig. 3b, only the factors describing

diffusion through the evanescent wave in directions parallel and perpendicular to

the surface are plotted. As shown, if the characteristic length of the observation

area, s, is large enough, diffusion through the evanescent wave in a direction

parallel to the surface can be neglected. However, increasing s to the extent that

the decay of G(t) is essentially described by one-dimensional diffusion through the

evanescent wave in a direction parallel to the surface may compromise the magni-

tude of G(t) and, therefore, its signal-to-noise ratio, as increasing the size of the

Fig. 3 TIR-FCS

autocorrelation function for

diffusion through the

evanescent wave. Shown are

values of G(t) as theoretically
predicted by (5). In all plots,

D ¼ 7 � 10�6 cm2 s�1,

d ¼ 0.1 mm, and Rz ¼
D/d2 ¼ 7 � 104 s�1. Panel

(a) shows the product of the

second and third factors in (5)

with Rt ¼ 106 s�1 and p equal
to 0.1, 0.3, 0.5, or 0.7. Panel

(b) shows the product of the

third and fourth factors in (5)

with s equal to 0.1, 0.5, 2, and
10 mm, respectively. For these

values of s, Rx,y ranges from

2.8 � 105 s�1 to 28 s�1
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observed volume increases the average number of fluorescent molecules contained

in this volume.

The form of G(t) shown in (5) and illustrated in Fig. 3 contains a number of

assumptions which may not be adequate for some measurements. (1) The factor

describing fluorophore photophysics addresses only triplet state involvement and

not other photophysical phenomena such as, for example, blinking arising from

redox reactions [52] or from cis–trans isomerizations [73]. Also, this factor does

not account for changes in fluorescence emission and/or collection efficiencies

arising from energy transfer, fluorophore orientational motions (e.g., [122]), bind-

ing to other molecules (e.g., [74]), or changes of the spectroscopic properties of the

fluorophore with respect to distance from the interface [43]. (2) In some cases, the

factor describing photophysics will depend on the precise excitation intensity. As

shown previously, the intensity of the evanescent wave at the interface, I(0) (2),
depends on a number of optical parameters and is not equal to the intensity of the

beam which is internally reflected [5]. In most apparatuses, it is difficult to precisely

measure I(0), but sufficiently accurate calculations may be possible by considering

the factors described in Axelrod et al. [5] along with knowledge of the details of the

optical apparatus. When intermediate layers such as supported phospholipid

membranes or polymer films are present, this issue becomes more difficult to

address. (3) The form of the fourth factor in (5) arises from assuming that the

excitation and detection spatial profile is Gaussian in shape [74]. For most experi-

mental apparatuses (Fig. 1), this assumption may not be entirely accurate. (4)

Equation (5) was derived assuming that the evanescent wave decays with distance

from the interface in a strictly single exponential fashion (2). As described above,

some measurements have indicated that this assumption may not be correct. (5) The

form of (5) also assumes that the concentration of fluorophores in solution close to

the interface is constant and does not depend on the distance from the interface.

This assumption could be seriously violated under certain conditions such as, for

example, strong electrostatic effects between the molecules of interest and the

surface. (6) Finally, (5) was derived with the assumption that there is a single

diffusion coefficient, D, close to the surface that does not depend on the distance of
the fluorescent molecule from the interface. At present, this assumption is known to

be incorrect and has been taken into account only in some situations (see below).

Nonetheless, with all of these caveats, the simplest use of TIR-FCS to date has

been to autocorrelate fluorescence fluctuations arising from small fluorophores

diffusing through the depth of the evanescent wave, in cases for which the

fluorophores do not bind to the surface, to demonstrate that the method is at least

approximately working properly (e.g., [2, 36–38, 67, 85, 86, 98]). In addition, TIR-

FCS has been used to extensively characterize molecular transport in sol–gel films

[78–80].

The concentrations and diffusion coefficients of fluorescently labeled IgG close

to supported phospholipid membranes have been examined in detail by using TIR-

FCS (Fig. 4) [114]. These measurements were carried out for membranes with
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different lipid compositions and surface charges and for solutions of varying pH

and ionic strength values. The results showed no statistically significant change in

the local IgG concentration or diffusion coefficient for membranes with different

charges or for solutions with different pH values spanning the IgG isoelectric point.

However, a significant decrease in the local mobility was detected with increasing

ionic strength.

The result that the local mobility of IgG close to membrane surfaces is reduced

in solutions with higher ionic strengths suggested that strong hydrodynamic

interactions occur between proteins and membrane surfaces and that these

interactions are amplified by increasing ionic strength. In fact, previous theoretical

and experimental work has provided approximate analytical solutions for the

predicted diffusion coefficients of spheres next to planar walls as a function of

Fig. 4 Diffusion of IgG close to model membrane surfaces. (a) Schematic of antibody diffusion

close to a supported planar membrane. Fluorophores within the evanescent wave are excited and

fluoresce. (b) Representative TIR-FCS data and the best fit to an appropriate theoretical expression

[see (5)]. The data are for a mixture of 10 nM Alexa448-labeled IgG, 1 mM unlabeled IgG and

10 mg mL�1 ovalbumin in phosphate-buffered saline close to surfaces coated with supported

phospholipid bilayers. Part (b) is reproduced with permission from Biophys J 85:3294–3302

(2003)
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the distance between the sphere and the wall, as well as the sphere radius [62, 72, 91].

These approximations are illustrated in Fig. 5 and are as follows:
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where Dper describes diffusion in a direction perpendicular to the wall, Dpar

describes diffusion in a direction parallel to the wall, r is the sphere radius, and

z � r is the distance between the center of the sphere and the wall.

To test the hypothesis that hydrodynamic effects are the primary factor

governing protein diffusion close to model membrane surfaces, TIR-FCS was

used to examine the mobilities of fluorescently labeled antibodies, antibody

fragments and antibody complexes with a range of hydrodynamic radii, close to

supported planar membranes [91]. It was found that planar lipid bilayers reduced

the diffusion coefficients of these molecules in a size-dependent manner. Specifi-

cally, diffusion coefficients close to membranes were seen to decrease with hydro-

dynamic radii above what would be predicted in solution and in agreement with

Dper(z) as defined in (6). This work required data analysis more complex than

simply fitting to the appropriate factor in (5) because this factor does not account

for distance-dependent diffusion coefficients.

Motion of fluorescent particles near surfaces. TIR-FCS has also been used

to examine the mobilities of fluorescent particles, rather than molecules close to

Fig. 5 Sphere diffusion close to planar surfaces. This plot show the theoretically predicted diffusion

coefficients of spheres close to walls (6) as a function of the ratio of the distance from the wall (z) and
the sphere radius (r), and relative to the bulk diffusion coefficient. Formotion in a direction perpendic-

ular to the wall (red) the ratio (and diffusion coefficient) approach zero when the sphere is at the wall.
For motion in a direction parallel to the wall (blue), the ratio approaches approximately 0.32
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membrane surfaces. Specifically, the diffusive behavior of phospholipid vesicles

very close to supported membrane surfaces was examined for a wide range of

conditions including different ionic strengths, different solution pH values, and

different lipid compositions [62]. The results described in this work provide a

comprehensive view of the factors that determine vesicle motions very close to

membrane surfaces.

The mobility of intracellular vesicles very close to the basal membranes of live,

adherent cells has also been examined by using TIR-FCS. First, the dynamics of

fluorescently labeled secretory granules in the cytoplasms of adherent bovine

chromaffin cells near their plasma membranes were probed in detail, before and

during exocytosis, by using various TIRFM approaches [54]. As part of this

comprehensive work, the granule velocities, as measured with evanescent excita-

tion and sequential imaging, were autocorrelated to determine if granule motion

was Brownian in nature or if the autocorrelation data showed evidence of possible

granule caging or tethering. The data, quite interestingly, were indicative of the

latter situation in some cases. Second, the mobilities of fluorescently labeled

synaptic vesicles near ribbon synapses in retinal bipolar cells were characterized

by using TIR-FCS [45].

Kinetics of fluorescent molecules that reversibly associate with evanescently
illuminated surfaces. In addition to its ability to examine the properties of the

mobilities of fluorescent molecules in solution but close to surfaces, TIR-FCS can

also be employed to characterize the kinetic properties of the reversible association

of fluorescent molecules with surfaces. The notion underlying this use of TIR-FCS

is that G(t) will contain information related to the rates of surface association

and/or dissociation because if a fluorescent molecule transiently binds to the surface

in addition to transporting through the evanescent wave, the average duration of a

fluorescence fluctuation will depend on the average surface residency time in

addition to the residency time within the evanescent wave while moving in solution

close to the surface.

Worth noting is that it is possible to characterize mobility close to surfaces in the

absence of surface interactions, but it is not possible to characterize the kinetics of

surface interactions in the absence of mobility in solution. If the rate associated with

mobility through the evanescent wave (D/d2; see above) is very much faster than

the rates(s) associated with surface association/dissociation, then, to obtain infor-

mation about the kinetic properties of surface association/dissociation, the

measured G(t) might be cropped to include only time lags t much greater than

d2/D. If the rate associated with mobility through the evanescent wave is compara-

ble to or faster than the rates(s) associated with surface association/dissociation,

then to obtain information about the kinetic properties of surface association/

dissociation, the measured G(t) must be analyzed with theoretical models that

account for both processes (see below).

Kinetics of fluorescent molecules reversibly but nonspecifically associating with
surfaces. In the first of these types of systems to which TIR-FCS was applied, the

reversible association with the surface was “nonspecific” in the sense that the

fluorescent molecules in solution interacted with diverse sites on the surface having
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heterogeneous densities and kinetic properties. This class of TIR-FCS applications

includes one of the first experimental demonstrations of TIR-FCS in which the

kinetics associated with the nonspecific, reversible adsorption of fluorescently

labeled IgG and insulin to serum albumin-coated fused silica slides were examined

[121]. The measured half-times for the decay of G(t) were on the order of

30–40 ms.

Accompanying this work was a derivation of the expected form of G(t) [119],
which is:

G tð Þ ¼ b
NC

exp½�ðkaAþ kdÞtÞ� (7)

where b is the average fraction of surface binding sites that are not occupied; NC is

the average number of fluorescent molecules on the surface within the observed

area; ka and kd are the apparent association and dissociation kinetic rates, respec-

tively, for surface binding; and A is the concentration of fluorescent molecules in

solution. The factor of b arises because there is a finite number of binding sites in

the observed area, and therefore, binomial rather than Poisson statistics are appli-

cable. Equation (7) is a simplified form of a more general function and is based on

the assumptions that (1) the fluorescent molecules do not have a high propensity for

rebinding to the surface after dissociation; (2) the surface binding sites are not

laterally mobile; and (3) contributions to G(t) arising from diffusion through the

evanescent wave and photophysics are negligible. In theory, according to (7), if

these assumptions are met by given experimental conditions and if the concentra-

tion A can be increased enough so that kaA is comparable to kd but b/NC does not

become too small, one would predict from this early equation that both kinetic rates

can be obtained from G(t) measured for different solution concentrations A.
Because TIR-FCS is a relaxation method, more kinetic rate constants are found in

the signal relative to perturbation methods such as fluorescence photobleaching

recovery with evanescent illumination [119]. The conditions required for the use of

(7) were not entirely met in the accompanying experimental work [121].

This class of TIR-FCS applications including nonspecific surface adsorption and

desorption also includes two later studies designed to further understand surface

interactions in reversed-phase chromatography. First, TIR-FCS autocorrelation

functions were measured for rhodamine 6G in water/methanol solutions at bare

silica surfaces and at silica surfaces derivatized with C-18 alkyl chains [34]. The

measured values of G(0) were used to obtain average fluorophore surface densities

and the measured surface densities were used to determine average equilibrium

constants for the reversible adsorption of rhodamine 6G to the chromatographic

support mimics for the different solution conditions. A second study extended the

work to measure dye adsorption and desorption kinetic rates [35].

Again with the primary motivation associated with understanding chromatogra-

phy, TIR-FCS has recently been used to study the behavior of proteins near

modified surfaces in the presence of a surfactant [111]. The proteins examined
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were fluorescein-labeled bovine serum albumin (BSA) and fluorescein-labeled

Thermomyces lanuginosus lipase; the solid support was C18-coated glass; and the

nonionic/anionic detergent was a mixture of hexaethylene glycol dodecyl ether and

linear alkylbenzene sulfonate. The measured G(t) were analyzed in terms of

previously developed theoretical models for surface interactions, free diffusion

within the evanescent field, and photophysical kinetics. Overall, the results implied

that the average surface residency time of the proteins decreased as the surfactant

concentration was increased.

Kinetics of fluorescent molecules reversibly and specifically associating with
surfaces. Although the kinetic properties of reversible, nonspecific association of

fluorescent molecules with diverse surface sites is of interest in a variety of

contexts, for many situations, one is more interested in understanding the kinetic

properties of reversible, specific association of fluorescent ligands with well-

defined surface sites having a well-defined surface density. Conceptually, the

most simple method of designing a sample for such studies by TIR-FCS is by

irreversibly depositing specific receptor molecules on the surface to be illuminated

and then allowing fluorescently labeled ligands to freely diffuse, bind to, and

dissociate from the surface-associated receptors (Fig. 6). A number of methods

can be used to attach receptors to surfaces, including direct covalent conjugation

(e.g., on fused silica, by using silanizing reagents), biotinylating the receptors in a

region far from the ligand binding site and attaching them to surface-deposited

avidin, and incorporating receptors into substrate-supported planar membranes.

This last approach has been used to examine the kinetics of fluorescently labeled

IgG specifically and reversibly associating with the mouse Fc receptor FcgRII,
which was purified and reconstituted into supported membranes [69].

The experimental parameters required for successful implementation of this type

of measurement are not completely straightforward. First, to ensure that a high

enough fraction of the evanescently excited fluorescence arises from surface-bound

fluorescent ligands, as opposed to those merely close to the surface, a high enough

receptor density must be used. Second, large enough ligand concentrations must be

used to avoid working far below the midpoint of the binding isotherm, where rare,

tight, nonspecific binding sites might dominate the surface-bound species. How-

ever, these constraints can be contradictory to the general mandate of FCS where a

small number of observed, fluorescent molecules is required so that the magnitude

of the fluorescence fluctuations relative to the mean fluorescence value is large

enough to be accurately measured. This difficulty was addressed in the work cited

above [69] by placing in solution a mixture of nonfluorescent IgG at a concentration

approximately equivalent to the equilibrium dissociation constant for surface bind-

ing along with a trace amount of fluorescently labeled IgG.

The theoretically predicted autocorrelation function for the situation in which

fluorescent and nonfluorescent molecules compete for surface binding sites is

described in detail in a published theoretical work [70] where a general expression

for the form ofG(t) is given. This general expression is rather complex, consisting of

six terms. Two terms are related to diffusion through the evanescent wave [see (5)].
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The other four terms take the form of the product of a positively going

exponential and a negatively going complementary error function (see above).

The rates associated with these terms are the roots of a quartic equation which

contain the association and dissociation rate constants for the fluorescent and the

nonfluorescent molecules, the concentrations of the fluorescent and the nonfluo-

rescent molecules, and factors related to the propensity for rebinding to the

surface after dissociation, for both molecule types.

It is desirable to have a more simple form for the autocorrelation function for

curve-fitting, when conditions exist such that the general expression can be

Fig. 6 Reversible association of IgG with receptors in planar membranes. (a) Schematic of

antibodies diffusing close to and reversibly associating with a supported planar membrane

containing purified and reconstituted Fc receptors. The parameters ka and kd are the association

and dissociation rate constants, respectively. (b) Representative TIR-FCS data and the best fit to an

appropriate theoretical expression [see (8)]. The data are for a mixture of 10 nM Alexa448-labeled

IgG, 1 mM unlabeled IgG and 10 mg mL�1 ovalbumin in phosphate-buffered saline close to

surfaces coated with supported phospholipid bilayers containing approximately 800 receptors per

mm2. Part (b) is reproduced with permission from Biophys J 85:3294–3302 (2003)

Total Internal Reflection with Fluorescence Correlation Spectroscopy 361



reduced. It was found that if (1) the rate for diffusing through the evanescent wave

is much faster than the kinetic rates, (2) rebinding is negligible, (3) the association

and dissociation kinetic rates for the fluorescent and nonfluorescent molecules are

equivalent (e.g., labeled and nonlabeled IgG), and (4) there is a large excess of

nonfluorescent molecules compared to fluorescent ones, then G(t) assumes the

following form [70]:

G tð Þ ¼ NA

2ðNC þ NAÞ2
ð1� 2RztÞ expðRztÞerfcð

ffiffiffiffiffiffiffi
Rzt

p Þ þ 2

ffiffiffiffiffiffiffi
Rzt
p

r( )

þ bNC

ðNC þ NAÞ2
expð�kdtÞ (8)

The parameters in this expression have all been defined above.

Figure 7 compares expected results predicted from (8) when G(t) are measured

for surfaces containing or not containing receptors, but the solution concentration of

fluorescent molecules is equivalent for both sample types. As shown, in comparing

these two measured autocorrelation functions, there are two general features which

one should expect to observe. First, somewhat counter-intuitively, G(0) is predicted
to be higher in the absence, as compared to the presence, of surface receptors. This

result can be understood in that samples containing receptors will have more

fluorescent molecules on the average in the observed volume than samples not

containing receptors, and G(0) is roughly inversely proportional to the average

number of fluorescent molecules in the observed volume in FCS. Second, (8)

applies only to the case in which Rz is much greater than kd. In this case, one should
expect to see a long-time component in samples containing receptors that is not

Fig. 7 Comparison of theoretically predicted autocorrelation functions for surfaces containing

and not containing specific surface binding sites. G(t) were calculated and plotted by using (8).

The blue line shows the values of (8) with NA ¼ 2, Rz ¼ 2,000 s�1, and NC ¼ 0 (surfaces without

binding sites). The red line shows the values of (8) with NA ¼ 2, Rz ¼ 2,000 s�1, NC ¼ 2,

b ¼ 0.5, and kd ¼ 0.5 s�1 (surfaces with binding sites)
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present in samples not containing receptors. Both of these qualitative features are

visible in Fig. 7 and were observed for the data described in Lieto et al. [69].

Curve-fitting the data to (8) gave a value of kd (on the order of 1 s
�1) consistent with

that measured by other methods for the weak and reversible association of mouse

IgG with its receptor FcgRII.

Enzyme kinetics. TIR-FCS has been used to study the catalytic cycle of horseradish

peroxidase (HRP) [39]. In these measurements, the reduction of a fluorogenic agent

catalyzed by immobilized HRP was followed. Single enzymes were located by

using a CCD camera, and time-dependent fluorescence intensity data were obtained

using a single-photon counting silicon avalanche photodiode. The autocorrelated

fluorescence data were fit to an appropriate theoretical expression for G(t) to obtain
the rate constant for the formation of the enzyme-product complex, the only

fluorescent state in the enzyme’s catalytic cycle. This rate constant was distributed

over several orders of magnitude, suggesting that conformational heterogeneity of

individual HRP molecules contributed to the range of catalytic rates obtained from

ensemble measurements.

Triplet state kinetics. The presence of triplet states in fluorescent molecules can

lead to a “blinking” in fluorescence measurements as well as emission saturation.

Triplet state population is also closely connected to photodegradation. These effects

become more prominent at higher excitation intensities. An intriguing topic in FCS

has been to explore the impact of triplet state population on fluorescence fluctuation

autocorrelation functions. Triplet states of fluorescent molecules were successfully

examined by conventional solution FCS a number of years ago [133]. However,

there have been few further works in this area since that time even though this topic

is of high importance because triplet state involvement can significantly change the

nature of G(t) in FCS.

Recently, Blom et al. [9] thoroughly investigated the triplet states of small

fluorescent molecules next to dielectric interfaces (glass–water) by using TIR-

FCS. In this work, the population probabilities and photophysical rates of the triplet

states of several dyes, including fluorescein, ATTO 488, and a number of rhoda-

mine variants, were examined. These measurements, for most of the investigated

molecules, gave slightly higher (but similar) intersystem crossing rates and triplet

state relaxation rates as compared to the rates measured in bulk solution by using

confocal FCS. It was concluded that the higher rates were most probably explained

by uncertainties in the magnitude and axial profile of the evanescent intensity, as

well as the anisotropic angular distribution of fluorescence emission next to the

interface. An exception was rhodamine 6G, which displayed a significantly higher

triplet relaxation rate as well as a significantly different intersystem crossing rate

and triplet state population probability. Additional measurements suggested that the

changes were a result of direct dye–surface interactions, dye–solvent interactions,

and/or dye aggregation.

Most recently, a TIR-FCS study of the electrostatic interactions of fluorescent

molecules with nearby glass surfaces revealed more details on the impact of the

surface on triplet state properties [8]. Dyes with different charges (including those
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that were cationic, anionic, zwitterionic, and neutral) in solutions with various ionic

strengths were investigated. Emphasis was placed on defining changes in triplet

state population probabilities and photophysical rate constants, with attention also

placed on the number of fluorescent molecules in the detection volume, the axial

diffusion time, the average fluorescence intensity and the count-rate-per-molecule.

This study provides a new approach and detailed guide for characterizing fluores-

cent molecules with different charges diffusing near surfaces, which could prove to

be applicable to more biologically relevant systems such as binding of charged

ligands to membrane surfaces or transport of ions through membrane channels.

Live cells. TIR-FCS has been used to study molecular dynamics at the basal

membranes of intact cells plated on glass surfaces. A version of this technique

was used in early studies to study the behavior of intracellular vesicles at the plasma

membranes of live, adherent cells (see above [45, 54]). In another live cell applica-

tion, TIR-FCS was used to characterize the mobility of farnesylated enhanced green

fluorescent protein (F-EGFP) at the plasma membranes of COS7 and HeLa cells

[86]. The basal membranes of cells adhered to glass were imaged using through-

objective TIRFM. The autocorrelation curve of the resulting fluorescence trace was

fit by a functional form containing terms for both two- and three-dimensional

diffusion. The three-dimensional diffusion component, which was attributed to

the movement of free F-EGFP in the cytosol, was on the order of 10�7 cm2 s�1.

The two-dimensional diffusion component, with a value on the order of

10�9 cm2 s�1, was thought to correspond to the slower movement of F-EGFP in

the plane of the plasma membrane. Similar two- and three-dimensional diffusion

components have been obtained in TIR-FCS experiments that looked at the move-

ment of EGFP-labeled protein kinase C in or near the membranes of adherent HeLa

cells [85]. Worth noting is that cellular dynamics at the basal membrane are perhaps

better investigated by using TIR-FCS with a fast imaging camera. A variety of

recent works along these lines are described below.

4 More Complex Versions of TIR-FCS

Cross-correlation TIR-FCS. Fluorescence cross-correlation spectroscopy (FCCS)

is an FCS variant in which fluorescence fluctuations observed in distinct detector

channels are cross-correlated [7, 24]. In this method, the fluorescence fluctuation

correlation function is calculated as:

GðtÞ ¼ <dF1ðtÞdF2ðtþ tÞ>
<F1><F2>

(9)

where F1(t) and F2(t) are the two independently measured signals, dF1ðtÞ ¼
F1ðtÞ � F1h i and dF2ðtÞ ¼ F2ðtÞ � F2h i.
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The combination of FCCS with evanescent illumination, TIR-FCCS, was first

demonstrated in a two-color study that looked at the diffusion of Alexa 488- and

Cy5-labeled DNA diffusing in solution [67]. Recent advancements in TIR-FCCS

have sought to cross-correlate fluorescence fluctuations in spatially and, sometimes,

temporally resolved observation volumes. Sankaran et al. [104] cross-correlated

signals from different areas of arbitrary shape and size on a camera (EMCCD). A

theoretical framework in which this type of TIR-FCCS can be used to study

diffusion and transport at or near cell membranes is also presented in this work.

In another application of the technique, TIR-FCCS was used to study the flow of

aqueous electrolyte solutions, containing fluorescent tracers, close to a hydrophilic

surface [137]. In these measurements, the fluorescence signals from two observa-

tion volumes, defined by two confocal pinholes, were independently measured and

then cross-correlated. The pinholes were mounted on translation stages and used to

create observation volumes that were laterally shifted in the direction of flow by a

given distance from each other. During flow, tracer particles passed through the two

observation volumes, producing time-resolved fluorescence intensities that were

independently recorded. The measured cross-correlation curves had a local maxi-

mum at the average time it took for a tracer particle to move from one observation

volume to the next. Flow velocities were obtained by fitting experimentally

measured cross-correlation curves with a theoretical expression for G(t). In addi-

tion, by changing the depth of the evanescent field, the flow velocities averaged

over different distances from the interface were obtained.

Imaging TIR-FCS. A new and extremely promising extension of conventional TIR-

FCS is to image the fluorescence fluctuations as a function of space and time by

using a fast camera (e.g., an EMCCD). In the most simple case, one can

autocorrelate the temporal fluorescence fluctuations from single pixels to obtain a

very large number of G(t). If the sample is heterogeneous with respect to space,

then in principle one can obtain autocorrelation functions for all of the spatially

heterogeneous conditions from a single image sequence. This multiplexing advan-

tage means that the spatial distributions of system dynamics can be much more

rapidly determined as compared to single-point TIR-FCS.

Combining TIR-FCS with an EMCCD was first demonstrated by Kannan et al.

[55] and called imaging TIR-FCS or ITIR-FCS. In this work, feasibility was

demonstrated by measuring the apparent diffusion coefficients of fluorescently

labeled phospholipids in supported membranes and of epidermal growth factor

receptors tagged with fluorescent proteins and present in the membranes of CHO

cells. This work was novel in that it introduced the use of fast cameras in TIR-FCS

and the described measurements are very useful because they explore technical

aspects related to this new method.

In a subsequent work [33], ITIR-FCS was further tested by measuring the

diffusion coefficients of labeled lipids in supported lipid bilayers. The results

were compared with measurements made by other available methods including

confocal FCS, z-scan confocal FCS, fluorescence recovery after photobleaching,
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and single particle tracking. Similar, although not identical, results were obtained

with the different methods. This work includes an extensive and very useful

discussion in which the different methods are compared both in terms of advantages

and disadvantages as well as possible artifacts.

Another demonstration of combining TIR-FCS with an EMCCD camera was a

study in which the dynamics of the protein paxillin in focal adhesions of migratory

cells were explored [19]. Specifically, the spatial and temporal dependence of the

dynamics of EGFP-labeled paxillin at the basal membranes of motile CHO cells

were determined. This work is unusual because it not only introduces a new method

but also provides new information about a specific biological process. As the

images were obtained at an acquisition rate of 90 frames s�1, the diffusion of

paxillin in the cytosol was too fast to be detected. The imaging conditions thereby

ensured that the observed fluorescence fluctuations pertained to the behavior of

EGFP-paxillin at focal adhesions. To characterize the spatial dependence of

paxillin dynamics, fluorescence fluctuations in each pixel were independently

autocorrelated and the resulting curves were fit to functional forms that described

binding kinetics. Both scanning FCS [20, 93] and ITIR-FCS showed that the fastest

exchange rates occurred at the leading edge of the cell where paxillin is

incorporated during adhesion assembly. Slower exchange rates were observed at

the trailing edge where paxillin is released during adhesion disassembly.

Extrapolated G(0) and intensity values indicated that paxillin monomers are

incorporated during adhesion assembly, whereas clusters of proteins containing

many paxillin molecules dissociate during disassembly.

TIR with STICS. Evanescent illumination has also been combined with spatiotem-

poral image correlation spectroscopy (STICS; [41]). Although technically a version

of ITIR-FCS, this method has to date usually been employed using CCD cameras

with slower time resolution than EMCCD cameras and the evanescent wave itself

has not been an integral component of the measurements but used primarily to

eliminate background from cell interiors. Two recent examples include studies of

the dynamics of GFP-labeled integrins in CHO cell membranes [59] and of differ-

ent flow pathways of labeled actin and myosin during cytokinesis [138].

Imaging TIR-FCS with cross-correlation. Imaging TIR-FCS has very recently

been extended to cross-correlation in a method the authors call ITIR-FCCS [104].

In this technique, the fluorescence fluctuations from different areas in the image are

cross-correlated. The method was demonstrated by a thorough series of

measurements on supported planar membranes in which lipid diffusion naturally

occurs; membrane flow was simulated by translating the microscope stage. Appli-

cability to live cells was shown by examining the transport properties of labeled

sphingolipid binding domains from the amyloid peptide Ab bound to neuroblas-

toma cells. A key capability of this method is its ability to distinguish random

diffusion from directed motion, and to characterize the properties of both manners

of mobility when they occur in concert. The way in which this distinction is

accomplished is more powerful than simply fitting to models that account for
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both properties; in addition, differences between “forward” and “backward”

cross-correlation functions are analyzed.

Multipoint TIR-FCS. A method related to the one now called ITIR-FCS is one in

which spatially resolved dynamics are measured not by using a fast imaging camera

but by using multiple single detectors. This technique is called multipoint TIR-FCS

(M-TIR-FCS) and is described by Ohsugi and Kinjo [84]. As in ITIR-FCS, M-TIR-

FCS allows for simultaneous correlation and analysis of fluorescence fluctuations

from multiple detection volumes in a single evanescently illuminated image, and

can be used to map spatially heterogeneous behavior of fluorescent molecules at

surfaces. In the work described by Ohsugi and Kinjo [84], seven detection volumes

were defined by an evanescent field and seven optical fibers placed at an image plane.

The optical fibers were in turn coupled to seven PMTs, and a specially constructed

multichannel correlator was employed to generate autocorrelation curves from the

fluorescence emanating from the seven detection volumes. As a proof of principle,

M-TIR-FCS was used to characterize the dynamics of farnesylated monomeric

EGFP (F-mEGFP) at the basal membranes of COS7 cells. The two- and three-

dimensional diffusion components of F-mEGFP did not vary much between the

seven detection volumes, as expected for a protein that has no biological role in

COS7 cells. M-TIR-FCS improves on the millisecond time resolution of EMCCD

cameras by achieving temporal resolution on the order of microseconds but has the

disadvantage of providing fewer simultaneously observed areas.

5 Related Methods

Overview. As FCS is concerned with the manner in which the fluorescence

fluctuates from its time-averaged value, the average number of fluorescent

molecules in the observation volume has to be small. In vitro, this requirement

can often be met by working with low concentrations of the fluorescent reporter. In

in situ experiments, where concentrations are fixed, the size of the observation

volume has often to be reduced to ensure that the average number of fluorescent

molecules is small. In TIR-FCS, when evanescent illumination is used in conjunc-

tion with a pinhole, an observation volume on the order of a femtoliter (10�15 L) is

achieved. Many other illumination and detection schemes that further reduce this

volume have been recently combined with FCS.

Focused TIRFM. Recent work has demonstrated that focused TIRFM (fTIRFM) can

be used to reduce observation volumes. In one approach, a parabolic mirror objective

(PMO) was used to create focused evanescent illumination in the sample plane [97].

Subsequent measurements demonstrated that fTIRFM, when combined with confocal

detection, yielded observation volumes less than 5 atto-L [98]. A similar method used

only a conventional high aperture objective, associated optics, and a confocal pinhole

to generate detection volumes as small as 3 atto-L [13].
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Supercritical angle fluorescence. Supercritical angle fluorescence (SAF) detection

is another technique that can be used to reduce observation volumes. When a

fluorescent molecule is close to a planar dielectric interface, the near-field of the

emitted radiation couples to the interface and a significant fraction of the fluores-

cence propagates as far-field radiation into the high refractive index side of the

interface, at angles greater than the critical angle. Therefore, by restricting fluores-

cence detection to supercritical angles, one can achieve axial confinement and

reduce detection volumes. In addition to limiting the lateral extent of the observa-

tion volume in objective-type fTIRFM, PMOs also enhance axial confinement

because they can be made to be selective for fluorescence emitted at supercritical

angles [97, 98].

TIR-FCSwith PMOhas been employed to detect single nucleotide polymorphisms

(SNPs) between short, single-stranded DNA oligomers immobilized on microscope

slides and fluorescently tagged ones in solution [99]. As hybridization between short

DNA strands is weak, high DNA solution concentrations were required to generate

detectable amounts of SNPs. However, as described above, high concentrations of

fluorescentmolecules in solution, especially for weak surface binding, yield untenably

high fluorescence background signals. The use of a PMO and subsequent SAF

detection restricted fluorescence detection to that generated very close to the surface,

where fluorescent, SNP-related oligomers were present.

A related but slightly different and novel objective that can be used to collect

fluorescence at supercritical angles has recently been described [95]. This objective

consists of a parabolic reflector and an embedded aspheric lens. The parabolic

reflector serves to invert the fluorescence exiting the objective such that the lowest

angle collected lies at the outer edges of the collimated beam. This arrangement

facilitates the use of an iris aperture to alter the lower limit of collected angles,

thereby allowing one to easily alter the axial confinement and detection volume.

This work also provides a model with which to fit supercritical angle-FCS data.

Surface plasmon coupled emission. The use of metal films in fluorescence micros-

copy presents yet more techniques that take advantage of the near-field to achieve

axial confinement and reduce observation volumes. Similar to through-glass

TIRFM, when plane polarized light is totally internally reflected at a

glass–metal–water interface, incident light at the surface plasmon resonance

(SPR) angle induces resonant excitation of electron oscillations or surface

plasmons, which penetrate into the lower refractive index medium (water) as a

nonpropagating, evanescent field. Excited fluorophores emit both propagating

transverse waves in the far-field and nonpropagating longitudinal waves in the

near-field. In TIRFM, one can detect some combination of the far- and near-field.

In SPR-modified through-objective TIRFM, however, the far-field is reflected by

the metal film, and only the near-field is detected. As before, the near-field of

excited fluorophores close to the glass–metal–water dielectric interface interacts

with the metal and is converted to a propagating far-field that penetrates the glass at

large angles. This process is called surface plasmon coupled emission (SPCE), and

it has been coupled to FCS [11, 15]. In addition to achieving axial confinement via
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the SPCE phenomenon, the metal film further reduces the depth of the observation

volume by quenching fluorophores that are very close to it. SPCE-FCS was first

demonstrated in a study looking at the diffusion of rhodamine-labeled microspheres

close to glass coated with either a gold or silver film [11]. The gold (48 nm) and

silver (52 nm) films yielded detection depths of 35 and 50 nm, with characteristic

quenching distances of 10 and 15 nm, respectively.

Near-field scanning optical microscopy. In near-field scanning optical microscopy

(NSOM), the diffraction-limit is overcome and observation volumes in the atto-L to

zepto-L (10�18 to 10�21 L) range are attained by using the near-field of incident

light to illuminate samples. This type of illumination is achieved by using NSOM

probes with subwavelength apertures. When the aperture radius is less than about a

third of the wavelength, the light that exits the probe is primarily in the near-field

and is characterized by a nonpropagating, evanescent field that decays approxi-

mately exponentially with increasing distance from the tip of the probe. To work in

the near-field, NSOM probes have to be placed at subwavelength distances from the

sample. Piezoelectric stages are used to maintain these distances and obtain raster-

scanned NSOM images of the sample.

NSOM has been combined with FCS to study three-dimensional diffusion in

solution [68] and two-dimensional diffusion in supported planar membranes [129].

NSOM-FCS has also been used to study the kinetics of protein transport across the

nuclear envelope (NE), through the nuclear pore complex (NPC) [44]. NSOM was

used to image single NPC in unsupported native NE.

Optical nano-antennas. Optical antennas focus light to subwavelength dimensions.

Metallic nanoparticles can serve as optical antennas when the far-field excites

surface plasmons and gives rise to near-field radiation. Estrada et al. [25] used

spherical gold nanoparticles attached to a coverslip to bring about a drastic reduc-

tion in the observation volume for FCS. This paper also derives an expression for

the theoretical autocorrelation function that describes diffusion close to spherical

nanoparticles.

Zero-mode waveguides. Zero-mode waveguides (ZMW) are subwavelength

nanostructures milled into thin metal films. These devices yield observation

volumes in the zepto-L range by means of extreme axial confinement of the incident

light [66]. ZMW disallow propagating modes above a cut-off wavelength that is

determined by the size and shape of the guide. The resulting nonpropagating,

evanescent field is but tens of nanometers deep. ZMW are amenable for use in

single molecule studies, particularly when concentrations are high. From their

inception, ZMW have been used in combination with FCS [66, 71, 102, 103].

ZMW-FCS has been used to study oligomerization of a bacteriophage protein in a

1 mM solution [102] and to study ligand–receptor interactions [103]. In depositing

planar membranes on nanostructures for the purposes of the second study, it was

found that liquid-disordered phase membranes invaginate into the guides, whereas

gel phase membranes do not. ZMW-FCS was then used to measure the equilibrium

constant of a fluorescently labeled tetanus toxin C fragment interacting with
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gangliosides embedded in liquid disordered phase membranes. These experiments

were conducted at tetanus toxin fragment concentrations of 500 nM.

ZMW-FCS has also been extended to measure diffusion coefficients of fluores-

cent microspheres undergoing rapid flow in a continuous flow microfluidic mixer

patterned with ZMW [71]. The walls of these waveguides protect resident

microspheres from the advection of the flow above, allowing FCS to be used to

measure diffusion coefficients.

ZMW can come in a variety of different geometries, which can confer unique

properties to the nanostructures. Unlike circular guides, rectangular ZMW have cut-

off wavelengths that differ with each axis. This property allows one to change the

penetration depth of the evanescent field by changing the polarization of

the incident light relative to the axes [132]. ZMW-FCS was used to monitor the

change in observation volume as the polarization was altered.

In addition to reducing observation volumes, ZMW, as well as other metallic

devices like silver island films (SIF), enhance fluorescence emission and reduce

lifetimes [82, 96, 132]. Metallic structures accomplish these feats by increasing the

rates of radiative decay of adjacent fluorophores. Shorter fluorescence lifetimes

reduce the likelihood that fluorophores will react with dissolved oxygen while in an

excited state, leading to fluorophore photobleaching. The likelihood of

photobleaching is also reduced because enhanced fluorescence emission allows

for the use of lower excitation powers.

For a recent review of the applications of various nanometer-sized apertures in

imaging, the reader is referred to an article by Wenger et al. [131].

Evanescent illumination with light scattering. Thus far, we have discussed related

methods that combine FCS with various types of illumination and detection

schemes that primarily serve to reduce the observation volume. Yet many more

methods combine TIR illumination with data processing and analysis techniques,

other than FCS, to characterize surfaces (reviewed in [6]). One such technique that

is particularly related to TIR-FCS is evanescent wave light scattering (EWLS).

In EWLS, incident light is totally internally reflected at the interface between the

sample and a second medium. The resulting evanescent field that penetrates into the

lower refractive index medium is scattered. Scattered light can be detected through

either of the two media. In evanescent wave dynamic light scattering (EWDLS), the

intensity of the scattered light is correlated much in the same way that fluorescence

fluctuations are correlated in FCS. The autocorrelation curve obtained from

the scattering intensity trace is fit to theoretical functional forms that describe the

particular system. Similar to TIR-FCS, EWDLS can be used to measure diffusion

coefficients of solute particles close to surfaces. An extensive review of EWLS in

relation to its application to the study of colloidal dispersions is provided by Sigel

[109]. An example of a recent work is one in which EWLS was used to study the

air–water interface in the presence and absence of particles that served as bulk and

surface scattering components [117]. In this experiment, scattered evanescent light

contained information about capillary wave-driven dynamics at the air–water

interface, whereas in standard light scattering experiments, the scattered light
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would have contained information about the Brownian motion of the scattering

components in the water. The primary advantage of EWLS as compared to TIR-

FCS is that light scattering does not require the introduction of an extrinsic label;

however, this feature is also a disadvantage because without fluorescent labels,

specificity is lost. Also worth noting is the fact that molecules and particles can

scatter evanescent light is a matter that needs attention in the design and interpreta-

tion of TIR-FCS measurements because the scattered light can excite fluorescence

from the bulk (see above).

6 Future Directions

TIR-FCS, like most if not all FCS measurements, is particularly applicable to

studies that require low amounts of material because of the intrinsic mandate that

the fluctuations in the average number of observed fluorescent molecules be large

relative to the average fluorescence. This method is especially amenable to studies

requiring low amounts of material because the technique is surface-selective and,

therefore, involves consideration of the two-dimensional density of fluorescent

molecules on or near a surface as compared to techniques working in the bulk,

which involve consideration of the three-dimensional concentration of fluorescent

molecules. Given the considerable current difficulty of obtaining preparations of

biological macromolecules in high amounts with high purity and high stability, it

appears on these bases alone that TIR-FCS will have a very rich future.

A positive feature of conventional TIR-FCS is that the instrumentation is

extremely simple. As illustrated in Fig. 1 and described in detail in a previous

methods paper [126], the apparatus for conventional TIR-FCS requires only an

excitation source (which can be a low-cost diode laser in that the power

requirements are low), a very basic fluorescence microscope, a method for

generating either through-objective or through-prism internal reflection, a method

for restricting detection to a small area on the surface (e.g., either with an aperture

or fiber optic placed at a back image plane), a sensitive photon detector (e.g., a

silicon avalanche photodiode or a photomultiplier), an off-the-shelf correlator, and

various optical components required for light direction and vibration isolation. Not

to be neglected, however, is the requirement for a high numerical aperture objec-

tive. Such an objective is required, first, because the fluorescence collection effi-

ciency must be very high to generate an autocorrelation function with a high enough

signal-to-noise ratio. A high numerical aperture objective is also required for

through-objective evanescent illumination, although not required for through-

prism evanescent illumination, which requires only a simple fused silica prism.

Compared to other emerging methods in fluorescence microscopy, which can

require multiple excitation sources, motorized microscopes synchronized with

other moving components, sophistocated optical focusing components, and/or

complex biochemical constructions, the components required for basic TIR-FCS

measurements are negligible. Thus, the technique should be accessible to a large

number of laboratories.
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There are, of course, caveats. First, FCS, in general, is not always simple to carry

out. When one considers the requirement for low average numbers of fluorescent

molecules in the observed volume along with other requirements for a given appli-

cation, often it is found that only a small number of experimental conditions can

produce data of quality high enough for adequate analysis and reliable results. An

example of this dilemma was found in the measurements described above in which

the kinetics of the reversible association of fluorescently labeled IgG with an IgG

receptor were investigated [69], and the solution produced only the kinetic dissocia-

tion rate and not association rate constant for surface binding. Other more subtle

difficulties can arise, as described in the main text, because of a variety of factors,

including, e.g., the effects of fluorescence fluctuations arising from the intrinsic

photophysical spectroscopy of fluorescent probes (e.g., triplet state population or

isomerization between states with different fluorescence quantum efficiencies),

diffusion of the observed fluorescent molecules through the evanescent field, and

photobleaching arising from prolonged exposure to excitation light. Inadequate

sampling of surface sites can also occur in that, at low solution concentrations of

fluorescent molecules, unusally tight binding might be observed because rare,

nonspecific, and unblockable surface sites exist. Complications can also arise if

fluorescent protein preparations contain small amounts of dimerized or oligomerized

species that bind tightly to the surface of interest because of their multivalency, or if

the preparations contain small fluorescence contaminants. Nonetheless, TIR-FCS

has the possibility of a bright future when used in an appropriate manner.

One direction worth pursuing is to use TIR-FCS to examine surface binding

kinetics when the mechanism is more complex than a simple bimolecular reaction

between fluorescent molecules in solution and surface binding sites. One particular

case of interest is the one in which a fluorescent species in solution competes with a

different, nonfluorescent species in solution for the same surface binding sites. In

this case, because of cross talk, the autocorrelation function contains information

about the kinetic association and dissociation rate constants of the nonfluorescent

ligands. Thus, this approach might be developed into a kinetic screen for nonfluo-

rescent ligands. Another possible application is to characterize the role of solvent

flow in biochemical mechanisms thought to be influenced by alignment of reactive

species in solution in response to flow. TIR-FCS should also be particularly

amenable to elucidating interaction mechanisms involving oligomerization, as the

magnitude of the fluorescence fluctuation autocorrelation function is particularly

sensitive to clustering of the fluorescent molecules being examined.

A significant, current limitation to understanding biochemical molecular

mechanisms which involve multiple components is that characterization of these

mechanisms using conventional methods often requires not only the generation and

purification of large amounts of material but also unmanageable time expenses.

This bottleneck might potentially be overcome by using a combination of

nanofabricated microfluidic devices, fast EMCCD cameras, global data analysis,

and TIR-FCS. The notion is to create surfaces containing gradients in the density of

an immobilized species in one lateral direction and gradients in the concentration of

a species in solution in the other lateral direction by using microfludic devices.
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Microfluidic chambers have previously been used both with FCS (e.g., [21, 26, 27])

and TIRFM [51, 53, 135, 136]. In this imagined configuration, fluorescence fluctu-

ation correlation functions calculated in a pixel-dependent manner could at least in

theory provide a full spectrum of the surface association and dissociation kinetic

rates as a function of the density of the immobilized species as well as the

concentration of the solubilized species. Not too many repetitions would be

required to examine the full space defined by all combinations of all concentrations

of all reactants in the mechanism.

It seems likely that one of the areas in which TIR-FCS will be applied most

widely in the future is the investigation of events at the membranes of live cells

adhered to evanescently excited surfaces. In these types of systems, only fluorescent

molecules close to or in the basal membrane are illuminated and fluoresce [4].

Thus, if intracellular fluorescent molecules are reversibly associating with the

cytoplasmic face of the plasma membrane, the kinetics of this process can be

characterized by TIR-FCS [85, 86]. Similar measurements have been carried out

either by combining evanescent illumination with fluorescence recovery after

photobleaching [118] or by imaging single fluorescent molecules as they bind to

and dissociate from the cytoplasmic membrane inner leaflet [76, 128]. When

combined with an imaging format, this type of measurement produces a kinetic

map of the basal cell membrane. This map could then be interpreted in terms of the

spatial distributions of other membrane components. Second, for adherent cells that

have very flat extensions, the evanescent wave might penetrate through the entire

cell and illuminate the exterior face of the apical plasma membrane. This arrange-

ment would allow use of TIR-FCS to examine the behavior of fluorescent

molecules in solution which reversibly interact with sites on the cell exterior.

Finally, because evanescent illumination provides much higher resolution than

epi-illumination in that fluorescence that might arise from the cell interior does

not occur, TIR-FCS might provide in many cases a superior method for examining

the dynamics of fluorescent molecules moving laterally in the basal membrane.

In most TIR-FCS studies to date, only the first-order fluorescence fluctuation

autocorrelation function (1) has been examined although some measurements have

employed the first-order fluorescence fluctuation cross-correlation function (9).

However, there are a number of alternative and more sophisticated methods for

analyzing fluorescence fluctuations, many of which have been used in solution-

based FCS, which may prove to be advantageous for TIR-FCS studies. One method

for analyzing fluorescence fluctuations which is particularly sensitive to molecular

clustering is to calculate high-order fluorescence fluctuation autocorrelation

functions, defined as:

GðtÞ ¼ <dFmðtÞdFnðtþ tÞ>
<F>mþn

(10)

where m and/or n are integers greater than one. This method has been used

previously to characterize polydisperse solutions [88–90, 108] but has not yet
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been extensively explored with respect to evanescent excitation. One can also

imagine exploring mutliple time lags, e.g., by calculating functions such as:

Gðt1; t2Þ ¼ <dFðtÞdFðtþ t1ÞdFðtþ t2Þ>
<F>3

(11)

Functions like those shown in (10) and (11) might also be generalized to dual or

multiple signals arising from spectrally or spatially resolved sample volumes. The

conditions for which these more sophistocated analysis methods will prove to be

useful remain to be determined.

A variety of experimental TIR-FCS variants, as described above, hold consider-

able promise. These include the use of fast EMCCD cameras, thin metal films, or

other types of metal constructions [3, 10, 11, 14, 64, 65, 75], high refractive index

substrates to create very thin evanescent waves [11, 82, 112], two-photon excita-

tion, either to reduce background from scattered light or for excitation of two

different fluorophores with a single light source [32, 42, 46, 49, 83, 106], and the

unusual evanescent field polarization [122]. Related methods such as supercritical

angle fluorescence [13, 95, 97, 99], the use of novel optical collection schemes [13,

95], surface plasmon coupled emission [11, 15], near-field scanning optical micros-

copy [44, 68, 129], optical nano-antennas [25], and zero-mode waveguides and

related metallic devices [66, 71, 102, 103] also hold particular promise when

combined with FCS.
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Macháň, R., 321

Magde, D., 325
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