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Preface

It was morning, and the new sun sparkled gold across the ripples of a gentle sea. . . . It was
another busy day beginning. . . . But way off alone, out by himself beyond boat and shore,
Jonathan Livingston Seagull was practising. . .No limits, Jonathan? he thought, and he
smiled. His race to learn had begun.

– AD free excerption from “Jonathan Livingston Seagull – a story” by Richard

Bach-First published in Great Britain by Turnstone Press 1972. This edition published by

Element 2003

The intention behind this book is to provide a sort of starting point for those who

are interested in the hard task of fully exploiting the capabilities offered by an

optical microscopy fluorescence approach. It is fundamental to have some basic

concepts about optical microscopy and fluorescence to understand their enormously

high potential in basic and applied research. The classical spatial domain of optical

microscopy is the submicron level dictated by the physics laws. Notwithstanding

this we are moving to the nano-dimension, i.e., a spatial domain from 5 to 100 nm,

exploiting the photophysics of the fluorescent markers being used and the techno-

logical abilities of detecting low signals and manipulating light in phase and

amplitude including the utilization on nonlinear phenomena related to light–matter

interactions.

When thinking about optical microscopy and the images coming from different

contrast mechanisms, we mainly reason about intensity. In the last years, thanks to

the rapid growth of fluorescent markers, we started thinking about spectral proper-

ties in terms of both emission and excitation. The advent of spectral microscopes

and of white light laser sources enabled to improve the information content of

microscopic images. At the very same time, there was an increasing demand for

collecting information in terms of dynamics and of molecular interactions. To this

end, there are two important methods such as fluorescence recovery after photo-

bleaching (FRAP) that is able to provide information related to molecular diffusion

and forster-fluorescence resonance energy transfer (FRET) that allows monitoring

events at the nano-level. Within this scenario, spectroscopic techniques and

single particle tracking approaches were developed along with an increasing know-

ledge about scattering phenomena affecting or “helping” image formation processes
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including those nonlinear phenomena known as second and third harmonic genera-

tion processes.

Modern optical microscopy cannot prescind from integration with other data

sources like those coming from the IR interactions, X-rays, and electron microscopy.

For this reason, this book contains important contributions as complement to the

fluorescence microscopy methods mentioned above. I personally think that this is a

good collection of contributions for having the appropriate control on optical methods

in fluorescence microscopy toward super-resolution methods that have their own

bases on most of the topics treated here from photophysics of fluorescent molecules

to point spread function engineering.

I hope the reading of this book can stimulate new projects and ideas. I have so

many people to thank including you, reader, that I would like to mention my wife

Teresa, my daughter Claudia, and our puppy Sissi, a fantastic Cavalier king Charles

dog, for sharing myself and their time with this project that reached the end thanks

to the patience of all the authors and the professionality of Sabine Schwarz and Jutta

Lindenborn. A special mention is for Prof. Antonino Zichichi, President of the

Ettore Majorana Foundation and Centre for Scientific Culture in Erice, Sicily,

where this book was born following the 36th Course of the Antonio Borsellino

School of Biophysics. A warm thanks to all the students of the school. The IIT-

Italian Institute of Technology is acknowledged for giving me an important oppor-

tunity for a new adventure in the optical microscopy field.

Genova, Italy Alberto Diaspro

.
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Piazza della Scienza 3, 20126 Milan, Italy

L. D’Alfonso Dipartimento di Fisica G.Occhialini, Università di Milano Bicocca,

Piazza della Scienza 3, 20126 Milan, Italy

ix



Gobind Das Lab. BIONEM, Dipartimento di Medicina Sperimentale e Clinica,
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Chapter 1

Fundamentals of Optical Microscopy

Franco Quercioli

1.1 Introduction

1.1.1 The Human Visual System

It would not be correct to start a chapter on the fundamentals of optical microscopy

without even a brief mention of the essential characteristics of the human visual

system for a better understanding of the underlying principle of microscope archi-

tectures. The human visual system is a stereo, auto-focus, auto-exposure imaging

system. In “color mode” (photopic vision), the eye’s retina disposes of a 7-Mega

pixel detector (cones) and more than 100 Mega pixels (rods) in monochrome vision

(scotopic). Its spatial resolution is about 7 line pairs per millimeter and its temporal

resolution about ten frames per second. However, the most amazing characteristic

is perhaps its dynamic range of about 90 dB and sensibility: the retina can, in fact,

detect as few as 50–100 photons per second.

The eye can accommodate its focal length by changing the optical power of the

crystalline lens. The near point of accommodation is the minimum distance at

which the eye can focus clearly; it changes with age and from person to person.

For a normal eye, the generally agreed value is, by convention, 25 cm. At this

minimum distance, the retinal image of the naked eye is at its maximum. To go

beyond this limit, some sort of magnifier is needed. The magnifying glass (or

simple microscope) is such a device in its simplest form.

F. Quercioli

Consiglio Nazionale delle Ricerche, Istituto Nazionale di Ottica, Largo E. Fermi 6, 50125,

Firenze, Italy

e-mail: franco.quercioli@ino.it

A. Diaspro (ed.), Optical Fluorescence Microscopy,
DOI 10.1007/978-3-642-15175-0_1, # Springer-Verlag Berlin Heidelberg 2011
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1.1.2 History

Who knows when and where the first magnifying device was unveiled. Certainly, a

number of ancient works of art could not have been accomplished without the use of

some kind of magnifier, perhaps a simple drop of water or some other kind of

transparent material.

The early history of lenses is in fact controversial. Lens-shaped objects (made of

rock crystal or glass) had been in fact produced in the eastern Mediterranean since

the Bronze Age, but most of these ancient “lenses” must have only been decorative

objects and not intended as magnifying devices (Plantzos 1997).

To date, the earliest lenses identified are from the Fourth and Fifth Dynasties of

Egypt (roughly from 2620–2400 BC and 1750–1700 BC). They were parts of eye

structures for insertion into funerary statues, and not actually used as magnifiers

(Enoch 1998, 2000).

In 1853, Sir David Brewster presented a rock crystal lens to the British Associa-

tion for the Advancement of Science that had been found in excavations at Nineveh,

the ancient capital of Assyria. This famous “Nineveh lens,” now at the British

Museum, had been found in deposits dated around 600 BC, but in this case also,

doubts were raised about its function (Brewster 1855; Barker 1930).

The earliest written records of lenses can be traced to ancient Greece; a burning

glass is mentioned in Aristophanes’ comedy of “the Clouds” (around 420 BC).

Burning glasses were also known to the Romans as found in the writings of Pliny

the Elder (23–79 AD), who also describes Emperor Nero as viewing the gladiatorial

games through an emerald. Again, both Pliny (Hist. Nat.) and Seneca the Younger

(Quest. Nat.) described the magnifying effect of a glass globe filled with water.

Lenses have also been found in excavations in Ercolano e Pompei; moreover, the

name lens itself comes from the Latin word for lentil.

It took about 1,000 years for the presentation of a theoretical explanation of the

magnifying properties of the lens, which is attributed to the Arabians Ibn Sahl (ca

940–ca 1000) and Ibn al-Haytham (965–1038). Known in the West as Alhazen, Ibn

al-Haytham wrote the first major optical treatise. Roger Bacon in his Opus Majus
(1267) described the magnification of small objects using convex lenses.

During this same period, magnification devices known as reading stones were of

common use in Europe. They were hemispherical lenses which, once placed on top

of a text, magnified the letters (Schmidt et al. 1999; Graydon 1998).

The early intensive use of a simple lens as a true microscopic device is due to

Antony van Leeuwenhoek at the end of the seventeenth century. He is commonly

considered to be the first microbiologist.

Although more recent and documented, even the history of the compound

microscope is, in some respects, controversial. The first compound microscopes

were produced around the year 1600, quite the same time as the telescope.

Some scholars attribute the invention to Hans and Zacharias Janssen; however,

others contend that the invention is to be credited to Galileo. In Il Saggiatore (1623),
the Pisan scientist mentioned a “telescope modified to see objects very close.”

2 F. Quercioli



What is not at all a matter of debate is the origin of its name: in 1625 a member of

the Accademia dei Lincei and friend of Galileo, Johannes Faber conferred on the

instrument, until then called “occhialino,” “cannoncino,” “perspicillo,” and

“occhiale,” the name of “microscopio.”

The name comes from the Greek words mikron (micron) meaning “small” and

skopein (skopein) meaning “to look at” (IMSS 2007).

From a substantial point of view, nothing really new happened for about two

centuries until the theoretical work of Ernst Abbe (1840–1905), who revolutionized

the design of optical instruments with his fundamental contribution to the wave

theory of image formation and his renowned formula of the limit of resolution of an

objective.

Only nowadays the Abbe limit has been circumvented in some very special

experimental conditions, and this will open the way to an entirely new and

fascinating chapter of microscopy: optical nanoscopy (Hell 2007).

1.1.3 The Basic Structure

As we have previously said, the retinal image of an object located at the near point

of accommodation, at a distance of 25 cm from the eye, has maximum dimensions.

To go beyond this limit, a magnifier is needed. The simple microscope or

magnifying glass allows the observed object to be brought closer, to a distance

equal to the focal length f of lens. The magnification factor with respect to the naked

eye is M ¼ 25/f (Fig. 1.1).
In the compound microscope, a second lens is added: the objective (Fig. 1.2). It

produces a real intermediate image of the object at a fixed distance of 16 cm which

is, by standard, the length of the microscope tube. This image is then further

magnified by a second lens, the eyepiece, which behaves like the simple microscope

previously described.

This kind of setup is very effective to obtain maximum performances. The

objective is designed to best match the object characteristics, mainly to set the

Fig. 1.1 The simple

microscope or magnifying

glass
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system maximum spatial resolution, and the eyepiece, on the other hand, has to

match the detector characteristics (retina).

This basic design of the compound microscope did not change since its invention

for about four centuries, until the late eighties, when manufacturers began to

address infinity-corrected objectives, and a third optics, the tube lens, was added

(Fig. 1.3). This new design is not very different from the original one in principle ,

but it has great practical advantages. In the infinity space, in fact, many different

kinds of optical devices can be located without affecting the optical performances

of the instrument with the introduction of aberrations.

After four centuries, optical microscopy is still the observation technique of

choice for biological systems. Despite the electron microscopy era and the scanning

probe ones, optical microscopy is still alive and well because it allows a three-

dimensional investigation of living specimens in their physiological environment.

Basically optical microscopy consists in recording a light signal in some points

in space and time.

Light, space, and time are the physical quantities involved in optical microscopy.

Fig. 1.2 The compound microscope

Fig. 1.3 The compound microscope with infinity-corrected objectives
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1.2 Light

In optical microscopy, light is used to probe a sample. To do this with maximum

efficiency, causing minimum damage to the sample itself, suitable imaging config-

urations are exploited to get maximum signal-to-noise ratio (S/N). All these meth-

ods are named contrast techniques and are the subject of this section.

1.2.1 Ray Optics

Light is a form of energy; according to the specific experimental condition, it is

easier to describe light using one or the other of these pictures: rays, waves, or

particles.

Rays are used in the realm of geometrical optics. Reflection, refraction, and

absorption (at least from an empirical point of view) phenomena are well described

using this model.

Ray tracing is the technique used to design almost all the optical elements of a

microscope and to draw the light path inside the instrument.

1.2.2 Bright Field Microscopy

Bright field microscopy (Fig. 1.4) represents the oldest, most common, and simplest

configuration. The spatial distribution of the object absorption characteristics or its

reflectivity, according to whether transmission or reflection observation geometry is

used, is converted into image intensity modulations.

Living objects are made up almost of water, which is invisible because it does

not absorb in the visible wavelength range. The earliest solution used to achieve

some contrast in the image was the staining of the sample, a technique which is still

in wide use for histological preparations.

Fig. 1.4 Bright field microscopy
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However, staining, at least in the past, was not compatible with living speci-

mens, and less invasive contrast techniques had been looked for.

1.2.3 K€ohler Illumination

To understand how all these contrast enhancement techniques work, a closer look

must be taken at the light path inside the microscope (Fig. 1.5).

The figure shows, in a very simplified form, the commonly used K€ohler illumi-

nation setup. A light source is placed in the back focal plane of a condenser and

illuminates the specimen. The objective forms an image onto the intermediate

image plane. This image can be directly acquired by a CCD camera or can be

observed through an eyepiece, and in this case, a real image is formed on the eye’s

retina. The object plane, the intermediate image plane, and the retina are all

conjugate planes, and the same relationship holds for the source plane, the objective

back focal plane, and the eye’s pupil plane.

1.2.4 The Spatial Frequency Plane

An object that does not absorb light is transparent and thus invisible; however, it

can be capable of deviating light rays due to refraction phenomena if it possesses

thickness or refractive index modulations. The light rays propagating at different

directions are then focused by the objective onto its back focal plane at different

points (Fig. 1.6).

Each point on this plane collects the light coming from a single propagation

direction which in turn corresponds to a single scattering direction generated by the

object, more physically speaking: a single object spatial frequency. This plane takes

the name of spatial frequency plane or Fourier plane (Goodman 1968).

Fig. 1.5 K€ohler illumination
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More physically speaking, the amplitude distribution in this plane is proportional

to the Fourier transform of the object transmittance function.

1.2.5 The Spatial Frequency Filtering

The undeviated light, which contributes to the image background, goes to focus on

axis. If we stop this light, we obtain an image with a dark background.

This technique, known as dark field microscopy (Fig. 1.7), is the simplest

example of contrast enhancement based on spatial frequency filtering (Goodman

1968).

A point source, though useful for modeling purposes, is not a good realistic

representation.

A real source has finite dimensions, and for an extended source, each point on

the spatial frequency plane is no more related to a single object spatial frequency

(Fig. 1.8).

Fig. 1.6 The spatial frequency plane

Fig. 1.7 The spatial frequency filtering
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The trade-off between a light-efficient two-dimensional source and a point

source with spatial filtering feasibility is one dimensional.

In practice, a diaphragm is used to shield the source into a linear shape so that a

one-dimensional symmetry is realized (Fig. 1.9). In the Fourier plane, perpendicu-

lar to the linear source image, different spatial frequencies are separated and can be

filtered. This is, for example, the case of Hoffmann modulation or oblique illumi-

nation techniques (Hoffman and Gross 1975).

Alternatively, a circular symmetry (Fig. 1.10) can be utilized as for the annular

shaped source in phase contrast microscopy (Goodman 1968).

1.2.6 Digital Processing

The remarkable characteristic of an optical system to generate the Fourier trans-

form of an object transmittance in the back focal plane of an objective was

Fig. 1.8 The spatial frequency plane with an extended source

Fig. 1.9 The spatial frequency plane with a linear source
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intensively exploited in the years 1970–1980 for spatial frequency filtering, or

simply optical filtering, in the field of optical signal processing techniques. An

optical system can, in fact, be regarded as a sort of analog computer (Goodman

1968). In more recent years, due to the widespread availability of digital compu-

ters, new signal processing techniques have become possible, and microscopy also

has benefitted.

In quantitative phase imaging (QPI) (Curl et al. 2004), for example, the in-focus

image and the light distribution at two other nearby planes along the optical axis are

acquired (Fig. 1.11). Different ray directions impinge upon different areas in the

three image planes and, using suitable computing algorithms, the information about

the refractive characteristics of the object are retrieved (that is, its thickness and

refractive index modulation). Classical contrast enhancement techniques like dark

field or phase contrast can also be obtained by computer simulation. At least

two commercial devices based upon this principle are available on the market

(Bossard 2007).

Fig. 1.10 The spatial frequency plane with a circular source

Fig. 1.11 Quantitative phase imaging (QPI)
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1.2.7 Wave Optics

To take a step further toward more complex contrast techniques, we must abandon

the geometrical optics approach for the wave optics one, and a little bit of mathe-

matics is also needed.

Light is an electromagnetic wave. The simplest waveform is a sinusoidal one,

which mathematically describes a pure monochromatic light (Fig. 1.12). In scalar

approximation (Born and Wolf 1999), the electric field F can be described as

follows:

F ¼ A sinð2pnz=lþ 2pntÞ: (1.1)

It represents a monochromatic plane wave propagating along the z-axis, let us
say, the microscope axis. The characteristics of the wave are: the field amplitude A,
which represents the strength of the field; the refractive index n of the propagation

medium (air, glass, specimen); the wavelength l, which is the distance in space

between two consecutive maxima along the propagation axis z; the analogous

distance in the time domain is called period, while its inverse is the frequency n;
the whole argument of the sine function is called phase and locates the position

along the optical cycle.

To be a real electromagnetic wave, the relationship ln ¼ c must hold, where c
indicates the velocity of light.

When light interacts with matter, as the sample on the x, y-stage of a microscope,

A can be changed due to absorption mechanisms. Spatial absorption modulations of

the object are converted into field amplitude modulations A(x, y). On the other hand,
thickness t(x, y) or refractive index n(x, y, z) modulations modify the phase of the

illuminating wave:

Fðx; yÞ ¼ ð2p=lÞ
ðt
0

nðx; y; zÞdz: (1.2)

Fig. 1.12 The scalar approximation of a sinusoidal (monochromatic) light wave
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This is because a light beam inside a medium is slowed down by a factor n
(v ¼ c/n) and thus accumulates a phase delay (Fig. 1.13). The integral in (1.2) is

named optical path.

The transmitted field can then be written as follows:

F ¼ Aðx; yÞ sin½Fðx; yÞ þ 2pnt�: (1.3)

A detector, be it the eye, a CCD camera, a photomultiplier, or whatever, senses

energy, the temporal mean of the energy which, in the end, is proportional to the

squared value of the field:

I / <F2> ¼ A2ðx; yÞ<sin2½Fðx; yÞ þ 2pnt�> ¼ A2ðx; yÞ=2; (1.4)

where I is the intensity and the symbol / stands for “proportional to”, while the

brackets < > mean temporal average. The amplitude A is the only measurable

quantity. A nonabsorbing object does not produce any modulation of the field

amplitude A, but only phase Fmodulations, unfortunately, these cannot be detected

and the sample is invisible.

1.2.8 Interference

Biological specimens are almost nonabsorbing objects. One of the main efforts of

optical microscopy had been to make them visible without the use of staining

techniques but exploiting only the properties of light.

Fig. 1.13 The phase delay due to thickness t or refractive index n modulations
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Light can be added. When two waves have the same phase, they are said to be in

phase (F1 ¼ F2 ¼ 0 for simplicity), and their amplitudes sum up, and, if they have

the same amplitude (A1 ¼ A2 ¼ A), the total energy is four times that of a single

component.

I / <½Asinð2pntÞ þ Asinð2pntÞ�2> ¼ ð2AÞ2 <sin2ð2pntÞ> ¼ 4ðA2=2Þ: (1.5)

On the other hand, when two waves are in phase opposition (F1 ¼ 0; F2 ¼ p),
a negative effect holds and the total energy is zero.

I / <½Asinð2pntÞ þ Asinðpþ 2pntÞ�2>
¼ <½Asinð2pntÞ � Asinð2pntÞ�2> ¼ 0:

(1.6)

Light can be subtracted! How is it then that switching on two lamps never

darkens a room; neither does it give four times the light of a single lamp? In fact,

at each instant of time, the space is full of tiny regions, with size of the order of a

wavelength, where the intensity is zero or 4I, however these fluctuations last only

for few femtoseconds. This is because natural light does not behave so well as the

previous equations would show.

Natural light is a real mess. The ideal monochromatic wave of (1.3) does not

exist. This lack of monochromaticity can be modeled by considering the spatial

phase term F as not constant but varying very rapidly in time; this is naı̈vely due to

the not well-defined value of l in (1.2). The general equation is as follows:

I / <fA1 sin½F1ðtÞ þ 2pnt� þ A2 sin½F2ðtÞ þ 2pnt�g2>
¼ A1

2=2þ A2
2=2þ A1A2< cos½F1ðtÞ � F2ðtÞ�>: (1.7)

Two distinct cases can then occur:

I / A1
2=2þ A2

2=2 (1.8)

when F1(t) and F2(t) are completely uncorrelated (Fig. 1.14)

I / A1
2=2þ A2

2=2þ A1A2 cosðDFÞ (1.9)

when F1(t) and F2(t) are completely correlated, that is, they singularly change in a

random manner but their difference remains constant in time: F1(t) � F2(t) ¼ DF
(Fig. 1.15).

In the first case [see (1.8)], the total intensity is the sum of the single intensities,

as common experience shows. The two light components are said to be incoherent.

The second case, on the other hand, exhibits the same “strange” behavior described

previously and (1.9) reduces to (1.5) and (1.6) for A1 ¼ A2 ¼ A, and DF ¼ 0, p,
respectively. This time, the two light components are said to be coherent. This
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“strange” phenomenon is named interference, and, as shown in (1.9), it depends on

the phase difference D’. Interference can then be profitably exploited to measure

phase. However, to fulfill the condition for interference [see (1.9)], the two light

components must be correlated, which necessitates that they be originated from the

same point source at the same time (Fig. 1.16). Fluorescence emission is an

incoherent process and interference contrast methods cannot be used.

1.2.9 Phase Contrast

Phase contrast microscopy was introduced by Frits Zernike in 1930. For his

invention, he was awarded the Nobel prize in physics in 1953 (Zernike 1955).

Fig. 1.14 Incoherent light

Fig. 1.15 Coherent light
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When a monochromatic plane wave illuminates a transparent sample located in

the x, y-plane of the microscope stage, only the phase F(x, y) of the transmitted

wave field is spatially modulated [see (1.3)].

F ¼ A sin½Fðx; yÞ þ 2pnt�
¼ A sinð2pntÞ cos½Fðx; yÞ� þ A cosð2pntÞ sin½Fðx; yÞ�: (1.10)

For a low phase modulation depth: F(x, y) � 1, the following approximations

hold: cos[F(x, y)] ffi 1; sin[F(x, y)] ffi F(x, y) and (1.10) becomes:

F ffi A sinð2pntÞ þ AFðx; yÞ cosð2pntÞ: (1.11)

These two components of the transmitted wave field propagate, pass through the

microscope objective, and sum up (interfere) in the image plane. For an ideal optical

system, the image field is identical to the object one [see (1.11)], and the detected

intensity I is a constant (A2/2), as previously said [see (1.4)] with no contrast.

Along the way, in the spatial frequency plane, the first component of (1.11),

which represents a constant term not dependent on x- and y-coordinates, proceeds
undeviated and goes to focus on axis, while the second one, whose amplitudeAF(x, y)
is spatially modulated, spreads out in the objective back focal plane (Fourier plane).

Being spatially separated in the Fourier plane, these two components can be

independently processed.

In dark field filtering, the first term is eliminated:

FDF ffi þ AFðx; yÞ cosð2pntÞ; (1.12)

and the image intensity will be:

IDF / <FDF
2> ¼ A2F2ðx; yÞ<cos2ð2pntÞ> ¼ A2F2ðx; yÞ=2: (1.13)

Fig. 1.16 Interference occurs when two light beams originate from the same point source at the

same time
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A bright intensity distribution is proportional to the squared value of the sample

phase on a dark background.

Dealing in a similar way, for phase contrast filtering, instead of shielding the on

axis light, a p/2 phase shift is introduced (a � p/2 phase shift could also be used),

and the image wave field will be:

FFC ffi A sinð2pntþ p=2Þ þ AFðx; yÞ cosð2pntÞ
¼ A cosð2pntÞ½1þ Fðx; yÞ�; (1.14)

and the detected energy:

IFC / <FFC
2> ¼ A2<cos2ð2pntÞ>½1þ Fðx; yÞ�2

¼ ðA2=2Þ½1þ F2ðx; yÞ þ 2Fðx; yÞ� ffi A2=2þ A2Fðx; yÞ; (1.15)

where the F2(x, y) has been neglected according to the initial assumption:

F(x, y) � 1.

This time the phase term F(x, y) modulates the image intensity.

In writing (1.14) and (1.15), the coherence characteristics of the two interfering

components have been taken into account.

The two components are in fact coherent because all the light comes from a

single point source.

For an annular source, each point source along the circumference produces the

same image intensity contribution given by (1.15); all these contributions then sum

up incoherently in the image plane because, this time, the light comes from different

point sources.

The p/2 phase shift in the back focal plane of the phase contrast objective is

realized with an annular shaped dielectric deposition, clearly visible looking

through the optics, whose thickness t and refractive index n satisfy the relation:

nt ¼ l/4.

1.2.10 Differential Interference Contrast

Differential interference contrast (DIC) technique was introduced by Nomarsky in

the mid-1950s (Fig. 1.17) (Nomarski 1955). It consists of two lateral shearing

interferometers in cascade. The first shear is applied to the source beam to produce

two identical copies of the illuminating field shifted by a distance Dx one with

respect to the other. The second, and opposite, shift of �Dx is applied to the

transmitted fields. The resulting interfering components are coherent because

each illuminating point interferes with the copy of itself.

The light from each of the twin illuminating couples passes through the sample

at two laterally displaced points shifted by the distance Dx, and the transmitted field

and intensity can then be written as follows:
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FDIC ffi ½A sinð2pntÞ þ AFðxþ Dx; yÞ cosð2pntÞ� � ½A sinð2pntÞ
þ AFðx; yÞ cosð2pntÞ�

ffi ADxF0ðx; yÞ cosð2pntÞ ; (1.16)

IDIC / <FDIC
2> ¼ A2Dx2F02ðx; yÞ=2 ; (1.17)

where the approximation for a low phase modulation depth has been taken into

account [see (1.11)].

The minus sign of the second field component can be obtained by introducing a p
phase shift in one arm of the interferometer path. F0 is the sample phase derivative

along the shift direction (x), and from this derives the name of the technique.

In this classical configuration, the lateral shears are generated by a polarizer and

a Wollaston prism placed in the front focal plane of the condenser and another

prism followed by an analyzer in the objective back focal plane.

The use of polarized light can be sometime unsuitable when birifringent objects

are placed in the optical path as, for example, plastic Petri dishes. Zeiss has

introduced a modified configuration, named PlasDIC (Wehner 2003; Danz et al.

2004), in which the light in the illuminating beam path is not polarized. To produce

a coherent source field, a device named “coherent diaphragm” (some sort of

diffracting diaphragm) substitutes the polarizer+Wollaston prism device in the

illuminating path, while a polarizer+prism+analyzer is placed in the imaging

light path.

1.2.11 Digital Holographic Microscopy

The use of a highly coherent light source, such as a laser, allows more degrees of

freedom in the choice of the interferometric setup. In digital holographic

Fig. 1.17 Differential interference contrast (DIC) technique
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microscopy (DHM), a laser beam is split into a reference beam FR, which proceeds

directly toward the imaging detector, and an object beam FO, which illuminates the

sample and then interferes with the other (Cuche et al. 1999a, b) (Fig. 1.18):

FR ¼ R sin½ð2p=lÞx sin bþ 2pnt�; (1.18)

FO ¼ Aðx; yÞ sin½Fðx; yÞ þ 2pnt�: (1.19)

Equation (1.19) represents the image field that carries the information of ampli-

tude A(x, y) and phase F(x, y) of the sample transmission, while (1.18) represents

the reference plane wave that propagates off-axis along a direction making an angle

b with the microscope z-axis. The hologram intensity will be [see (1.9)]:

IH / <ðFR þ FOÞ2>
¼ R2=2þ A2ðx; yÞ=2þ RAðx; yÞ cos½Fðx; yÞ � ð2p=lÞx sin b�: (1.20)

From the third term of (1.20), the two functions A(x, y) and F(x, y) can be

extracted and the whole sample information recovered. In a classical holographic

setup, (1.20) represents the hologram plate transmittance. The plate, once illumi-

nated by a copy of the reference plane wave, reconstructs the object field (Goodman

1968). This kind of analog processing can be replaced with a digital one. Instead of

using a photographic plate, a CCD camera acquires the image which is then stored

and processed by a computer using Fourier transform routines. To obtain a faithful

recovery either analogically or digitally, the modulating spatial frequency sinb/l
must be higher than three times the maximum frequency of the object field

(Goodman 1968). This condition imposes high spatial resolution requirements for

the CCD detector (Ferraro et al. 2006).

Fig. 1.18 Principle of

holography
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1.2.12 Polarization Contrast

Light is indeed a vector wave. Inside a homogeneous and isotropic medium, light

propagates as a transversal wave where the electric and magnetic vectors are

perpendicular to each other and to the direction of propagation. For an ideal

monochromatic plane wave, the electric vector (and consequently the magnetic

one) oscillates in time, at the optical frequency n, tracing out a line, a circle, or an

ellipse for linear, circular, or elliptical state of polarization, respectively.

As previously mentioned, however, natural light does not behave so well. The

polarization state changes very rapidly in time and it does not exist in a well-defined

state. Natural light is said to be nonpolarized.

A linear polarizer is an optical device that filters out all but the light whose

electric vector oscillates along a single direction (the polarizer axis). When this

linearly polarized light illuminates an anisotropic material, the polarization state of

the transmitted light changes; this phenomenon is called birefringence. A second

polarizer (analyzer) converts the modulated polarization into intensity variations

(Fig. 1.19). The simplest birefringent materials are the uniaxial ones, where a single

axis of anisotropy (optical axis) exists. Light with linear polarizations perpendicular

(ordinary) and parallel (extraordinary) to the optical axis experiences different

refractive indices: nO and nE, respectively. Using again the general equation for

interference [see (1.9)]:

IP / PO
2=2þ PE

2=2þ POPE cosðDFÞ: (1.21)

DF ¼ FOðx; yÞ � FEðx; yÞ ¼ ð2p=lÞ
ðt
0

D ndz: (1.22)

PO and PE are the amplitudes of the output field components polarized along the

ordinary and extraordinary axis of the birefringent specimen, respectively. Their

magnitudes depend on the orientations of the input polarizer and output analyzer

with respect to the specimen optical axis.

Fig. 1.19 Polarized light microscopy
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FO(x, y) and FE(x, y) are the phase delays experienced by the ordinary and

extraordinary rays, respectively. The difference in refractive index, Dn ¼ nO(x, y, z)
� nE(x, y, z), is the birefringence value. As the phase difference DF strongly

depends on the wavelength, (1.21) will assume different values for different l, and
under white light illumination, the sample will assume a widely colored aspect

(interference colors).

Polarized light microscopy has been extensively used in the field of mineralogy

where many crystals exhibit birefringent behaviors. The technique, however, has

proved its utility in the field of biology to observe macromolecular assemblies such

as chromosomes, muscle fibers, microtubules, fibrous protein structures, collagen,

and amyloid deposits (Massoumian et al. 2003; Inoué 2008; Rieppo et al. 2008;

Kaminksy et al. 2006).

1.2.13 Wavelength Contrast

Fluorescence microscopy, confocal microscopy, multiphoton microscopy, higher

harmonic generation microscopy, Raman microscopy, fluorescence lifetime imag-

ing microscopy are widespread observation techniques where a sample is excited

with a spectrally band-limited light centered at a wavelength lEX and then observed

at another spectral band around an emission wavelength lEM (Diaspro 2001;

Lakowicz 2006). All these techniques work due to complex quantum mechanical

phenomenon involving the interaction of light with matter which are beyond the

scope of this introductory chapter and will be treated in more details in the

following chapters of the book.

What is of concern here is the optical devices that are utilized in these techni-

ques. Figure 1.20 shows a simple scheme of the basic configuration. A broadband

light source, be it mercury or xenon arc lamps, a tungsten-halogen, a multi-

wavelength laser, or even the novel kind of supercontinuum source (Wadsworth

et al. 2002; Dudley et al. 2006), is spectrally filtered with an excitation band-pass

interference filter. A dichroic beam splitter reflects the excitation wavelengths

toward the objective and then the sample. The fluorescent emission, at longer

wavelengths, is gathered by the objective and passes through the barrier filter,

which selects the output spectral band of interest. Simple intensity measurements

or more complex statistics, for example, lifetime measurements (FLIM), can then

be performed (Becker 2005).

The key components of a fluorescence microscope setup are the three optical

devices: excitation, dichroic and barrier filters which are usually combined into a

single block.

The underlying physical principle of operation of these devices is again

interference.

Figure 1.21 shows a light beam that propagates through a dielectric film of

thickness t and refractive index n. At the boundary with the outside medium, with a

different refractive index, a transmitted and a reflected beam are generated. This
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last beam is again reflected by the other boundary and, finally transmitted, it sums

up to the first one. The transmitted intensity is:

IT / A1
2=2þ A2

2=2þ A1A2 cos½ð4p=lÞnt�; (1.23)

where, from (1.2), the phase difference, DF ¼ (2p/l)2nt, has been substituted into

(1.9).

A1 and A2 are the amplitudes of the transmitted and the twice-reflected beams,

respectively; they are connected by the relation A2 ¼ r2A1, r being the amplitude

reflection coefficient (Born and Wolf 1999).

Fig. 1.20 Fluorescence microscopy

Fig. 1.21 The principle of dielectric films and interference filters
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The product nt is the optical thickness of the dielectric film. For a half-wave

thick film (nt ¼ lF/2), a constructive interference occurs and the output intensity

assumes the highest value at the chosen filter wavelength lF. A quarter-wave thick

film (nt ¼ lF/4), on the other hand, produces, at the same wavelength, the lowest

transmission output, which means the highest reflectivity.

Combining together stacks of quarter-wave and half-wave films using vacuum

deposition techniques, interference filters with well-defined spectral characteristics

can be designed.

Another spectral selecting device is the Lyot filter (Lyot 1933). Its operation is

based on the wavelength-dependent transmission characteristics of birefringence as

previously described. It consists of a sequence of birefringent crystalline plates

(e.g., of quartz) and polarizers. If electrically variable birefringent elements are

used (liquid crystal or electro optic), then a filter with a tunable spectral range is

obtained [liquid crystal tunable filter (LCTF)]. Other increasingly used tunable

filters are the acousto-optic tunable filter (AOTF) or acousto-optic beam splitter

(AOBS). They exploit the scattering effect of a refractive index periodic pattern

generated into a crystal (e.g., of quartz) by a high-frequency acoustic wave. They

exploit the diffraction phenomenon.

1.2.14 Diffraction

Diffraction is the spreading out of light from its linear propagation, not caused by

reflection or refraction, when an advancing wavefront is partially blocked by an

aperture. “Lumen propagatur seu diffunditur non solum directe, refracte ac reflexe,

sed etiam alio quodam quarto modo, DIFFRACTE”

This is the sentence that Francesco Maria Grimaldi used to define the phenome-

non he had discovered in his book De Lumine (1665).
The correct explanation of the phenomenon in the framework of wave optics is

given by Huygens who stated (Born and Wolf 1999) that each point of a wavefront

is the source of a new spherical wave, and all these wavelets sum up to produce the

wavefront at a later time. Interference again! Fresnel and after him Kirchhoff put

the Huygens intuition on a sound mathematical basis.

A diffraction grating is an optical device whose absorption, reflection, or optical

thickness is a periodic function of one spatial coordinate.

The simplest case is that of an on–off periodic pattern (Fig. 1.22). Following

Huygens’ principle, from each of the apertures, secondary spherical waves are

generated. There is only a discrete number of angles yk at which all the wavelets

are in phase and thus interfere constructively:

sin yk ¼ kl=p; k ¼ 0; � 1; � 2; . . . ; (1.24)

where p is the grating period and k is called the diffraction order. The diffracted

light propagates only along these directions.
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Apart from the zeroth diffracted order, all other directions are highly wavelength

dependent.

Diffraction gratings are widely used as spectral selective devices, besides disper-

sive prisms, either for illuminating sources (monochromators) or for spectral analy-

sis in spectroscopes instead of simple barrier filters, allowing better identification of

dye emissions (spectral fingerprinting) by means of deconvolution algorithms.

1.3 Space

1.3.1 Field and Resolution

The field of view, or view field or even simply field (not to be confused with the

field amplitude of a light wave), is the observable area in the sample plane of the

microscope (this classical definition can be extended to the observable volume).

The resolution is the ability of an imaging system to reproduce details in the

object as separate entities in the image. Its exact value, in mm�1 or, as commonly

written, line pairs per millimeter (lp/mm), depends on the adopted measuring

criterion (e.g., the Rayleigh criterion) (Goodman 1968; Born and Wolf 1999);

however, in principle, it corresponds to the maximum object spatial frequency

that the optical system is able to image. It is the inverse of the minimum distance

at which two points can still be distinctly imaged.

An ideal lens images each point that belongs to a semi-infinite object volume

into an equally semi-infinite image volume. Moreover, the image of a point is still a

point with zero dimensions. Both field and resolution are then infinite (Fig. 1.23).

Fig. 1.22 The diffraction

grating
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Ideal lenses unfortunately do not exist! Real lenses suffer from aberrations (Born

and Wolf 1999). Chromatic aberration is due to dispersion phenomena, that is,

different wavelengths are refracted at different angles and go to focus at different

points. Spherical aberration is caused by the surface profile of the lens: the spherical

shape is not, in fact, the ideal one and paraxial rays are focalized farther away than

marginal rays. Off-axis aberrations are then those that depend on the distance from

the optical axis (field): coma, astigmatism, distortion, and field curvature. To

minimize all these aberrations, a very complex optical design is needed. A real

objective is a device made up of tens of lenses with different thicknesses, refractive

indexes, surface curvatures, air spacing, and so on, and all these efforts will help

only to minimize aberrations but not to completely eliminate them! Moreover, the

objective must be used following precise experimental requirements.

All these prescriptions and device performances are written onto the objective

barrel (Fig. 1.24). The first piece of information refers to the objective quality in

terms of aberration correction (from the least to the highest: achromat, plan

achromat, fluorite, plan fluorite, plan apochromat); then the magnification power,

the numerical aperture, the liquid matching fluid, the image position (e.g., infinity

corrected), the cover glass thickness, and the working distance are written. Other

special characteristics, if any, are also reported, for example its use for DIC, phase

contrast, dark field, polarization techniques.

Among the constraints to which a real objective is submitted, there is the sample

plane position which is no longer freely selectable, but is set at a fixed distance (the

Fig. 1.23 The ideal lens, object field and resolution are both infinite

1 Fundamentals of Optical Microscopy 23



working distance, WD) which is, for modern objectives, the front focal plane;

consequently, the image will be at infinity.

In conclusion, the field is no more the semi-infinite space volume of the ideal

lens, but it is restricted to a single plane and, furthermore, to only a tiny area near

the optical axis.

And what about resolution? Even if it could be possible to eliminate all the

aberrations, resolution could not grow indefinitely because light cannot concentrate

into a point due to its wave-like nature. Diffraction from the clear aperture (pupil) of

the objective gives rise to a light distribution, with finite dimensions in the vicinity

of the geometric focus, which is named point spread function (PSF) (Fig. 1.25). In

the focal plane, the amplitude PSF is the Airy function (Born and Wolf 1999); the

radius of its first zero is:

d ¼ 0:61l=NA ffi l=2NA; (1.25)

where the numerical aperture NA ¼ nsina, and a is the objective semi-angular

aperture. Equation (1.25) is the well-known Abbe formula; its inverse is the spatial

resolution along the x- and y- (lateral) directions.
The PSF distribution along the optical axis has a similar shape, and the distance

between the maximum and its first zero is given by:

rZ ¼ 2ln=NA2: (1.26)

Fig. 1.24 The real objective, object field and resolution are both finite
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The ratio of the longitudinal and transversal amplitude PSF dimensions is:

rZ=rA ¼ 4n=NA ¼ 4=sin a> 4: (1.27)

The shape of the PSF is a sort of ellipsoid, whose major axis, which is at least

four times the minor one, is oriented along the optical axis.

The images of two points displaced along z by a distance rZ can still be

distinguishable. The inverse of (1.26) can thus be assumed as the axial resolution

for two points. But what happens instead for a uniformly (incoherently) illuminated

plane? Is it possible to locate its position along the z-axis? The answer is no, and for
a very fundamental reason: the conservation of energy. At every distance from the

sample plane, the objective collects the same energy:

ð ð
PSF2dx dy ¼ constant; (1.28)

where PSF2 is the intensity profile. The resolution, this time, is zero. The result is

consistent with the “missing cone” of the optical transfer function (OTF) in the

spatial frequency domain (Frieden 1967; Sheppard 1986a, b). This result would be

the same even for the perfect point-like image of an ideal lens.

1.3.2 Field Extension

To explore a bigger object space, scanning strategies must be performed (Fig. 1.26).

Z-scanning is commonly used for acquiring three-dimensional (3D) images, while

xy-scanning is not as popular. This last approach is mainly used in object scanning

Fig. 1.25 The point spread function (PSF)
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technique, which is normally too slow for biological applications. On the other

hand, it would produce quite perfect images as the objective can operate on-axis,

where aberrations are at their minimum.

In 3D microscopy, z-scanning is commonly performed mechanizing the vertical

stage with a computer-controlled motor at the focusing knob of the instrument or,

for very fine movements, by means of piezoelectric actuated objectives.

A stack of two-dimensional (2D) images are then acquired and computer

routines reconstruct the full 3D image afterward. Due to the slow axial decay

behavior of the intensity distribution PSF2, each image is blurred by out-of-focus

light. Deconvolution routines are often used for contrast enhancement procedures

(Pawley 2006); it should be made clear, however, that this kind of digital processing

does not improve resolution at all. To increase resolution, a faster PSF2 axial decay

is necessary, that is, the OTF missing cone must be eliminated.

DHM can also be considered a 3D imaging technique, a scanningless approach.

In fact, after recording both the amplitude and the phase of the field, it is possible to

reconstruct the original wavefront and thus the whole 3D image.

1.3.3 Resolution Enhancement

Confocal microscopy is by far the most widespread technique for axial resolution

improvement, and throughout this book the topic is treated extensively. Instead of

the whole object field (wide-field microscopy), only a point at a time is illuminated,

and moreover, a point-like detector is used.

Fig. 1.26 Scanning strategies to extend the object field
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Looking at the confocal setup (Fig. 1.27), it is apparent that here the energy

conservation principle, which is responsible for the lack of axial resolution in wide-

field microscopy, is no more fulfilled. The out-of-focus light is, in fact, stopped by

the pin-hole and does not reach the detector, departing from the right focal position,

and the collected energy fades away. As both the excitation and detection events are

ruled by the same function PSF2, this time the integral of (1.28) becomes (Diaspro

2001; Pawley 2006; Wilson and Sheppard 1984):ð ð
PSF4dx dy � 1=z2 ðfor z>> lÞ: (1.29)

The integrated energy falls off, moving away from the focal plane. In other

words, the image of a uniformly illuminated plane object becomes progressively

weaker at the increase of defocus. This is a well-known optical sectioning capabil-

ity of confocal microscopy. For example, the integrated intensity FWHM (sort of

optical section thickness) for a unitary NA objective is 1.4l (Wilson and Sheppard

1984).

Nonlinear microscopies such as two-photon microscopy and second harmonic

generation microscopy are also ruled by (1.29) and have similar optical sectioning

capabilities.

This time, the quadratic effect is an intrinsic characteristic of the physical

phenomenon itself, and the pin-hole filtering is no longer necessary, so a large

area detector can be used.

For both confocal and nonlinear microscopies, raster scanning strategies are

necessary to inspect the whole object field. Laser beam scanning in the x- and y-
directions and object scanning in the z-axis are the normal procedures.

Structured illumination microscopy (Fig. 1.28) is a wide-field alternative to

confocal microscopy. The object is illuminated with a grid pattern, and three

images are acquired for three different grid positions, stepped one third of the

Fig. 1.27 Confocal microscopy
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grid period apart. A computing algorithm reconstructs the in-focus image filtering

out defocused light (Neil et al. 1997; Bauch and Schaffer 2006).

Resolution depends on numerical aperture; the PSF asymmetry between the

axial and lateral dimensions is due to the uneven illumination and detection

geometries. One semi-space is in fact missing. To overcome this lack of symmetry

in some configurations, two opposing objectives are used to obtain a more uniform

PSF shape. These techniques are: 4Pi microscopy, so named because a full 4p solid

angle is used (Hell and Stelzer 1992); I2M, which stands for image interference

microscopy because the sample is observed from both sides and the two image

fields are made to interfere; I5M, incoherent interference illumination (I3)+image

interference microscopy (I2M), where the sample is illuminated and observed from

both sides (Gustafsson et al. 1999).

The limit of optics has been reached. To go further, some new physics is needed.

1.3.4 Resolution Enhancement Using Knowledge

A possible way to circumvent the diffraction limit is to provide the missing

information in another nonoptic way. This kind of technique does not improve

the PSF at all, but, with the addition of some new knowledge, it could be possble to

locate the position of a sample point with better accuracy within its diffracted image

spot. F€orster resonance energy transfer (FRET) is a significant example of this

ensemble of imaging procedures (Lakowicz 2006). FRET (Fig. 1.29) occurs when a

donor chromophore and an acceptor are close enough to each other; the typical

distance is the F€orster radius and it is of the order of some nanometers. FRET can be

considered a bottom-up approach.

Other ingenuous bottom-up approaches are three techniques named FPALM

(Hess et al. 2006), PALM (Betzig et al. 2006), and STORM (Rust et al. 2006). The

principle of operation is quite similar for all of them: if an image spot is certainly

Fig. 1.28 Structured illumination microscopy
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due to only one single dye molecule, then the spot center can be singled out with

high accuracy and only that point is recorded as the image of that molecule, instead

of the whole intensity PSF distribution. The final image is developed using only

those center points (Fig. 1.30).

To fulfill the required experimental conditions, the image spot density must be

very low to avoid any spatial superposition of two or more spots. This can be

obtained by switching on only few fluorophores at the time in the sample and build

up the complete image step by step by integration of hundreds of partial images.

However, this procedure is also the weak point of the methods because of the very

long measuring time needed to accumulate so many images.

1.3.5 Resolution Enhancement Using Matter

The top-down approach to overcome the diffraction limit is to effectively reduce

the PSF dimensions. This cannot be done with light alone, and the only way is to

exploit the interaction with matter.

Total internal reflection fluorescence (TIRF) microscopy (Born and Wolf 1999;

Axelrod et al. 1983; Toomre and Manstein 2001) exploits the total internal reflec-

tion at the boundary between a high (glass) and a low (air or water) refractive

index medium to generate an evanescent wave, which then illuminates and excites

the specimen (Fig. 1.31). The evanescent wave decays exponentially, leaving the

interface, and its vertical extent can be less than a wavelength, typically of the order

of 100 nm. The surface of the sample, which is in contact with the interface, can

then be imaged with that higher vertical resolution.

Scanning near field optical microscopy (SNOM) (Pohl 1991) extends the reso-

lution improvement to three dimensions, this being the lateral resolution set by the

physical dimensions of the probe (Fig. 1.32).

SNOM and TIRF microscopies are both surface imaging techniques. They avoid

the loss of information due to far-field propagation by a near-field detection in the

close vicinity of a boundary. The interaction with matter is mandatory. But why not

exploit the material characteristics of the sample itself?

Fig. 1.29 F€orster resonance energy transfer (FRET)
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Stimulated emission depletion (STED) (Hell and Wichmann 1994) microscopy

does exactly this; it makes use of the highly nonlinear effect of atomic transitions to

operate a sort of contrast enhancement of the illumination spot to reduce the size of

the excited region. An excitation pulse is followed by a doughnut-shaped one at a

wavelength which is located inside the emission band of the chromophore. The task

of this second pulse is to deplete, by stimulated emission, the excited atomic level in

Fig. 1.30 Principles of FPALM, PALM, and STORM techniques

Fig. 1.31 Total internal reflection fluorescence microscopy (TIRFm)
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a ring-shaped region around the center of the illumination beam, leaving only a tiny

internal region of the sample excited and thus able to fluoresce. A l/50-spot size has
been reported (Westphal and Hell 2005).

STED and ground state depletion (GSD) microscopies are the first implementa-

tions of a more general concept known as reversible saturable optical fluorescence

transitions (RESOLFT) (Hell 2005, 2007). The Abbe formula [see (1.25)] can be

rewritten as follows:

d ¼ l=½2NAð1þ I=IsatÞ�1=2�: (1.30)

Isat is the transition saturation intensity and I is the applied intensity. The factor

added at the denominator removes any limitation to resolution, and d can be

continuously decreased.

The approach of taking advantage of the highly nonlinear saturation effect of

atomic transitions has been adopted by others. An analogous solution for wide-field

microscopy is saturated patterned excitation microscopy (alternatively named:

saturated structured illumination microscopy) (Heintzmann and Jovin 2002; Gus-

tafsson 2005).

1.4 Time

1.4.1 Temporal Resolution

Optical imaging is quite an instantaneous phenomenon, being a parallel process that

occurs at the velocity of light. For this reason, in the 1970s and 1980s, there was an

Fig. 1.32 Scanning near field optical microscopy (SNOM)
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idea to use optics for analog data processing purposes rather than for the consider-

ably slow digital computers of the time.

The bottleneck of imaging is the detection and recording procedure. Wide-field

microscopy can profit from a wide choice of high-frame rate cameras if enough

signal is available. Cameras featuring up to thousands of frames per second (fps,

frames/s, s�1) are available on the market. Mechanical laser beam scanning of

confocal and nonlinear microscopy does not allow frame rate higher than 5 fps.

Using resonant galvanometric scanners, velocity can be raised up to 25 fps for a

512 � 512 image (Pawley 2006).

Alternative actuators such as polygonal mirrors or acousto-optic deflectors can

also be used (Saggau and Bansal 2008). The substantial weakness of laser scanning

techniques is single point acquisition procedure followed by a sequential raster

scanning. The adoption of a parallel approach, instead of the standard serial one,

will dramatically improve temporal resolution. Line scanning is an example (Shep-

pard and Mao 1988). A line-shaped illumination followed by a slit diaphragm

spatial filter is used instead of point illumination and pin-hole filtering. Once the

out-of-focus light is filtered, a linear array detector records the whole intensity

distribution along the image line. Scanning is needed only along one lateral

direction, and up to about 120 fps for a 512 � 512 image can be reached. However,

it is not a true confocal system because along the line direction no spatial filtering of

the out-of-focus light can be operated.

The spinning disk (Nipkow disk) confocal is another example of a parallel setup

(Egger and Petrán 1967; Kino and Corle 1996). A disk with lots of pin-holes located

along the spirals projects a 2D array of illuminating points onto the specimen. The

disk rotates at high velocity providing a full covering of the object field. The light

that comes back from the sample is then spatially filtered by the same set of pin-

holes or a mirror copy set.

The technique is quite popular in the field of material science where it finds

application in the semiconductor industry for waver surface inspection.

The spinning disk illumination efficiency is very low because only that mini-

mum percentage of the incoming light that pass through the pin-holes is used, while

the most part is instead rejected.

To improve the filling factor, for fluorescence microscopy applications, a second

disk with microlenses is inserted. Each lens focalize the illuminating light inside the

corresponding pin-hole and the illumination efficiency is greatly improved

(Tanaami et al. 2002).

Spinning disk confocal microscopy is a direct view system, that is, the image can

be seen directly by the eyes. Alternatively, a fast CCD camera can be used and

about 1,000 confocal frames/s can be acquired.

For nonlinear microscopies, such as multiphoton microscopy and higher har-

monic generation microscopy, the pin-hole filtering is no longer necessary and the

de-scanning process can be avoided.

The instrument setup can be highly simplified, and a wider choice of parallel

scanning configurations is available (Bewersdorf et al. 1998; Nielsen et al. 2001).

In parallel scanning, too many points cannot be illuminated at a time because, if

they are too close to each other, a cross-talk effect results and, in the end,
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confocality is lost and standard wide-field image is obtained. The finite temporal

width of the laser pulse in nonlinear microscopy can be profitably exploited to solve

the problem: a time shift is introduced between an illuminating point and its

neighbor, and this temporal decorrelation eliminates the cross-talk effect

(Fig. 1.33) (Fittinghoff et al. 2000; Oron et al. 2005; Tal et al. 2005).

1.4.2 Duration

The observation of a living sample can last until the fluorophores are completely

bleached or the specimen is dead. Multiphoton microscopy is again the more

convenient approach to minimize the causes of both these events. Dye excitation

takes place only at the observation point, and none of the fluorescence emission

signal is wasted. Moreover, the ultrafast laser long wavelength emission (around

800 nm) is less damaging for living samples. In conclusion, photobleaching and

phototoxicity effects are minimized (Diaspro 2001).

1.5 Conclusions

The measurement of every physical quantity is always affected by noise, which, in

the end, sets the resolution limit.

The signal-to-noise ratio quantifies the degree of accuracy of the measurement

and its information content.

Fig. 1.33 Principle of

temporally decorrelated

multiphoton microscopy
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For light intensity data, it is proportional to the numbers of significant figures.

In a similar way, the ratio between the object space field and the voxel volume,

whose linear dimensions are the inverse of the respective spatial resolution, gives

the total number of voxels in a 3D image.

Finally, the total number of temporal frames is given by the ratio of the total

observation time interval and the time spent for a single frame acquisition (which is

the inverse of time resolution).

The product of these three ratios gives the total information content of the

measurement. Information costs energy, in terms of light irradiance delivered

onto the sample. Too much information means too much energy, which in the

end will destroy the specimen. For each experiment, the total amount of informa-

tion is limited and, if it is spent to enhance one aspect, this will inevitably lead to

worsen the other two (Fig. 1.34) (Shotton 1995; Sheppard and Shotton 1997).
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Chapter 2

The White Confocal: Continuous Spectral

Tuning in Excitation and Emission

Rolf Borlinghaus

2.1 Fluorescence

In the middle of the nineteenth century, the scientific community became aware of a

strange phenomenon. Under certain circumstances, one could detect color effects in

otherwise homogenous or colorless solutions. First objects were solutions of chlo-

rophyll and quinine. Solutions of chlorophyll are easily obtained from triturations

of green plants. If focusing with a lens into such a solution, David Brewster

(1781–1868) could detect a blood-red color at the lateral surface of the illumination

cone. John William Herschel (1792–1872) realized a bluish shimmer at the glass–

solution border in glass containers containing quinine solution when observed in the

bright sun (Herschel 1845). Quinine is the working compound of extracts from the

cinchona bark, a famous medicine for the prevention and healing of malaria.

Quinine is also an ingredient in tonic water, the reason for tonic water to be

promoted to the prime example specimen in demonstrations of fluorescence phe-

nomenon to interested laymen. The famous researcher George Gabriel Stokes

(1819–1903) repeated these experiments, especially with quinine solutions. He

found out that the color of the illuminating light was changed when it interacted

with the solution (Stokes 1852). If illuminated with short wavelength (blue), a

longer wavelength (green-yellow) is returned. The change of that color, measured

as displacement between excitation maximum and emission maximum, is therefore

called “Stokes shift.” Minerals were also known to yield such phenomena, which

Stokes coined “Fluorescence,” after the mineral Fluo-Spar and the word lumines-

cence, which describes glowing effects in general.

As a matter of fact, fluorescence is not restricted to the visible range, but covers a

wide range of the electromagnetic spectrum from R€ontgen rays to far infrared.

Nevertheless, microscopy basically uses the visible part with some minor excurses

to the ultraviolet and near infrared.
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The most established description of the fluorescence process – that is the

absorption of an energy-rich photon and the subsequent emission of a photon of

lower energy – uses the term scheme that was introduced by Alexander Jablonski

(1898–1980) (Jablonski 1935).

2.1.1 Fluorescent Specimen

As already mentioned, initially mainly organic compounds were objects that draw

interest on research of fluorescence. Attempts to find out what could cause that

behavior resulted in the discovery that certain chemical groups should be considered –

in particular benzene, if linked to further groups. Such compounds were tagged

“Luminophores” (Kauffmann 1900). For research with the microscope, August

K€ohler (1866–1948) already mentioned the “colorless dyes” (K€ohler 1904). Indeed,
more or less all living samples contain material that is fluorescent by nature, a

phenomenon called “autofluorescence.” Plant material is a very rich source for

fluorochromes. The most famous and important is chlorophyll and a further wide

variety of fluorescently active compounds that absorb light for the purpose of

photosynthesis.

Besides substances that fluoresce without further modification, there are com-

pounds in biological material that can be qualified for fluorescence by simple

alterations. Some vitamins and hormones belong to that group.

Occasionally, it was found that some histological stains also show fluorescence,

and that specific structures become visible. But it was clear that, for systematic

research, completely different dyes needed to be applied. Such dyes were named

“fluorochromes” (Haitinger 1934) and the process of staining is consequently called

“fluorochromation”. In histology, fluorochromation soon advanced to an extended

science, because many fluorochromes show different emissions in different cell

compartments. This effect is very well suited for “differentiation” of structures. To

this group of dyes belong many compounds that are used until today – although

occasionally in other applications – for example, fuchsin, rhodamine, fluoresceine,

hematoxilin, eosin, acridine orange, and so on.

Differentiation by a single dye works, because emission of nearly any dye

depends strongly on the molecular environment, that is, for example, the

polarity, pH value, or molecules that bind to the dye. For modern fluorescence

microscopy, this is both a blessing (molecular probes) and a curse (spectral shifts

and quenching).

A revolution in fluorescence microscopy was triggered by the work of Coons

et al. (1941) who introduced the immune-fluorescence staining (fluorescence

immuno histochemistry resp. cytochemistry). The working principle of these stain-

ings is based on the specific recognition of cellular structures, especially sugar

residues and protein epitopes by antibodies. By appropriate methods, these struc-

tures can be decorated with antibodies inside cells or tissue sections. When the
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antibody was decorated with chemically bound fluorochromes, then exactly and

only those structures will light up under the microscope. By application of different

dyes for various antibodies, a whole series of structures can be visualized simulta-

neously. By this approach, it was possible to specifically render the structure of

many cell compartments, protein distributions, or cytoskeleton elements. By stain-

ing various cell states, e.g., during the cell cycle or during differentiation, this

method allowed elucidation of the development and dynamic changes in these

objects. Medical diagnosis also benefits from this technique.

One more revolution was the introduction of a similar procedure by Gall and

Pardue (1969) for specific sequences of DNA or RNA, the fluorescence in situ

hybridization (FISH). Here, a short polynucleotide chain is synthesized and chemi-

cally bound to fluorochromes. Subsequently, this marker is hybridized with the

DNA that is abundant in the cell. Of course, this is possible only with locations on

the DNA that are complementary to the artificially synthesized piece. Genetic

research and medical care have introduced this method in large scale, meanwhile

with various modifications and most diverse application possibilities.

Not only for structural information fluorescence methods were developed, but

also dyes that allowed to detect various metabolites and inorganic ions in living

cells. The best known case is detection of calcium via the Ca2þ-chelator FURA-2.
The fluorescence parameters of this compound change significantly (both excitation

and emission) upon binding of Ca2þ-ions. When applying a calibration curve to the

data, the concentration of free Ca2þ can be determined. These sorts of indicators are

now available for a whole range of other ions and metabolites. The cumbersome

and invasive method of injection of those dyes is meanwhile overcome by very

ingeniously designed substances, so the living object is left unaltered in its native

conditions.

Besides organic dyes, small fluorescent particles of semiconductor material have

been developed (quantum dots) recently. These markers have a wide excitation

spectrum and emit according to size and composition, in many different colors. Not

yet sufficiently solved are biocompatibility and connection to antibodies, necessary

preconditions for specific staining.

In the recent past all those concepts were radically excelled by a completely new

method. A protein, which natively is abundant in jelly fish and other marine

animals, expresses a natural fluorescence in the visible range: the green fluorescent

protein (GFP). Initially, it was prepared from Aequatoria. Its triumphant success

started when it became possible to clone the respective DNA into the genome of

living cells (Chalfie et al. 1994). By appropriate genetic engineering, it enables the

visualization not only of gene expression, but also of structural proteins in living

and developing cells. Now living cells can be dyes without any external interference –

and of course whole animals as well. The last sensational report was on a GFP-pig,

expressing a greenish shimmering skin and green luminescent eyes. The application

of this technique merely knows any boundaries. Meanwhile, a long list of proteins

in all colors is available – with many secondary techniques to measure not only

structural but also dynamic changes and processes in cells.
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2.2 Fluorescence Microscopy

As mentioned above, A. K€ohler was already investigating fluorescence for micros-

copy. The first commercially available fluorescence microscopy was produced and

sold by Carl Reichert in Vienna. The systems at that time were basically ordinary

microscopes with little variations that allowed connecting fluorescence devices.

The microscope itself appears like a small appendage to the huge illumination

apparatus, for example, coal or metal arc lamps with 10–30 A current drain.

To visualize fluorescence phenomena, it is first necessary to separate, using

appropriate filters, an excitation band from the white light sources and guide it onto

the sample for illumination. For this purpose, short-pass or band-pass filters are

employed. Short-pass filters transmit light only below a specified wavelength;

band-pass filters transmit only in a specified segment of the spectrum.

In the beginning, these instruments were dimensioned for illumination with near

UV light or deep blue light, as fluorescence was more or less a synonym for UV

illumination. Small and efficient sources for UV light were only available with the

construction of compact high-pressure mercury arc lamps. These lamps also offer a

high power density in the visible range and are evolved to a standard for the

excitation of immunohistochemical stains.

To excite with UV light, filters made of black glass (Woods filter) were used.

These filters have a good transmission between 300 and 420 nm. However, caution

is advised as transmission increases at around 700 nm in these filters. This light is

not visible, but can cause spurious effects in photographic exposures. By time,

many color glasses were developed that were available in various thicknesses for

many different purposes.

A revolution in filter technology was the invention of dielectric coatings that

allowed depositing multiple layers on glass substrates that create all sorts of spectral

bands. Such filters are still standard in today’s fluorescence applications.

In general, microscopes come in two different types: transmitted light and

incident light microscopes. Both types are suited for fluorescence, but the incident

light version offers a significantly better separation of excitation and fluorescence

light. The separation power is important, as the fluorescence intensity is usually at

least 1,000 times less as compared to illumination intensity.

In case of incident light microscopes, the illumination light has to be guided into

the objective lens by a reflecting mirror, while the emission is collected from the

same side of the lens and has to pass that mirror for subsequent recording. The

simplest case of the reflecting mirror is a “gray splitter”, which reflects partially all

colors equally and transmits complementarily. A 30/70 gray splitter, for example,

has 30% reflectivity and 70% transmission. Consequently, the excitation energy

and the fluorescence is partially lost, which is most severely a problem on the

emission side and the reason not to use 50/50 splitters. Illumination is less precious

as emission, so 70% are sacrificed in order to harvest 70% of the fluorescence. Even

05/95 splitters are sometimes used, if fluorescence is very weak or bleaches fast.

With the introduction of dielectric coatings, mirrors became available that reflect
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and transmit respectively different areas of the white spectrum. These “dichroitic

splitting mirrors” were developed in large diversity and are used for a whole variety

of dyes and dye combinations.

To remove residual excitation light completely from emission, a further filter is

inserted between beam splitter and detector: the emission filter (barrier filter). Here,

appropriate band-pass or long-pass filters are used.

In current instruments, excitation filter, beam splitter, and emission filter are

combined in a “filter cube” that is easily exchanged. So, all the different regimes for

illumination and detection can be switched quickly and simply. The extensive

motorizations in modern research microscopes leave this concept dispensable and

allow a wide flexibility by independent combination of the different plan-optical

elements – without loss of time.

2.3 Confocal Fluorescence

A first application of a microscopic setup that allows to measure intensities in

thicker samples without disturbance from other focal planes was published in 1951

(Naora 1951). Today, confocal microscopy is one of the most common tools in

biological research (Diaspro 2002) for a graphical explanation of confocal micros-

copy (Fig. 2.1). Optical sectioning, as the fruit of a confocal setup, performs

effectively only in incident light. By the currently rapid development of fluores-

cence techniques for biological research, also confocal microscopy mutated within

20 years from a dubious considered rare application to one of the most important

daily routine methods. In confocal imaging, the illumination light has to be focused

diffraction limited into the sample. For that reason, the light source has to be

selected very carefully. Technical reasons leave lasers as the only suitable light

source for confocal microscopes, as only they provide complete collimation at

sufficient luminance.

Still, the well-established gas lasers are the most popular ones – especially argon

ion lasers and helium–neon lasers. The use of krypton and cadmium lasers has more

or less vanished. The most important advantage of gas lasers is the emission of

more than one line, and therefore, fewer units needed.

Modern developments are solid-state and diode lasers that offer a much higher

degree of freedom in selection of the emission wavelength. Diode lasers are also

used inside solid-state lasers as pump lasers. These lasers are quite compact and

small, but have the disadvantage of emitting only a single line.

In the chapter on fluorescence specimens, it was shown that the huge varieties of

dyes cover the whole spectrum of visible light. Thus, to achieve a differentiated

representation of all fluorochromes, it is highly desirable to have the individual dye

excited by arbitrarily selectable wavelengths. This is not possible with traditional

lasers. Here, significant excitation gaps remain in the spectrum. To increase the

density of lines, a large conglomeration of lasers is necessary, which needs complex

and laborious coupling. These setups are of course prone to misalignments, are
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quite expensive, and have high energy consumption. The efficiency is very low and

therefore lost heat has to be removed by cooling devices, often accompanied by

displeasing noise.

The most comfortable way to achieve optimal excitation would of course be a

system that allows dialing the color by a simple knob or slider. So, for each dye and

for any combination of dyes, the optimal line or set of lines would be available – a

dream?

2.4 A Tunable Laser

Such a dream has become true. A classical laser emits only tiny narrow lines with a

bandwidth of usually less than one nanometer. The basis for a tunable laser is a white

laser. A laser that emits white light has a high energy density over a wide range of the

Fig. 2.1 Confocal fluorescence. Left: Light emitted from the light source LS passes the excitation

filter ExF and is diffraction limited focused by the objective lens OL into the focal plane FP. Right:
Emission from the focal plane (solid line) passes through objective lens and beam splitter BS and is

focused to a spot in the intermediate image plane, where the pinhole PH is located. Focal emission

can pass the pinhole and is filtered by an emission filter EmF before reaching the detector De.

Emission from other planes than the focal plane (broken line) cannot pass the pinhole and thus is

blocked from detection. The pinhole acts as spatial filter for the z-dimension and thus creates

optical sections. Conventional lasers emit only one or a few narrow lines. Excitation filter, beam

splitter, and emission filter are classically fixed-parameter devices, usually colored mirrors or glass

filters. The white confocal concept uses spectrally tunable devices in all these places

42 R. Borlinghaus



visible spectrum. In combination with an acousto-optical element permitting to

select narrow bands of a few nanometer widths out of the white emission, a tunable

laser was realized (Birk and Storz 2001).

Novel fiber technologies were the basic principle that led to the invention of

white lasers (Knight et al. 1996). The main component of such an instrument is a

fiber whose core is an ensemble of many symmetrically arrayed cavities. This fiber

type is called “photonic crystal fiber.” Initially, they were developed for telecom-

munication purposes, consequently for infrared light applications. If a short pulse of

high energy is coupled into a photonic fiber, then at the glass–air interface many

nonlinear photonic processes cause various recombinations of photons. The result is

the conversion of the line spectrum into a wide band, therefore called a “super-

continuum.” The width of that band depends on the crystal structure and on the

length of the fiber. By selecting appropriate structures, it was possible to extend the

broadening into the visible range.

Initially, a seed laser is used to generate short pulses in the range of picoseconds

at about 100 MHz repetition frequency in the infrared. These seed lasers are also

fiber lasers. A series of diode lasers is fiber-coupled with the seed laser to amplify

the intensity of the pulsed light to some 10 W of light (Fig. 2.2). These high energy

pulses are then fed into the photonic crystal fiber that consequently emits about

1–2 W of visible light in the range of 450–700 nm. The power density arrives at

1 mW/nm visible, which is a good value to record high signal-to-noise images in

confocal microscopy.

Although there are some rare exceptions that use the full white spectrum for

illumination, the most typical application is fluorescence that requires selection of

an appropriate spectral band for excitation, if a white light source is used. This is

equivalent to classical widefield fluorescence microscopy using, for example,

Fig. 2.2 White light laser and spectral tuning. WLL: The white light laser is a compound fiber-

based collimated light source that consists of a seed laser s, a high-power pump laser p, and the

photonic crystal fiber PCF. The emission is a continuous spectrum with close to white character-

istics in the visible range. AOTF: The acousto-optical tunable filter allows to simultaneously pick

(currently up to eight) independent narrow bands (bandlets) from the white spectrum. For each

bandlet the center wavelength li is steplessly tunable, and also is the intensity (Ii). This device
allows creating any illumination pattern in the wavelength–intensity space that might be required

for fluorescence and is especially suited for confocal microscopy
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a mercury high-pressure lamp and appropriate filters. Also, for selection of bands

from the white laser, filters could be a solution. A much more efficient, flexible, and

elegant solution is the employment of an acousto-optical device for the purpose. An

acousto-optical crystal is capable of deflecting out of a white beam one or a series of

narrow bands of only a few nanometers bandwidth. The crystal is excited mechani-

cally and the wave grid effectively acts as a diffractive element that causes specific

wavelength to be deflected. The deflected light exits the crystal in an angle (first

order) to the principal beam (zeroth order). The deflected wavelength is controlled

by the mechanical excitation frequency, and the intensity by the amplitude of the

mechanical excitation. Casually speaking, the crystal works as a “photonic track

switch”. These devices are therefore called “acousto-optical tunable filters”

(AOTFs).

By applying appropriate measures when designing the crystal and the electronic

control, the light at the crystal’s exit is collinear to the microscope’s optical axis and

thus suitable for illumination in the microscope. AOTFs are used in confocal

microscopy already since 1992 to select laser lines and control their intensity. In

comparison to plan-optical solutions (with filter glasses), an AOTF offers even

more advantages. Many excitations of the crystal can be superimposed interfer-

ence-free, so that a number of laser lines are simultaneously selectable. Current

instruments use typically eight channels. A further advantage is the control of the

amplitude that influences the intensity of the deflected light. In consequence, the

device is a “dimmer” for many colors at the same time – each color’s intensity can

be controlled independently. And the whole regime of deflected lines can be

reprogrammed within a matter of microseconds. The fast switch of illumination

regimes is a necessary precondition for some applications to work at all, such as the

illumination of hand-selected regions of interest or sequential illumination by

different colors of single lines, which build up the image. Such methods help to

reduce crosstalk or are used to excite ratio dyes in a timely correlated manner.

The combination of a white emitting laser and an acousto-optical tunable filter is

consequently the ideal light source for confocal fluorescence microscopy (Fig. 2.2).

Up to eight lines may be selected continuously in color and in intensity, where the

switch time of illumination regimes is in the range of the duration of a single picture

element.

2.5 Tunable Beam Splitting

The next step in incident light fluorescence microscopy is coupling the excitation

light into the incident light beam path to illuminate the sample. Even though the

classical solution by gray splitter or dichroic mirrors will work in connection with a

tunable laser, these concepts invalidate the benefits of the new invention.

The simplest solution is of course a gray splitter that would also allow tuning the

excitation wavelength continuously without the need of changing the splitting

mirror. The major disadvantage, though, is the significant loss of both the applied
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laser energy and the emitted fluorescence light, which is highly undesirable. For

that reason, a gray splitter solution would be a little attractive makeshift.

The implementation of dichroitic splitting mirrors is also not ideal, as already

mentioned above. They work more efficiently, but are very inflexible as many

splitters would be necessary to interchange. For a reasonably dense covering over

250 nm, at least ten different splitting mirrors would be necessary, mounted on a

wheel or slider. This is mechanically fragile, slow, and expensive. Not to mention

that for the typical case, that is multiple staining, multiple splitters for a huge

number of combinations need to be available as well. In order to serve for the

mentioned eight lines, allowing excitation only at distances of 36 nm (compared to

a continuous, i.e., stepless tuning!), 28 different splitters, i.e., 256 different ele-

ments, would be necessary to be mounted and operated – not really a serious

suggestion.

Here again, by employment of acousto-optical elements, a potent and very

elegant solution was found: the acousto-optical beam splitter (AOBS) (Birk et al.

2002). Basically, this is an AOTF in reverse operation, which, however, requires the

resolution of a couple of sophisticated technical problems.

If the acousto-optical crystal is tuned for a selected wavelength, then upon

illumination with white light, this wavelength will be deflected into the first

order. All other colors will pass the crystal straight and leave at the zeroth order.

As the light pass is symmetrical, it is as well possible to guide light of a very narrow

band into the first order, which will exit coaxially at the original entrance of the

crystal. If adjusted correctly, this light could be used to irradiate the sample. The

emitted fluorescence will never have the same wavelength as the excitation, rather

always be shifted to the red. On its way back through the crystal, the emission is

therefore not deflected into first order and can be collected completely by the

detector. As the first-order bands in acousto-optical devices are always very narrow

(typically around 1–2 nm), the excitation is very efficient and the losses for the

precious fluorescence emission are very low. This is especially beneficial when

compared to multiple-band dichroitic mirror splitter systems.

The most striking benefits of this method in combination with a tunable laser are

of course the fact that the reflection peaks (the very narrow bands that allow light to

pass from first order to the entrance of the crystal) can be controlled directly and

without any detour, together with the selection of the excitation peak (Fig. 2.3).

As soon as a certain frequency is applied to the AOTF in order to provide a selected

excitation, the AOBS crystal that is coupled electronically to the AOTF crystal will

be reprogrammed synchronously without any interactive control needed by the

operator. This enables the continuous tuning of the excitation, prevents losses due

to improper beam splitters, avoids losses in time due to mechanical switch of

splitting mirrors, and at the same time represents a highly transmissive optical

component that needs to be capable of simultaneous injection of various tunable

excitations and transmission of the consequent fluorescence emissions.

And still there is one more merit: the operator does not need to follow all this

reasoning. “By accident we used the wrong beam splitter” does not happen anymore.
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2.6 Tunable Spectral Detectors

To record fluorescence flexibly as offered by a tunable laser and a tunable beam

splitter, it is also desirable to have emission filters tunable. Basically, tunable band

filters already exist for a long time: spectral analysis of light started when Joseph

von Fraunhofer (1787–1826) invented the spectrometer in 1814. By spreading the

light spectrally by means of a dispersive element (here: a prism) and collecting only

the desired band by blocking the unwanted parts by barriers, the task can be done

easily. This is the concept of all modern spectrophotometers. The challenge was to

allow the recording of multiple bands simultaneously and at the same time reduce

losses as much as possible. This task was solved by an ingenious combination of

comparably simple devices. A multiband detector allows the simultaneous record-

ing of multiple parts of the spectrum, and the bands are adjustable individually and

steplessly (Engelhardt 1997).

For signal reasons, a prism is chosen over a grid, since a grid has many

disadvantages in terms of photon inefficiency as they create many orders and

show severe polarization effects. The slit is made from two independently movable

barriers, very similar to a conventional spectrophotometer. In a commercial spec-

trometer, a lot of effort is made to avoid any reflections from the barriers, as this

may cause stray light and consequently distort the measurements. In a multiband

detector, the edges of the barriers are designed as highly reflective mirrors.

Fig. 2.3 White beam splitting by acousto-optical beam splitter (AOBS). The color- and intensity-

shaped excitation light (multiple bandlets) is guided by the AOBS into the specimen. From there,

emission light is transmitted into the detection system. The transmission is white, with the

exception of the narrow bandlets that are used for excitation. Both devices, AOTF and AOBS,

are controlled synchronously in parallel (dotted line) when the wavelength of the illumination

pattern is modified. No further interaction (“selection of dichroic”) is necessary. The white

transmission is better than 95% and allows immediate recording of emission spectra that are not

chromatically modified by beam splitters
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The initially unwanted parts of the spectrum are reflected and directed to successive

detectors that are designed with similar barriers. Repeated combination of this setup

allows to record a series of bands simultaneously (Fig. 2.4). The losses at the

mirrors are very low (<1%) and the slit itself has no absorption at all, of course.

This configuration constitutes a detection system, where many bands can be

recorded simultaneously and the cut-off edges of the bands are individually and

steplessly tunable. This is the ideal detector for multiple fluorescence samples. And

it is the natural extension to a laser with multiple, tunable emission peaks.

As a side effect, the multiband detector also allows to record emission spectra, as

it anyway consists of a series of spectrophotometers. The original intension was to

record multiple bands simultaneously at negligible losses

2.7 Optimal Excitation

The abundance of many different dyes applied in biological research for fluores-

cence microscopy does make a flexible solution for exciting these dyes indispens-

able. Thus, the most important benefit of a tunable laser is obvious: setting the

excitation wavelength to the most optimal position – in the simplest case to the

excitation maximum of the dye.

Commercially available dyes are often named by excitation wavelength. Never-

theless, this name does not necessarily indicate the excitation maximum, but

probably the best classical laser line that should be used to excite that dyes. The

routinely used dye “Alexa488,” for example, was baptized according to the most

often used line emitted by the argon ion plasma, that is 488 nm. The excitation

maximum of Alexa488 is around 500 nm; at 488 nm, the absorption dropped to

only 80%.

A second commonly used dye, Alexa546, actually does absorb maximally at

561 nm. There is a good laser line from solid-state lasers at 561 nm. However, this

does not imply that this would also be the best color for excitation. As a matter of

fact, a tunable laser easily enables the dialing of the excitation according to the

excitation maximum, but one has to keep in mind that between excitation and

emission a certain distance has to be maintained in order not to distort the measure-

ment. For this reason, in many cases it is recommendable to excite at shorter

wavelengths than maximum, and especially if the Stoke’s Shift is comparably

short and the emission spectrum consequently has severe overlap with the excita-

tion spectrum. In those cases one can still collect the larger part of the emission by

shifting the excitation to the blue and moving the edge of the emission band

accordingly. This procedure is usually not a disadvantage, as the laser is rarely

used at full power (Fig. 2.5).

Thus, to compensate for the lesser absorption, one may just increase the laser

intensity to reach a better signal-to-noise ratio in the recorded data. A combination

of a tunable laser, an electronically coupled tunable beam splitter, and a tunable

band detector – this optimal setting of excitation is found very conveniently by

2 The White Confocal: Continuous Spectral Tuning in Excitation and Emission 47



Fig. 2.4 Spectral multiband detection. The emission from the specimen is passed by the AOBS to

a detection system that is made of a sequence of classical spectrophotometer devices. The emission

light is dispersed by a prism (not shown) and directed to a detector D2. In front of this detector, a

spectral band is selected by two movable barriers that only pass the desired band. Parts of the

spectrum with shorter wavelength are reflected to the next detector D1, as the barriers are made of

high-reflecting mirrors. The detector D1 is also equipped with an equivalent band selection device.

The same is true for that fraction of the spectrum that has longer wavelength than required for D2.

This way of cascading any required number of band selector devices allows distributing the

spectrum in any possible fractions to different detectors. This is an immediate tool for simulta-

neous recording of multiparameter fluorescence at lowest possible losses and maximum flexibility.

The photometer slits have no chromatic properties, as compared to filters
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recording a few test images. You need just to vary the parameters during scanning

until you find the best result, interactively within a matter of seconds. Of course, the

system also is capable of incrementing the parameters automatically and record a

series of images. And you may wish to select the desired parameters from the image

stack afterwards.

2.8 Optimal Excitation for Multiple Stainings

A tool for stepless tuning of excitation wavelength is of even more importance for

samples that are multiply stained. Here, the “cross-talking” between channels is a

severe problem, when two or more fluorescence channels are recorded simulta-

neously. On the excitation side, a laser line meant to excite a shorter wavelength

dye often will also excite the long-wavelength dye, although at a lower cross-

section. This causes a better signal collected in the emission band for the long-

wavelength dye, but at the same time the emission from that same dye may be

increased in the short-wavelength channel, if the emission spectrum is wide

enough. This of course will corrupt the separation of the two signals. This effect

is called “bleed though” or “cross-talking.” To tackle that problem, the short-

wavelength excitation may be tuned further into the blue range – by a tunable

laser. The excitation for the blue dye will be reduced, too, but usually not to the

same degree as the excitation for the red dye. How those ratios change is, of course,

strongly dependent on the dyes used.

As the laser available is usually more than sufficient to excite the dye at

maximum absorption, the reduced blue signal may be corrected for by increasing

the short-wavelength excitation intensity. A laser that is steplessly tunable both in

wavelength and intensity is the ideal source for these optimizations.
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Fig. 2.5 Optimal fluorescence excitation by tunable devices. (a) A theoretical fluorescence dye

with excitation spectrum (blue) and emission spectrum (red ) is excited with a fixed wavelength

laser (arrow). The intensity of the emission equals the area under the green curve, if a white

detection system is used (collection of all emission from about the excitation wavelength to the red
border – here: 750 nm). (b) Excitation tune to an optimal wavelength, where the dye is well

excited and the band for recording emission is not cutting away any significant part of the emission

spectrum. Recorded emission intensity is ca 2.5 times as compared to example (a)
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Similarly, it may occur that the long-wavelength excitation also excites the blue

dye, causing a wrong blue signal in the red channel (without the benefit of a better

signal in the blue channel, as emission is always of longer wavelength than

excitation). For correction, the excitation wavelength must be tuned further red.

This case is more critical, as it implies as well the need to narrow the collection

band for the red signal.

With a tunable laser, it is very easy to balance the signals for multiple dyes and,

at the same time, to reduce the unwanted signal in channels of complementary dyes.

And in combination with a spectral band detector, it is possible to adapt the

collected emission bands in order to increase signal to noise and further reduce

crosstalk. A method that employs tunable laser lines would be rather laborious

without an automatic synchronous tracing of the beam split parameters and the

collection edges of the emission bands. With respect to the selection of appropriate

filters and beam splitters, in many cases it would be just impossible.

When excitation wavelengths are optimized, the precision of separation may be

enhanced further by the known procedures – if any are necessary. Here, fit in the

already mentioned adaptation of the emission bands, the method of sequential

scanning of the single channels, and – if nothing else will help – mathematical

treatment by unmixing algorithms. The best method is of course: use simple to

separate dyes – if any possible.

2.9 F€orster Resonance Energy Transfer Problems

These days, fluorescence microscopy knows many new methods that well exceed

the mere recording of images for rendering morphologic structures. An example

that benefits particularly from tunable excitation wavelengths is the F€orster reso-
nance energy transfer (FRET) method. In FRET pairs of fluorochromes, the

shorter wavelength dye is called the donor (D) and the longer wavelength dye is

called the acceptor (A). In order for FRET to occur, the emission of D needs to

spectrally overlap with the excitation of A. Then, the energy from D may be

transferred to A without involving a photon (radiationless transfer). As radiation-

less transfer occurs only if the molecules are spatially very close (a few nano-

meters), the occurrence of FRET gives some evidence for the spatial

colocalization of the fluorophores. If the fluorophores are bound to biological

structure elements, e.g., proteins, then this conclusion also holds for the biological

molecules that are investigated.

Detection of FRET is possible by two different methods: FRET-AB (for “FRET

acceptor bleaching”) and FRET-SE (for “FRET-sensitized emission”). FRET-SE

tries to measure directly the acceptor’s emission that was caused by donor excita-

tion. Under normal (non-FRET) conditions, only the donor would emit photons

(EmD) when excited with appropriate wavelength (ExD). If radiationless transition
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occurs, then a second color is emitted, the acceptor emission (EmA) upon the single

excitation by ExD. Separation of both emission channels is not trivial, as one has to

quantitatively measure the comparably weak FRET signal against the strong donor

emission. A separation that is just pleasing the eye is not sufficient. As in living

objects the fluorochromized molecules move comparably fast, it is essential to

record both emission channels simultaneously. As excitation is done by one single

wavelength, there is a good chance to find emission of donor not only in the short-

wavelength band for EmD, but also in the emission channel for EmA. The latter

should only render the FRET signal. Due to the strong donor emission, this spill into

the FRET channel causes significant disturbance in measurement accuracy of the

faint FRET signal. The errors due to overlap of emissions of both channels may be

corrected for by adaptation of the emission-band characteristics and by mathemati-

cal correction. Normally, for these kinds of experiments, a series of control mea-

surements have to be recorded in order to capture all the parameters that cause

crosstalk. These parameters are then applied to the data to get a significant measure

for the radiationless transfer. Under good conditions, even the distance of the

“fretting” molecules might be estimated.

A further source of errors that can have an impact on the precision of the

FRET measurement is direct excitation of the acceptor molecule by the donor

excitation wavelength. This of course causes directly a “bogus FRET signal,” as

there is no way to discern whether the emission from the acceptor was caused by

direct excitation or as consequence of a FRET event. Here, the tunable laser

offers the solution: the excitation wavelength may be selected from the bluer

range of the spectrum until the effect is as small as possible or vanishes entirely.

This way, by fine-tuning excitation, distinctly improved qualitative data may be

obtained.

In FRET-AB, which is preferentially appropriate for fixed samples, a quantifi-

able donor image is recorded. Then, the acceptor molecules are destroyed by

application of a high dose of light with a wavelength at high absorption of the

acceptor (“bleaching”). If prior to bleaching FRET has occurred, then radiationless

transfer is now interrupted and the donor emission should increase. Therefore, a

second donor image is recorded and the intensity is compared to the first recording

prior to bleaching. As was shown by Valentina Caorsi (Bianchini et al. 2010), a

serious problem is caused by the fact that during bleaching of the acceptor, also

donor molecules may be destroyed if donor absorption is too strong at the bleaching

wavelength. Then, the donor fluorescence is reduced again after bleaching , and the

increase caused by FRET is compensated for or at least reduced. The absorption

properties in a real sample differ usually significantly from data published in

literature, where in most cases spectra of the dye in solvent are published. The

tunable laser offers here a means to measure the real absorption properties (spec-

trum) of the donor and to compare that with data from the literature. And in

addition, it offers as well a solution to the problem: the wavelength for bleaching

may be moved as far as necessary into the red part of the spectrum, until the donor
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will not absorb and the donor molecules will not be bleached and sensible FRET

data can be obtained.

2.10 Excitation Spectra In Situ

The tunability of the white laser consequentially offers a possibility to automati-

cally increment the excitation wavelength and record data at each color. The result

is a stack of data in the excitation wavelength dimension. By selection of regions of

interests in the image plane, the excitation spectra of various structures can be

displayed graphically and the spectral data are available for further evaluation as

well. As already mentioned, the optical properties of fluorochromes strongly

depend on the local environment that the molecule is sensing. This fact was the

precondition to use fluorescent dyes as pH indicators, polarity sensors, or potential-

sensitive probes. The modern bioindicators are as well based on this interaction of

the fluorochromes and the local environment – where the environment could as well

be a second fluorochrome. Here, in many cases the sensing mechanism involves a

molecule that binds to the probed metabolite. Binding then causes a conformational

change or cleavage, rendering the attached fluorochromes to a different environ-

ment, or changing the distance to a second fluorochrome (FRET-based indicators).

As there are a tremendous number of modern fluorescence-based indicators,

especially the continuously newly developed mutants of fluorescent proteins, the

measurement of the spectral properties inside the sample became indispensable.

Excitation spectra also help to separate dyes by unmixing methods based on

excitation. That is of particular interest with dyes that have strongly overlapping

emissions or emissions that are more or less identical. As a consequence, a new

method is available: spectral excitation unmixing.

2.11 l2-Maps

With the freedom to record spectra by varying both emission and excitation, a new

and additional analytical method is available: two-dimensional maps that correlate

excitation wavelength and emission wavelength (l2-maps). For this purpose, emis-

sion spectra are recorded in a series of excitation wavelengths. With systems that

provide automatic incrementation of excitation color and the corresponding emis-

sion bands, this becomes an easy task. The obtained data are displayed as intensity

distributions in the spectral landscape.

l2-mapping is significantly beneficial when samples contain multiple stains (i.e.,

more than approximately four) or are composed of a complex mixture of fluorescent

molecules. In complex samples, such as autofluorescing biofilms or eightfold-

stained samples, this type of analysis is applied with great success. (Borlinghaus

et al. 2006; Bianchini et al. 2010).
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2.12 Fluorescence Lifetime Imaging

Asmentioned above, the white laser is pumped by an IR laser that is pulsed at around

100 MHz. Consequently, also the white light is pulsed at the same frequency. The

pulse width is in the range of some 20 ps. These parameters make this white light

source an ideal tool for measurement of fluorescence lifetime. Classical fluorescence

lifetime imaging (FLIM) is performed by detecting the delay time between a light

pulse that excites the fluorochromes and the arrival of the first photon at the sensor.

As this delay is distributed statistically, measurements have to be repeated many

times (at the same position) and the data are plotted in a time histogram. The typical

decay time t is then extracted from these data by standard curve-fitting algorithms.

A scanning microscope allows doing this calculation at each picture element. The

resulting image consequently does not show intensities as values, but fluorescence

decay times and is hence called a t-map. With the tunable laser that is described

above, it is not only possible to select the wavelength for optimal excitation, but also

to record and evaluate sequences of t-maps against excitation wavelength. This

yields an entirely new quality of information: the correlation of fluorescence lifetime

and excitation color, which was not accessible by now.

By means of a spectral detector it is also possible to correlate fluorescence

lifetime and emission color (a method called “spectral FLIM”). In a combination

of all these methods, the excitation tuning provides a third dimension when

measuring fluorescence lifetimes. And it also opens up the possibility of correlating

excitation and emission wavelength by fluorescence lifetime (l2t-maps).

2.13 Unlimited Spectral Performance

As shown in this article, the use of a tunable visible laser that allows multiple lines

simultaneously and fast switching (ms) is a crucial improvement for confocal fluores-

cence microscopy. This is particularly true, when the corresponding parameters for

beam splitting and emission band selection are continuously adaptable to the selected

excitation (Borlinghaus 2007). Then, such an instrument is a completely new tool

allowing new insights by newmethods and applications that have not been available so

far. This is true for structural imaging, formeasurements of dynamic processes in living

material, and for the new fluorescence applications in biomedical research, like FLIM.
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Chapter 3

Second/Third Harmonic Generation Microscopy

Shakil Rehman, Naveen K. Balla, Elijah Y. Y. Seng, and Colin J. R. Sheppard

3.1 Introduction

When the energy density at the focal spot of a microscope is sufficiently large,

nonlinear optical effects such as, harmonic generation, sum-frequency generation,

coherent Raman scattering, parametric oscillations, and multi-photon fluorescence

can be observed. These optical phenomena can be used in a nonlinear optical

microscope to study the biological material. Nonlinear optical microscopy may

be divided into incoherent and coherent modes. Incoherent nonlinear microscopy is

characterized by the optical signal (like fluorescence) with a random phase, whose

power is proportional to the concentration of radiating molecules. The principle of

nonlinear fluorescence microscopes is based on the simultaneous absorption of two
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or more photons, as in, two-photon excited fluorescence microscopy (Denk et al.

1990) and three-photon excitation fluorescence microscopy (Maiti et al. 1997;

Schrader et al. 1997). The coherent mode of nonlinear microscopy is characterized

by the optical signal whose phase is determined by factors like phase of excitation

field and the geometrical distribution of radiating molecules. Some of the coherent

nonlinear microscopic techniques are second harmonic generation (SHG) micro-

scopy (Campagnola et al. 1999; Gannaway and Sheppard 1978; Gauderon et al.

1998; Sheppard and Kompfner 1978), coherent anti-Stokes Raman scattering

(CARS) microscopy (Duncan et al. 1982), and third harmonic generation (THG)

microscopy (Barad et al. 1997; M€uller et al. 1998; Squier et al. 1998; Yelin and

Silberberg 1999). All of these nonlinear microscope modalities have benefited from

the fact that it is easier than ever before to generate ultrashort laser pulses at specific

wavelengths.

SHG is a nonlinear optical process which can take place in a microscope using

ultrashort laser pulses in the near-infrared range. The amplitude of SHG is propor-

tional to the square of the incident light intensity. In 1978, Sheppard first proposed

the idea that two-photon excited fluorescence (2PEF) and SHG can be used for

nonlinear microscopy. Later, in 1990, Denk et al. used ultrashort pulse lasers to

demonstrate the 2PEF microscopy that involves near-simultaneous absorption of

two photons to excite a fluorophore, followed by an incoherent emission of fluores-

cence. The nonlinear process of SHG takes place through an interaction between

the electric field and its spatial derivative. Emission by this process is highly

anisotropic, coherent, and phase-coupled to the excitation and is therefore subject

to phase-matching effects between the electric fields associated with the process.

In SHG, two photons are converted into a single photon at twice the excitation

energy emitted coherently. SHG takes place in systems lacking a center of symme-

try. In biological materials, cellular membranes possess such asymmetrically

distributed molecular structure. Supramolecular structures within cells and tissues

that can produce SHG signals are collagen and actin filaments. Being a nonlinear

process, SHG signal is maximum at the focus of the microscope, resulting in the

intrinsic three-dimensional sectioning without the use of a confocal aperture that

greatly reduces out-of-focus plane photobleaching and phototoxicity. Near-infrared

wavelength excitation allows excellent depth penetration in biological material;

therefore, this method is well-suited for studying intact tissue samples. Information

about the organization of chromophores, including dyes and structural proteins, at

the molecular level can be extracted from SHG imaging data in several ways. SHG

signals have well-defined polarizations, and hence SHG polarization anisotropy can

also be used to determine the absolute orientation and degree of organization of

proteins in tissues.

THG is a nonlinear optical process which has been intensely studied since the

early days of nonlinear optics (Bloembergen 1965; Shen 1984). This process has

been applied in imaging of lipids in cells and tissues (Débarre et al. 2006),

subcellular structure in neurons (Yelin and Silberberg 1999), cell nuclei (Yu et al.

2008), and simultaneous SHG, THG, and 2PEF imaging of live biomaterials (Chu

et al. 2001). All materials have some third-order nonlinearity depending on the
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material property, symmetry, and the incident light. At the focus of microscope

objective lens, when a discontinuity or inhomogeneity is encountered, like an

interface between two media, the symmetry along the optical axis is broken and a

third harmonic signal can be obtained. High optical sectioning can be achieved

because of the nonlinear process of THG taking place only at the focal plane. Being

the property of all materials, third harmonic signal can be used for noninvasive

microscopy, particularly in biological materials without the need of fluorescence

labeling.

3.2 Nonlinear Optics Background

Nonlinear optical phenomena occur when the response of a material to the applied

optical field depends nonlinearly on the strength of the field. The applied field may

cause changes in the distribution or motion of the internal electric charges such as

electrons, ions, or nuclei within a molecular system, resulting in a field-induced

electric dipole moment which, in turn, acts as a new source to emit a secondary

wave. This is the fundamental process of optically field-induced polarization in a

molecular system and re-emission of a secondary electromagnetic wave.

The induced polarization in a medium depends on the strength of the applied

field and can be written as

PðtÞ ¼ e0wð1ÞEðtÞ ; (3.1)

where is e0 is the permittivity of free space, w(1) the linear susceptibility of the

medium, E is the incident field, and P is the induced polarization. The electric

susceptibility w indicates the ability of the electric dipoles in a dielectric to align

themselves with the electric field. A general expression for the induced polarization

can be written in a power series expansion in the magnitude of the electric field as

PðtÞ ¼ e0wð1ÞEðtÞ þ e0wð2ÞE2ðtÞ þ e0wð3ÞE3ðtÞ þ � � � : (3.2)

w(2) and w(3) are the second-order and third-order nonlinear susceptibilities,

respectively. For materials with inversion symmetry, all the even-order nonlinear

susceptibility coefficients are equal to zero. In general, P and E are vector quan-

tities, therefore, nth-order susceptibility w(n) becomes a (n þ 1) rank tensor. First

term in (3.2) represents the linear polarization and it can be shown that the linear

susceptibility wð1Þ ¼ n2 � 1, where n is the refractive index. Second term in (3.2) is

referred to as second-order nonlinear polarization Pð2ÞðtÞ ¼ e0wð2ÞE2ðtÞ and

Pð3ÞðtÞ ¼ e0wð3ÞE3ðtÞ as third-order nonlinear polarization and so on. Each of

these polarization terms gives rise to a different physical phenomenon. For example,

second-order polarization is used to produce SHG and sum/difference frequency

generation, and third-order polarization is responsible for THG, Raman scattering,
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Brillouin scattering, self-focusing, and optical phase conjugation. Furthermore,

second-order nonlinear optical interactions can only occur in noncentrosymmetric

crystals, that is, in crystals having no inversion symmetry, while third-order non-

linear phenomena can occur in any medium regardless of whether it possesses

inversion symmetry or not.

Consider that an electric field applied to a medium is of the form

EðtÞ ¼ E0 þ Eo cosðotÞ ; (3.3)

where E0 is the dc field and Eo is the amplitude of the field at frequency o.
Substituting this value in (3.2) and solving for various polarizations, we get

cross-terms that represent the nonlinear phenomena. For example, the second-

order polarization can be written as

Pð2ÞðtÞ ¼ e0wð2ÞE2ðtÞ ¼ e0wð2Þ E2
0 þ

E2
o

2
þ E2

o cosð2otÞ
2

þ 2E0Eo cosðotÞ
� �

: (3.4)

The four terms of (3.4) represent wð2Þ based nonlinear optical processes and are

explained as follows.

e0wð2ÞE2
0: DC hyper-polarizability.

e0wð2ÞE2
o 2= : DC optical rectification. Applied field produces a static voltage in

the medium that is proportional to the applied field.

e0wð2ÞE2
o cosðotÞ 2= : Polarization generated at frequency 2o that can be used to

obtain a signal at twice the frequency of the input field and is responsible for SHG.

e0wð2Þ2E0Eo cosðotÞ: Linear electro-optic effect (Pockels effect) represents the

modification of the refractive index because of an applied DC electric field and can

be used for optical switching and for phase modulation of light.

By substituting (3.3) in third-order polarization term of (3.2), we get

Pð3ÞðtÞ ¼ e0wð3ÞE3ðtÞ
¼ e0wð3Þ E0 þ Eo cosðotÞ½ �3:

(3.5)

Cross-terms obtained from this equation provide wð3Þ based optical processes,

some of which are explained as follows:

e0wð3ÞE2
0Eo cosðotÞ: Quadratic electro-optic effect also known as the Kerr effect.

This occurs in isotropic media such as gases and liquids as well as solids and is not

as widely used as the Pockels effect because of quadratic dependence with the

applied field.

e0wð3ÞE2
0E

2
o cosð2otÞ: DC-induced SHG. Because of symmetry reasons SHG is

not possible in isotropic materials. In this case, applied electric field breaks the

symmetry, making SHG possible.

e0wð3ÞE3
o cosð3otÞ: THG at three times the frequency of the applied field. THG is

allowed in all materials including isotropic ones.
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e0wð3ÞE2
o cosðotÞ: Optical (AC) Kerr effect. Third-order susceptibility permits a

term at frequency o caused by the applied field at the same frequency. This term

gives rise to self-focusing and self-phase modulation.

Here, we would like to give the readers a feel for how these nonlinearities arise,

through the example of an anharmonic oscillator suggested by Bloembergen

(1965). The approximate motion of a bound electron in a dielectric medium can

be expressed with the equation of motion of an anharmonic oscillator as

d2x

dt2
þ g

dx

dt
þ o2

0xþ ax2 ¼ F ; (3.6)

where F is the external force acting on the electron, x is the displacement from

its mean position, oo is the natural frequency of the electron, g is the damping

parameter, and ax2 is the nonlinear term with a being a nonlinear coefficient. Let

us assume an incident electromagnetic wave consisting of two oscillating elec-

tric fields of amplitude E1 and E2 and frequencies o1 and o2, of the form

E1e
�io1t þ E2e

�io2t þ c.c, where c.c refers to the complex conjugate terms. The

external force F would then be �eE/m where e and m are the charge and mass of an

electron. According to the perturbation theory, we can write the solution of (3.3) as

x ¼ lxð1Þ þ l2xð2Þ þ l3xð3Þ þ � � � : (3.7)

For the above equation to hold for any value of l, the differential equation should
be satisfied for each power of l. So we get a series of equations as follows.

First order in l: d2xð1Þ=dt2 þ gdxð1Þ=dtþ o2
0x

ð1Þ ¼ �eE=m
Second order in l: d2xð2Þ=dt2 þ gdxð2Þ=dtþ o2

0x
ð2Þ ¼ �a½xð2Þ�2

Third order in l: d2xð3Þ=dt2 þ gdxð3Þ=dtþ o2
0x

ð3Þ ¼ �axð1Þxð2Þ and so on.

Solving for xð1Þ we get, xð1Þ ¼ eE1 m=ð Þ o2
1 � o2

0

� ��� �
eio1t þ eE2 m=ð Þ=½

o2
1 � o2

0

� ��
eio2t þ c.c:

To solve for the second-order term, let us substitute the value of xð1Þ in the

differential equation for xð2Þ and get

xð2Þ ¼
e2

m2 E
2
1

o2
1 � o2

0

� �2 ð2o1Þ2 � o2
0

h i ei2o1t þ
e2

m2 E
2
2

o2
2 � o2

0

� �2 ð2o2Þ2 � o2
0

h i ei2o2t

þ
e2

m2 E
2
1E

2
2

o2
1 � o2

0

� �2 o2
2 � o2

0

� �2 ðo1 þ o2Þ2 � o2
0

h i eiðo1þo2Þt

þ
e2

m2 E
2
1E

2
2

o2
1 � o2

0

� �2 o2
2 � o2

0

� �2 ðo1 � o2Þ2 � o2
0

h i eiðo1�o2Þt þ c.c: (3.8)

Here, we have omitted the DC electric field as it is not relevant in this example.

The expression for xð2Þ contains two harmonic terms, a sum frequency term
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ðo1 þ o2Þ and a difference frequency term ðo1 � o2Þ which explain the second-

order optical phenomena as defined by (3.2). In a similar fashion, we can derive

the third-order harmonics by solving for xð3Þ. The second-order polarization, due to
a single electron of charge e, is given by exð2Þ. If the number density of electrons

in the given dielectric is Ne, the bulk second-order polarization will be

Pð2Þ ¼ Neex
ð2Þ. As we already know the form of second-order polarization from

(3.2), Pð2ÞðtÞ ¼ e0wð2ÞE2ðtÞ. Therefore, we can get an expression for second-order

nonlinear susceptibility as

wð2Þ ¼ Neex
ð2Þ

enE2
: (3.9)

This derivation is given in scalar form for simplicity. In a similar fashion, one

can solve for third-order nonlinear susceptibility for this problem.

3.3 Second Harmonic Generation

SHG is a three-wave mixing process based on second-order polarization as shown

in Fig. 3.1a. In this picture, two photons of frequency o are converted into one

photon of twice the frequency at 2o. The energy levels represented by solid lines

are atomic or molecular levels and dotted lines represent the virtual states. These

virtual energy states are combined states of the molecular system and the photons of

the incident radiation. This property of nonlinear harmonic generation via virtual

states leaves no residual energy in the medium and the emitted photon has exactly

same amount of energy as that of the absorbed photons. The conservation of energy

in such a nonlinear process provides the noninvasive property of imaging in the

microscopic applications of biological material.

Fig. 3.1 Energy level description of SHG (a) and THG (b) processes
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Because of symmetry reasons, elements of the second-order susceptibility

cancel out in an isotropic homogeneous medium; hence, second-order nonlinear

optical effect can occur in a noncentrosymmetric crystalline structure only. The

first experiment carried out to demonstrate optical SHG was performed in 1961

(Franken et al. 1961). Some other physical nonlinear processes based on w 2ð Þ are
linear electro-optic effect (Pockel’s effect), optical rectification, and DC polariz-

ability. The second order-induced polarization can be written as (He and Liu 1999)

Pi
ð2Þð2oÞ ¼ e0

X
jk

wð2Þijk ðo; oÞEjðoÞEkðoÞ ; (3.10)

where E(o) is the incident wave at frequency o and the induced polarization is at

2o that produces a new radiation at double the frequency. Here, wð2Þijk is a third-rank

tensor responsible for the SHG; for centrosymmetric materials, wð2Þijk vanishes

because of inversion symmetry. The indices ijk are summed over linear polarization

directions of x, y, and z. The induced polarization P
ð2Þ
x ð2oÞ produces an electro-

magnetic field Exð2oÞ at twice the frequency of the input field. If we assume the

incident electric field of the form Ei sinðotÞ, then the resulting polarization becomes

P
ð2Þ
i ð2oÞ ¼ e0

X
jk

wð2Þijk ðo; oÞEjðoÞEkðoÞsin2ðotÞ ; (3.11)

¼ 1

2
e0
X
jk

wð2Þijk ðo; oÞEjðoÞEkðoÞ½1� cosð2otÞ� : (3.12)

The first term in (3.9) gives rise to a DC polarization within the material and the

second term with cosð2otÞ corresponds to a polarization wave that oscillates at

twice the fundamental frequency o and that acts as a source for the second

harmonic output field. Because of symmetry selection rules, the elements of the

nonlinear susceptibility tensor wð2Þjk vanish for materials with inversion symmetry.

This symmetry rule also applies equally well for all even powers of nonlinear

susceptibilities given by (3.2). Therefore, second harmonic effect is not observed

for an isotropic and centrosymmetric material. For effective nonlinear harmonic

generation effect, the specimen must be relatively transparent to the wavelength of

fundamental illumination light and the generated higher harmonics.

Conversion efficiency in SHG relates to spatiotemporal overlap of waves at

fundamental and second harmonic frequencies, as well as to their group and phase

velocity matching. For effective energy transfer from the fundamental wave to the

second harmonic waves, both the energy and momentum conservation must be

satisfied. Energy conservation states that �ho0 þ �ho0 ¼ �h2o0, where �h ¼ h=2p,
with h being Planck’s constant. This may as well be written as o0 þ o0 ¼ 2o0.

Similarly, the momentum conservation should be satisfied through the momentum

relation given by �hk0 þ �hk0 ¼ �h2k0, or k0 þ k0 ¼ 2k0 for collinear upconversion.

These two conservation requirements lead to phase-matching requirement for the

refractive index of the nonlinear medium at the two frequencies as nð2o0Þ ¼ nðo0Þ.
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For isotropic or cubic materials, this condition is not satisfied, as nð2o0Þ>nðo0Þ in
a normal dispersion. This condition is satisfied only for an anomalous dispersion or

in a birefringent crystal. This can be done by selecting a special direction with in a

crystal so that the dispersion effect of the refractive index can be compensated by

the birefringence effect. Two methods are used for collinear phase matching by

selecting polarizations of the two waves. In type I phase matching,

noðo0Þ þ noðo0Þ ¼ 2neð2o0Þ, where the incident fundamental wave consists of

ordinary polarization while the second harmonic wave contains an extraordinary

polarization component. The superscripts of refractive indices, no and ne represent
the ordinary and extraordinary wave components. In type II phase matching,

noðo0Þ þ neðo0Þ ¼ 2neð2o0Þ, where the fundamental wave consists of two polar-

izations (one ordinary and the other extraordinary polarization) while the second

harmonic wave contains extraordinary polarization component.

The above statements are true for a negative uniaxial crystal and roles of

ordinary and extraordinary waves are reversed for a positive uniaxial crystal.

3.3.1 SHG Microscopy

The first application of SHG in optical microscopy was imaging the structure of

nonlinearities in a crystal of ZnSe, in which, a large area of the specimen was

illuminated by a laser and a second harmonic signal was imaged in an optical

microscope (Hellwarth and Christensen 1974). The scanning mode of a SHG

microscope was implemented by (Gannaway and Sheppard 1978).The first

biological application of SHG microscopy was imaging a rat-tail tendon (Freund

and Deutsch 1986). The development of femtosecond mode-locked lasers provided

stable sources of high-intensity excitation required for the efficient generation of

nonlinear responses. Now SHG microscopy is used in a variety of biological

applications. Optical microscopy with SHG is widely used for contrast generation

in collagen (Campagnola et al. 2002; Chu et al. 2007; Freund et al. 1986; Lin et al.

2005), myocytes (Barzda et al. 2005; Campagnola et al. 2002), plants, and chloro-

plasts (Cox et al. 2005; Mizutani et al. 2000; Prent et al. 2005).

SHG microscopy is based on the noncentrosymmetric organization of micro-

structures in a sample, and the SHG signal can be generated as a result of a broken

symmetry at an interface or because of a noncentrosymmetric arrangement within

bulk structures. At an interface, biological membranes can produce detectable SHG

signal as in the case of a lipid bilayer (Moreaux et al. 2000). Molecular structures

having a symmetric distribution of chirality in the membrane do not give rise to

SHG signal; only an ordered asymmetric distribution of chiral molecules in the

membranes is responsible for SHG (Campagnola et al. 1999). SHG can also be

produced in biogenic crystal structures, for example, in calcite or starch granules

(Mizutani et al. 2000) and biophotonic crystalline and semi-crystalline structures in

living cells (Chu et al. 2002).
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The phase-matching conditions in nonlinear crystals are usually obtained by

angle or temperature tuning (Boyd 2003). The SHG signal from biogenic crystals is

generated in a similar way as in nonlinear crystals. The difference between macro-

scopic and microscopic measurements of SHG is that in microscopic experiments

the fundamental light is tightly focused with a high Numerical Aperture (NA)

objective lens providing a cone of light with a wide range for incident angles

satisfying the phase-matching conditions for some of the rays.

3.3.2 Applications

SHG has been applied to diverse microscopic modalities such as, recording holo-

grams using second harmonic signals scattered from nanocrystals and an indepen-

dently generated second harmonic reference beam (Pu et al. 2008). By far, the most

studied biological structure by SHG microscopy is collagen. Figure 3.2 shows the

collagen structure in the cross-section of sclera of a 42 postnatal-days-old rabbit’s

eye. The images show the forward and backward scattered SHG signal.

Collagen and myosin fibrils of muscles are known to give a good second

harmonic signal. Here, we show the effectiveness of SHG microscopy in a

2-month-old zebra fish. The whole fish was mounted on a microscope well slide

using 0.5% low-melting agarose. The image was formed by an overlapping second

harmonic image over the transmission image as shown in Fig. 3.3. The second

harmonic signal from the skin is due to the collagen layer within the skin. The

second harmonic signal from within the fish body is due to muscles. A higher zoom

into one of these regions (inset) Fig. 3.3b, exposes the fibrillose structure of myosin

in the muscles. The image was obtained with an objective �40, 0.6 NA and using

Ti–sapphire laser at a wavelength of 822 nm.

Fig. 3.2 Backward (a) and forward (b) scattered SHG signal from the surface cuts of sclera, with

NA 0.75 objective, scale bar is 50 mm
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3.3.3 Polarization Dependence of SHG

In SHG microscopy, it is often advantageous to place an analyzer before the

detector so as to obtain images that reflect the polarization state of the SHG signal.

For focusing with low Numerical Aperture objectives (<NA 0.5 for a dry objec-

tive), we may use a paraxial approximation to the electric field at the focus. A

linearly polarized beam focused with a low NA objective will thus give an electric

field that is linearly polarized at the focus.

Taking collagen as an example, we can express the induced SHG polarization as

being related to the input polarization as

P2o
x

P2o
y

P2o
z

2
4

3
5 ¼

0 0 0 0 d15 0

0 0 0 d24 0 0

d31 d31 d33 0 0 0

2
4

3
5

ExEx

EyEy

EzEz

2EyEz

2ExEz

2EyEy

2
6666664

3
7777775
; (3.13)

where the 3� 6 matrix represents the wð2Þ tensor of collagen (Fukada and Yasuda

1964; Roth and Freund 1979), dij represents the tensor coefficients, and z is parallel
to the long axis of the collagen fibril. Typical values of d33 d31= range from 0.8 to

2.4, with the lower values being found primarily in young rats and the higher values

in adult rats (Roth and Freund 1979; Williams et al. 2005).

Figure 3.4 shows the schematic representation of a possible setup for imaging

collagen (e.g., rat-tail tendon). It may be seen that for a linearly polarized beam at

an angle a to the long axis (z - axis), the induced SHG polarization is

P2o
z ¼ d33E

2cos2aþ d31E
2sin2a ; (3.14)

P2o
x ¼ d15E

2 sin 2a: (3.15)

Fig. 3.3 SHG image of a zebra fish (a) transmission image (b) SHG image, inset shows the

enlarged view of an area identifying actin filaments
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It is thus possible to induce SHG from collagen with an input beam polarized

either parallel or perpendicular to the z - axis as in (3.11). Interestingly, (3.11)

shows that if the collagen is excited by an input beam either parallel or perpendicu-

lar to the z - axis, the emitted second harmonic signal generated is always polarized

parallel to the long axis of the tendon as shown in Fig. 3.4. The dependence of SHG

on the input polarization has thus been used to study more about the individual

tensor elements, especially in biological samples where they may prove to have

clinical significance (Chu et al. 2004; Roth and Freund 1979; Stoller et al. 2002;

Williams et al. 2005; Yew and Sheppard 2007).

High NA objectives are often used in imaging as they provide better resolution.

On the other hand, the paraxial approximation used for low NA objectives is no

longer valid and one will need to use a vectorial theory of focusing with the higher

NA objectives (Richards and Wolf 1959). A good example is that of the radially

polarized beam (Quabis et al. 2000) which, when focused with a high NA objective,

produces a strong axial component of the electric field at the focus. The azimuthally

polarized beam (Youngworth and Brown 2000), on the other hand, produces an

electric field at the focus that is solely transverse when focused with a high NA

objective. The importance of such a vectorial theory relative to that of SHG can be

seen if one were to section rat-tail tendon in a transverse manner such that the d33
tensor element can only be excited with a strong axial component of the electric field

(Yew and Sheppard 2006, 2007). This can be seen in Fig. 3.5 where a radially and

azimuthally polarized beam is focused with a high NA objective. For simplicity the

former can be taken to result in a strong, axially directed electric field component at

the focus while the latter has only transversal components of the electric field. It is

seen in Fig. 3.5b that there is still SHG detected despite the electric field being only

in the transverse plane at the focus. Equation 3.10 indicates that the SHG is being

generated from d32ExEx and d31EyEy, whereas the SHG in Fig. 3.5a comes from

d31ExEx, d32EyEy and d33EzEz. At the same time, one would note that the SHG is

polarized in the z-direction and is thus also radially polarized after being collimated

Fig. 3.4 Illustration of an

incident electric field on a

collagen fibril and SHG

3 Second/Third Harmonic Generation Microscopy 65



(Yew and Sheppard 2006, 2007). This further emphasizes the need for combining a

full vectorial theory of focusing with the tensor properties of SHG. The effect of

focussing a radially polarized beam at high NA are shown in Fig. 3.6.

Fig. 3.5 SHG images of rat-tail tendon for a fundamental beam polarized vertically (a)–(c). SHG

images without analyzer (d), and with an analyzer: (e) and (f) indicated by double-headed arrows,

oriented vertically for image (b), and horizontally for image (c). Collagen fibrils excited by an

excitation beam polarized either parallel or perpendicular to the long axis emit SHG polarized

parallel to the long axis of the fibrils

Fig. 3.6 SHG images of transversely sectioned rat-tail tendon. The long axis of the tendon is into

the paper. The effect of focusing a radially polarized beam with a high NA objective is seen in

(a) where the d33 tensor element is preferentially excited through the strong axial component at

the focus. In (b) the converse is true when focusing an azimuthally polarized beam with a high NA

objective, as this results in only transversal electric field components at the focus
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3.4 Third Harmonic Generation

THG is a four-wave mixing process based on third-order nonlinear polarization

as shown in Fig. 3.1b. Unlike the second-order processes, the third-order process

is possible in all media, with or without inversion symmetry. The amplitude of

nonlinear susceptibility w 3ð Þ		 		� w 2ð Þ		 		, resulting in the magnitude of THG being

much smaller than that of SHG. THG was first reported in 1962 in a centrosymmet-

ric calcite crystal (Terhune et al. 1962). Other physical optical processes based

on third-order susceptibility wð3Þ are the Kerr effect, DC-induced SHG, and AC Kerr

effect.

The third-order induced polarization can be written as

Pi
ð3Þð3oÞ ¼ e0

X
jkl

wð3Þijklðo; o; oÞEjðoÞEkðoÞElðoÞ : (3.16)

where E(o) is the incident wave at frequency o and wð3Þ is a fourth-rank tensor and
indices ijkl are summed over linear polarization directions of x, y, and z. The
induced polarization is at 3o that produces a new radiation at three times the

frequency of the incident wave. Cubic nonlinearities are responsible optical pro-

cesses like self-focusing and self-defocusing of optical beams, and also give rise to

interesting effects, such as, optical bistability, phase conjugation, and optical spatial

and temporal solitons. The presence of a cubic nonlinearity along with the quadratic

nonlinearity can produce additional interactions that can be written as

o0 þ o0 � o0 ! o0; o0 þ 2o0 � 2o0 ! o0

2o0 þ o0 � o0 ! 2o0; 2o0 þ 2o0 � 2o0 ! 2o0 :
(3.17)

These relations hold for a fundamental optical frequency o0 under plane wave

approximation. Although the fundamental and second harmonic profiles remain

approximately Gaussian at low conversion efficiencies, their profiles may be

different from Gaussian because of the depletion of the fundamental signal.

The phase-matching condition for THG can be written as 3k1 � k3 ¼ 0. Here, k3
and k1 are the wave vectors of the third harmonic field and the fundamental field,

respectively. This phase-matching condition can also be written in terms of refrac-

tive index n as ½nðoÞ � nð3oÞ� ¼ 0. In general, the refractive index of a medium is

always a function of frequency (the dispersion effect), making nðoÞ 6¼ nð3oÞ and
only in some special cases nðoÞ ¼ nð3oÞ. With a focused excitation beam, THG

from a homogenous bulk medium is canceled when the phase-matching condition is

satisfied. This interesting phenomenon has been explained on the basis of Gouy

phase shift, across the focus of the excitation beam (Cheng and Xie 2002). Along its

propagation direction, a Gaussian beam acquires a phase shift which differs from

that for a plane wave with the same optical frequency. This difference is called the
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Gouy phase shift and is given by ’ðzÞ ¼ � arctanðz=zRÞ, where zR is the Rayleigh

range. This gives a phase shift of p within the Rayleigh range for a Gaussian beam.

As THG is a coherent process, the emitted optical field from all the molecules is

added in contrast with the addition of intensities as in the case of an incoherent

process such as fluorescence. When the phases of the interacting optical fields are

properly matched, a condition termed as phase-matching, the total signal intensity

is proportional to the square of the number of scattering molecules (Boyd 2003).

When phase-matching is not right, the generated signal is significantly low in

magnitude. As the condition of phase-matching is dependent on the relative geom-

etry of the illuminating beam, the signal, and the medium, signals generated by a

coherent process are typically small (Cheng and Xie 2002).

Third harmonic signals can be effectively generated from an interface or from

an object with a size comparable to the FWHM (Full Width at Half Maximum) of

the axial excitation intensity profile. The signal from a bulk medium is canceled by

a wave-vector mismatch associated with the Gouy phase shift of the focused

excitation field. This permits THG imaging of small features with a high signal-

to-background ratio. The THG radiation from a small object or an interface

perpendicular to the optical axis exhibits a sharp radiation pattern along the optical

axis in the forward direction. For an interface parallel to the optical axis, the role of

the Gouy phase shift is to deflect the phase-matching direction, that is, the THG

radiation maximum direction, off the optical axis.

The method of THG microscopy in most samples is on the basis of a peculiarity

of the phase-matching conditions. The third harmonic signal vanishes completely

from most bulk samples, and is generated only when the illuminating beam is

focused at a small inclusion or an interface between two materials. A signal is

generated even when the two materials are index matched, as the THG process

relies on the nonlinear susceptibility rather than on the index of refraction.

As third harmonic signal is produced by a tightly focused laser beam at an

interface, it can be used to image biological and nonbiological specimens. The

production of the THG signal is restricted to the condition of breaking the axial

Fig. 3.7 THG signal shown

by arrows, from a plane

(dotted line) at the focus of
the excitation laser beam. The

focal plane is at an interface

inside the object
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focal symmetry by a change in material properties. The localized production of

third harmonic light at such boundaries provides inherent optical sectioning. There-

fore, it is possible to obtain three-dimensional images of microscopic objects by

detecting THG signal from different planes perpendicular to the axis of laser beam

propagation. This principle of THG is schematically shown in Fig. 3.7. The axial

symmetry is broken by some interface or change in refractive index owing to the

Gouy phase shift.

3.4.1 THG Microscopy

Third harmonic light is produced by a laser beam tightly focused at an interface. It is

possible to image both biological and non-biological specimens with inherent optical

sectioning of THG microscopy. Third harmonic light in a material is produced given

that the axial focal symmetry can be broken by a change in the material properties

like interfaces and boundaries because of refractive index or nonlinear susceptibility

changes. This localized production of third harmonic light at material interfaces

provides the inherent optical sectioning desired in a three-dimensional imaging at

higher axial resolution. It is possible to produce three-dimensional images by THG

from different planes perpendicular to the axis of beam propagation. Compared to

other modes of single or multi-photon laser fluorescence microscopy, no exogenous

fluorophores are needed in THG microscopy.

It was demonstrated by Tsang that under tight focusing conditions THG can be

generated through an interface within the focal volume of the excitation beam

(Tsang 1995). Later, it was shown that whenever there is either a change in refractive

index or third-order nonlinear susceptibility, third harmonic light is produced, and as

a result of this interface effect, third harmonic imaging is possible and can be

applied to study transparent samples having low contrast (Barad et al. 1997).

Volumetric imaging has also been done in both biological and non-biological

Fig. 3.8 Schematic layout of

a typical nonlinear optical

laser scanning microscope
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specimens demonstrating the dynamical imaging properties of THG in live samples

(M€uller et al. 1998; Squier et al. 1998).
A typical nonlinear microscope system is shown in Fig. 3.8, where a standard

optical microscope can be modified into a THG microscope. The laser source is

usually a high power laser with femtosecond pulses. The laser beam is coupled

through one of the microscope ports and is focused into the sample by the micro-

scope objective. The focal point is scanned in the xy plane using two optical

scanners, and along the z-axis using the motorized stage of the microscope. The

third harmonic light is collected by the condenser and detected by a photomultiplier

tube (PMT) after filtering out the fundamental wavelength using a band-pass

interference filter. The signal from the PMT is amplified, digitized and coupled

into a computer, which synchronizes the scanning process and the data collection.

3.4.2 Applications

THG near the focal point of a tightly focused laser beam can be used to probe small

structures of transparent samples at the interfaces and inhomogeneities. Because of

the coherent nature of third harmonic process, the axial resolution of THG micros-

copy is, however, equal to the confocal parameter of the fundamental beam (Barad

et al. 1997). The signal level in THG microscopy can be optimized by the influence

of sample structure and beam focusing (Débarre et al. 2005), where they controlled

the signal level by modifying the Rayleigh range of the excitation beam and

applied this method for the contrast modulation in THG images of Drosophila

embryos. Besides structural and beam shape dependence, the THG is also sensitive

to the local differences in the refractive index, third-order susceptibility, and

dispersion. This aspect of THG was used to image lipids that are present in

many biological cells and tissues (Debarre et al. 2006). In this study, a multimodal

technique for microscopy was used to image lipid bodies, fluorescent compounds

in tissues and extra-cellular matrix by combining two-photon fluorescence, SHG,

and THG microscopy. Another multimodal nonlinear microscopic technique based

on a femtosecond Cr:Forsterite laser was used to simultaneously generate SHG,

THG, two-photon, and three-photon fluorescence images. Multi-photon excited

fluorescence (MPEF) provides functional information of molecules, while SHG

and THG can be used to image organized biological subcellular structures and

interfaces. THG and SHG involve only the virtual state without energy deposition;

therefore, they cause no photodamage or bleaching in the biological specimens

(Chu et al. 2001).

THG microscopy is shown to be particularly suitable for imaging biogenic

crystals and polarization sensitive imaging of crystalline structure in biological

samples (Oron et al. 2003, 2004). THG has been used for the characterization of

saline solutions and structural changes in collagen (Shcheslavskiy et al. 2004). It is

shown that THG epidetection is generally possible when the sample structure is

embedded in a scattering, non-absorbing tissue with thickness greater than the

reduced scattering mean free path (Débarre et al. 2007).
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Recently, a multimodal microscopic technique was implemented by a combina-

tion of THG, SHG, and MPEF image contrast methods on the same microscope

(Gualda et al. 2008). In this study, specific cellular and anatomical features of the

nematode Caenorhabditis elegans were imaged with laser pulses at 1,028 nm from

a Ti:sapphire laser to excite the biological samples and the emitted THG signal was

detected in the near-UV at 343 nm.

3.5 Laser Sources for SHG and THG Microscopy

First laser used in nonlinear microscopy of a biological tissue, was a Q-switched

ruby laser at 694 nm, to study the collagen structure but resulted in strong absorp-

tion of the SHG signal at 347 nm (Fine and Hansen 1971). Later, a Q-switched

Nd–YAG laser at 1,064 nm and nanosecond pulses was used to observe connective

tissues (Freund et al. 1986). More recently, femtosecond pulse laser beams are

being used for SHG and THG microscopy because of their high peak intensities.

The most common and current industrial standard excitation source for non-

linear microscopy is the femtosecond pulse Ti:sapphire laser. With average power

of several watts, around 80MHz repetition rate, its wavelength range is only limited

by the bandwidth of the Ti:sapphire gain medium to between approximately 690

and 1,070 nm. This wavelength range is sometimes called therapeutic window, as it

can penetrate deep into the biological tissue without causing significant photo-

damage, and is not absorbed by water which may otherwise result in heating.

For THG microscopy, a Ti:saphire laser seems to be ideal but strong absorption

of the signal generated in the UV region limits its application to thin biological

specimens. To avoid UV absorption of the generated THG signal in thick biological

samples, THG microscopy is done with wavelengths longer than 1,200 nm.

Cr:Forsterite laser at excitation wavelength of 1,230 nm and repetition rate of

110 MHz is widely used for THG microscopy (Chu et al. 2001, MC Chan et al.

2008). Other lasers used for THG microscopy include optical parametric oscillator

(OPO) working at a wavelength of 1,500 nm and repetition rate of ~80 MHz,

synchronously pumped by a femtosecond Ti:sapphire laser (Canioni et al. 2001;

Yelin and Silberberg 1999); an optical parametric amplifier (OPA) at 1,200 nm and

250 kHz repetition rate pumped by a Ti:sapphire laser (M€uller et al. 1998; Squier
et al. 1998); a fiber laser at 1,560 nm with a repetition rate of 50 MHz (Millard et al.

1999); and some new laser sources being used for nonlinear microscopy are Yb:

glass, Nd:glass, Cr:LiSAF, and fiber lasers.

3.6 Conclusion

The lateral resolution in SHG/THG microscopy remains close to the diffraction

limit of the imaging optics. In general, the interaction volume in the specimen decreases

with an increasing order of the nonlinearity of the process. For multi-photon absorption
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processes, this effect is counterbalanced by a relative increase in the excitation

wavelength. Hence, the real advantage of such a technique lies not in the improved

resolution but in the noninvasive and in vivo imaging without any sample staining.

SHG/THG microscopy because of its noninvasive nature is suitable for in vivo

imaging of live specimens without any preparation. The intensity of the SHG signal

depends on square of the incident light intensity, while the intensity of THG signal

depends on the third power of the incident light intensity. This nonlinear depen-

dence on the intensity leads to localized excitation and is ideal for intrinsic optical

sectioning in scanning laser microscopy. SHG microscopy is suitable for imaging

stacked membranes and arranged proteins with organized structures. The THG

microscopy is applicable to imaging cellular or subcellular interfaces. The main

advantage of THG/SHG microscopy is due to the virtual nature of higher harmonic

generation, in which, no saturation or bleaching results in the generated signal.

Continuous viewing without compromising the sample viability can be achieved

because of this property of nonlinear process, in which no energy is released. SHG/

THG microscopy can be applied to live specimen without compromising its

viability, while high resolution morphological, structural, functional, and cellular

information of biomedical specimens can be obtained. With the flexibility of

combining with fluorescence based microscopes, SHG/THG microscopy is likely

to become a major imaging modality in biomedical fields. Also, given the status of

laser development, it is to be expected that nonlinear optical microscopic techni-

ques such as SHG/THG will be utilized for high resolution microscopy in a variety

of applications.
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Chapter 4

Role of Scattering and Nonlinear Effects

in the Illumination and the Photobleaching

Distribution Profiles

Zeno Lavagnino, Francesca Cella Zanacchi, and Alberto Diaspro

4.1 Introduction

One of the most promising research activity in life sciences concerns the study of

molecular transport properties and mechanisms, such as signaling and trafficking

(Palamidessi et al. 2008), in thick biological samples. Two-photon excitation (2PE)

(Mayer 1931; Denk et al. 1990; Diaspro et al. 2006) microscopy gives us a powerful

tool for deep imaging in biological samples at submicron resolution. Unfortunately,

using such a technique, light diffusion in the excitation and in the emission optical

pathway has to be taken into account since it could be responsible for undesired side

effects. Biological tissues are highly scattering media and this leads to a progressive

attenuation of the excitation intensity profile at the geometrical focus position as the

light travels within the sample and the localization of the maximum 2PE intensity

can shift closer to the surface far from the focal region (Ying et al. 1999) and the

2PE imaging depth limit appears strongly limited by near-surface fluorescence

(Ying et al. 2000). In some perturbation techniques, a high-intensity level delivered

on the sample is required and this can lead to this significant undesired excitation of

the surface layers of the sample. Photobleaching effects also can potentially occur

near the top of the sample.
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4.2 Intensity Distribution of a Gaussian Beam

It is possible to obtain the real three-dimensional (3D) intensity distribution of a

beam focused by a lens (Born and Wolf 1959). We can write the amplitude of the

point spread function for a light source of wavelength l:

hðu; vÞ ¼ �i
2pnSsin2a

l
e

iu
sin2a

ð1
0

J0ðvrÞe
�iur2

2 rdr ; (4.1)

where n is the refractive index of the medium, a the angular aperture of the lens,

J0 is the zero-order Bessel function, and u and v are the normalized optical

coordinates.

v ¼ 2pNAr
l

; u ¼ 2pðNAÞ2z
nl

: (4.2)

The three-dimensional intensity distribution is the product of the amplitude PSF

and its complex conjugate and can be written as (Sheppard 1984):

h2ðu; vÞ�� �� ¼ 2

ð1
0

J0ðvrÞe
�iur2

2 rdrj2 :
����� (4.3)

Such a distribution can be approximatively defined taking into account the

intensity distribution produced by a Gaussian focused beam:

Iillðr; zÞ ¼ I0
o0

oðzÞ
� �2

e

�2r2

o2ðzÞ
; (4.4)

where o0 is the beam waist, z0 is the Rayleigh range (Fig. 4.1), r is the radial

coordinate, z is the axial coordinate, I0 is the Gaussian beam intensity in the focal

region, zs is the axial coordinate of the focal plane, and o(z) is described by:

WðzÞ ¼ o0 1þ ðz� zsÞ
z0

� �2( )1
2

: (4.5)

In the case of single-photon excitation, the 3D fluorescence intensity distribution

is directly proportional to the 3D illumination intensity distribution.

Unlike of what happens in the single-photon excitation case, the two-photon

3D fluorescence intensity distribution depends quadratically on the illumination

distribution:

I2Pðr; zÞ / I2illðr; zÞ : (4.6)
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4.3 Intensity Distribution Modified by Scattering

Scattering phenomenon occurs where there is an inhomogeneous distribution of the

refractive index in a medium. In the case of biological samples, localized particles

or different compartments can be the cause of this inhomogeneity.

In fact, in many biological samples, the main diffusive centers consist of

particles with size ranging from 8 nm to 10 mm. If the scattering particle dimension

is smaller than the incident wavelength, the intensity distribution of the scattered

light depends on the inverse of the fourth power of the incident light wavelength

and Rayleigh scattering occurs.

However, because most of the diffusive centers in biological samples have

dimensions comparable with the light wavelength, this can lead to an anisotropic

scattered intensity distribution (Mie scattering regime) (Mie 1908).

Even though Mie’s theory has been defined for scattering by a single spherical

particle, it can be extended to a larger number of particles under two conditions:

they must be randomly distributed and they have to be separated with higher

distances than the incident light wavelength.

The attenuation of the ballistic (nondiffused) component of the light in a non-

absorbing medium is characterized by the extinction coefficient m. The inversion of
the extinction coefficient leads us to introduce the scattering mean free path, that is,

the average distance covered by a photon between a scattering event and the next one.

The total power carried on a sample section of thickness dz will be attenuated

constantly:

dP

P
¼ �mextdz ; (4.7)

where P is the total power carried by the beam and mext is the total extinction

coefficient, resulting from the sum of two contributions, scattering (s) and

absorption (a):

mext ¼ ms þ ma : (4.8)

2 W0 W0

W(Z)

Z0

ZQ

Fig. 4.1 Beam propagation scheme (z0 is the Rayleigh range and o0 represents the beam waist)
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In single-photon excitation regime, both the excitation and emission intensity

distributions are affected by scattering effects and we should consider an average

extinction coefficient:

m1Pext � mem þ mexc : (4.9)

Considering only the ballistic component of the incident light (neglecting the

diffused contribution), the effect due to scattering phenomenon on the light propa-

gation can be described as an exponential intensity loss.

For a uniform scattering medium, the intensity distribution in the focus of a lens

results:

Iexðr; zÞ ¼ I0
o0

oðzÞ
� �2

exp � 2r2

o2ðzÞ
� �

expð�m1PextzÞ : (4.10)

The higher wavelength used in 2PE makes this technique a suitable tool for

performing imaging in depth in scattering samples. In fact, for a given scattering

sample, the mean free path length under two-photon excitation is about six times

the mean free path length of single-photon excitation.

Nevertheless, scattered light brings to a limited penetration depth (Theer and

Denk 2006) inducing a strong reduction in signal-to-noise ratio (SNR), and this

aspect represents a crucial point for nonlinear imaging in vivo.

The 2PE intensity distribution modified by scattering is written as follows:

Iexðr; zÞ / I20
o0

oðzÞ
� �4

exp � 4r2

o2ðzÞ
� �

expð�m2PextzÞ : (4.11)

Because of its quadratic dependence on the illumination distribution, the 2P

fluorescence intensity distribution’s extinction coefficient is defined as follows:

m2Pext ¼ 2mem þ mexc ; (4.12)

where mem is the contribution due to emission and mexc is the contribution due to

excitation.

Considering transparent biological samples, the absorption contribution can be

neglected (De Grauw et al. 2002) (i.e., ms � ma). Under this assumption, we can

consider the total extinction coefficient in 2PE regime as follows:

ms � m2Pext ¼ 2mem þ mexc : (4.13)

In the end, we can now write the intensity distribution along the optical axis as

follows:

Iexð0; zÞ / I20
o0

oðzÞ
� �4

expð�mszÞ : (4.14)
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Recent works (Theer and Denk 2006) showed that the 2PE intensity distribution

modified by scattering [as defined in (4.6)] can induce significant effects close to

the sample surface (Ying et al. 1999) resulting in a decrease in the imaging

penetration depth.

Computations (Matlab 7.0. Mathworks, Inc.) of the intensity axial profile [cf.

(4.14)] have been performed for different scattering coefficients (Fig. 4.2) to verify

whether scattering-induced excitation of near-surface sample layers occurs. The

objective numerical aperture used for the computation is 0.8. Such a NA value

constitutes a good compromise because it leads to a good resolution in correspon-

dence with a significant imaging depth. The focal plane was set 150 mm deep in the

sample, and the scattering coefficient ranges from 3.87 to 5.5 mm�1.

Increasing the scattering properties of the sample, a significant loss in the focal

plane occurs, resulting in a growth of the excitation intensity of the surface layers,

shifting the excitation peak near the top of the sample.

4.4 Photobleaching Effects Induced by Scattering

The main aim of this work is to verify if the excitation of the superficial layers of the

sample, induced by the scattering properties of the sample itself, is enough to

induce a photobleaching process of fluorescent molecules.

µs = 5.5   mm-1

µs = 4.5   mm-1

µs = 4      mm-1

µs = 3.87 mm-1

ms = 3.87 mm-1

0 50 100 150 200 250 300

z(µm)
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0.8

0.6

0.4

0.2

0

In
t (

a.
u.

)

Fig. 4.2 Axial profile computation of the 2PE intensity distribution with different scattering

coefficients (ms ¼ 3.87 mm�1 is a value comparable with the scattering coefficient of many

biological samples)
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When photobleaching phenomenon occurs, the fluorophore shifts to the first

excited triplet state where interaction with molecules (such as oxygen) causes

structural modification inducing the permanent loss of its fluorescent properties.

When high-intensity radiation is delivered on the sample, fluorescent molecules

lose permanently their capability to emit any fluorescent signal, moving to an

irreversible “dark” state. In first approximation, the photobleaching process under

two-photon excitation can be described as a first-order reaction (Patterson and

Piston 2000):

dFðx; y; z; tÞ
dt

¼ �k2PE I2blðx; y; zÞ
� �

Fðx; y; z; tÞ ; (4.15)

where k2PE is the bleach parameter and depends on the fluorophore characteristics

and on the system properties used to perform photobleaching, and Ibl is the laser

intensity distribution delivered on the sample.

Considering photobleaching as a first-order reaction [cf. (4.15)] and considering

a Gaussian excitation beam modified by scattering [cf. (4.11)], the distribution of

photobleached molecules (Mazza et al. 2007) can be described as:

F0ðr; zÞ � Fine
�k2PEI

2
0

o0

oðzÞ
h i4

e
�
4r2

o2ðzÞ
e�msz :

(4.16)

In the same way along the optical axis, (4.16) is reduced as follows:

F0ð0; zÞ � Fine
�k2PEI

2
0

o0

oðzÞ
h i4

e�msz

: (4.17)

To verify the presence of photobleaching effects close to the surface of the

sample, we performed some tests on immobile fluorescent samples which were

obtained by ionic cross-linking of poly-allylamine hydrochloride (PAH, Sigma-

Aldrich), a positively charged polyelectrolyte, covalently labeled with fluorophores

Alexa 555 and Cy5 (Invitrogen). The gelification process is obtained by mixing a

volume of PAH solution (60 kDa, 90 mg/ml in water) with an equal volume of

cross-linker (sodium phosphate – NaH2PO4) solution (170 mg/ml in water). 3D

uniformity of the fluorescent sample was tested (Mazza et al. 2007) according to the

method developed by Zwier et al. (2004). Changing the phosphate concentration,

the gel’s size can be controlled and its thickness can be reduced by decreasing

phosphate concentration. Furthermore, the process can be repeated, overlapping

PAH and phosphate layers, until the desired gel thickness has been reached. Two

different kinds of fluorescent molecules have been covalently labeled to the gel:

Alexa Fluor 555 was chosen for its photostability properties and CY5 has been

chosen to have a higher quantum efficiency fluorescent labeling.

We performed experimental tests on 250-mm-thick gels to verify the presence

or the absence of superficial effects due to photobleaching induced by scattering.
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The focal plane was set 150 mm deep in the sample, to be sure we can overlook

some contribution due to lack of fluorescence in the last layers of the sample. The

measure of the 2P excitation spectrum of the ALEXA555 fluorophore was realized

to determine the best wavelength to excite the molecule with this technique.

This is also the wavelength which permits the best photobleaching efficiency

(L ¼ 750 nm).

The acquisition of the images was performed with a �40 objective (water

immersion) with NA ¼ 0.8. To vary the scattering properties of the sample, we

introduced a 0.3% volume concentrated nonfluorescent silica beads (d ¼ 0.453 mm,

comparable with the excitation wavelength) which brought the scattering coeffi-

cient to ms ¼ 3.87 mm�1 and the anisotropy factor g ¼ 0.75. The following images

(cf. Fig. 4.3) show the distribution of bleached molecules in two gels, one with the

concentrated beads considered previously and the other without beads.

As anyone can see no photobleaching effects due to scattering properties of the

sample are remarkable in the superficial layers of the gel. We repeated the mea-

surements with a different fluorophore, with higher quantum yield, CY5. We

performed imaging with the same parameters and the same concentration of

beads as before and what we obtained is shown in Fig. 4.4.

Experimental tests on a gel labeled with a higher quantum yield fluorophore

(CY5) cannot allow us to see any photobleaching phenomena in the superficial

layers of the sample due to scattering effects. Since experimental tests did not show

that 2PE deep imaging in a scattering sample (ms ¼ 3.87mm�1) can induce photo-

bleaching of the molecules localized in the region close to the surface, according to

the conditions presented above, we performed simulations of the photobleaching

intensity axial profile [cf. (4.17)] by varying the scattering coefficient of the sample.

Calculation of the photobleaching intensity axial profile has been performed to

determine the range of the scattering coefficient for which a considerable photo-

bleaching effect can be observed.

Fig. 4.3 Images of the xz section of the photobleached molecule distribution on the polyelectro-

lyte gel labeled with Alexa 555 (a) containing beads (0.3% volume concentration) (b) without

diffusing centers. The bleached region is 70 � 70 mm2 large and set 150 mm deep in the sample.

No photobleaching effects occur near the top of the sample (scale bar is 50 mm)
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Results (cf. Fig. 4.5) show that photobleaching effects on the surface

layers occur only if one order of magnitude higher scattering coefficients are

considered.

Fig. 4.4 Images of the xz section of the photobleached molecule distribution on the polyelectro-

lyte gel labeled with CY5 (a) containing beads (0.3% volume concentration) (b) without diffusing

centers. The bleached region is 70 � 70 mm2 large and set 150 mm deep in the sample. Even with

higher quantum yield, no photobleaching effects occur near the top of the sample (scale bar is

50 mm)

Fig. 4.5 Axial profile computations of two-photon photobleaching intensity with different scat-

tering coefficients. To see a significant photobleaching effect near the surface, one order of

magnitude higher values have to be considered

82 Z. Lavagnino et al.



4.5 Conclusions

The longer wavelengths used in two-photon excitation microscopy provide one of

the main advantages of this technique leading to a reduced scattering cross-section.

Nevertheless, increasing the scattering coefficients leads both to a shift in the

intensity closer to the surface and to a significant reduction in the intensity peak

at the focal region. These effects represent, even in the 2PE regime, a strong

limitation to the imaging penetration depth in diffusive samples.

Results reported here confirm that scattering effects can be neglected for thin and

moderately thick biological samples. Calculation of the two-photon excitation

intensity distribution showed that, for scattering coefficients close to biological

sample values, the intensity generated close to the surface starts to play a significant

role. Experimental measurements of immobile fluorescent samples (polyelectrolyte

gel) do not reveal, for the scattering coefficient considered (ms ¼ 3.87 mm�1), any

kind of photobleaching effect close to the sample surface. A calculation of the

photobleaching intensity axial profile [cf. (4.14)] has been performed to test the

range of the scattering coefficients which provide a considerable photobleaching

effect. Computations confirm that to induce any photobleaching process close to the

surface, scattering coefficients of one order of magnitude higher than the one used

for the experimental test should be considered (Fig. 4.5).
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Chapter 5

New Analytical Tools for Evaluation of Spherical

Aberration in Optical Microscopy

Isabel Escobar, Emilio Sánchez-Ortiga, Genaro Saavedra, and

Manuel Martı́nez-Corral

5.1 Introduction

The use of thick specimens is one of the goals in the analysis and the processing of

three-dimensional (3D) samples by optical scanning techniques, as scanning micro-

scopes, optical data storage systems, or laser trapping devices. The required tightly

focussed spot volumes are usually achieved by use of high-NA immersion objective

lenses. In many practical situations, the refractive index of the samples does not

match that of the immersion medium. Consequently, when imaging deep inside the

specimen, an important amount of spherical aberration (SA) is introduced, produc-

ing a spreading in the focusing response (T€or€ok et al. 1997; Sheppard 1998). To

solve this well-known problem, the good-quality high-NA microscope objectives

incorporate some kind of correction collar (Schwertner et al. 2005). However, when

imaging 3D samples, the use of this collar permits the correction of the SA only for

a given section of the sample. Thus, although sequential compensation of this

aberration can be performed during the depth scanning, it is not possible to achieve

simultaneously a global correction for the whole scanned sample. This kind of

distortions has been the focus of important research efforts in biology, where poor-

quality images are obtained (Wilson and Carlini 1988; Hell et al. 1993; T€or€ok et al.
1995a, b; Booth and Wilson 2000), in optical data storage systems, where limita-

tions in the voxel size are experienced (Braat 1997; Day and Gu 1998; Stallinga

2005a, b), or in laser trapping technology, where the efficiency of the confinement

is compromised (Ke and Gu 1998; Reihani et al. 2006).

Consequently, the design of pupil elements that increase the tolerance of the

system to the SA is of great interest. We present in this contribution a novel

formalism for the assessment of the effect of the SA in high-NA optical systems.

This model allows us to optimize the design of pupil filters to decrease the

sensitivity of the focusing/imaging systems to this aberration, providing a response

which is quasi-invariant to these sample induced distortions.
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5.2 Basic Theory

To describe our approach, we start by considering a high-NA objective lens that is

illuminated by a monochromatic, scalar plane wave. In the simple scheme presented

in Fig. 5.1, we represent the objective through its principal surfaces (Martinez-Corral

and Saavedra 2009). The back principal surface S2, is, as in the paraxial case, a

plane surface. The front principal surface, S1, is a sphere of radius f centred at the

focal point. As is well known, in most high-NA objectives the aperture stop is

inserted at the back-focal plane. Then, an ideal microscope objective transforms a

monochromatic plane wave into a truncated spherical wavefront. The amplitude

transmittance of the aperture stop is mapped onto S1 and its effect can be analysed

in different ways (Sheppard and Gu 1993). According to the scalar, non-paraxial

Debye’s formulation, the amplitude distribution in the neighbourhood of the focal

point can be expressed as (Gu 2000)

U rN; zNð Þ ¼
ða
0

ffiffiffiffiffiffiffiffiffiffi
cos y

p
pðyÞ exp i2pW yð Þ½ � J0 2prN

sin y
sin a

� �

� exp �i2pzN
sin2 y 2=ð Þ
sin2 a 2=ð Þ

� �
siny dy :

(5.1)

In this equation, p yð Þ accounts for the amplitude transmittance at the objective

exit pupil, and a is the maximum value for the aperture angle y. For the projection
of the pupil transmittance, we have assumed that the sine condition holds. Lateral

and axial positions are expressed through normalized coordinates

rN ¼ n

l
r sin a and zN ¼ 2n

l
z sin2

a
2

� �
; (5.2)

respectively, where r and z are cylindrical coordinates with origin at the focal point.
We have included a phase factor, W yð Þ, which in the forthcoming analysis will

account for phase distortion – aberration – occurred during the focusing. Let us

consider now that the field exiting from the high-NA objective is focused, at a depth

t, through a planar interface between two dielectric materials with refractive

p(θ)

z

θ
F

ff

S2 S1

Fig. 5.1 Scheme of focusing

by a high-NA objective
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indexes n and n0, as depicted in Fig. 5.2. It have been shown elsewhere (T€or€ok et al.
1995a; Booth et al. 1998) that the phase delay suffered by the ray is given by

W y; tð Þ ¼ t

l
n0 cos y0 � n cos yð Þ ; (5.3)

where y0 represents the refraction angle associated to y, as shown in Fig. 5.2. Since

this function is dependent only on the azimuthal angle y, it describes only SA.

Expanding this expression into power series of sin y 2=ð Þ up to fourth-order approx-
imation, we obtain (Sheppard and Cogswell 1991; Sheppard 1995)

W y; tð Þ ¼ t

l
n0 � nð Þ 1þ 2n

n0
sin2

y
2

� �
þ 2 n0 þ nð Þ n

2

n03
sin4

y
2

� �� �
: (5.4)

Thus, the amplitude distribution in the neighbourhood of the focus of a high-NA

beam that is focused deep through a stratified medium is given by

UðrN; z0N;w40Þ ¼
ða
0

ffiffiffiffiffiffiffiffiffiffi
cos y

p
pðyÞ J0 2prN

sin y
sin a

� �

� exp i2p w40

sin4 y 2=ð Þ
sin4 a 2=ð Þ � z0N

sin2 y 2=ð Þ
sin2 a 2=ð Þ

� �	 

sinydy ;

(5.5)

where the coefficients for the refractive defocus and the primary SA are

w20 ¼ 2t n0 � nð Þ n
n0
sin2

a
2

� �
and w40 ¼ 2t n02 � n2

� � n2

n03
sin4

a
2

� �
; (5.6)

respectively. In (5.5) we have omitted some irrelevant constant phase factors and,

besides, we have defined the reduced axial coordinate as z0N ¼ zN � w20. Note that

more accurate calculations should take into account the influence of the transmis-

sion coefficients of the interface (T€or€ok and Varga 1997; Haeberlé et al. 2003).

However, the use of these more precise models would not change the results

significantly.

S1S2

n ńθ
θ´

t

F

Fig. 5.2 Scheme of focusing

into two media separated by a

planar interface
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Our aim here is the design of beam-shaping elements for reduction of SA

impact in the focusing properties of the system. Although this effect should be

studied throughout the 3D focused field, it is difficult to extract any intuitive

information to guide the design from the complete function in (5.5). Instead, we

fix our attention in the axial behaviour of the system. In fact, it is well-known that

SA does not degrade the images of 2D objects significantly, provided that one

selects the penetration depth adequately (Saavedra et al. 2009). On the other hand,

we experience that SA strongly degrades the 3D intensity point-spread function.

Thus, a design based on the optimization of the axial response of the focusing

system seems adequate.

To this end, we first particularize (5.5) to points in the optical axis by taking

rN ¼ 0. Second, for the sake of convenience, we perform the following nonlinear

mapping

z ¼ sin2 y=2ð Þ
sin2 a=2ð Þ � 0:5 ; q zð Þ ¼ p yð Þ

ffiffiffiffiffiffiffiffiffiffi
cos y

p
: (5.7)

With this transformation, (5.5) becomes

Ua w0
20;w40ð Þ ¼ U rN ¼ 0;w0

20;w40ð Þ

¼
ð0:5
�0:5

q zð Þ exp i2pw40z
2

� �
exp �i2pw0

20zð Þdz ; (5.8)

where some irrelevant constant factors have been omitted. In this equation, we have

defined the reduced defocus coefficient as w0
20 ¼ z0N � w40. Note that (5.8) estab-

lishes a Fourier-transform relationship between the axial amplitude response of the

system and the mapped pupil function qðzÞwhen no SA is induced. This simple link

is perturbed by the presence of the phase factor depending on the SA coefficient

w40, modifying the effective pupil of the system. The effect of this “perturbation” is

studied in the following section.

5.3 Evolution of the Second-Order Moment

Although (5.8) is a very compact formula, which allows the calculations of the axial

spherically aberrated focused field, it is preferable to work with some global or

average parameters that give partial but relevant information of the beam. This

analysis provides a powerful, simple mathematical tool to tackle the design of

strategies for compensation of the effect of SA on the system response. In particu-

lar, we find in this section the transformation laws for the width of the axial intensity

distribution depending on the SA induced in the focusing process.
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A classical parameter used to assess the width or extension of a function around

its central value is its variance. In our case, the variance of the axial intensity

distribution is given by

s2w0
20
w40ð Þ ¼

w02
20

 �
w40

w00
20

 �
w40

�
w0
20

 �2
w40

w00
20

 �2
w40

; (5.9)

where

w0n
20

 �
w40

¼
ð1
�1

w0
20

n
Ua w0

20;w40ð Þj j2dw0
20 (5.10)

stands for the nth-moment of the axial irradiance response.

Now, we can profit from the Fourier-transform relationship stated in the previous

section to express this width as a function of global parameters of the mapped pupil

q zð Þ. It is easy to show that

w0n
20

 �
w40

¼ 1

�i2pð Þn
ð1
�1

dnq z;w40ð Þ
dzn

q� z;w40ð Þdz ; (5.11)

being q z;w40ð Þ ¼ q zð Þ exp i2pw40z
2

� �
. For the moments up to second order, this

formula leads to

w00
20

 �
w40

¼ w00
20

 �
0
¼ z0
 �

;

w01
20

 �
w40

¼ w01
20

 �
0
þ 2 z1
 �

w40 ;

w02
20

 �
w40

¼ w02
20

 �
0
� i

p
2

ð1
�1

z
dq zð Þ
dz

q� zð Þdzþ z0
 �� �

w40 þ 4 z2
 �

w2
40 ;

(5.12)

where

znh i ¼
ð1
�1

zn q zð Þj j2dz : (5.13)

Substituting (5.12) in (5.9), we finally find that

s2w0
20
w40ð Þ ¼ s2w0

20
ð0Þ þ 4s2zw

2
40

þ 2

p w00
20

 �
0

=m
ð1
�1

z
dq zð Þ
dz

q� zð Þdz
� �

� 4

w00
20

 �2
0

zh i w0
20h i0

( )
w40 :

(5.14)
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Note that a further simplification can be performed in the case of a real pupil

function q zð Þ, leading to

s2w0
20
w40ð Þ ¼ s2w0

20
ð0Þ 1þ 4

s2z
s2w0

20
ð0Þw

2
40

" #
: (5.15)

In both (5.14) and (5.15) we obtain a parabolic behaviour of the width of the

axial response as a function of w40. The narrowness of this parabola is related with

the tolerance of the axial response to SA: the faster the variation of the width of the

response, the more sensible to SA the system is. From this result, it is straightfor-

ward to compare the “sensitivity” to SA that two different mapped pupils q zð Þ
provide to the system, and, consequently, select properly the one that “desensitizes”

most the axial response.

However, the above results have been obtained by implicitly assuming some

continuity and differentiability properties for the pupil functions that are not usually

fulfilled in real systems. The more general case of hard-edge functions is analysed

in the next section.

5.4 Generalized Second-Order Moment

Up to now, we have developed the transformation laws for the width of the axial

intensity distribution depending on the SA. However, such an analytical procedure

fails when the system contains hard-edge diffracting elements. The problem arises

when we try to calculate the second-order moment of the axial irradiance response

w02
20

 �
, which diverges.

To overcome this problem we make use of Martı́nez-Herrero and co-workers

reasoning (Martı́nez-Herrero and Mejı́as 1993), and we define a generalized second-

order moment for the axial irradiance response as

w02
20

 �
G;w40¼0

¼ w02
20

 �
G;0

¼ 1

4p2

Z D

�D

dq zð Þ
dz

2

dzþ 1

p2D
qðDÞj j2 þ q �Dð Þj j2
h i

; (5.16)

where �D;D½ � denotes the compact support of the function q zð Þ, that is, the shortest
interval for which q zð Þ ¼ 0 8z outside. In the above expression, we have assumed a

pupil function q zð Þ with

zh i ¼ w0
20

 �
0
¼ 0 : (5.17)

Real and even, mapped pupil functions fulfil this condition, but we will later

generalize this equation for any pupil function.
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As can be found in Martı́nez-Herrero and Mejı́as (1993), this generalized

moment represents in fact a measure of the second-order moment w02
20

 �
, but

within a truncated integration interval that includes a significant energy of the

spectrum of q zð Þ.The main advantage of this particular definition for these

generalized moments is that an analysis of its propagation laws through lineal

optical systems leads to the same transformation formula as for the usual second-

order moments (Martı́nez-Herrero et al. 1995; L€u and Luo 2000). In this way, for

instance, for hard-edge real pupil elements [fulfilling (5.16)], we can obtain the

following generalized transformation law for the width of the axial intensity

distribution

s2w0
20;G

w40ð Þ ¼ s2w0
20;G

ð0Þ 1þ 4
s2z

s2w0
20;G

ð0Þw
2
40

" #
; (5.18)

where the second-order moment of the axial irradiance response is given now by

(5.16). This result is, thus, a proper generalization of the transformation law

developed in the above section applied now to the generalized variance of the

axial response of the system.

Finally, let us expand this procedure for general pupil functions with

zh i, w0
20h i0 6¼ 0. To obtain the analogous expression to (5.16) in this case, we define

an auxiliary function q
_ zð Þ in terms of q zð Þ as

q
_ zð Þ ¼ q zþ zh i

z0
 �

 !
exp �i2pz

w0
20

 �
0

w00
20

 �
0

 !
; (5.19)

which trivially satisfies the conditions in (5.16). It is also easy to demonstrate that

the parameter s2w0
20;G

for q zð Þ can be obtained by applying the definition in (5.16) to
q
_ zð Þ. Thus

s2w0
20;G

ð0Þ ¼ 1

4p2 w00
20

 �
0

ðD

�D

dq zð Þ
dz

����
����
2

dzþ 1

p2D w00
20

 �
0

qðDÞj j2 þ q �Dð Þj j2
� �

þ w0
20h i20

w00
20

 �2
0

� w0
20h i0

p w00
20

 �2
0

=m
ðD
�D

dq zð Þ
dz

q� zð Þdz
" #

: (5.20)

From this expression, transformation law in (5.18) can be applied for real pupils,

or the analogous to (5.14) for non-real functions.

The above formulation constitutes a very useful tool for the analysis of the

influence of SA in high-NA optical instruments. But what is more important is that

it provides us with a powerful technique for the design of beam-shaping elements

for reduction of SA impact, as we show in the next section.
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5.5 Design of Beam-Shaping Elements for Reduction of SA

Impact

In previous sections, we obtained the transformation laws for the width of the axial

intensity distribution depending on SA. Next, we pay attention to (5.18) for a

truncated real pupil function q zð Þ. Analysing this expression is trivial to realize

that s2w0
20;G

ð0Þ determines the minimum effective width of the axial intensity

distribution, whereas, the parameter s2z assesses the modification “speed” of the

width of the axial irradiance as the coefficient w40 increases. From that interpreta-

tion, since our aim throughout this section is the design of pupil elements that

increase the tolerance of the system to the sample induced SA, the variance of the

function q zð Þ, s2z , is a proper assessment parameter. From this reasoning, we can

consider the merit function

Gw40
¼ sz;c

sz;a
; (5.21)

which we called tolerance to the SA. sz;a and sz;c are the standard deviations of the
mapped pupil for the apodized and non-apodized system, respectively. In this way,

any pupil mask that provides Gw40
>1 will increase the robustness against SA with

respect to the non-apodized system. For the sake of simplicity, we will consider

hereafter that the original (non-apodized) shape of the pupil of the system is

circular, which is otherwise the most common case in microscopy, this assumption

leads to a particular value sz;c.
As an example of optimization procedure following this formalism, we propose

now the use of the family of binary masks known as shaded ring (SR) filters. These

filters are composed of three annular zones with two different transmittances and

each mask is uniquely specified by two construction parameters ðm; �Þ, as defined in
Fig. 5.3. It is straightforward to show that for these filters the tolerance to the SA is

given by

Gw40
m; �ð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �ð Þ2 1� mð Þ þ m

1� �ð Þ2 1� m3ð Þ þ m3

s
; (5.22)

and they all satisfy Gw40
m; �ð Þ>1. Therefore, any of these pupil masks makes the

system to be less sensitive to the SA.

One “free” parameter to choose in the selection of a particular member of the

above family is the width s2w0
20;G

ð0Þ of the axial intensity distribution provided in

absence of SA. It is interesting to use filters with similar response to the clear

aperture when w40 ¼ 0. Thus, we select filters that fulfil

s2ðaÞzN ;G
ð0Þ ¼ s2ðcÞzN ;G

ð0Þ ¼ 0:4 : (5.23)
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In this way, the apodized system —always with Gw40
>1— will maintain a

variance of the axial intensity distribution smaller than the corresponding to the

non-apodized system for any amount of SA. Note that (5.23) restricts our choice to

a SR filters subset characterized by an implicit relationship between m and �, as
shown in Fig. 5.4. In Fig. 5.5 we show the tolerance to SA for this filters subset. The

optimal design of the system was done, in this case, by selecting the filter that

corresponds to the maximum of this curve. This maximum corresponds to

m ¼ 0:55, whose partner through the representation in Fig. 5.4 is � ¼ 0:77.
To verify our optimal design, in Fig. 5.6 we represent the evolution of the

variance of the axial intensity distribution against the SA for both the clear aperture

and the optimum SR filter. This filter is called spherical aberration tolerance (SAT)

filter. Note that for any amount of the coefficient w40, the variance of the SAT filter

is always lower than that of the circular aperture. This behaviour is easy to see in

Fig. 5.7, where we show the axial intensity distribution for w40 ¼ 0;�1;�2 and� 3.

We can actually check that in the absence of SA, the SAT filter is almost as good

as the circular pupil. However, as the SA increases, the response of the circular

aperture degrades very fast, whereas the response of the SAT filter remains fairly

unchanged.
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Fig. 5.3 Amplitude transmittance of the SR filter
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Finally, we perform now a numerical simulation of a confocal imaging experi-

ment. As the 3D object we assume a simple synthetic object composed by two plane

plates, as shown in Fig. 5.8. We consider that the spoke target is placed in the best

focus plane in all images (yellow line in Fig. 5.7). In Fig. 5.9 we show the image

obtained in that plane with both the circular aperture and the SAT filter as the

objective aperture stop. Note that, as it is well-known, scanning confocal micro-

scopes are characterized by high optical sectioning. However, we clearly see that

the bigger the induced SA, the higher the influence of the adjacent plate in the

image of the spoke target obtained with the circular aperture. On the other hand, we

get a clear image for any amount of SA with the SAT filter.

5.6 Experimental Results

In order to demonstrate the theoretical prediction described in previous sections, we

present now the results of an experiment carried out to measure the response of the

above apodized system when a perfect planar reflector mirror is used as specimen.

2.2 μm

Fig. 5.8 Scheme of the 3D

object used in the numerical

simulation

w40= 0 w40= –1 w40= –2 w40= –3

w40= 0 w40= –1 w40= –2 w40= –3

a

b

Fig. 5.9 Three-dimensional image obtained with: (a) the clear circular pupil as the aperture stop;

(b) the SAT filter as the aperture stop
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This function is often used to assess the axial resolution of an imaging system

(Sheppard 1987). In Fig. 5.10 we show a scheme of the experimental setup. Light

from a He–Ne laser (l ¼ 632:8 nm) is guided through a single-mode optical fibre to

the optical axis. The output beam fibre is regarded as a point source. The light from

the source is collimated by a lens L1 and, after passing through a relay system, it is

then focused via a microscope objective, with NA ¼ 1:2 (water), onto a mirror

which is controlled by a piezo driver and thus scanned along the axial direction. The

signal reflected from the scanned mirror is finally focused on a pinhole located in

front of the detector, which is a photo-multiplier tube (PMT). A standard coverslip

is glued to the mirror surface.

Our aim is to modify the exit pupil of the system with the SAT filter to increase

the tolerance to SA. Since the exit pupil is located somewhere inside the objective,

we use a relay system formed by RL1 (f1 ¼ 200 mm) and RL2 (f2 ¼ 175 mm) to

image the filter onto it. The filter was fabricated with high-contrast photographic

film (Kodak# Technical Pan™).

In order to induce the SA in the experimental setup in a controlled way, we use

the correction collar (cc) of the microscope objective. If the position of this collar is

the one that compensates the SA induced by the coverslip – cc ¼ 0:14 in our case –
the system will be free of aberrations. However, for other positions of the collar, the

system will have an over- or under-compensation that will produce SA.

The obtained experimental data are shown in Figs. 5.11 and 5.12. It can be seen

that as the aberration is increased, the response becomes more asymmetric and the

sidelobes on one side become stronger with the clear aperture. In contrast, the SAT

filter designed for increasing the tolerance to the SA provides the system with an

Sample
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Beam
splitter

Relay system

LASER

P
M
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L2

RL1 RL2

Pinhole

Fig. 5.10 Schematic geometry of the experimental setup
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Fig. 5.12 Experimental axial response to a planar mirror with the SAT filter for several amount of
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important robustness against the SA. Besides, the SAT filter profile moves sideways

with respect to the origin in z much less than in the clear aperture case.

5.7 Conclusions

We have developed a mathematic formalism to analyse the SA effect based on the

modification of the variance of the axial intensity distribution. In particular, we

have considered the case in which the field exiting from the high-NA objective is

focused through an interface between two dielectrics. Following, we have defined a

merit function, tolerance to the SA, to design an amplitude filter for decreasing the

sensibility to SA of the system. Finally, we have measured the experimental axial

distribution in a confocal microscope setup, obtaining an important reduction of the

SA impact with the SAT filter.
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Chapter 6

Improving Image Formation by Pushing

the Signal-to-Noise Ratio

Emiliano Ronzitti, Giuseppe Vicidomini, Francesca Cella Zanacchi,

and Alberto Diaspro

6.1 Introduction

Imaging technologies are essential requirements in order to achieve significant

results in biomedical research areas. They can be optimally characterized according

to three fundamentals properties, namely: temporal resolution, spatial resolution,

and signal-to-noise ratio (SNR) performances of the imaging process. Currently,

imaging research aims to optimize each of these crucial aspects (Hell 2007).

Several important results have been obtained during the last decades in the three-

dimensional (3D) spatial resolution framework. Confocal single-photon (Wilson

and Sheppard 1984) and two-photon excitation (Diaspro et al. 2005) fluorescence

microscopy are widely used for biological imaging investigations. Their major

benefit is ascribed to the 3D imaging capability obtained through an optical

sectioning by a pinhole (confocal laser scanning microscope, CLSM) and by an

excitation confinement (two-photon excitation, 2PE). In the CLSM case, the 3D
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capability is obtained with relevant improvements in terms of optical resolution,

while for the TPE scheme, as the excitation wavelengths are nearly twice as large as

in the single-photon case, a minimization of the damaging photophysical interac-

tions is achieved. The combination of these two schemes in a two-photon confocal

scanning microscopy has been proposed to join their optical advantages (Gu and

Sheppard 1993). Further spatial resolution improvements have been reached with

the 4Pi confocal fluorescence microscopy (Hell and Steltzer 1992) pushing to the

diffractional limit achievable simply by optics rearrangements. Recently, several

techniques based on different interferences and photophysical interaction phenom-

ena have been proposed to break the diffraction limits toward fluorescence nano-

scopy (STED, PALM, and SSIM) (Gustafsson 2005; Schermelleh et al. 2008;

Westphal et al. 2003; Betzig et al. 2006).

Similarly, in order to follow fast (ms) and very fast (sub ms) biological events,

several techniques have been elaborated in the last years (Maddox et al. 2003;

Reddy and Saggau 2005) significantly improving the temporal resolution.

In any case, each of the developments in the temporal or in the spatial domain

cannot neglect the remarkable noise contribution in the imaging formation. As the

noise is always present in the imaging process and it influences and deteriorates the

imaging quality, it is crucial to elaborate methodologies to minimize its influence

(Sheppard et al. 2006).

In the presence of noise, the overall imaging quality could be evaluated by

considering the SNR of the image. This is the case of many live-cell confocal and

two-photon applications where low fluorophore concentration and deep specimen

imaging are involved and noise contributions are not negligible (Jonkman and

Steltzer 2002).

The noise collected in the detected image signal arises from different sources.

Noise can originate, on the one hand, from signals due to the optical elements

reflection and the light scattered from within the microscope body, and on the other

hand, from the out-of-focus signals emanating uniformly from the entire extension

of a thick fluorescent object (Sheppard et al. 2006; Sandison and Webb 1994).

Several models have been presented in order to characterize this noise effect taking

into account (Sheppard et al. 2006; Sandison andWebb 1994) the confocal pin-hole

extension and the fluorescence excitation volume (Gu and Sheppard 1993). Another

significant contribution to the image noise is named shot-noise or Poissonian noise.

It is a multiplicative noise intrinsically linked to the signal acquired arising because

of the quantum nature of light (Young 1996): due to the statistical nature of photon

production ruled by quantum physics, the probability distribution of photons in an

observation temporal window obeys a Poissonian distribution. This statistical

behavior induces an uncertainty in the photon detection counting more prominently

as the number of expected photons decrease. Finally, the signal acquired is always

affected by an electronic noise due to the detection step.

Noise has a degrading effect on the imaging process deteriorating, particularly

the higher frequencies as they are transmitted at lower levels. Substantially, it

reduces the transfer function bandwidth and thus decreases the practical resolution

power of the system.
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In order to enhance the SNR in the high-frequency range the interference effects

induced by the insertion on the microscope illumination arm of an annular filter can

be exploited.

Recently, several works suggest amplitude and phase filters juxtaposed to the

lens as useful tools able to tailor the axial and radial shapes of point spread

function of an optical system (Haeberl and Simon 2006; Mondal and Diaspro

2008; Martı́nez-Corral et al. 2002). According to the concept primarily exposed

by Toraldo di Francia (1952), several annuli filters have been designed in order to

sharpen up the central lobe of the PSF of the objective lens at the expense of an

increase of its side-lobes intensity (Sheppard and Hegedus 1988; Cox et al.

1982). The application of such ring filters is limited by the level of side-lobes,

relatively high in comparison with the central peak; moreover, since filter can

partially limit the illumination light, the intensity on the object is considerably

low with respect to the unobstructed case. However, these limits have been

partially overcome in confocal and 2PE scanning microscopy as the multiplica-

tive nature of their PSF reduces appreciably the side-lobes intensity, and the

scanning laser illumination could be tuned to have adequate intensity (Neil et al.

2000; Caballero et al. 2006).

The annular filter analysis reveals that the overall spatial frequency transfer

bandwidth extension is unchanged (Davis et al. 2004). However, within this

transfer bandwidth, a redistribution of the spatial frequencies transmission is

obtained and a significant improvement of the SNR at high-frequency range is

reached (Davis et al. 2004; O’Neill 1956).

6.2 PSF and OTF

The imaging performances of an optical system can be evaluated through the

intensity 3D-point spread function (3D-PSF), that is, the intensity response of an

optical system illuminated by a point-like source and through the 3D-optical

transfer function (3D-OTF), that is the 3D Fourier transformation of the PSF.

The intensity 3D-PSF of an optical system could be determined by Gu and

Sheppard (1993)

PSFsystem ðu; v;fÞ ¼ PSFillðu; v;fÞ � PSFdetðu; v;fÞ (6.1)

where PSFill and PSFdet represent, respectively, the illumination and the detection

PSF, given by

PSFillðu; v;fÞ ¼ hðu; v;fÞj j2
� �m

(6.2)

PSFdetðu; v;fÞ ¼ DðvÞ � hðu; v;fÞj j2
� �

(6.3)

6 Improving Image Formation by Pushing the Signal-to-Noise Ratio 103



Here, a point-like source is assumed, m is the number of photons absorbed

during the excitation process, and D(v) is the intensity sensitivity of the detector,

defined for a circular pinhole as

DðvÞ ¼ 1 v< vd
0 otherwise

�
(6.4)

where vd is the normalized detector radius,

vd ¼ 2p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2d þ y2d

p
l

sin ad (6.5)

with ad the angular aperture of the objective in the detection side. hðu; v; fÞj j2
represents the intensity point spread function of a single lens given by Wolf (1959)

and Richards and Wolf (1959),

hðu; v; fÞj j2 ¼ E ðu; v; fÞj j2 (6.6)

E ðu; v; fÞ represents the electric field induced in a point p ðu; v; fÞ of the

image plane defined according to the diffractional vectorial theory by Richards

and Wolf (1959) and Wolf (1959):

Eðu; v;fÞ ¼
�iAðI0 þ I2 cos 2aÞ

�iAI2 sin 2a
�2AI1 cos a

0
@

1
A (6.7)

A is a constant, I0;1;2 ðu; vÞ are integrals over the aperture angle 0 � # � a, i.e.,

I0ðu; vÞ ¼
ða
0

ffiffiffiffiffiffiffiffiffiffi
cos#

p
sin#ð1þ cos#ÞJ0 v sin#

sin a

� �
eiu cos#=sin

2ad#

I1ðu; vÞ ¼
ða
0

ffiffiffiffiffiffiffiffiffiffi
cos#

p
sin2#J1

v sin#

sin a

� �
eiu cos#=sin

2ad#

I2ðu; vÞ ¼
ða
0

ffiffiffiffiffiffiffiffiffiffi
cos#

p
sin#ð1� cos#ÞJ2 v sin#

sin a

� �
eiu cos#=sin

2ad#

(6.8)

f is the azimuthal angle, l the wavelength of the light, and a the angular aperture

of the lens, and u, v are the radial and axial coordinates given by

u ¼ 2p
l
zsin2a

v ¼ 2p
l

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
sin2a

(6.9)

An illumination linearly polarized along the x-direction is assumed here.
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The confocal scheme can be modeled considering a single-photon excitation and

an ideal point-like pin-hole aperture approximating D(v) as a delta Dirac function.
On the contrary, the 2PE scheme adopted is considered with no pin-hole detection

approximating D(v) as infinitely extensive with unitary response. With this usual

assumption we have defined the confocal and two-photon intensity PSF (Jonkman

and Steltzer 2002):

PSFCLSMðu; v; fÞ ¼ hexðu; v; fÞj j2
� �

hemðu; v; fÞj j2
� �

(6.10)

PSF2PE ðu; v; fÞ ¼ hexðu; v; fÞj j2
� �2

(6.11)

where hex ðu; v; fÞ and hem ðu; v; fÞ represent the amplitude PSF of the objective

lens for the excitation and the emission wavelength, respectively.

6.3 Pupil-Plane Filter Effects

The insertion of a pupil-plane filter juxtaposed to the objective lens in the illumi-

nation pathway of light induces a structure modification of the electromagnetic

field near the focus of the optical system. In particular, the electric field compo-

nents given by (6.7) are modified by the pupil-plane function insertion. As a

consequence, the intensity distribution of light in the image plane given by (6.6)

changes, and the PSF and the OTF of the microscope system are significantly

modified. Several pupil-plane filters have been elaborated to properly engineer

the optical system response, usually tuning the amplitude and the phase of the

incident light.

Assuming an obscuring annular amplitude filter centered on the lens optical axis

and completely absorbing the incident light over its extension (Fig. 6.1), the pupil

function can be defined by

Kð#Þ ¼ 0
a
2

1� C

100

� �
<#<

a
2

1þ C

100

� �

1 otherwise

8<
: (6.12)

where C is a constant and represents the annular covering percentage of the overall

angular aperture. In this case, (6.8) is modified by the insertion of the K(y)
multiplicative factor in the integrand of the I0,1,2(u,v) integrals.

Figures 6.2 and 6.3 show the filter effect on the PSF for a CLSM and a 2PE

scheme when an amplitude ring filter is inserted on the illumination pathway of the

excitation light assumed linearly polarized in the x-direction (NA 1.4; n ¼ 1.5; 2PE

ex 900nm, CLSM ex 400nm; em 500nm).

As observed by the graphs in Figs. 6.2 and 6.3, either for CLSM or for 2PE, the

filter insertion results in a double PSF effect: a sharpening up of the central lobe,
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especially along the direction perpendicular to the polarization direction of the

illumination light (hence, in this case in the y-direction) and an increase in the side-
lobe levels. Both effects become more prominent as the covering portion C
increases.

Fig. 6.1 Annular filter

scheme

Fig. 6.2 2PE PSF for different covering filters in axial (a) and lateral directions (b)

Fig. 6.3 CLSM PSF for different covering filters in axial (a) and lateral directions (b)
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The 3D-OTF has been performed by Fourier transforming the 3D-PSF. The axial

and the radial profiles of the 3D OTF for 2PE and CLSM scheme have been plotted

in Figs. 6.4 and 6.5. The theoretical bandwidth extension is not affected by the pupil

filter insertion, hence, no spatial frequencies are gained. Nevertheless, within this

transfer bandwidth, a remarkable increase of the high-frequency and a reduction of

the low-frequency transmissions are obtained (such an effect is prominent in the

axial direction). Therefore, since noise affects particularly the information trans-

mission at high frequencies, such a filter can be employed in some practical

situations in order to partially recover the high-frequency information loss and

consequently the resolution deteriorated.

This imaging quality improvement can be observed coupling such a filter with

an imaging restoration method. Figure 6.6a represents an object phantom formed

by a stack of 64 planes at a distance of 60 nm, with a matrix of dots in the middle

plane. Each dot is 60 � 60 � 300 nm at a distance of 180 nm. A simulation of

the phantom perturbed by shot-noise and imaged by a 2PE is shown for a filter

and an unfilter configuration in Figs. 6.6b and 6.6c, respectively. Applying a

Fig. 6.4 2PE OTF for different covering filters in axial (a) and lateral directions (b)

Fig. 6.5 CLSM OTF for different covering filters in axial (a) and lateral directions (b)

6 Improving Image Formation by Pushing the Signal-to-Noise Ratio 107



Richardson–Lucy imaging restoration algorithm, a significant recovery of the

original object image is possible in both the cases (Fig. 6.6d, unfilter and

Fig. 6.6e, filter). As shown in the graph of Fig. 6.6f, the mean square error between

the original object image and the restorated image is minimized in the filter

configuration. This indicates that in this case, as filter configuration boosts the

high-frequency information, it allows an improvement in the imaging reconstruc-

tion of the object.

Fig. 6.6 Richardson–Lucy imaging restoration application. Original object (a); object imaged by

2PE (900 nm excitation light, NA 1.4, refractive index 1.5) in the absence of (b) and in the

presence of a filter (c) assuming a shot-noise due to 50 photons/voxel; image obtained after RL

algorithm methods in the absence of (d) and in the presence of a filter (e). MSE comparison

between the original and the restorated image in filter and unfilter schemes (f)
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6.4 Conclusion

The insertion of a pupil-plane filter on the light illumination pathway of a CLSM

and TPE microscope allows to engineer the PSF response and rearrange the OTF

distribution. In particular, an amplitude ring filter permits an enhancement of the

high-frequency transmission of the optical system. Although the employment of

such filters does not allow strictly a theoretical improvement in the spatial resolu-

tion, it improves the SNR in the high-frequency range and hence it can improve the

quality of image in several situations affected by remarkable noise contribution.
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Chapter 7

Site-Specific Labeling of Proteins in Living Cells

Using Synthetic Fluorescent Dyes

Gertrude Bunt

7.1 Introduction

In the last decade, fluorescence microscopy has evolved from a classical “retro-

spective” microscopy approach into an advanced imaging technique that allows the

observation of cellular activities in living cells with increased resolution and

dimensions. This development was fuelled by the discovery of the Aequoria
victoria green fluorescent protein (Tsien 1998) that can be genetically fused to

almost every protein of interest. Its discovery opened up possibilities and stimulated

the development of new and advanced microscopy techniques. Conversely, their

introduction created a demand for new spectroscopic sensing properties and

novel fluorescent labels, and labeling techniques quickly became indispensable.

The developments that followed in the disciplines of optics, molecular biology, and

chemistry went hand in hand, and have led to new innovative read-out techniques

and fluorescent probes.

A large collection of fluorophores and labeling methods (Bunt and Wouters

2004) are available nowadays that range from chemical to genetic approaches. In

the early days, the imaging of fluorescently labeled proteins in cells involved

in vitro labeling of purified proteins with synthetic dyes and their subsequent

cellular introduction, for example by microinjection. Genetic fusion to members

of the green fluorescent protein family then took over as routine method. In the last

few years, the use of synthetic fluorophores is regaining popularity by the imple-

mentation of in vivo-labeling methods that combine the selectivity of genetic

targeting with the versatility of chemical conjugation.

Synthetic probes offer a wide choice of custom-designed spectral and sensing

properties and their typical small footprint ensures minimal intrusion of the bio-

logical activity of the labeled proteins. Their re-introduction was further comple-

mented by the developments in the synthesis of new fluorescent probes such as
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semiconductor nanocrystals (quantum dots) and small organic dyes with novel

fluorescence properties. The orthogonality of mild and biocompatible in vivo site-

directed protein-labeling procedures for different dyes allows the design and

implementation of advanced optical assays for multi-parameter read-out of com-

plex cellular events.

In this chapter, recent developments in fluorescent probes and a selection of

frequently used in vivo-labeling methods and applications will be presented.

7.2 New Fluorescent Labels

The increased focus on fluorescent microscopy as a tool in cell biology has put

increasing demands on the fluorophores used for imaging (Fig. 7.1). These range

from “better” fluorophores with generally improved spectral properties to more

“functional” fluorophores that allow the direct interrogation of a specific cellular

condition by a change in its properties.

The number and variation of genetically encoded fluorophores has been dramat-

ically expanded in recent years by the ongoing search for new biological sources

and extensive mutational strategies. However, some of their properties remain less

than ideal. Fluorescent proteins generally suffer from rather broad and sometimes

structured excitation and emission spectra, relatively low quantum yield, and/or low

photostability. The generation of fluorescent protein-based biosensors, for example,

in the form of FRET biosensors, though steadily giving rise to new functionalities,

is not always straightforward and equally suffers from these limitations. The

availability of synthetic dyes with specifically optimized fluorescent behavior and

custom-tailored functionalities, together with the means for their selective attach-

ment to proteins, will allow the construction of novel bioassays with a high level of

sophistication. The following section will describe three examples of the unique

properties of synthetic dyes that can be exploited.

7.2.1 Quantum Dots

The first example of improved labels is given by the inorganic “quantum dot”

(Qdot) nanocrystals (Bruchez et al. 1998; Bruchez 2005; Chan and Nie 1998; Chan

et al. 2002; Medintz et al. 2005) as superior fluorophore alternative. These

nanometer-size semiconductor clusters generally consist of a CdSe or CdTe core

and a ZnS shell, and are highly fluorescent. Their most important property is their

exceptional photostability. Together with their high fluorescence yield, it allows

them to generate tens of thousands times more photons per fluorophore as compared

to fluorescent proteins and organic fluorophores. These properties give rise to

remarkably high signal-to-noise levels that even allow the imaging of single Qdots

with conventional fluorescence microscope-camera setups. Their fluorescence
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emission is tunable as the quantum confinement effect that gives rise to their

fluorescence properties is highly dependent on their size: their synthesis is tunable

between 2 and 10 nm with high homogeneity (�3%), corresponding to an emission

maximum range from 525 to 655 nm, respectively. Moreover, the fluorescence

emission of the differently sized Qdots is sharp and symmetric around discrete

wavelengths. Their excitation spectra, on the other hand, are broad extending from

Fig. 7.1 Comparison of dimensions of common fluorophore classes and antibody fragments.

Antigen-recognizing fragments Fab and scFv that are derived from the IgG molecule are shown in

scale. These binding elements can be labeled with various fluorophores. The core of a Qdot of

5 nm in diameter is shown, without the biocompatible shell. CFP represents the green fluorescent

protein family. Organic dyes, e.g., ReAsH, are the smallest labels available. The structures for the

proteins shown were obtained from the Brookhaven Protein Database (www.pdb.org/ accession

numbers: Fab: 12e8, scFv: 1ap2, IgG: 1igt, CFP: 1cv7)
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the violet range, where the absorbance is highest, to close to their emission in the

visible spectrum. The large (>100 nm) Stokes shift between violet excitation and

green to red emission further adds to the high signal-to-noise level. In particular,

their single wavelength excitation coupled to their different and easily separable

emission windows make Qdots ideal fluorophores for multiplexing, allowing the

simultaneous observation of different labeled components.

The introduction of Qdots in cell biology required the development of a bio-

compatible coating that made them water-soluble, overcame the loss of fluores-

cence in an aqueous medium, and provided the functional groups for their covalent

attachment to proteins. Apart from their use as alternative fluorescent label in

immunofluorescence applications, their use with living cells has been successfully

pioneered in the last few years (Wu et al. 2003; Derfus et al. 2004; Rosenthal et al.

2002; Dahan et al. 2003; Lidke et al. 2004; Vu et al. 2005). However, due to their

relatively large size, which is further increased by the addition of the biocompatible

coating, their use is mainly restricted to the outer cell membrane that is easily

accessible and to their intracellular uptake into endocytotic compartments. The

main limitation to their intracellular use is a convenient means to introduce them

into the cytosol. Microinjection has been used with some success (Roberti et al.

2009), but this cannot be used as a routine method for large numbers of cells.

Because of their exceptional properties, the use of Qdots has revolutionized the

technique of (single and multi-color) single particle tracking. However, the Qdots,

like many other fluorophores, can spontaneously switch on and off their fluores-

cence emission. This blinking behavior can be a problem when tracking a single

Qdot-labeled protein over time as it creates “blind spots.” Their blinking behavior

can be exploited to separate two Qdots that have approached each other to a

distance below the diffraction-limited resolution. This has been used in an elegant

study by (Lidke et al. 2005) that in fact preceded the publication of other super-

resolution techniques called PALM and STORM, which solved the problem of

overlapping positions by repeated and incremental imaging of low concentrations

of fluorescent emitters. In spite of limitations to their intracellular use, Qdots are

powerful fluorophores with valuable fluorescence properties that are increasingly

taking over the classical fluorophores in various applications.

7.2.2 Environmentally Sensitive Dyes

One particularly interesting class of fluorophores possesses sensitivity toward the

physicochemical properties of the surrounding solvent, referred to as solvatochromicity.

Some of these fluorophores show sensitivity toward the polarity of the environ-

ment, whereas others, as for fluorescent rotors, depend on the viscosity of the

medium. Solvent-sensitivity is difficult to recreate with GFPs as their chromo-

phores are shielded from the environment by their b-barrel. The use of solvato-

chromic dyes in cell biology was pioneered by the Toutchkine lab (Toutchkine
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et al. 2003) who explored their potential for the detection of protein–protein

interactions. Here, the challenge was to probe the exclusion of the aqueous

medium between two interacting proteins using solvatochromic dyes. The ratio-

nale was that the interaction interface between two proteins shows higher viscosity

and lower polarity as compared to the solvent-exposed protein surface. This way,

proteins strategically labeled with dyes that change fluorescence upon a change in

polarity and/or viscosity at the binding site for another protein will report on the

binding of this partner protein with an increase or decrease in fluorescence. This

principle was used to create a sensor for the interaction between the GTPase

Cdc42 and N-WASP, which initiates actin polymerization by the Arp2/3 complex.

Attachment of a solvatochromic merocyanin fluorophore to the WASP protein was

shown to detect the binding of active, GTP-bound, Cdc42 by an increase in

fluorescence of a factor of �5. This basic principle was further developed to

create a live cell imaging biosensor for the activation of endogenous Ccd42

(Nalbant et al. 2004). This sensor was based on the Cdc42-binding domain from

N-WASP, the CRIB domain, which was tagged with GFP and labeled with a

merocyanin fluorophore. The doubly labeled construct reported on the binding of

active Cdc42 by a change in the ratio of merocyanin-to-GFP fluorescence, in

which the optically inert GFP serves as a reference for concentration differences

of the probe.

A merocyanin variant was also used to probe the conformational change in the

S100A4 protein upon binding to calcium (Garrett et al. 2008). The S100A4 protein

plays an important role in the modulation of actomyosin cytoskeletal dynamics, and

the increased expression of this protein correlates with malignant tumors, which are

characterized by invasion and metastasis. The merocyanin was introduced at a site

that is shielded in the apo- and is solvent-exposed in the calcium-bound form of

S100A4. The sensor for the calcium-binding status of S100A4 was constructed by

the co-injection of FITC-labeled and merocyanin-labeled S100A4 proteins at a

fixed stoichiometry of 1:2. Here, FITC serves as concentration reference for the

solvatochromic effect of the merocyanin-labeled protein since it is not influenced

by calcium or conformational changes. The calcium-sensitivity of S100A4 couples

cell motility to Ca2+-based signaling reactions. Stimulation of fibroblasts with

lysophosphatidic acid, a strong inducer of cell motility, was shown to increase the

fraction of calcium-bound S100A4 in areas of increased membrane protrusion early

during incubation. These simple ratiometric assays thus allow the direct demon-

stration and localization of protein interactions or conformational changes in

proteins by solvatochromic fluorescent probes.

The environmental sensitivity of this type of fluorophores can also be combined

with site-directed labeling. One example is the development of the environmentally

sensitive biarsenical dye derivative BarNile (Nakanishi et al. 2004), which was

used to probe conformational changes of an expressed calmodulin protein tagged

with an internal tetracysteine motif (see Section 7.3.2.1) in living cells. As with the

S100A4 protein, conformational changes in calmodulin are related to changes in

calcium concentration.
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7.2.3 Photochromic Dyes

Another unique property of fluorophores that can be exploited for sophisticated

sensing schemes is that of photochromicity, i.e., the change in spectral properties

induced by illumination at appropriate wavelengths that are ideally different

from the excitation wavelength. The change in spectral properties can be a shift

in absorption/emission spectra or a switching on and off of fluorescence yield

(photo-activation) with or without an appreciable change in color. This effectively

creates a light-induced switching between two different forms. Ideally, the light-

induced change is reversible, and switching can be performed many times before

the system fatigues.

One of the applications of photo-switching is the suppression of autofluores-

cence in the same emission range as the fluorescently labeled compound of interest

(Marriott et al. 2008). This was achieved in living cells by the use of nitrobenzo-

spiropyran (nitroBIPS)-based probes, as well as reversible photo-switchable green

fluorescent protein (Dronpa), in demanding tissues like explanted neurons, live

Xenopus embryos, and zebrafish larvae. Switching of the nitroBIPS probe is very

fast; the photo-isomerization of the non-fluorescent spiro state to the fluorescent

merocyanin state is induced by illumination with 365 nm light (or 720 nm two-

photon excitation), the back-conversion by illumination with 543 nm creates the

612 nm emission.

The basis of background suppression is the modulation of photochromic

properties by the repetitive back and forth switching between nonfluorescent and

fluorescent states coupled to detection in exact synchrony (Marriott et al. 2008).

This produces a stimulus-coupled change that is distinct from the native sources.

This optical lock-in detection method therefore isolates the signal of molecules that

switch on and off in response to the optical switching signal, allowing the specific

determination of the fluorescence of the probe, even if the photochromic dye

contributes to less than 0.1% of total fluorescence. This detection scheme is

extremely sensitive and generates essentially background-free images of astound-

ingly high contrast.

This lock-in detection principle based on photochromic dyes has also been

exploited for sensitive FRET measurements. When the photochromic dye is used

as acceptor for a donor fluorophore, then FRET can be detected with high sensitiv-

ity from the increase in donor fluorescence that correlates with the periodic switch-

ing off of acceptor absorption.

The basic principle of photochromic FRET was shown for a fusion construct of a

lucifer yellow donor fluorophore with a diheteroarylethene acceptor (Giordano

et al. 2002). The open form of the diheteroarylethene acceptor is colorless. UV-

induced photoisomerization creates the closed colored and FRET-competent form.

The reaction can be reversed by illumination with visible light. Consequently,

photoswitching creates a FRET-ON (for the merocyanin state) and FRET-OFF

(for the spiro state) condition. The switching of the acceptor was faithfully followed

by the fluorescence variations of the lucifer yellow donor group in this dual
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fluorophore compound, proving the operation principle of this FRET sensing

scheme. Complete switching is not required as less than 10% variation is sufficient

for sensitive lock-in detection.

The sensitivity limit of the detection of photochromic FRET in cells was inves-

tigated using the GFP–nitroBIPS FRET pair in living cells (Mao et al. 2008).

A fusion protein between GFP and alkylguaninetransferase allowed the site-directed

labeling with benzylguanine–nitroBIPS in living cells (see Sect 7.3.2.2), bringing

together the donor and photochromic acceptor fluorophore of the FRET pair in the

same molecule. Titration of the amount of GFP–nitroBIPS with unlabeled donor

allowed the variation of observed FRET efficiency in the cells. It should be noted,

however, that this procedure dilutes high FRET complexes with non-FRET donors,

but does not vary the FRET efficiency inside the complex. Nevertheless, the

apparent FRET efficiency judged by lock-in detection of the GFP changes varied

linearly with the fractional labeling of the GFP with the nitro-BIPS acceptor, and

could be unambiguously estimated down to a few percent of donor–acceptor-tagged

complexes, i.e., an apparent FRET efficiency of lower than 1%. This result makes

photochromic FRET the most sensitive detection method for protein interactions

and conformational changes available to date.

In recent years, super-resolution fluorescence microscopy techniques (STED,

PALM, STORM, and F-PALM) (Hofmann et al. 2005; Betzig et al. 2006; Hess

et al. 2006; Rust et al. 2006) have been developed that exploit the properties of

photo-switchable fluorescent probes. The imaging process is based on the determi-

nation of the localization of individual probes with high precision by fitting a

Gaussian profile. In these techniques, the fluorescence emission of individual fluor-

ophores is modulated in time such that only an optically resolvable subset of

fluorophores is activated and imaged. This implies cycles of imaging, where activa-

tion and deactivation of the probe result in images of individual fluorophores that do

not overlap. This way, the background noise is minimized and the photon count of

the fluorophore maximized resulting in a resolution accuracy of about 10–20 nm.

Both photo-switchable fluorescent proteins and organic dyes are available and

have been used for these methods (Fernández-Suárez and Ting 2008). However, the

organic switchable dyes are normally brighter as they exhibit higher extinction

coefficients, thereby allowing higher numbers of photons to be collected, resulting

in larger contrast ratios. Furthermore, the speed of switching, the reversibility, and

extent of the photochromic effect in fluorescent proteins are modest when compared

to their chemical counterparts, and the number of available colors is very limited.

Synthetic photo-switchable dyes include rhodamines, diarylethenes, as well as

switchable cyanine dyes. Of these, the rhodamines have a high potential for live

cell imaging (Folling et al. 2007) as they are membrane-permeable and allow the

imaging of intracellular proteins. Lately, a family of bright photo-switchable probes

with distinct colors based on the pairing of cyanine dyes was created (Bates et al.

2007). It was found that Cy3 functions as an activator as it facilitates the switching of

other cyanines as Cy5, Cy5.5, and Cy7. Alexa405 and Cy2 can also activate the

switching of Cy5. The pairing of an activator dye with switching dyes of different

colors allowed multicolor STORM imaging (Bates et al. 2007). Combined with the
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broad range of available colors, this pairing of organic dyes allows a high level of

experimental freedom in high-resolution microscopy and exemplifies the value of

custom-tailored properties that are given by synthetic probes.

7.3 Site-Specific Chemical Labeling in Living Cells

A number of biocompatible site-specific labeling chemistries have been developed

to introduce the new dyes into cell biology. The utility of a new chemical-labeling

method critically depends on a number of general requirements. These are first of all

a high selectivity and sensitivity. Obviously, fluorescent labeling of proteins should

not interfere with their specific function for in vivo labeling, and should therefore be

carried out under mild biocompatible-labeling conditions. Moreover, the labeling

approaches should preferentially allow the introduction of several probes with

different characteristics, such as color, in an orthogonal manner so as to allow

multiplexing. Under such optimal conditions, proteins can be fitted with a range of

probes, in particular those that possess innovative spectral and sensing properties.

An important prerequisite to obtain a highly specific labeling of proteins is that

the fluorescence of nonbound probes is eliminated. The easiest implementation of

in vivo fluorophore conjugation reactions is therefore the labeling of extracellular

epitopes, where the unbound dye is simply washed out. In the case of intracellular

labeling, this can be achieved by using probes that can be washed out of the cell or

by using fluorophores at sub-saturating conditions. Alternatively, labeling strate-

gies can be used with fluorogenic probes, i.e., dyes that gain fluorescence only upon

binding to the protein of interest.

The choice for chemical labeling over a genetic fluorescent protein-based

approach is determined by the biological question or the particular microscopy

technique used. For example, chemical labeling allows the specific labeling of the

cell surface versus the total cellular pool, a condition often required in single-

molecule studies. Furthermore, the variability and spectral quality of synthetic dyes

allow the attachment of fluorophores with new properties desired for certain

advanced microscopy techniques, as is the case for the use of photoswitchable

dyes in super-resolution microscopy. These days, one has the possibility to choose

from a diverse range of labeling methods, each with their own advantages and

disadvantages. The following sections provide an overview of the most popular

strategies published ordered by their extracellular or intracellular use.

7.3.1 Extracellular Chemical In Vivo-Labeling Techniques

7.3.1.1 Biotinylated Proteins as Chemical Handle for Labeling

The highest reported affinity for a pair of biological components is that for

the binding of biotin and (strept)avidin (Kd ¼ 10�15 M). Due to this quality, this
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pair of proteins has gained popularity as versatile labeling platform. Indeed, a large

number of fluorescent streptavidin conjugates are commercially available nowa-

days. Additionally, the little nonspecific binding of streptavidin and the advantage

of its significantly smaller size in comparison to IgG antibodies contributed to their

widespread use for protein labeling and recognition purposes.

A robust labeling method for cell surface proteins with excellent labeling

specificity that is based on the biotinylation of target proteins and the subsequent

binding of streptavidin was developed by the Ting laboratory (Chen et al. 2005;

Howarth and Ting 2008). Here, a 15-amino acid acceptor peptide (AP), derived

from a naturally biotinated protein of bacterial origin, is fused to the target protein.

An amino-reactive biotin is subsequently ligated to the lysine chain of the AP by the

Escherichia coli enzyme biotin ligase (BirA), upon which the biotinylated protein is

bound by fluorescently labeled streptavidin in a second step.

It was found that biotin can be substituted by ketone derivates as the BirA ligase

accepts ketones and ligates them to the AP with similar kinetics and high substrate

specificity as biotin (Chen et al. 2005). This allows the direct fluorescent labeling of

proteins by covalent binding as the ketone can be specifically conjugated to

hydrazide- or hydroxylamine-functionalized fluorophores in a following step. The

versatility of this labeling method was further increased by the development, using

two generations of phage display selection from 15-mer peptide libraries, of a new

15-amino acid substrate that is biotinylated by the yeast biotin ligase (Chen et al.

2007). This yeast acceptor peptide (yAP) allows the specific labeling of AP and

yAP fusion proteins co-expressed in the same cell, as the yAP is not recognized and

biotinylated by BirA, and conversely, the AP is not biotinylated by yBL. The

applicability of orthogonal labeling with this method was shown for differently

colored Qdots.

Since both streptavidin and avidin are tetramers, their use in fluorescent labeling

can potentially induce cross-linking – i.e., tetramerization – of the biotin conjugate,

which can interfere with protein function and molecular interactions. To circum-

vent this problem, a monovalent streptavidin was generated using a chimeric

streptavidin tetramer with only one single functional biotin-binding site (Howarth

et al. 2006).

Furthermore, it should be noted that the use of (strept)avidin–biotin schemes for

in vivo labeling is limited to extracellular approaches as the intracellular presence

of streptavidin can lead to toxic biotin depletion, which interferes with the function

of biotin in the cytoplasm and mitochondria.

7.3.1.2 Labeling of Carrier Protein Moieties – ACP and PCP

Another enzyme-based labeling method for extracellular labeling of proteins is the

post-translational modification of carrier proteins. This labeling method is based on

the transfer of 4’-phosphopantetheine from CoA by phosphopantetheine transferase

(PPtase) to the serine side chain of an 80-amino acid sequence derived from either

peptide carrier protein (PCP) or acyl carrier protein (ACP) to form a specific
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covalent attachment (George et al. 2004; Yin et al. 2004). As the sulfhydryl group

in the phosphopantetheine is not required for its recognition or coupling by the

enzyme, it can be derivatized with a fluorescent dye to effect covalent fluorescent

labeling of the carrier peptide. Fluorescent labeling of the free sulfhydryl group in

CoA can be achieved by a simple reaction with maleimide-carrying fluorophores,

allowing the facile construction of a wide range of fluorescent substrates by the

user. A variety of labeled substrates is also commercially available.

Dual color labeling can be achieved by the use of PPtases of different origins as

the Sfp PPtase of Bacillus subtilis and the AcpS of E. coli have different substrate
specificities; whereas Sfp PPtase modifies both the PCP and ACP domains, the

AcpS only modifies the ACP domain. Consequently, PCP or ACP tags can be

differentially labeled with different fluorophore–CoA conjugates by the incubation

of the cells with AcpS to label the ACP-tagged protein, followed by Sfp-catalyzed

labeling of the PCP-tagged protein (Vivero-Pol et al. 2005).

Recently, short carrier tags (S6 and A1) of 12 amino acids each were selected

from a phage-displayed peptide library as efficient substrates, while maintaining

their orthogonality for the two PPtases (Zhou et al. 2007). The PPtase carrier

protein method is restricted to labeling of cell surface proteins, because the probes

are not membrane-permeable. On the other hand, this way selective labeling and

imaging of receptors on the plasma membrane can be achieved without the inter-

ference of a high background resulting from the intracellular pool. This is essential

in single-molecule studies to efficiently and properly detect the individual fluores-

cent signals arising from the plasma membrane, as was shown for the investigation

of the motility of individual neurokinin-1 receptors (Prummer et al. 2006). More-

over, this is exemplified by the selective FRET measurements on interactions

between cell surface-located neurokinin-1 receptors, which were simultaneously

labeled with donors and acceptors using ACP tags (Meyer et al. 2006). The other

advantage is that the optimal donor-to-acceptor ratio for the FRET detection

method of choice can be controlled precisely in the creation of stochastic FRET

pairs, and that this ratio is maintained homogeneously throughout the cell popula-

tion. The independence on the absolute and relative expression level of donor/

acceptor pairs allows for very precise FRET measurements. The relative simple

chemistry of the probes so that one can easily attach fluorophores with the optimal

desired spectral properties, and for which several probe variants can even be

obtained commercially these days, makes this method straightforward applicable.

7.3.1.3 Sortagging: Sortase-Mediated Transpeptidation

A third enzymatic extracellular-labeling method is based on the proteolytic cleav-

age and subsequent amide linkage of a C-terminal LPXTG peptide by the Staphy-
lococcus aureus sortase (Popp et al. 2007). Bacterial sortases mediate the covalent

attachment of proteins to the bacterial cell wall. Each sortase from different

bacterial species recognizes its own specific sequence. In case of the S. aureus
sortase, the motif is proteolytically cleaved between threonine and glycine, leaving
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a C-terminal-LPXT that is instantly amide-linked by the enzyme to a pentaglycine

nucleophile, which is normally present in the cell wall. To achieve in vivo labeling

of target proteins expressed on the cell surface, the peptide tag LPETGG was

genetically fused to the C-terminus of osteoclast differentiation factor (Tanaka

et al. 2008). The addition of sortase enzyme and a fluorescently labeled N-terminal

triglycine probe was shown to result in the site-specific labeling of the protein. An

advantage of this method is that the fluorescent probes can be easily made by

standard solid-phase peptide synthesis, i.e., can be directly ordered from a variety of

peptide synthesis services. However, the method suffers from the disadvantage that

it is restricted to the labeling of the C-terminus of proteins as the LPXTG motif

needs a flexible and unstructured region close to the C-terminus to allow the

transpeptidation reaction.

7.3.2 Intracellular Chemical In Vivo-Labeling Techniques

7.3.2.1 Biarsenical-EDT2-Labeling

The biarsenical–tetracysteine system is perhaps the best known site-specific

in vivo-labeling technique (Adams et al. 2002; Griffin et al. 1998, 2000)

(Fig. 7.2). In this method, a tetracysteine motif CCXXCC is genetically introduced

in the expressed protein. This motif is specifically recognized by membrane-

permeable fluorophores that are substituted with two arsenite groups with a pre-

cisely defined spacing. These biarsenical compounds were developed to be non-

fluorescent when present free in solution. Upon binding to the tetracysteine motif,

the compounds gain fluorescence as a result of structural stabilization exerted upon

binding. Several biarsenical fluorophore variants have been generated. Derivatiza-

tion by the addition of two arsenite groups to the aromatic rings of fluoresceine and

resorufin resulted in the compounds called FlAsh (green emission) and ReAsh (red

emission), respectively (Adams et al. 2002). In addition to these, the blue variant

ChoXAsH (Adams et al. 2002) and a biarsenical derivative of Nile Red (Nakanishi

et al. 2001) have been synthesized.

The tetracysteine motif is small and can be introduced de novo or by modi-

fication of endogenous cysteine-rich sequences in proteins. Optimization of

the tetracysteine context (Martin et al. 2005) by directed evolution has led to

improved binding affinity and quantum yield, improving signal levels, and reduced

cytotoxicity.

Nonetheless, the presence of background staining and the need for the reducing

environment of the cytoplasm and nucleus for proper labeling set limits to the

applicability of this method. In addition, the poor photostability and the sensitivity

of fluorescein derivatives for pH changes in the physiological range represent

inherent limitations. The generation of fluoro-substituted versions, F2FlAsH and

F4FlAsH, exhibited significant improvements in photostability and pH-dependence

over the original FlAsH (Spagnuolo et al. 2006). Moreover, F2FlAsH possesses
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improved signal levels in the form of higher absorbance, quantum yield, and larger

Stokes shift. The emission of F4FlAsH lies intermediate to that of FlAsH and

ReAsH, expanding the color palette of biarsenical compounds. In addition, the

two new probes form an excellent FRET pair with a substantially larger critical

distance for FRET (R0) than obtained so far with the biarsenical dyes. This is

important for the generation of controlled FRET pairs as described above for

ACP labeling.

Generally speaking, multicolor labeling requires orthogonal-labeling sequences

to allow the simultaneous labeling of proteins with different spectral variants. If

only one labeling sequence is available, temporally separated protein pools can be

labeled by sequential conjugation steps. Sequential labeling with FlAsh and ReAsH

was used in a pulse chase determination of the age and fate of tetracysteine-labeled

proteins to study the turnover rate of connexin-43 in gap junctions (Gaietta et al.

2002) and the dendritic synthesis and trafficking of AMPA receptors (Ju et al.

2004). The absence of orthogonal-labeling peptides inhibited the wider adoption

of this method for other biological questions that require multicolor labeling.

Fig. 7.2 Tetracysteine labeling of focal adhesion kinase constructs with the ReAsh biarsenical-

EDT2 dye. GFP was fused to the N-terminus of the kinase as a reference for the recognition by

ReAsh. ReAsh labeling of (a) the tetracysteine motif FLNCCPGCCMEP (�2) at its C-terminus

and (b) the motif EAAAREACCRECCARA inserted into the kinase is shown. The bright

fluorescent structures at the cell periphery are focal adhesions where the kinase resides. Note the

complete overlap of the signals of both fluorophores indicating correct and complete labeling.

Bars: 10 mm
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Recently, a long awaited orthogonal biarsenical fluorophore was introduced. The

new red biarsenical–tetracysteine fluorophore (AsCy3) allows the selective labeling

of multiple proteins with different fluorophores using the same biarsenical-labeling

chemistry (Cao et al. 2007). Here, the conserved interatomic distance between the

two arsenic moieties of 6 Å was increased to 14.5 Å. Coupled with the identifica-

tion of a complementary high-affinity-binding sequence CCKAEAACC (Cy3Tag),

with wider spacing of the two cysteine pairs, this fluorophore permits its simulta-

neous application with the original biarsenic compounds in cells. Moreover, AsCy3

acts as an efficient FRET acceptor for FlAsH (R0 of 6.5 nm), as its absorption

overlaps with the emission of FlAsH. This is important as it extends the use of

FRET from the investigation of homotypic interactions to interactions between two

different proteins. AsCy3 possesses superior photostability and exhibits a minimal

environmental sensitivity compared to the existing biarsenical probes FlAsH and

ReAsH, which are important attributes for single-molecule detection. These newly

obtained properties are expected to increase the use of biarsenical-EDT2 labeling

for the functional studies of proteins in living cells, making full use of the gained

orthogonality.

7.3.2.2 O6-Alkylguanine-DNA Alkyltransferase Labeling (AGT/SNAP Tag)

This covalent in vivo-labeling method is based on fusion proteins with the human

DNA repair protein hAGT; O6-alkylguanine-DNA alkyltransferase (Keppler et al.

2003, 2004a, b). This enzyme transfers the alkyl group from its substrate O6-

alkylguanine-DNA to one of its cysteine residues. As this covalent linkage still

occurs with fluorescently labeled alkyl derivatives, it leads to self-labeling of the

enzyme tag that is fused to the protein of interest. Fluorescent O6-benzylguanine

derivatives are available across the visible spectrum (Keppler et al. 2006), in cell-

permeable and -impermeable forms. Furthermore, affinity and bifunctional probes

were designed (Juillerat et al. 2005). The relatively uncomplicated synthesis

method makes this a popular method for microscopy techniques that rely on the

use of fluorophores with special and customized properties. Moreover, labeling is

short, labeling conditions are very mild, and the reaction can be performed in

any cellular compartment. An early disadvantage of the method, however, was

the background of endogenous alkyltransferase that required the use of AGT

knockout cells. The development of an inhibitor of endogenous AGT and the

genetic engineering of fast and highly active hAGT mutants that are not inhibited

by this inhibitor solved this problem and resulted in specific labeling and the

general application of this method (Juillerat et al. 2005; Gronemeyer et al. 2006).

The tag based on the mutant with the highest activity (NAGT) is called SNAP-tag.

To allow multicolor labeling, an additional AGT mutant was engineered for

labeling with derivates that are unreactive toward the SNAP-tag. Together with

the SNAP-tag, this new CLIP-tag allows dual-color labeling of proteins in a single

cell (Gautier et al. 2008).
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To conclude, the current specificity of this labeling method and the broad range

of available substrates are attractive features of this approach, but the size of the

AGT tag (21 kDa) remains an intrinsic disadvantage.

7.3.2.3 HaloTag: Enzyme–Ligand Interaction Self-Labeling

A second enzyme-mediated self-labeling reaction is based on the engineered

activity-dead haloalkane dehalogenase enzyme (HaloTag) (Los et al. 2008; Los

and Wood 2007; Zhang et al. 2006). This GFP-size (33 kDa) monomeric tag

covalently couples a haloalkane substrate to an aspartate residue near its active

site by trapping of this intermediate in its enzymatic processing. The covalent bond

formation between the protein tag and the chloroalkane linker is highly specific,

occurs rapidly (within 15 min), and is essentially irreversible. The probe chemistry

is relatively simple and many variants of the probes are commercially available.

Do-it-yourself linkers for labeling to fluorophores of choice are also available to

allow the construction of custom-tailored ligands. The ligands can be obtained in

cell-permeable and -impermeable forms. However, the relatively large size of the

HaloTag indicates that its advantage will lie in those applications where the spectral

properties cannot be met by the visible fluorescent proteins, where selective label-

ing at the membrane is required, or for pulse-labeling experiments.

7.4 In Vivo Labeling of Endogenous Proteins

The ultimate goal of fluorescent observation of cellular events is the live labeling of

endogenous proteins. Traditionally, labeling of endogenous proteins has been

achieved by immunohistochemical approaches on fixed cells. Antibodies bind

antigens with high affinity and high specificity and are unquestionably an ideal

tool for fluorescent labeling of endogenous proteins. However, their use in live cells

is restricted as they are sensitive to the reducing cellular environment, leading to

inefficient folding and assembly of their variable heavy and light chain. This

prohibits the expression of unmodified antibodies in the cellular interior. Therefore,

their intracellular applications mostly relied on their technically demanding intro-

duction in cells by microinjection.

Recently, smaller recombinant antibody fragments, such as the classic monova-

lent antibody fragments (Fab, scFv) (Fig. 7.1), and engineered variants thereof are

emerging (Holliger and Hudson 2005). The epitope-recognition domains of IgGs

have been dissected into either monovalent (Fab, scFv, and single variable VH and

VL domains) or bivalent fragments by genetic engineering. One recombinant

antibody fragment that is rapidly gaining popularity is the single-chain antibody

(scFv) as it retains the specific, monovalent, and antigen-binding affinity of the
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parent IgG while showing improved penetration and kinetics. An scFv represents

the minimal epitope recognition part of an IgG (�28 kDa) in which the VH and VL

domains are linked with a flexible polypeptide linker such as to prevent their

dissociation.

One of the first reported use of single-chain antibodies for in vivo protein

labeling was by Farinas and Verkman (1999), who targeted a single-chain antibody

to specified sites in the cell to trap cell-permeable hapten–fluorophore conjugates.

A phOx–fluorescein conjugate was applied to measure the pH value in the Golgi

lumen in live cells. In this case, a �5-fold fluorescence increase of the bound

hapten–fluorophore conjugate over the unbound conjugate was observed. This

fluorogenic effect improved the specificity and sensitivity of the approach as the

increased fluorescence allowed imaging with little contribution from the free probe.

The fluorogen concept was extended to a broad new class of protein–dye

reporters by Szent-Gyorgyi et al., that are also based on single-chain antibodies,

and are called fluorogen-activating proteins (FAPs) (Szent-Gyorgyi et al. 2008).

Their basic principle aimed at the optimization of the fluorogenic effect of the

binding of fluorophores by antibody fragments. The two structurally unrelated dyes

thiazole orange (TO) and malachite green (MG) were selected for this purpose as

they are known fluorogens. Strong fluorescence activation was observed when TO

intercalated with DNA (550-fold) and when MG bound to a specific RNA aptamer

(2360-fold). A library of human scFvs was screened in yeast for enhancing the

fluorescence of TO and MG. Eight unique FAPs that elicit dramatic fluorescence

enhancement upon binding of TO and MG derivatives were isolated. The principle

behind the enhanced fluorescence is that of the “molecular rotors” in which the

rapid rotation around a single bond in the fluorophore leads to a loss of fluorescence.

This rotation within the chromophore is constrained upon scFv binding, and the

fluorescence is recovered.

In addition, the scFv-mediated fluorophore targeting by single-chain antibody

represents a valuable variant of the site-specific chemical-labeling approaches

discussed so far. However, in the above-described form it is unfortunately not

directly applicable to endogenous proteins as it relies on the introduction of

fluorophore-recognizing antibody fragments.

The general problem remains that scFvs contain internal disulfide linkages so

that functional expression is relatively poor in reducing environments. This restricts

their use to mainly the cell surface and secretory pathway. Even though it has been

shown that functional scFvs can be expressed in a disulfide-free format, i.e., lacking

cysteins (Proba et al. 1998), the real solution to this problem came with the switch

to monovalent antibody fragments originating from the camel.

Rothbauer et al. were the first to target and trace endogenous antigens in live

cells using antibody fragments from Camelidae sp. (Rothbauer et al. 2006, 2008).

Camelid-Ig, and also shark Ig-NARs, are unusual in that they comprise a homo-

dimeric pair of only heavy chains and lack light chains (Holliger and Hudson 2005).

In camelids, the high-affinity single V-like domain is called VhH. It represents the

smallest intact antigen-binding fragment available. These small VhH fragments are
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also referred to as nanobody and retain the targeting specificity of whole mAbs and

can be produced as stable in vitro targeting reagents. VhHs possess long surface

loops that even enable the recognition of epitopes in cavities of targets, such as

enzyme active sites. Rothbauer et al. generated fluorescent nanobodies, called

chromobodies, in which heavy-chain antibodies from Camelidae sp. were fused

with fluorescent proteins and expressed in living cells (Rothbauer et al. 2008).

Chromobodies recognizing endogenous cytoplasmic and nuclear antigens and

fused to mRFP were used to follow antigens in different subcellular compartments

throughout S phase and mitosis, a compelling demonstration of the biocompatibility

of this approach. Chromobodies will enable new functionalities in the imaging

field, as they can potentially target any antigenic structure in living cells.

7.5 Conclusion

The wealth of new spectral and sensing properties offered by synthetic fluorophores –

as exemplified in this chapter by the near-ideal fluorescence properties of quantum

dots, the versatility of environmental sensitivity in the generation of powerful

imaging biosensors, and the exquisite contrast and FRET sensitivity offered by

the light-controlled modulation of fluorescence spectral properties in organic dyes –

is made available to cell biological questions by the concurrent development in site-

specific protein labeling. The introduction of mild bioconjugation chemistries with

varying degrees of orthogonality for the labeling with multiple fluorophores offers

the cell biologist a versatile toolset that allow a high level of sophistication in the

investigation of the working of living cells. The use of genetically engineered

antibody-derived recognition modules extend fluorescent labeling to endogenous

proteins and are expected to have a huge impact in the imaging field.

Important to note is that no single labeling approach is ideally suited for all

aspects encountered in different experimental settings, and that therefore the choice

for a particular approach should be carefully evaluated on a per-case basis. The

decisive arguments in favor of a certain method can amongst others be given by the

availability of fluorophore substrates with the right properties, or if not available

commercially, the ease of synthesis of this substrate in the laboratory, the perme-

ability of the membrane for the labeling substrate if intracellular targets are to be

labeled, and the size of the recognition tag on the protein of interest.

In summary, the recent combined developments in the generation of synthetic

fluorophores, detection strategies for their specific functionalities, and the means

for their site-specific labeling of proteins, have generated a unique window of

opportunity for modern cell biology to visualize molecular events in living cells

with tools custom-tailored for the task.
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Fernández-Suárez M, Ting AY (2008) Fluorescent probes for super-resolution imaging in living

cells. Nat Rev Mol Cell Biol 9:929–943

Folling J, Belov V, Kunetsky R, Medda R, Schonle A, Egner A, Eggeling C, Bossi M, Hell SW

(2007) Photochromic rhodamines provide nanoscopy with optical sectioning. Angew Chem Int

Ed Engl 46:6266–6270

Gaietta G, Deerinck TJ, Adams SR, Bouwer J, Tour O, Laird DW, Sosinsky GE, Tsien RY,

Ellisman MH (2002) Multicolor and electron microscopic imaging of connexin trafficking.

Science 296:503–507

Garrett SC, Hodgson L, Rybin A, Toutchkine A, Hahn KM, Lawrence DS, Bresnick AR (2008) A

biosensor of S100A4 metastasis factor activation: inhibitor screening and cellular activation

dynamics. Biochemistry 47:986–996

Gautier A, Juillerat A, Heinis C, Correa IR Jr, Kindermann M, Beaufils F, Johnsson K (2008) An

engineered protein tag for multiprotein labeling in living cells. Chem Biol 15:128–136

George N, Pick H, Vogel H, Johnsson N, Johnsson K (2004) Specific labeling of cell surface

proteins with chemically diverse compounds. J Am Chem Soc 126:8896–8897

Giordano L, Jovin TM, Irie M, Jares-Erijman EA (2002) Diheteroarylethenes as thermally stable

photoswitchable acceptors in photochromic fluorescence resonance energy transfer (pcFRET).

J Am Chem Soc 124:7481–7489

7 Site-Specific Labeling of Proteins in Living Cells Using Synthetic Fluorescent Dyes 127



Griffin BA, Adams SR, Tsien RY (1998) Specific covalent labeling of recombinant protein

molecules inside live cells. Science 281:269–272

Griffin BA, Adams SR, Jones J, Tsien RY (2000) Fluorescent labeling of recombinant proteins in

living cells with FlAsH. Methods Enzymol 327:565–578

Gronemeyer T, Chidley C, Juillerat A, Heinis C, Johnsson K (2006) Directed evolution of O6-

alkylguanine-DNA alkyltransferase for applications in protein labeling. Protein Eng Des Sel

19:309–316

Hess ST, Girirajan TP, Mason MD (2006) Ultra-high resolution imaging by fluorescence photo-

activation localization microscopy. Biophys J 91:4258–4272

Hofmann M, Eggeling C, Jakobs S, Hell SW (2005) Breaking the diffraction barrier in fluores-

cence microscopy at low light intensities by using reversibly photoswitchable proteins. Proc

Natl Acad Sci U S A 102:17565–17569

Holliger P, Hudson PJ (2005) Engineered antibody fragments and the rise of single domains. Nat

Biotechnol 23:1126–1136

Howarth M, Ting AY (2008) Imaging proteins in live mammalian cells with biotin ligase and

monovalent streptavidin. Nat Protoc 3:534–545

Howarth M, Chinnapen DJ, Gerrow K, Dorrestein PC, Grandy MR, Kelleher NL, El-Husseini A,

Ting AY (2006) A monovalent streptavidin with a single femtomolar biotin binding site. Nat

Methods 3:267–273

JuW,Morishita W, Tsui J, Gaietta G, Deerinck TJ, Adams SR, Garner CC, Tsien RY, EllismanMH,

Malenka RC (2004) Activity-dependent regulation of dendritic synthesis and trafficking

of AMPA receptors. Nat Neurosci 7:244–253

Juillerat A, Heinis C, Sielaff I, Barnikow J, Jaccard H, Kunz B, Terskikh A, Johnsson K (2005)

Engineering substrate specificity of O6-alkylguanine-DNA alkyltransferase for specific protein

labeling in living cells. Chembiochem 6:1263–1269

Keppler A, Gendreizig S, Gronemeyer T, Pick H, Vogel H, Johnsson K (2003) A general method

for the covalent labeling of fusion proteins with small molecules in vivo. Nat Biotechnol

21:86–89

Keppler A, Kindermann M, Gendreizig S, Pick H, Vogel H, Johnsson K (2004a) Labeling of

fusion proteins of O6-alkylguanine-DNA alkyltransferase with small molecules in vivo and

in vitro. Methods 32:437–444

Keppler A, Pick H, Arrivoli C, Vogel H, Johnsson K (2004b) Labeling of fusion proteins with

synthetic fluorophores in live cells. Proc Natl Acad Sci U S A 101:9955–9959

Keppler A, Arrivoli C, Sironi L, Ellenberg J (2006) Fluorophores for live cell imaging of AGT

fusion proteins across the visible spectrum. Biotechniques 41:167–170, 172, 174–175

Lidke DS, Nagy P, Heintzmann R, Arndt-Jovin DJ, Post JN, Grecco HE, Jares-Erijman EA, Jovin TM

(2004) Quantum dot ligands provide new insights into erbB/HER receptor-mediated signal

transduction. Nat Biotechnol 22:198–203

Lidke KA, Rieger B, Jovin TM, Heintzmann R (2005) Superresolution by localization of quantum

dots using blinking statistics. Opt Express 13:7052–7062

Los GV, Wood K (2007) The HaloTag: a novel technology for cell imaging and protein analysis.

Methods Mol Biol 356:195–208

Los GV, Encell LP, McDougall MG, Hartzell DD, Karassina N, Zimprich C, Wood MG, Learish R,

Ohana RF, Urh M et al (2008) HaloTag: a novel protein labeling technology for cell imaging

and protein analysis. ACS Chem Biol 3:373–382

Mao S, Benninger RK, Yan Y, Petchprayoon C, Jackson D, Easley CJ, Piston DW, Marriott G

(2008) Optical lock-in detection of FRET using synthetic and genetically encoded optical

switches. Biophys J 94:4515–4524

Marriott G, Mao S, Sakata T, Ran J, Jackson DK, Petchprayoon C, Gomez TJ, Warp E, Tulyathan O,

Aaron HL et al (2008) Optical lock-in detection imaging microscopy for contrast-enhanced

imaging in living cells. Proc Natl Acad Sci U S A 105:17789–17794

128 G. Bunt



Martin BR, Giepmans BN, Adams SR, Tsien RY (2005) Mammalian cell-based optimization of

the biarsenical-binding tetracysteine motif for improved fluorescence and affinity. Nat Bio-

technol 23:1308–1314

Medintz IL, Uyeda HT, Goldman ER, Mattousi H (2005) Quantum dot bioconjugates for imaging,

labelling and sensing. Nat Materials 4:435–446

Meyer BH, Segura JM, Martinez KL, Hovius R, George N, Johnsson K, Vogel H (2006) FRET

imaging reveals that functional neurokinin-1 receptors are monomeric and reside in membrane

microdomains of live cells. Proc Natl Acad Sci U S A 103:2138–2143

Nakanishi J, Nakajima T, Sato M, Ozawa T, Tohda K, Umezawa Y (2001) Imaging of conforma-

tional changes of proteins with a new environment-sensitive fluorescent probe designed for

site-specific labeling of recombinant proteins in live cells. Anal Chem 73:2920–2928

Nakanishi J, Maeda M, Umezawa Y (2004) A new protein conformation indicator based on

biarsenical fluorescein with an extended benzoic acid moiety. Anal Sci 20:273–278

Nalbant P, Hodgson L, Kraynov V, Toutchkine A, Hahn KM (2004) Activation of endogenous

Cdc42 visualized in living cells. Science 305:1615–1619

Popp MW, Antos JM, Grotenbreg GM, Spooner E, Ploegh HL (2007) Sortagging: a versatile

method for protein labeling. Nat Chem Biol 3:707–708

Proba K, Worn A, Honegger A, Pluckthun A (1998) Antibody scFv fragments without disulfide

bonds made by molecular evolution. J Mol Biol 275:245–253

Prummer M, Meyer BH, Franzini R, Segura JM, George N, Johnsson K, Vogel H (2006) Post-

translational covalent labeling reveals heterogeneous mobility of individual G protein-coupled

receptors in living cells. Chembiochem 7:908–911

Roberti MJ, Morgan M, Menéndez G, Pietrasanta LI, Jovin TM, Jares-Erijman EA (2009)

Quantum dots as ultrasensitive nanoactuators and sensors of amyloid aggregation in live

cells. J Am Chem Soc 131:8102–8107

Rosenthal SJ, Tomlinson I, Adkins EM, Schroeter S, Adams S, Swafford L, McBride J, Wang Y,

DeFelice LJ, Blakely RD (2002) Targeting cell surface receptors with ligand-conjugated

nanocrystals. J Am Chem Soc 124:4586–4594

Rothbauer U, Zolghadr K, Tillib S, Nowak D, Schermelleh L, Gahl A, Backmann N, Conrath K,

Muyldermans S, Cardoso MC et al (2006) Targeting and tracing antigens in live cells with

fluorescent nanobodies. Nat Methods 3:887–889

Rothbauer U, Zolghadr K, Muyldermans S, Schepers A, Cardoso MC, Leonhardt H (2008) A

versatile nanotrap for biochemical and functional studies with fluorescent fusion proteins. Mol

Cell Proteomics 7:282–289

Rust MJ, Bates M, Zhuang X (2006) Sub-diffraction-limit imaging by stochastic optical recon-

struction microscopy (STORM). Nat Methods 3:793–795

Spagnuolo CC, Vermeij RJ, Jares-Erijman EA (2006) Improved photostable FRET-competent

biarsenical-tetracysteine probes based on fluorinated fluoresceins. J Am Chem Soc 128:

12040–12041

Szent-Gyorgyi C, Schmidt BF, Creeger Y, Fisher GW, Zakel KL, Adler S, Fitzpatrick JA,

Woolford CA, Yan Q, Vasilev KV et al (2008) Fluorogen-activating single-chain antibodies

for imaging cell surface proteins. Nat Biotechnol 26:235–240

Tanaka T, Yamamoto T, Tsukiji S, Nagamune T (2008) Site-specific protein modification on

living cells catalyzed by sortase. Chembiochem 9:802–807

Toutchkine A, Kraynov V, Hahn K (2003) Solvent-sensitive dyes to report protein conformational

changes in living cells. J Am Chem Soc 125:4132–4145

Tsien RY (1998) The green fluorescent protein. Annu Rev Biochem 67:509–544

Vivero-Pol L, George N, Krumm H, Johnsson K, Johnsson N (2005) Multicolor imaging of cell

surface proteins. J Am Chem Soc 127:12770–12771

Vu TQ, Maddipatti R, Blute TA, Nehilla BJ, Nusblat L, Desai TA (2005) Peptide-conjugated

quantum dots activate neuronal receptors and initiate downstream signaling of neurite growth.

Nano Lett 5:603–607

7 Site-Specific Labeling of Proteins in Living Cells Using Synthetic Fluorescent Dyes 129



Wu X, Liu H, Liu J, Haley KN, Treadway JA, Larson JP, Ge N, Peale F, Bruchez MP (2003)

Immunofluorescent labeling of cancer marker Her2 and other cellular targets with semicon-

ductor quantum dots. Nat Biotechnol 21:41–46

Yin J, Liu F, Li X, Walsh CT (2004) Labeling proteins with small molecules by site-specific

posttranslational modification. J Am Chem Soc 126:7754–7755

Zhang Y, So MK, Loening AM, Yao H, Gambhir SS, Rao J (2006) HaloTag protein-mediated site-

specific conjugation of bioluminescent proteins to quantum dots. Angew Chem Int Ed Engl

45:4936–4940

Zhou Z, Cironi P, Lin AJ, Xu Y, Hrvatin S, Golan DE, Silver PA, Walsh CT, Yin J (2007)

Genetically encoded short peptide tags for orthogonal protein labeling by Sfp and AcpS

phosphopantetheinyl transferases. ACS Chem Biol 2:337–346

130 G. Bunt



Chapter 8

Imaging Molecular Physiology in Cells

Using FRET-Based Fluorescent Nanosensors

Fred S. Wouters

8.1 Analytical Fluorescence Microscopy

The utility of fluorescence microscopy in cell biology (Netterwald 2008) stems

from its noninvasiveness, coupled to the high sensitivity and multiparameter nature

of the detection. Sensitive detectors and cameras are capable of detecting and

counting single fluorescence photons, allowing low expression levels of fluores-

cently marked components in the living cell.

Fluorescence detection is thus ideally suited for the investigation of living cells.

Localization and kinetic information of labeled proteins can be quantitatively

obtained by a number of techniques that use photobleaching, or photoactivation or

photoconversion of photochromic fluorophores (Lippincott-Schwartz et al. 2003),

i.e., that change their emission properties upon illumination at a different wavelength,

or directly investigate motility by the analysis of the transient occupation of single

emitters in the small volume of the focal plane of a high numerical-aperture objective.

The latter techniques that can be grouped under the name of fluorescence (B€ohmer

and Enderlein 2003) or image correlation spectroscopy (Kolin and Wiseman 2007)

have seen a tremendous development in the last recent years. Some of these techni-

ques are explained in more detail in a different chapter of this book.

The many parameters of fluorescence provide a wealth of information on the

fluorescent species under investigation and permit the differentiation between – and

identification of – discrete fluorophores. Of the many parameters, the most often

used in biological imaging is the emission spectrum, i.e., the range of energy

emitted in the form of fluorescent photons. This allows the selection of different
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fluorophores by emission color, by which multiple fluorescently labeled compo-

nents can be followed in the same cell by judicious choice of excitation and

detection wavelengths. The relatively new semiconductor nanocrystal “quantum

dot” fluorophores optimally capitalize on emission separation for simultaneous

imaging in that the different spectral variants can be simultaneously excited in

the deep blue range, but their emission, which is narrow and symmetric, can be

easily differentiated (Bruchez 2005). Another fluorescence parameter that is not

used so often is the difference in excitation spectrum, i.e., the energies that can be

absorbed and lead to fluorescence. One example here is the mixing of fluorophores

of comparable emission wavelengths, but differing Stoke’s shift: a long (~100 nm)

Stoke’s shift variant of the green fluorescent protein (GFP), Turbo-Sapphire

(Zapata-Hommer and Griesbeck 2003), and a far-red emitting (~180 nm Stoke’s

shift) fluorescent protein, mKeima (Kogure et al. 2008) that shares its excitation

optimum with cyan fluorescent protein (CFP), are available. Other fluorescence

parameters (Lakowicz 2006) are used in more sophisticated spectrofluoroscopic

measurements; they include polarization, photostability, and fluorescence lifetime.

Polarization refers to the persistence of direction in the emission upon polarized

excitation, i.e., using light with one preferred vibration direction. This directional

relationship is reduced when the fluorophore rotates between excitation and emis-

sion of a photon, providing information on the rotational velocity of a fluorophore

and, by this, on protein complex formation or the viscosity of the medium. Photo-

stability refers to the chemical reactivity of the fluorophore in the excited state.

These photochemical reactions typically render the fluorophore nonfluorescent in a

process called photobleaching. The fluorescence lifetime is the average delay time

between excitation and emission of a photon, i.e., the average duration of the

fluorophore excited state. For this reason, there is a clear link with the previous

two parameters; a longer lifetime will lead to a greater loss of polarization and will

leave the fluorophore more vulnerable to photobleaching. The lifetime is directly

related to the quantum yield, i.e., the efficiency of fluorescence generation

expressed as the number of photons emitted per absorbed photon. The quantum

yield (Q) is the ratio of the observed (tobs) over the radiative lifetime (tradiative). The
latter is the lifetime that a fluorophore would possess when all excited state energy

was used to generate fluorescent photons (depopulation with the fluorescence

emission rate kf): as the observed and radiative lifetimes would be the same, the

quantum yield would be unity:

Q ¼ kf
X

kdepopulation

.
¼ tobs tradiative= : (8.1)

The radiative lifetime is a theoretical fluorophore-specific constant as nonradia-

tive depopulation routes to the ground state are accompanied by energy losses, i.e.,

by interactions with the environment. The lifetime can thus be described as the

inverse of the sum of depopulation rate constants:

t ¼ 1
X

kdepopulation

.
: (8.2)
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8.1.1 F€orster Resonance Energy Transfer

As the radiative lifetime is a constant, the fluorescence lifetime is a measure for the

concentration-normalized “molecular” brightness of the fluorophore.

All of the above parameters can be combined in spectroscopic measurements to

extract information on the identity and environment of the fluorophore. Perhaps

the most informative spectroscopic measurement for the status and environment of

the fluorophore is that of F€orster resonance energy transfer (FRET) (F€orster 1948,
1965; Jares-Erijman and Jovin 2003; Clegg 1996). FRET is a photophysical

phenomenon by which energy is transmitted nonradiatively between the excited

states of two fluorophores. There are a number of criteria that have to be fulfilled

before FRET coupling takes place. The coupling is mediated by coulombic

interactions between the electromagnetic oscillations of the transition dipoles of

the fluorophores. These resonance interactions are extremely sensitive to the

separation distance of the fluorophores, giving rise to a sixth-order dependence

on distance and on the orientation between the transition dipoles (described by a

geometric term k2), i.e., they prefer a more parallel (optimally collinear) orienta-

tion and do not exhibit coupling at a perpendicular orientation. A fluorophore that

has absorbed a photon can emit a photon or its emission dipole can couple to the

absorption dipole of a second fluorophore. When resonance occurs, the excitation

energy of the donating fluorophore is transferred to populate the excited state of

the accepting fluorophore without the formation of a fluorescent photon from the

donor. The probability of coupling not only depends on distance and orientation

considerations, but also on the suitability of the dipole pair to resonate per se. That

is, the selection of suitable FRET pairs has to take into account that the donor

possesses a high quantum yield (QD), so that sufficient excited state energy is

available for transfer, and the acceptor has to possess a high molar extinction

coefficient (eA), so that it can absorb the donated energy with high efficiency.

Furthermore, the emission spectrum of the donor and the absorption spectrum of

the acceptor fluorophore have to overlap, indicating that the energies that are

donated can be accommodated in the acceptor excited state. Although these

criteria refer to basic energetic conditions, their use in describing the radiative

properties of fluorophores can lead to the erroneous assumption that the acceptor

would absorb a donor-generated photon in FRET. However, the probability of this

process at reasonable fluorophore concentrations is exceedingly low as the emitted

photon is radiated in an arbitrary direction and thus mostly does not encounter an

acceptor fluorophore in its path. Furthermore, at interfluorophore distances where

this process could occur, FRET dominates and prevents the generation of donor

emission photons.

The extreme distance and orientation dependence of FRET is the reason for its

rising popularity during the last decade as it permits the evaluation of protein–protein

interactions, protein modifications, and conformational changes (Bunt and Wouters

2004; Wouters et al. 2001). The highly nonlinear sixth-order distance relationship

gives rise to a very steep distance dependence centered around the distance where the
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FRET efficiency (E) is 50%, i.e., where 50% of the donor fluorophores participate in

FRET. This point, also called the critical or F€orster distance R0, is determined by the

spectral properties of the FRET pair that determine its coupling (see above) and lie

between 5 and 7 nm for dye pairs that are typically used in the life sciences:

E ¼ R6
0

R6
0 þ R6

;

R6
0 ¼

k2

n4
QD

ð
fDðlÞeAðlÞl4dl ;

(8.3)

where n is the refractive index and the integral represents the spectral overlap. It is

fortunate that this distance range corresponds to the typical size of proteins so that

maximal sensitivity is in this important biological distance scale, and it guarantees

that a direct physical interaction between two proteins can be concluded from

FRET measurements. Distance considerations dominate the case of intermolecular

protein–protein interactions. A second, very popular biological FRET measurement

uses genetic fusions of two suitable fluorescent proteins that incorporate a sensing

domain in its polypeptide design; conformational change of this sensing domain

leads to FRET changes in the embedded FRET pair. These constructs are used as

sensors for biological activity in that the conformational change is coupled to the

biological read-out. Often, a domain of a signaling protein that undergoes a

conformational change upon its activation is taken as surrogate measurement for

the activity of the endogenous proteins in the signaling pathway. Alternatively, the

conformational change is designed to be brought about by the binding of a protein

or analyte, its posttranslational modification, or an in-chain interaction between a

domain that is changed and a domain that recognizes this change. These FRET

sensors enjoy high popularity because of their “plug-and-play” nature, but suffer

from a lack in predictable bandwidth (Bunt and Wouters 2004). That is, in these

sensors, the donor and acceptor moieties cannot achieve complete separation, and

for this reason, conformational FRET sensitivity often dominates over distance

effects. However, maximization of orientation differences between the active and

inactive states of the sensor can practically only be achieved by trial-and-error

variation of the linkage between the fluorophores.

8.1.2 FRET Consequences

The occurrence of FRET has a number of consequences that can be exploited for its

detection and quantification.

FRET coupling reduces the emission yield of the donor fluorophore. This

quenched donor emission can be judged from the reduction of the number of

donor fluorescence photons per unit time, which is proportional to the efficiency
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of FRET. The amount of quenching can also be determined very easily by the

comparison of donor fluorescence intensities before (FDA, the donor fluorescence in

the presence of the acceptor) and after (FD) selective acceptor photobleaching,

which creates a population of donor molecules that no longer undergo FRET and

exhibit the full, unquenched emission intensities. Such a measurement is techni-

cally simple, especially when implemented in confocal scanning microscopes,

but is of course only suitable for fixed cells. Since the quantum yield can be

directly measured from the fluorescence lifetime (tDA for observed, FRET-affected

lifetime, tD is the zero-FRET reference lifetime, typically derived from an inde-

pendent measurement), this quenching can also be judged from the reduction in

donor fluorescence lifetime, which is proportional to the efficiency of FRET. FRET

thus increases the emission probability (tDA < tD) of the donor in the photophysi-

cally coupled pair.

E ¼ 1� FDA

FD

¼ 1� tDA
tD

: (8.4)

As a consequence of the shortening of the donor fluorescence lifetime, its photo-

bleaching rate is reduced. This can be exploited in a very simple, yet slow and

destructive, measurement that requires only a stable light source and repetitive

image acquisition: the exponential decay in fluorescence emission I(t) due to bleach-
ing at constant illumination can be observed in the image stack, and the preexponential

factor, the bleaching constant tbleach, can be fitted pixel-by-pixel that is inversely

correlated to the fluorescence lifetime and from which the FRET efficiency can be

calculated (Jovin and Arndt-Jovin 1989). A reference tbleach can be obtained from an

independent experiment, omitting the acceptor, or by selective acceptor photobleach-

ing in a region of the same cell to exclude sample preparation variation.

IðtÞ ¼ I0e

�t

tbleach

� �

E ¼ 1� tbleach; reference
tbleach; observed

(8.5)

for background corrected images.

FRET coupling causes the population of the excited state of the acceptor, which

results in its emission. As a consequence, acceptor photons are generated when the

donor is specifically excited. This is called sensitized acceptor emission. It should

be noted, however, that the acceptor photons cannot be unequivocally assigned to

FRET because some acceptor is directly excited at donor wavelengths and some

donor emission contaminates (bleeds-through in) the red-shifted acceptor emission

channel. These spectral contaminations can be corrected using a number of refer-

ence measurements, but this is explained in more detail elsewhere (van Rheenen

et al. 2004). Importantly, the impact of contaminations depends on the relative

concentration of donor and acceptor molecules in each pixel of an image. In the
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case of intramolecular FRET biosensors, where the donor and acceptor molecules

are contained in the same polypeptide chain, the contamination is constant and

corrections are not required. This advantage has significantly contributed to the

popularity of this kind of biosensors. In contrast to the quenched donor emission,

there is no easy way to relate (spectrally purified) sensitized emission to the FRET

efficiency. In practice, sensitized emission measurements are related to the

quenched donor emission or the spectral changes are otherwise normalized to the

sensor concentrations. These different methods are explained in more detail else-

where (Elder et al. 2009; Wouters and Bunt 2009). The fluorescence lifetime again

can be used to detect this increase in fluorescence yield. The fluorescence lifetime

of the acceptor itself does not change due to FRET, i.e., no difference can be

detected in the delay time between direct acceptor excitation and emission. How-

ever, the coupled FRET pair can be regarded as a new fluorophore with donor

absorption and (donor and) acceptor emission properties, and its lifetime describes

the delay between donor excitation and sensitized acceptor emission: its duration

therefore includes an additional delay caused by the transfer of energy from the

reduced lifetime donor that adds to the pure lifetime of the acceptor. In FRET, the

lifetime of sensitized emission thus increases (Esposito et al. 2008; Harpur et al.

2001; Jose et al. 2007). It should be noted, however, that the same limitations apply

as for the detection of spectral intensities as directly excited acceptor and bleed-

through donor emission will lower the FRET-increased lifetime accordingly.

From these consequences, it follows that the donor and acceptor effects should

be detected separately in order to judge FRET. However, FRET measurements also

have to satisfy the opposite demand; they have to possess a large spectral overlap

between donor emission and acceptor excitation for optimal FRET coupling and are

therefore intrinsically limited. For this reason, we have recently developed a

nonfluorescent chromoprotein derivative of the yellow fluorescent protein as effi-

cient FRET partner for a GFP donor (Ganesan et al. 2006). As donor lifetime

measurements collect information of FRET in the reverse direction of the transfer

of energy, no fluorescence is required on the part of the acceptor. Our mutant loses

excited state energy much more rapidly than the duration of the excited state by fast

internal conversion, i.e., environmental nonradiative interactions, and consequently

is fully FRET competent, but does not contaminate the donor emission channel with

otherwise inseparable yellow fluorescence. We realized that, apart from liberating a

large part of the visible spectrum and allowing the collection of the complete, rather

than only the nonacceptor-overlapping, part of the donor emission spectrum, this

FRET couple also benefits from the removal of less obvious limitations by the use

of a nonfluorescent acceptor: at high donor excitation probability, as for instance,

occurring in confocal scanning microscopes, the same excited donor will attempt to

donate its energy to the same acceptor in its FRET radius. This acceptor, however,

requires its fluorescence lifetime to depopulate its excited state before it is compe-

tent again to accept another quantum of energy from the donor. It can therefore

occur that a donor unsuccessfully tries to couple with a still-occupied acceptor, and

no transfer will be possible (H€anninen et al. 1996; Beutler et al. 2008). The

exceedingly short lifetime of the nonfluorescent acceptor chromoprotein prevents
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this “FRET frustration” effect. The second effect is also related to the very short

acceptor lifetime. As explained above, the susceptibility of a fluorophore to photo-

bleaching photochemical reactions depends on its lifetime and is also a function of

the chemical composition of the fluorophore itself. The FRET-induced population

of the acceptor excited state can lead to its photobleaching just as radiative excita-

tion does. Unfortunately, most FRET pairs in use already have an unfavorable

photostability relationship between the donor and the acceptor, and FRET can thus

cause the destruction of the acceptor in proportion to its efficiency. This process has

been exploited for a very sensitive FRET assay (Mekler 1994; Mekler et al. 1997).

Because the dark acceptor only spends very little time in its excited state, it does not

appreciably photobleach. Dark acceptors are thus ideal “sinks” for FRET.

As described above, the fluorescence lifetime carries information on the emis-

sion yield of the donor (reduced lifetime) and sensitized acceptor (increased

lifetime) and possesses a decisive advantage over spectral emission intensity

measurements as, in contrast to these, it does not depend on the concentration of

fluorophores. Intensity measurements require normalization to fluorophore concen-

tration to isolate emission yield changes from concentration differences. Further-

more, lifetimes are intrinsically quantitative and can provide information on the

presence of multiple interacting (or conformational) species, their relative concen-

tration, and the FRET efficiency in the complex. See Fig. 8.1 for an example of the

application of FRET/FLIM to a biological question.

8.1.3 Lifetime Detection for FRET

However, in contrast to intensity measurements in different spectral ranges, lifetime

measurements are more complicated and require specialized equipment. The dif-

ferent implementations of fluorescence lifetime imaging (FLIM) equipment and

their comparative advantages are given elsewhere (Esposito et al. 2007b; Esposito

and Wouters 2004). Functionally, all measurements are equivalent as they deter-

mine the lifetime-delay-induced distortion in the emission upon excitation with

a temporally encoded pattern. When this pattern is a train of Dirac-type, i.e.,

approaching infinitely short pulses, the excited state is populated instantaneously,

and the stochastic nature of fluorescence emission will cause an exponential decay

with a characteristic preexponential factor, which is equal to the lifetime. Multiple

lifetime emitters will introduce several weighted (fraction ai) exponential decays:

IðtÞ ¼ I0
X
i

aie
�t
ti : (8.6)

Only when the lifetime is essentially zero will the excited state depopulate

instantaneously and faithfully reproduce the pulse pattern. The measurement thus

consists of following the time pattern of exponential decay and is therefore said
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to be performed in the time-domain. Most implementations of this method are

based on fast point detectors and scanning microscopy. They either map the arrival

time of the emitted photons in time-correlated single-photon counting (TCSPC)

(Ghiggino et al. 1992) or collect photons in preset-timed collection bins (gating), to

create an emission histogram from which the lifetime is also fitted (Buurman et al.

1992). Alternatively, a high-frequency repetitive wave time pattern (square wave–

sine wave, circular frequency o) is used as temporal pattern and the delay-induced

phase shift (f) and demodulation (m) of the harmonic information is retrieved by

various cross-correlation and lock-in techniques.

f ¼ arctan otð Þ ;
m ¼ 1þ otð Þ2

h i�1=2

:
(8.7)

GFP-α-synuclein

REACh-Ubq

GFP lifetime

FRET eff.GFP-α-synuclein

α−
Syn Fraction

Fig. 8.1 Lifetime imaging of ubiquitinated a-synuclein. Aggregation of the a-synuclein protein is
causative for neuronal death in Parkinson’s disease. Dysfunctional proteins are often targeted for

proteasomal degradation by the covalent chain-like polymeric attachment of ubiquitin proteins.

Left panel: ubiquitination of a-synuclein in cells was visualized by FRET between the donor

GFP, fused to a-synuclein, and ubiquitin carrying a nonfluorescent, FRET competent, YFP-based

acceptor (REACh) for GFP (Esposito et al. 2007a; Esposito 2006). The GFP signal of a-synuclein
in cells that do not (a) or do (c) coexpress REACh-ubiquitin, and the corresponding fluorescence

lifetime image of the GFP signal (b and d, respectively), is shown. The distribution of lifetimes is

shown in the histogram. Lower lifetimes corresponding to higher FRET efficiencies in the cell that

coexpresses donor and acceptor (red trace) compared to the cell that only expresses the donor

(blue trace) show the presence of an ubiquitinated aggregate of a-synuclein. (e, f) Fraction (e) and
FRET efficiency in the complex (f) in the indicated region in (d), as calculated according to

(Esposito et al. 2005a)
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As these techniques can be performed on the entire field-of-view by image-

intensifier gated cameras (Lakowicz and Berndt 1991) and new directly modulated

solid-state cameras (Esposito et al. 2005b, 2006; Mitchell et al. 2002a, b), the so-

called frequency-domain measurements are usually implemented on wide-field

microscopes and are typically faster in acquisition than time-domain methods.

It should be said, however, that both methods can be implemented in either

type of microscope and that their functional equivalence even allows the use of

each other’s specific analysis solutions (Digman et al. 2008) by simple data

transformation.

8.2 Designing FRET-Based Biosensors

The process of biosensor design for the study of the molecular physiology of the

cell involves a number of decision steps. A given physiological reaction or pathway

has to be represented by an identifier event that is either part of the event or a direct

consequence of it. Selectivity issues dominate this choice, as the read-out should be

interpretable in terms of the selected event. Biological knowledge therefore is the

major guiding factor at this stage. There is a current effort that aims to shift the

function of biosensors from the isolated detection of one event to the simultaneous

detection of multiple events. This multiplexing delivers not only more, but also

deeper information as cellular physiological responses rarely rely on one event.

Once (single or multiple) selectivity has been achieved, the objective is to

introduce in the cell the fluorescently labeled components that comprise the bio-

sensor. Besides the choice of donor/acceptor fluorophores and detection method,

which is mainly set by the instrumentation capabilities of the laboratory and the

level of detail, sensitivity, and speed that needs to be reached, a major decision step

is whether to construct a report- or actuator-type sensor (Bunt and Wouters 2004).

8.2.1 Reporters

Reporter sensors fulfill – as much as possible – a bystander role and serve as

surrogate markers for the physiological event. The best example is the intramolecular

donor – sensing domain – acceptor design sensor. One of the earliest examples

of this type of sensor includes protease sensors that consist of a donor/acceptor-

flanked protease substrate recognition peptide sequence (Heim and Tsien 1996;

Jones et al. 2000; Mitra et al. 1996; Xu et al. 1998). Activity of the respective

protease will result in cleavage of the substrate and a loss of FRET in the construct.

Another prototypic example is the Cameleon sensor for intracellular calcium levels

(Miyawaki et al. 1999). Here, the donor/acceptor moieties flank calmodulin and its

binding peptide (M13). Calcium binding will induce a conformational change by

the interaction of M13 and calmodulin that is measured by a change in FRET. These
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sensors are designed to minimally interfere with the event under investigation even

when expressed at high concentrations. However, apart from a buffering function

that these sensors could have, their interference with physiology can also stem from

the fact that the domains are often “borrowed” from signaling proteins that might

still retain part of their function or protein-binding capacity. For the example of the

Cameleon, the choice for calmodulin has a drawback as this protein engages in

multiple protein interactions for different pathways in cells. These interactions can

reduce the sensitivity toward calcium and can potentially interfere with unrelated

events. Another potential problem is that these domains, removed from their

original physiological setting, do not faithfully reproduce the behavior of the

parental proteins. A major issue with phosphoaminoacid-recognizing domains

like SH2 domains in constructs with a respective kinase substrate peptide is the

reversibility of the reaction (Sato et al. 2002). Access to a modulatory phosphatase

might not be given either due to differences in localization/compartmentalization,

or by the fact that the phosphorylated and bound peptide in the FRET sensor is

sterically not accessible.

One major problem with the design of single-chain intramolecular sensors is the

connection between the fluorophores and the sensing domain(s). The conforma-

tional change in the sensing domain must be “felt” by the fused fluorophores, which

argues for a stiff and short linker sequence between the individual units. On the

other hand, the recognition between a modified substrate and a recognition domain

in the same construct would require a very flexible linker, and the folding of the

domain and fluorophores must not be sterically hindered by too little spatial

“freedom.” The effect of a flexible linker of varying length was investigated in a

CFP–YFP construct where a GGSGGS sequence was inserted in one to nine copies,

and the resulting FRET efficiency evaluated by spectral change and lifetime (Evers

et al. 2006). It was found that simple distance calculations from these insertions

failed as the flexible linkers adopted a remarkably compact structure where the end-

to-end distance was six to seven times smaller than the linker length. This meant

that high FRET was observed even with a very long random coil linker. Under the

realization that flexible linkers can also bring the donor and acceptor together

at long linker distances, the same group investigated the effect of enhancing

the dimerization potential between the donor and acceptor fluorescent protein

(Vinkenborg et al. 2007). The current generation of fluorescent protein has almost

all been optimized for monomerization by mutation of the dimerization interface

(Zacharias et al. 2002; Campbell et al. 2002). Even though the affinity for dimer-

ization is in the millimolar range, the local concentration of fluorescent proteins in

biosensors or in interacting fluorescently labeled proteins can be high enough to

support a substantial interaction. Introduction of two mutations S208F and V224L

in the barrel of the fluorescent proteins increases their interaction (Vinkenborg et al.

2007). Under these conditions, the FRET efficiency will be set by this interaction,

independent of the length of the intervening linker region (or any sensing domain

that allows the approach of these dimerization interfaces in the fluorescent pro-

teins). Fortuitously, this interaction was found to depend on the integrity of

the linker chain. Cleavage of a protease recognition site caused a loss of FRET,
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indicating that the interaction, though efficient in linking the two fluorescent

proteins, is transient in nature. The upshot of this finding is that it provides a

rational method of increasing the detection bandwidth of intramolecular FRET

biosensors and producing a truly modular system with reproducible high FRET

efficiency limits. The applicability of this promising approach to other events, also

conformational changes, awaits verification.

8.2.2 Actuators

One can also treat the problem of the functional interaction with the molecular

process under investigation in intramolecular FRET sensors differently by embrac-

ing the complexity of the system; rather than attempting to reduce it to a single

biosensor construct, actuator-type sensors can be employed. Actuators are fully

functional components that have been fluorescently tagged. They will participate in

the signaling reactions, ideally as well as their unlabeled endogenous counterparts,

and faithfully report on the reaction in all its complexity. These sensors can thus

produce detailed insight into molecular processes that include modulatory effects.

The major issue with these sensors is that their functional equivalence has to be

guaranteed, which is not always straightforward given that our information on the

biological function of the parental protein is likely incomplete, and that their

expression level should not upset the function of the network in which they operate.

Most implementations of this type of sensors detect those protein–protein interac-

tions that are meaningful intermediates in a complex signaling pathway. Other

actuator designs probe changes in the conformation of proteins as they engage in

protein interactions or changes in the molecular architecture of multiprotein com-

plexes (Bunt and Wouters 2004).

8.2.3 Multispecificity Detectors

A radical departure from the aim of detecting a single molecular event with the

highest possible selectivity is required to understand the biological complexity in

typical cellular physiological responses that are themselves multifactorial in nature.

Multiplexing multiple sensors in the parallel detection of related events is the first

step toward unraveling complexity as temporally and/or spatially coordinated

changes could reveal their codependence. FRET allows the investigation of isolated

biochemical events with high precision and specificity, and current technology on

the detection and labeling side in principle already allows the multiplexing of two

FRET assays.

An example is the combination of two different proteolytical recognition

sites in a single sensor for two different caspase activities (Wu et al. 2006). Here,

two intramolecular FRET sensors were combined in a single construct in a
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CFP–DEVD–YFP–VEID–mRFP design. In this sensor, the DEVD sequence is

recognized and cleaved by caspase 3, and the VEID sequence by caspase 6.

In this case, the two FRET pairs were combined by sharing a common fluorophore,

YFP, as both acceptor for CFP and donor for mRFP, allowing the interrogation and

comparison of both proteolytic activities in a single cell. The benefit of such an

approach is, of course, that the intrinsically heterogeneous response of cells to

apoptosis induction can now be investigated at a hitherto unattained level of

precision: new behavioral populations can be created from the combined informa-

tion. It was for instance shown that cells that expressed caspase 3 activity, but did

not up-regulate caspase 6 activity similarly, increased within the first 2 h of

treatment with the apoptosis-inducing agent staurosporin. Different combinations

of fluorescent proteins and otherwise labeled proteins, and different schemes are of

course possible and have been published.

Another recent example uses two separate FRET assays, with four fluorescent

proteins in the same cell; a CFP–Venus [Venus is a variant of YFP (Nagai et al.

2002)]-based intramolecular Cameleon calcium sensor and a TagRFP–mPlum

[mPlum is an mRFP variant (Shaner et al. 2004)]-based intermolecular FRET

assay for Ras activity (Grant et al. 2008). In this the Cameleon signal is read out

by ratiometric imaging and the binding of the TagRFP-labeled Raf-RBD to GTP-

containing, active, mPlum-labeled Ras is judged from the reduced lifetime of Tag-

Red (Merzlyak et al. 2007) by FLIM. Exposure of cells that expressed both

individual FRET sensors with epidermal growth factor demonstrated a transient

calcium rise, followed by a sustained activation of Ras.

The following directions are available for expanding the information range in

FRET sensors. They provide different viewpoints on the function of components:

8.2.3.1 Many Assays, Few Directions

A functional viewpoint answers the question “what does the component do?” It

aims at the identification of its output characteristics and serves its classification.

Such an approach provides a unique tool for the identification of biological activ-

ities at high resolution. With dimensional expansion of multiplexing, i.e., massively

parallel detection, the measurements are obviously no longer feasible inside single

cells, but have to be performed on biochemical preparations or on large numbers of

cells. An example is the fingerprinting of protease activities by the use of large

combinatorial FRET-based substrate libraries (Sun et al. 2007). Here, different

proteases were tested for their reactivities toward different systematically varied

substrates, in order to obtain patterns of proteolytical preference for peptide

sequences that allowed the determination of functional “familial” relationships

between different proteases. Such an unbiased approach therefore carries a lot of

valuable information. It can be easily appreciated that similar multipoint identifica-

tion approaches for cellular activities and responses could uncover information and

relationships that are impossible to obtain otherwise.
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8.2.3.2 Few Assays, Many Directions

A structural footprint answers the question “how does the component behave
(under different conditions)?” It aims at the description of the component’s input

response. The required increase in information content within one assay can be

obtained by variation on its design. An example from the field of protein folding

exemplifies this approach. The Barstar enzyme, which carryied a single tryptophane

residue, was modified by site-directed introduction of single cysteins, whose thiol

groups can be specifically labeled with fluorescent dyes, or in this case, with a

trinitrobenzoic acid group. These (10) derivatized cysteins form a quenching FRET

acceptor for the intrinsically fluorescent donor tryptophane residue in many differ-

ent possible geometric combinations. Using these proteins, the geometric changes

inside the protein upon (un)folding could be addressed at high resolution, as

subnanometer resolution between the different positions in the protein could be

monitored at high (ms) temporal resolution (Sinha and Udgaonkar 2007). The

unique information gained from this multiplexed assay is that the protein folds in

an uncooperative manner, with gradual transition between extended and collapsed

forms. No other structural biological tool could have provided this information

with similar spatiotemporal resolution. The other angle of multipoint analysis

would be to have multiple labels on proteins, and this type of analysis is expected

to increase in importance as more sophisticated measurements becomes available,

allowing the simultaneous acquisition of multiple fluorescent labels and fluores-

cence parameters.

8.2.3.3 Many Assays, Many Directions

An organizational viewpoint (or map) answers the question “what is the relation of
the component to other components and events?” It aims at the description of input/

output connections and serves the understanding of system hierarchy. When

describing a more variable set of conditions than a single biochemical activity or

the behavior of a single protein, the approach needs to be expanded on both sides in

order to obtain a scalable assay with a controllable level of precision. A recent

elegant example of such biological question and multisite detection solution is

provided by the exploration of (changes in the) nanoscape of membrane-associated

proteins in microdomains. Remarkably, the possibility of organized domains in the

plasma membrane has been anticipated already in the seminal paper by Singer and

Nicholson that essentially established the opposite as a general conclusion, i.e., that

membrane proteins can freely diffuse in the membrane lipid bilayer (Singer and

Nicholson 1972). Since then, the membrane microdomain concept has gained a lot

of popularity as it served to explain heterogeneity in membrane signaling responses,

but has also attracted a lot of controversy that mainly relate to the fact that these

domains are below the detection resolution of most investigation methods. One of

the driving principles behind trimeric G-protein signaling is the dissociation of the

Ga from the Gbg subunits after activation. Under the assumption that different lipid
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modifications would direct these subunits to different lipid microdomains, the

location of G-protein subunits in different microdomains was investigated by

testing a large number (38) of different FRET pairs composed of (the lipid anchors

of, and also complete) heterotrimeric G-protein constructs and lipid anchors of

proteins that signify different lipid microdomains. From these many interactions,

different microdomain clustering behaviors could be identified for the G-proteins,

different types of microdomains were identified, and changes in localization/parti-

tioning of G-proteins for the active and inactive state could be identified (Abankwa

and Vogel 2007). Display of the aggregated information of the individual FRET

assays in tensor-plots provides an immediate insight into the nanoscale organization

of protein distributions and interactions that is, in principle, fully scalable to any

number of components. Again, the technical limitation to the number of fluoro-

phores that can be simultaneously observed in cells, here just two for one FRET

pair, required the observation of large numbers of cells in a cytometer in order to

extract generalities in the behavior of the pairs. Even at the current state of state of

the art FRET technology, the information content per cell could be doubled. In any

case, this paper (Abankwa and Vogel 2007) shows the road ahead, as the new

multicomponent groups that were identified as single biologically relevant states

are important basic building blocks of the cellular signaling circuitry.

8.2.4 Coincidence Detectors

However, the biochemical network comprises of a large number of interconnected

components and responses can be encoded in subtle changes at multiple sites in the

network (Ma’ayan and Iyengar 2006). The challenge for modern system- and

mechanism-oriented analytical cell biology is therefore to learn the organizational

rules, which cannot be derived from the observation of a single or a few, uncon-

nected, component(s). Once a minimum of two FRET pairs can be encoded within a

cell, like is the case for the first examples of expanding multiplexing FRET

detection, the assays can be coupled (Fig. 8.2). The progression from an intrinsi-

cally one-dimensional observation like a single FRET pair to the two-dimensional

observation of two (and more) FRET pairs is logical and feasible, as the design of

the dual caspase sensor example above illustrates. Rather than keeping the two

observations unlinked, however, designs can be adopted that probe the third

dimension, i.e., that link the information contained in both FRET pairs in a manner

that reveals connection points in the biochemical network (Bunt and Wouters

2004). Three variations are imaginable:

1. Two interactions converging on a single connection, i.e., a node, can represent a
decision point when, for instance, two proteins compete for binding to the same

protein, or when both interactions are not mutually exclusive, indicate a coinci-

dence detector where two events have to occur before the signal is propagated.

There are numerous examples of this kind of signaling modules, for instance,
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in the form of scaffolding proteins that bind multiple adapter and/or effector

proteins in order to diversify/adapt the possible responses downstream of the

scaffolding protein in a combinatorial manner. Moreover, information weighing

is an important regulatory aspect at nodes. This kind of interaction can, for

instance, be detected by the use of a shared acceptor fluorophore on the common

binding partner. The two binding proteins would then have to carry fluorophores

that are suitable donors for this shared acceptor. This is most practically imple-

mented by the use of two fluorophores with different Stoke’s shift, but similar

emission spectrum, which allows them to be addressed by selective excitation.

Alternatively, detection schemes involving photoactivatable or photoswitchable

fluorophores are thinkable.

2. Situations where a single protein has the choice to bind to two different interac-

tion partners, i.e., in a junction, are also often encountered in signaling. One

example is the heterodimerization of many membrane receptors, where the

interactions bring together subunits with different signaling preferences. The

many interaction choices of trimeric G-proteins to GPCRs (see above) and the

adapter molecules that are recruited to activated tyrosine receptor kinases are

also examples of a junctional organizational scheme. The choice of binding to

one of many possible receptors effectively encodes the identity of the signaling

pathway downstream of this receptor. How this “promiscuity” in binding leads

to specified signaling outcomes is a difficult and intensely investigated question.

Analytical fluorescence microscopy plays an important role in this investigation

by virtue of its quantitative discriminatory power. It is clear, however, that in

order to derive an understanding of the process from the (large amounts of)

information obtained from such studies, a systematic interpretation aided by

computer modeling will play an increasingly important role.

1D 2D

3D

multiplexing

chain junctionnode

Fig. 8.2 Expansion of FRET measurements. A graphical overview of the development of FRET

measurements from the current single-event assays (one-dimensional) to their parallelization for

the detection of multiple, uncoupled events (two-dimensional), and their connection for the

detection of coupled events (three-dimensional) in hierarchically sequential (chain), converging

(node), or diverging (junction) schemes is illustrated
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3. A chain of two consecutive events can be probed by the same fluorophore

arrangement as in the dual caspase example, where, for instance, CFP and

YFP report on the first interaction, and YFP and mRFP on the second interaction

of the YFP-labeled component. Different fluorophore combinations are of

course possible. The difference in this case is that the YFP-labeled component

now actually bridges the two individual steps. In this case, changes in FRET that

are transmitted to the intermediate fluorophore are sensed also in the second

interaction, and these changes carry additional information. This design of assay

is unique in that it permits true coincidence detection. The most interesting case

in signaling would be when the second reaction is conditional on the first. Many

signaling pathways use such conditional gates, for instance, in the form of

protein–protein interactions that are conditional on the phosphorylation of

specific residues in one or both of the interacting proteins. The two coupled

events cannot only be analyzed separately from each other, but the co-occur-

rence on the same molecules in time and space can be extracted as the donor

properties of the YFP (for FRET with mRFP) and its acceptor properties (for

FRET with CFP) are coupled. The transfer of energy down the complete chain of

FRET fluorophores is indicative of the coupled occurrence of both events. One

of the first papers to investigate the possibility for such assays also used a dual

protease design with the same fluorophores (Galperin et al. 2004). In this case,

both protease substrates were for the same protease factor Xa. Treatment of the

construct with factor Xa uncoupled all fluorophores. Spectral analysis of the

three emission spectra permitted the identification of both single transfer steps as

well as the long-range coupled two-step transfer between the terminal fluoro-

phores in the chain. The FRET efficiencies of both steps were determined by

sequential acceptor photobleaching in fixed cells: bleaching of mRFP in a region

of the cell unquenched its YFP donor in the same region, and bleaching of this

unquenched YFP led to the unquenching of its CFP donor.

Another example of the use of fluorophore chain FRET arrangements in a single

construct is for the detection of conformational changes in a protein. The incorpora-

tion of two FRET pairs, in principle, allows not only the probing of conformational

changes in two parts of the same protein, but also the sensitivity toward a single

conformational change can be tuned and enhanced by the use of a bridging

fluorophore, for instance, in the class of intramolecular FRET biosensors. For the

sake of argument, the example here again uses a CFP–YFP–mRFP arrangement.

If a conformational sensing domain is placed between CFP and YFP, the FRET

efficiency might not be very high and might also not be easily improved as this

would require the manipulation of the transition dipole orientations. However, an

mRFP can be positioned immediately adjacent to the YFP and the coupling between

the YFP and mRFP can be optimized. Once optimized, this dual fluorophore

module can also be used to increase the FRET transfer between CFP and YFP,

and it can do this in a variety of sensors that vary in the sensing domain between

CFP and YFP. The reason for the increased FRET transfer in the first half of the

chain is the same as for the nonfluorescent acceptor in that the excited state energy
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that arrives in YFP is rapidly transferred to mRFP. Another advantage of such a

chain FRET biosensor is that there is less spectral contamination between CFP and

mRFP and that the sensor can be used in situations where there is a yellow

fluorescent contamination in the cell. One particular consequence is that the

FRET sensor might even be combined with the detection of a yellow fluorescently

labeled additional component, at least when the localizations do not overlap too

much. The yellow component from the sensor could then be subtracted from the

additional component by its correlated CFP or mRFP signal. An example of such a

sensor for PKA activity is CRY-AKAR (cyan-red-yellow A-kinase activation
reporter) that flanges the Forkhead-associated domain 1 and an LRRATLVD

PKA phosphorylation substrate peptide between Cerulean [a variant of CFP

(Rizzo et al. 2004)] and mCherry [an mRFP variant (Shaner et al. 2004, 2005)]

and couples mVenus immediately adjacent to mCherry (Allen and Zhang 2008).

Activation of the sensor causes binding of the Forkhead domain to the peptide,

which brings Cerulean in a favorable position to undergo FRET with the

mVenus–mCherry unit. The red/cyan ratio provides a very robust measurement

of PKA activity. The enhancement effect can be seen from the FRET efficiencies of

the individual steps: 19% for cyan to yellow, 36% from yellow to red, but overall

still 18% from cyan to red. Furthermore, the measurement was shown to be

insensitive to the incubation of cells with L-sepiapterin, a GTP cyclohydrolase

I inhibitor with CFP-like excitation and broad, predominantly yellow emission.

It should be noted that many pharmacological inhibitors/activators used in cell

biology for the perturbation of pathways are intrinsically fluorescent. The same is

true for many components in drug screening. This approach can circumvent these

issues of spectral contamination.

The most obvious application of a chain FRET arrangement is the investigation

of (changes in) the composition of multiprotein complexes. Here, the two sides of

the FRET chain represent a physical interaction between the first and second, and

the second and third protein. Under the realization that the two FRET steps are

linked and influence each other’s FRET coupling, conditional binding events can be

investigated. The sequential photobleaching approach used by Galperin et al. to

estimate the FRET efficiencies in a CFP–YFP–mRFP construct does not provide

information on this coupling as the chain is degraded back-to-front by the photo-

bleaching of the mRFP terminal acceptor, effectively collapsing the situation into a

typical CFP–YFP sensor. The FRET then measured by photobleaching of the YFP

is no longer under influence of the FRET “pull” by mRFP in the second FRET step.

In an elegant variation of the sequential photobleaching approach, Fazekas et al.

(2008) combine an acceptor photobleaching step with a donor photobleaching step.

Using antibodies against interacting membrane proteins that were labeled with

XFITC (green emission), Cy3 (red emission) or Cy5 (far-red emission), multiple

protein interactions could be investigated. The approach is based on the fact that

donor photobleaching (XFITC) is slowed down by FRET (see Sect. 1.2), but the

acceptor (Cy3) is not destructed in this measurement. Furthermore, acceptor photo-

bleaching (Cy5) unquenches donor fluorescence (Cy3). In both instances, Cy3

survives the FRET measurement in both directions. This method was therefore
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dubbed “two-sided FRET.” In contrast to the other (one-sided, “retrograde”)

sequential photobleaching method, the donor photobleaching step for the determi-

nation of XFITC-Cy3 FRET can be performed in the presence of the FRET “pull”

between Cy3 and Cy5. Correlation of the FRET efficiencies thus obtained provides

information on the coupling between both types of protein interactions in the

complex: no correlation between both FRET sides indicates constant intramolecu-

lar distances. This could be demonstrated using three antibodies against the same

transmembrane protein, ErbB2, a family member of the EGFR family that is often

upregulated in cancer. When high FRET efficiencies correlate, the binding between

the three proteins is cooperative. When high FRET efficiencies in one direction

correlate with low FRET efficiencies in the other direction, then the protein

interaction probed in the first direction inhibits the interaction probed in the second

direction. The latter could be shown for ErbB2 homodimerization, which anti-

correlated with the interaction between the cell adhesion receptor b1-integrin and

ErbB2, uncovering a mechanism for the modulation of ErbB2 homodimerization by

its interaction with b1-integrin. Furthermore, a modest positive correlation was

found between the interaction of b1-integrin and ErbB2, and b1-integrin with

another cell adhesion molecule, CD44.

It should be noted, however, that a correlation between the two FRET sides in

this method also does not imply the presence of a ternary complex as both individ-

ual interactions can occur independently from each other in the same pixel. New

detection techniques and paradigms are required to detect the proper molecular

coincidence of two protein interactions, i.e., a trimer, or the direct coupling between

biochemical events like a binding that occurs downstream of a conformational

change or modification.

One way of detecting such “Boolean AND” interactions that relies on the con-

ventional intensity-based FRET detection techniques makes use of an elegant

biotechnological solution. It combines the process of bimolecular fluorescence

complementation (BiFC) with FRET (Shyu et al. 2008). In BiFC, two halves of

the polypeptide of YFP are expressed as fusion protein with interacting proteins.

When the host proteins interact, the two halves are brought into close proximity and

this suffices for the reconstitution of a folded, fluorescent YFP molecule. The

information for the correct folding solution, contained in the primary sequence, is

apparently sufficiently strong to drive and guide the folding of the protein also when

the chain is interrupted, but the two halves are spatially constrained by the inter-

acting proteins. As this interaction between two proteins generates YFP, this

molecule can be used as acceptor for the detection of the binding of a third protein,

labeled with the donor CFP. FRET thus occurs exclusively upon the formation of a

ternary complex. Failure of ternary complex formation can still be investigated in

more detail as the formation of fluorescent YFP by BiFC can be used to identify the

missing protein interaction. This method was used for the detection of a ternary

transcription regulation protein complex consisting of bFos, bJun (by BiFC), and

NFAT-1 (by FRET). It was shown that a mutant form of NFAT-1 did allow the

formation of a bFos–bJun heterodimer (YFP was formed by BiFC), but that it did

not assemble with the heterodimer to form the ternary complex, as FRET was
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significantly reduced. A new interaction was also observed by this method between

the Fos–Jun heterodimer and the NFk-B subunit p65, demonstrating cross talk

between these two families of transcription factors.

8.3 Conclusion

FRET microscopy, especially when based on FLIM, offers a quantitative view of

functional mechanisms of cellular machines by its discriminating power on the

molecular scale. The continued development of new fluorophores and analytical

and optical approaches fuels this discovery process. However, an understanding of

the functioning of cells demands a shift in focus from isolated events to a wider

view that encompasses multiple aspects of the system under investigation simulta-

neously. Knowledge on the correlations, connections, and hierarchy of multiple

events is required to reach an understanding of the intricate cellular biochemical

network that gives rise to adequate cellular physiological responses to stimuli. This

asks for an increase in the “dimensionality” of FRET (and other quantitative

biophysical optical) assays, which will be reached in two steps: the parallelization

of assays in or between cells – providing functional, structural, and organizational

viewpoints of activities – and the creation of unique coincidence detecting assays

that report exclusively on coupled events, i.e., where both events originate from (act

on) the same molecule in time and space. The first examples of such next generation

optical assays light the way toward an integrative view of the working of complex

cellular systems.
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Chapter 9

Measuring Molecular Dynamics by FRAP,

FCS, and SPT

Kevin Braeckmans, Hendrik Deschout, Jo Demeester,

and Stefaan C. De Smedt

9.1 Introduction

In many research areas, it is important to obtain quantitative information on

dynamic properties of molecules and nanoparticulate matter in biomaterials. In

cell biology, for example, it has become clear that the cell organization is a highly

dynamic process and that advanced microscopy techniques can aid in unraveling

cellular molecular dynamics. Microscopy techniques are also useful in the drug

delivery field, where substantial efforts are being made to develop smart nano-

medicines for delivering therapeutics to specific target tissues in the body. Having a

detailed understanding of the stability and transport of such nanomedicines in the

blood circulation, extracellular matrix, and target cells is crucial for further

improvement of their structure and composition (De Smedt et al. 2005; Remaut

et al. 2007b). Several complementary advanced fluorescence microscopy techni-

ques have been developed for studying the mobility of molecules and particles on

the micro- and nanoscale. In this chapter, the most important techniques are

discussed: fluorescence recovery after photobleaching (FRAP), fluorescence corre-

lation spectroscopy (FCS), and single particle tracking (SPT).

9.2 Fluorescence Recovery After Photobleaching

FRAP is a well-known fluorescence microscopy technique that has been around

since the 1970s (Axelrod et al. 1976; Peters et al. 1974). FRAP allows to measure

the diffusion of fluorescently labeled molecules or particles on a micrometer scale.

A typical FRAP experiment consists of three distinct phases, as is depicted in

Fig. 9.1. First, with a low-intensity excitation beam, the fluorescence signal is
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measured coming from the region of interest in the fluorescently labeled sample.

Next, with a high-power excitation beam, the fluorescent molecules are quickly

photobleached in a particular area, typically in the order of a few micrometer up to

tens of micrometers in diameter. The photobleaching step creates a local concen-

tration gradient of fluorescent molecules, which will cause net diffusion of the

photobleached molecules out of the photobleached area and of intact fluorescent

molecules from the surroundings into the photobleached area. The diffusion process

after photobleaching is again monitored with a low-intensity light beam. By

plotting the fluorescence intensity of the photobleached area as a function of

time, where t ¼ 0 is the time point immediately after photobleaching, one obtains

a typical FRAP curve as shown in Fig. 9.1. By fitting of a suitable FRAP model to

the recovery curve, it is possible to extract the diffusion coefficient D of the

fluorescently labeled molecules in that area. Moreover, if a fraction of the mole-

cules are immobile inside the photobleached area, they cannot be replaced by intact

fluorophores and the fluorescence intensity inside this area will not fully recover.

Therefore, from the asymptotic fluorescence intensity value, it is possible to

calculate the local (im)mobile fraction as well.

Although all based on the same principle, a multitude of different FRAP analysis

methods have been reported. Until the mid 1990s, FRAP was mostly carried out

on custom-built instruments where a focused stationary laser beam was used to

Fig. 9.1 Schematic representation of a typical FRAP experiment. With an intense laser beam, the

fluorescent molecules are quickly photobleached inside a particular area. After photobleaching,

diffusional exchange of the bleached and non-bleached molecules will occur, resulting in a gradual

recovery of the fluorescence inside the photobleached area. With a suitable mathematical model, it

is possible to extract the diffusion coefficient and the local (im)mobile fraction of labeled

molecules. Reprinted from De Smedt et al. (2005) with permission from Elsevier
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photobleach a spot in the sample. An attenuated stationary laser beam was used to

record the fluorescence recovery in the photobleached spot (Axelrod et al. 1976; Kao

et al. 1993; Lopez et al. 1988). In order to obtain spatial rather than just temporal

information of the recovery process, a digital camera on an epi-fluorescence

microscope was used in combination with Fourier analysis (Berk et al. 1993; Tsay

and Jacobson 1991). As these early experiments required a dedicated custom-built

microscope setup, until then FRAP experiments were limited to a few specialized

laboratories only. In the second half of the 1990s, however, a gradual revival of the

FRAP technique occurred due to the advent of user-friendly confocal laser scanning

microscopes (CLSMs) equipped with an acousto-optic modulater (AOM) or acousto-

optic tunable filter (AOTF). An AOM or AOTF can act as a very fast laser shutter,

allowing the intensity of the scanning laser beam to be modulated on a pixel-by-pixel

basis, giving the possibility to photobleach any kind of user-defined area in the

sample. At first, a stationary laser beam was still used for bleaching but a scanning

beam for recording the fluorescence recovery images (Blonk et al. 1993; Cutts et al.

1995). This was followed by other CLSM-based methods making use of the scanning

beam for photobleaching small line segments. This approach, however, required

extensive numerical computations for calculating the diffusion coefficient

(Kubitscheck et al. 1998; Wedekind et al. 1994, 1996). Therefore, despite the

simplicity to carry out a FRAP experiment on a CLSM, we saw the need in the

early 2000s to develop CLSM-based FRAP methods that are accurate but straightfor-

ward to perform and interpret by the nonspecialist. One method makes use of a

circular bleach area (Braeckmans et al. 2003), whereas another one is based on the

photobleaching of a line profile (Braeckmans et al. 2007). The former is especially

useful for diffusion measurements in 3D extended samples, such as extracellular

matrices, whereas the latter is more appropriate for measurements in smaller objects,

such as living cells. Both require the use of a low-numerical aperture (NA) objective

lens to eliminate diffusion along the optical axis in thick specimen, which is not taken

into account by the models because of the mathematical complexity. Therefore, we

have more recently developed a multiphoton FRAPmethod which is compatible with

high-NA objective lenses and takes diffusion along the optical axis into account

(Mazza et al. 2008). A high-NA objective lens is a clear asset in optical microscopy

since it provides for a better imaging resolution.

In the drug delivery field, FRAP was used to study the mobility of macro-

molecules and nanomedicines in extracellular matrices, such as mucus (Braeckmans

et al. 2003; Olmsted et al. 2001; Saltzman et al. 1994), (tumor) cell interstitium

(Brown et al. 2000, 2004; Papadopoulos et al. 2004; Pluen et al. 2001; Ramanujan

et al. 2002), and vitreous (Braeckmans et al. 2003; Peeters et al. 2005). For

example, by studying the mobility of differently sized macromolecules in lung

mucus and bovine vitreous, we have found that the hyaluronic acid network

in the interfibrillar spaces of vitreous poses an extra-sterical hindrance on the

diffusing molecules as a function of their size, which is not the case for lung

mucus (Braeckmans et al. 2003). We have also shown using FRAP that attaching

hydrophilic polyethylene glycol (PEG) chains at the surface of polystyrene nano-

spheres can circumvent the binding to fibrillar structures in the vitreous and

9 Measuring Molecular Dynamics by FRAP, FCS, and SPT 155



increases their mobility (Peeters et al. 2005). Furthermore, FRAP has been used to

study the mobility of nucleotide acids in living cells (Cui et al. 2005; Lukacs et al.

2000; Politz et al. 1998). In related pharmaceutical research, FRAP has been used

for studying gel systems for time-controlled drug release as well (Alvarez-Mance-

nido et al. 2006; Burke et al. 2000; Censi et al. 2009; De Smedt et al. 1994, 1997;

van de Manakker et al. 2009).

9.3 Fluorescence Correlation Spectroscopy

FCS is a powerful complementary technique to FRAP that was developed during

the same period (Ehrenberg and Rigler 1974; Elson and Magde 1974; Magde et al.

1972, 1974, 1978). As illustrated in Fig. 9.2, an FCS experiment is based on
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Fig. 9.2 Schematic representation of an FCS setup. A laser beam passes through a beam expander

(BE) and is focused by the objective lens to a diffraction limited volume in the sample after being

reflected by the trichroic mirror (TM). The fluorescence light generated by the sample is again

collected by the objective lens and is sent to the detectors. A dichroic mirror (DM) in combination

with suitable fluorescence emission filters (F) can split up the signal into different spectral

channels (e.g., green and red ). The confocal pinhole (P) in front of each detector makes sure

that only light coming from the focused spot effectively reaches the detectors. Reprinted from

Remaut et al. (2007a), with permission from Elsevier
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a CLSM type of instrument such that only light from the focal spot can reach the

detector. However, rather than being scanned across the sample for obtaining an

image, here the focused laser beam is held stationary at one particular location of

interest in the sample. The fluorescence intensity is monitored with very high

sensitivity and temporal resolution using avalanche photo diode detectors. When

a fluorescent molecule enters the focused spot, also called the confocal detection

volume, the fluorescence intensity will increase. Conversely, when a molecule

leaves the detection volume, the fluorescence intensity will decrease. Thus, the

raw output from an FCS experiment is a fluorescence time trace with fluctuations

originating from fluorescent molecules moving in and out of the detection volume.

Rapid diffusion will result in rapid fluctuations and vice versa. By applying

autocorrelation analysis to the fluorescence fluctuation profiles, it is possible to

extract the diffusion coefficient as well as the average concentration of molecules in

the detection volume (Chen et al. 1999; Elson 2001; Gosch and Rigler 2005;

Haustein and Schwille 2004; Krichevsky and Bonnet 2002; Levin and Carson

2004). Apart from diffusion, the fluorescence fluctuations might also arise from

other kinds of processes, such as a change in quantum yield, a change in conforma-

tion and chemical reactions of the molecules. Therefore, FCS can be used to study

photodynamics of fluorophores, as well as binding equilibria and kinetics of

enzymes, proteins, and nucleic acids (Levin and Carson 2004; Schwille 2001;

Thompson et al. 2002a).

By labeling two different species with fluorophores of a different color, it is

possible to quantify their interaction by monitoring the fluorescence time traces in

different channels. When the two components are interacting, they will both move

together through the detection volume, giving rise to synchronized fluorescence

fluctuations in both channels. Conversely, the fluctuations will not be correlated

when there is no interaction between the two components as both will move

independently from one another through the detection volume. Quantitative infor-

mation on association and dissociation can thus be obtained by performing cross-

correlation analysis (Bacia et al. 2002; Bacia and Schwille 2003; Schwille et al.

1997; Schwille 2001). Our group has used the dual-color FCS technique to study

the association and dissociation of antisense oligonucleotides and cationic poly-

mers in buffer and of antisense oligonucleotides and cationic liposomes in living

cells (Remaut et al. 2007a). We have also shown that dual-color FCS is a suitable

method for studying the integrity of liposomal siRNA formulations in biological

fluids, such as full human serum (Buyens et al. 2008).

9.4 Single Particle Tracking

The quantitative information obtained from a FRAP experiment is derived

from the diffusion of many hundreds or even thousands of molecules in and

around the photobleaching region. The same holds true for information derived

from an FCS experiment. While the fluorescence fluctuations are originating

9 Measuring Molecular Dynamics by FRAP, FCS, and SPT 157



from single molecules, the mathematical analysis is performed on a time trace

comprising many fluctuations so that the results resemble the ensemble average of

many hundreds or thousands of molecules. SPT, however, is a fluorescence micros-

copy technique capable of visualizing the movement of individual molecules or

nanoparticles directly (Saxton and Jacobson 1997; Suh et al. 2005). This is possible

by making use of a fast and sensitive camera, such as an electron-multiplying CCD

camera, and efficient widefield laser excitation. Although the molecules and nano-

particles are typically below the resolution of the fluorescence microscope, they can

be seen as dots of light with a Gaussian-like intensity distribution. The size of these

dots is directly related to the resolution of the objective lens being used and is

typically around 500 nm diameter for visible light. Therefore, it will be possible to

see individual molecules/nanoparticles as long as they are separated by a distance

of at least 500 nm. Despite the limited optical resolution, the position of the

molecules can be calculated with subresolution precision, typically in the order of

tens of nanometers (Kubitscheck et al. 2000; Thompson et al. 2002b). By using

suitable image processing algorithms, it is possible to accurately find the center of

the dots of light (Anthony et al. 2006; Cheezum et al. 2001; Sbalzarini and

Koumoutsakos 2005). Having found the positions of all particles in the SPT

movie, their individual trajectories can be calculated, an example of which is

given in Fig. 9.3. This is usually done using a nearest neighbor algorithm, although

similar particle features can be used in addition to increase the tracking accuracy

(Anderson et al. 1992; Lakadamyali et al. 2003). Finally, the trajectories can be

analyzed to determine the mode of motion and the corresponding motion para-

meters. For example, using mean square displacement analysis, it is possible to

distinguish free from anomalous diffusion or directed transport (Levi and Gratton

2007; Saxton and Jacobson 1997; Suh et al. 2005). Instead of analyzing the average

Fig. 9.3 Cytoplasmic transport in living retinal pigment epithelium cells of 100-nm fluorescent

polysterene nanospheres coated with a cationic polymer. Trajectories have been calculated from a

60-s SPT movie acquired at 14.4 frames per second. The inset shows a variety of trajectories with

different modes of motion: restricted motion (red and orange), directed motion typical for

microtubule transport (pink trajectory to the right), heterogeneous movement with alternating

periods of stalled and directed motion (dark blue trajectories in the middle and the green trajectory
at the bottom). The scale bar is 5 mm. Reprinted from Braeckmans et al. (2009), with permission

from John Wiley and Sons and GIT Publishers
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displacements along a trajectory, others have been looking at the entire distribution

of (square) displacements (Anderson et al. 1992; Apgar et al. 2000; Hellriegel et al.

2004, 2005; Schutz et al. 1997; Sonnleitner et al. 1999; Vrljic et al. 2002). As more

information remains available, this type of analysis also allows to study multicom-

ponent mobilities (Hellriegel et al. 2004; Schutz et al. 1997). For example, a

molecule may diffuse within a compartment for a certain period of time before

“hopping” to the next compartment. If sampled at a sufficiently high rate, the

trajectory of such a molecule will show restricted diffusion on a small time scale

and free diffusion (hopping between compartments) on a longer time scale (Ritchie

et al. 2005). This kind of movement has been observed, for example, for membrane

incorporated molecules in cells (Fujiwara et al. 2002; Kusumi et al. 1993). SPT can

provide detailed information on the interaction of the molecules of interest and their

local environment. For example, by fluorescent labeling of the actin and tubulin

networks of living cells, Bausinger et al. (2006) have shown directly the interaction

of polyplexes with both cytoskeletons and the different modes of motion in the

various stages of intracellular delivery of nanomedicines.

9.5 Conclusion

Advanced fluorescence microscopy methods have been used extensively in the past

two decades to gain further insight in the dynamics of molecules in their biological

environment. FRAP is very well suited to assess the average diffusion properties of

an ensemble of molecules in a micrometer sized area. It also allows to calculate the

fraction of particles that are immobile inside the bleached area. FCS can do the

same for very fast processes in a submicron detection area. Dual-color FCS with

cross-correlation analysis is especially suited for studying intermolecular interac-

tions. SPT allows visualizing the movement of individual fluorescently labeled

molecules or particles and can give detailed information on their interaction with

the local environment. The combination of such advanced microscopy techniques

provides for a powerful set of tools for studying molecular dynamics and will

continue to play an important role in cell biology, pharmaceutical, and material

research.
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Chapter 10

In Vitro–In Vivo Fluctuation Spectroscopies

M. Collini, L. D’Alfonso, M. Caccia, L. Sironi, M. Panzica, G. Chirico,

I. Rivolta, B. Lettiero, and G. Miserocchi

10.1 Introduction

Up to the middle of last century, fluctuations were seen as a source of experimental

uncertainty. During the Second World War, the technology for the fast analysis of

the spectral content of the electromagnetic radiation was developed due to the effort

to enhance the performance of the radar systems. The same technology, transposed

in the visible range of the electromagnetic radiation, allowed to obtain for the first

time quantitative information on the system structure and dynamics from the noise

superimposed on its scattered light (Berne and Pecora 2000). Although initially

these experiments were based on the computation of the Fourier spectrum of the

acquired scattering signal, the modern developments are based on the computation

of the autocorrelation function (ACF) of the scattered intensity, I(t):

GðtÞ ¼ Iðtþ tÞIðtÞh it ¼
ðT
0

Iðtþ tÞIðtÞ
T

dt : (10.1)

Photon correlation spectroscopy (PCS) is now able to investigate through the

computation of (10.1) dynamic processes as fast as 20 ns (Hobel and Ricka 1994;

Chirico and Gardella 1999) being mostly limited by the number of photons col-

lected per sampling time.

The principles of fluorescence correlation spectroscopy (FCS) have been intro-

duced by the Webb group at the Cornell University in the 1970s and experimentally

proved on drug–DNA kinetics measurements (Magde et al. 1972). The major differ-

ence between PCS and FCS techniques lies in the fact that PCS is based on the phase
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fluctuations of a coherent signal (scattering) induced by the motion of the scattering

centers within the observation volume, whereas FCS is based on the amplitude

fluctuations of an incoherent signal (fluorescence) due to the motion of fluorescent

particles through the observation volume. FCS is a rapidly developing field in itself,

and it has been already recognized as an essential tool for the in vitro characterization

of absolute concentrations, molecular interactions, and kinetic processes, such as

diffusion and chemical reactions (Kohl et al. 2005; Haustein and Schwille 2003;

Gosch and Rigler 2005; Enderlein et al. 2004). In vivo (cellular) applications of FCS

have also been reported (Chen et al. 2002; Weidemann et al. 2003).

In this chapter, we will focus on autocorrelation and cross-correlation methods

applied to the study of the dynamics of in vitro and in vivo systems. In particular,

we discuss the case of the photodynamics of dyes or fluorescent proteins trapped in

gel matrices and the diffusion of nanoparticles in the cellular matrix and within the

cells. The following derivation has been made for confocal one photon excitation

(OPE). However no substantial difference appears in the case of two photon

excitation (TPE).

10.2 Fluctuation Spectroscopy: General Principles

10.2.1 Average Fluctuations of the Fluorescence Signal

The description of the fluorescence fluctuations arising from the emission of few or

single molecules diffusing through the observation volume is better derived, within

the FCS method (Muller et al. 2003; Bismuto et al. 2001; Berland et al. 1995), by

means of the fluorescence fluctuation ACF:

gðtÞ ¼ dFðtþ tÞdFðtÞh it
FðtÞh i2t

¼ Fðtþ tÞFðtÞh it � FðtÞh i2t
FðtÞh i2t

: (10.2)

Since the fluorescence signal, F(t), is proportional to the number of molecules

within the observation volume, N, the zero lag extrapolation of the ACF, g(t ! 0),

has a simple and important meaning:

gðt ! 0Þ ¼
dFðtÞ2
D E

t

FðtÞh i2t
¼ g

dN2
� �

t

Nh i2t
: (10.3)

In fact, from (10.3), by assuming a Poisson distribution for N, we find that:

g0 ¼ gðt � tdiffÞ � g
Nh it

; (10.4)

166 M. Collini et al.



where tdiff is the diffusion time of the fluorochromes through the observation

volume. A measure of the zero lag time correlation function allows us to count

directly the number of diffusing and fluorescent molecules. The proportionality

factor g between the fluorescence and the number fluctuations (Berland and Shen

2003) is determined by the actual shape of the observation volume. As an example,

for a 3D diffusion, the geometrical factors for single-photon confocal detection and

for TPE excitation are gOPE ¼ 0.35 and gTPE ¼ 0.076, respectively.

10.2.2 ACF in a Generic Optical Field

The information on the dynamics of the system (diffusion, drift, photodynamics,

chemical kinetics, etc.) can be gained from the time evolution of the ACFs. The

most simple case, the 3D diffusive motion, corresponds to a hyperbolic decay of the

ACFs, which is unusual for the physical theory of random motion that predicts (Doi

and Edwards 1986) exponential decays of the density fluctuations correlation

functions. The reason for the hyperbolic decay in FCS ACFs lies in the fact that

the FCS decay arises from the sum of an infinite number of exponential decays due

to the wide q-vector bunch which spans the numerical aperture of the objective used

to focus the laser beam on a tiny volume. The small volume needed to observe few

particles at a time can be obtained only by raising the optics numerical aperture and

therefore increasing the number of decay modes that are summed in the FCS ACFs.

For a single component solution at the average concentration Ch i, this can be

formally described, as done first by Aragon and Pecora (1976), as:

g tð Þ �
R
dq ŴðqÞ�� ��2< q; tð Þ

Ŵð0Þ�� ��2 Ch i2
: (10.5)

< q; tð Þ ¼
ð

dCðr; tþ tÞdCð0; tÞh it exp �iq � r½ � : (10.6)

In (10.5), ŴðkÞ / R dk exp ½�ik � r� WðrÞ is the Fourier transform of the effec-

tive beam profile, W(r), which may be approximated in the OPE confocal case to a

3D Gaussian, and in the TPE case to a Gaussian–Lorentzian shape. The function

< q; tð Þ is the Fourier transform of the ACF of the dye concentration fluctuation,

P r; tð Þ ¼ dCðr; tþ tÞdCð0; tÞh it that satisfies the diffusion equation:

@

@t
Pðr; tÞ ¼ �div Jð Þ

J ¼ �Dgrad Pðr; tÞ½ � þ vdriftPðr; tÞ

8<
: (10.7)

where vdrift is a drift velocity that arises from fluxes in the samples or deterministic

motions of the particles, and D is the average translational diffusion coefficient.
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Due to the boundary condition, P r; 0ð Þ ¼ dC2
� �

d rð Þ ¼ Ch id rð Þ, the ACF of the

concentration fluctuations for each Fourier vector q has then the following decay:

< q; tð Þ ¼ Ch i exp �D qj j2t� iq � vdriftt
h i

(10.8)

Several interesting issues can be discussed by starting from (10.5) to (10.8). First

of all, we notice that the limit to zero lag time of the correlation function is:

gð0Þ �
R
dq ŴðqÞ�� ��2
Ŵð0Þ�� ��2 Ch i

¼
R
dq ŴðqÞ�� ��2
Ŵð0Þ�� ��

1

Nh i ¼
g
Nh i ¼

g0

Ch i (10.9)

from which it is apparent the geometrical meaning of the proportionality factor g.
The simplest dynamical process that can be analyzed through (10.5) is that of 3D

free diffusion of a single species. By assuming a 3D Gaussian laser profile, a good

approximation for the confocal detection optics, Wðx; y; zÞ / exp � x2 w2
x

�� ���
y2 w2

y

.	 

� z2 w2

z

�� �� and therefore Wðqx;qy;qzÞ/ exp � q2xw
2
x 4=

� �� q2yw
2
y 4=

	 

�

h

q2zw
2
z 4=

� �� we obtain:

g tð Þ � 1ffiffiffiffiffiffi
2p

p
� 3

1

wxwywz

1

Ch i

�
exp � t

tdrift;x

	 
2
1

1þt=tD;xð Þ �
t

tdrift;y

	 
2
1

1þt=tD;yð Þ �
t

tdrift;z

	 
2
1

1þt=tD;zð Þ
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ t=tD;x

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ t=tD;y

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ t=tD;z

p ;

(10.10)

where we have defined a drift time, tdrift ¼ wx=vdrift;x ffi wy=vdrift;y ffi wz=vdrift;z, and
a diffusion relaxation time, tD;x ¼ w2

x= 4Dð Þ. Therefore, when both diffusive

and drift motions are present, the decay of the ACF is a composition of an exp

(�t2) and of a hyperbolic decay. In the case of a simple drift motion in the focal

plane with circularly symmetric beam, (10.10) simplifies to:

g tð Þ � gð0Þ
exp � t

tdrift;x

	 
2
1

1þt=tD;xð Þ
� �

1þ t=tD;x
� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ t=tD;z
p ¼ gð0ÞGdriftðtÞGdiffðtÞ

GdriftðtÞ ¼ exp � t
tdrift;x

� 2
1

1þ t=tD;x
� �

" #

GdiffðtÞ ¼ 1

1þ t=tD;x
� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ t=tD;z
p

8>>>>>>>>>>><
>>>>>>>>>>>:

: (10.11)
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As seen in Fig. 10.1a when the ratio tdrift=tD ¼ 4D= wvdriftð Þ 	 1, i.e., when the

drift velocity is much smaller than the ratio 4D/w, the diffusion decay largely

determines the whole ACF and the shape of the decay can easily be discriminated

by a nonlinear least square fitting procedure (Fig. 10.1b). As an additional example

for a microsphere 400 nm in size, and a beam radius w ffi 0.4 mm, the diffusion time

is tD ffi 40 ms. For a drift velocity ffi 200 mm/s, the effect of the drift component is

evident in the ACF decay (tdrift ffi 2 ms, tdrift=tD ¼ 0:05), and it becomes over-

whelming for vdrift ffi 2,000 mm/s (tdrift ffi 0.2 ms, tdrift=tD ¼ 0:005, Fig. 10.1b).
On the other hand, for vdrift ffi 20 mm/s, the drift contribution to the ACF would be

negligible (tdrift ffi 20 ms, tdrift=tD ¼ 0:5).

10.2.3 Generalized Excitation Modes

Equation (10.5) indicates that the correlation function is basically determined by

two major contributions, related to the shape of the excitation beam and to the

dynamics that the molecules are undergoing. For example, when scanning FCS

excitation mode (Petrasek and Schwille 2008; ries and Schwille 2006; Skinner et al.

2005; Xiao et al. 2005) or double foci FCS (Xia et al. 1995; Brinkmeier et al. 1999;

Dittrich and Schwille 2002) mode are adopted, we need to modify the Fourier

transform (FT) of the beam profile, ŴðqÞ.
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Fig. 10.1 (a) Simulations of the ACF of the fluorescence signal collected from fluorophores with

a diffusion time tD ¼ 400 ms, and drift speeds vdrift ¼ 1,000, 500, 250, 125 mm/s from top to

bottom. The solid, dashed, and dotted lines are the simulation of the pure diffusive, pure drift, and

total correlation functions according to (10.11). For a beam waist radius w0 ¼ 0.4 mm, with a

diffusion coefficient D ¼ 100 mm2/s, the drift times are tdrift ¼ 0.4, 0.8, 1.6, and 3.2 ms from top
to bottom. (b) Simulation of the ACF decay for a pure diffusive motion (dashed line) with

tD ¼ 400 ms and for an almost pure drift motion (tdrift ¼ 200 ms; tD ¼ 40 ms, solid line)

10 In Vitro–In Vivo Fluctuation Spectroscopies 169



10.2.3.1 Dual Beam Excitation: ACF

For the double-beam excitation, the beam profile FT changes to:

ŴDBðq;RÞ /
Z

dq exp �iq � r½ � WðrÞ þWðrþ RÞ½ �

¼ ŴðqÞ 1þ exp iq � Rð Þ½ � ; (10.12)

where R is the vector that joins the center of the two beam waists. If only one

diffusing species is present, subject also to a drift with velocity vdrift, then by

substituting (10.12) in (10.5) we find1 that:

g tð Þ � 2

R
dq< q; tð Þ ŴðqÞ�� ��2 1þ cos q � Rð Þ½ �

Ch i g0 : (10.13)

By substituting (10.8) into (10.5) and integrating over q, one can readily obtain

the decay of the ACF as:

g t;Rð Þ � gð0ÞGdiffðtÞGDBðtÞ

GDBðtÞ ¼ 1þ exp � R� vdrifttð Þ=w½ �2
1þ t=tD;x
� �

 !" #
8>><
>>:

: (10.14)

In the previous relation, we have omitted a term proportional to exp([(R +

vdriftt)/w]
2), which is rapidly decreasing with the lag time and we have written

the diffusive part of the ACF for a confocal setup. The trend of the ACF reported in

(10.14) is sketched in Fig. 10.2. The presence of a second component due to the

drift motion appears here as a peak at lag times t ffi R/vdrift (Fig. 10.2b), as can be

expected from the excitation configuration.

10.2.3.2 Dual Beam Excitation: CCF

The previous case corresponds to the situation in which two beams are impinging

on the solution and we are collecting the fluorescence signal from both the excita-

tion volumes. In most cases, it is more convenient to collect the signals emitted by

the two excitation volumes with two distinct detectors and compute their cross-

correlation function (CCF). In this case, the cross-correlation function of the two

signals becomes:

g tð Þ �
R
dq ŴðqÞ�� ��2 exp �iq � R½ �< q; tð Þ

Ŵð0Þ�� ��2 Ch i2
: (10.15)

1We have used the relation: ŴDBðq;RÞ
�� ��2 ¼ 2 ŴðqÞ�� ��2 1þ cos q � R½ �ð Þ
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If the sample is subject to a drift motion in the focal plane between the two

excitation volumes, and the observation volume is axially symmetric around the

optical axis, the cross-correlation function is then:

g t;Rð Þ � gð0ÞGxDBðtÞGdiffðtÞ

GxDBðtÞ ¼ exp � R� vdrifttð Þ=w½ �2
1þ t=tD;x
� �

" #
8>><
>>:

: (10.16)

As can be seen from the decay shown in Fig. 10.2b (inset), the effect of the drift

motion between the two excitation volumes is here even more pronounced than in

the case of (10.14).

10.2.3.3 Scanning FCS

In this case, the excitation beam is moved on the sample according to a generic

functional form r(t). The same treatment that has led (Aragon and Pecora 1976) to

(10.5) leads to the generalized case:

g tð Þ �
R
dq ŴðqÞ�� ��2 exp �iq � rðtþ tÞ � rðtÞð Þ½ �< q; tð Þ

Ŵð0Þ�� ��2 Ch i2
: (10.17)

Since the FT of the beam profile and the diffusion function depend on the square

of the wave vector q, the correlation function can also be simplified to:
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Fig. 10.2 Simulations for the dual beam case: ACFs (10.14). (a) Diffusive ACF (solid line), pure
dual beam contribution (dashed line), and total ACF (dotted line) for R/w ¼ 2 and tD ¼ 40 ms.

The value of the drift velocity is indicated in the panels. (b) Total ACFs for variable ratios

R/w ¼ 0.5, 1, 2, 3, 4 at tD ¼ 40 ms and vdrift ¼ 2.1 mm/s. The inset shows the corresponding

cross-correlation acquisition mode results
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gscan tð Þ � gð0ÞGdiffðtÞGscanðt; tÞ

¼ gð0ÞGdiffðtÞ exp � rðtþ tÞ � rðtÞj j2
w2 1þ t=tD;x
� �

" #
: (10.18)

The two simplest implementations are the circular scanning FCS and the sto-

chastic scanning FCS. In the first case, already applied in the literature (Petrasek

and Schwille 2008; Ries and Schwille 2006; Skinner et al. 2005; Xia et al. 1995),

the scanning function is given by rðtÞ ¼ A cos Otð Þ and the correlation function

becomes:

gscan t; tð Þ � gð0ÞGdiffðtÞGcScanðtÞ

¼ gð0ÞGdiffðtÞ exp �4
A2sin2 Ot=2ð Þ
w2 1þ t=tD;x
� �

" #
: (10.19)

In Eq. (10.19) the ACF displays a periodic behavior, with period T ¼ 2/O,
superimposed to the diffusive one.

The case of a stochastic motion of the beam may appear a pure academic

exercise. In fact, when investigating a fluorophore solution, stochastic motion of

the laser beam should not change the shape of the correlation function of the

fluorescence fluctuations. However, this excitation mode may be extremely valu-

able when investigating samples in which the diffusive motions are frozen, as it

happens when studying fluorescent molecules immobilized in gel or glassy matri-

ces. In this situation, bleaching is largely effective if one keeps the laser beam

position fixed: by moving the excitation laser beam, instead, the molecules would

have enough relaxing time between two consecutive irradiation time stretches and

the laser induced photobleaching should be therefore reduced.

The scanning function can be expressed in this case only in terms of the average

of the square of the beam displacement on the sample, and in the ideal case it should

be described by a function of the type:

rðtþ tÞ � rðtÞj j2
D E

t
¼ rx;yðtþ tÞ � rx;yðtÞ

�� ��2D E
t
¼ 4a2t : (10.20)

At the same time, since the diffusive motions are frozen, the diffusive function is a

constant, < q; tð Þ ¼ 1, and the ACF is therefore similar in shape to the one typically

detected from freely diffusing molecules in solution. Equation (10.17) becomes:

g tð Þ �
R
dq ŴðqÞ�� ��2 exp �iq � rðtþ tÞ � rðtÞ½ �ð Þh it

Ŵð0Þ�� ��2 Ch i2

¼
R
dqxy ŴðqxyÞ

�� ��2 exp �q2xy rxyðtþ tÞ � rxyðtÞ
�� ��2D E

t

h i

Ŵð0Þ�� ��2 Ch i2
: (10.21)
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The shape of the correlation function is then the usual hyperbolic one [see

(10.11) with tdrift ¼ 0], where the diffusion coefficient is replaced by a2:

g tð Þ � 1ffiffiffiffiffiffi
2p

p
� 3

1

wxwywz

1

Ch i
1

1þ 4a2tð Þ=wxwy

� � ¼ gð0ÞGaðtÞ : (10.22)

Apart from the simplified shape of the correlation function, the advantage of this

excitation mode would consist mainly in the possibility to measure the whole ACF

on immobilized fluorophores while limiting the bleaching effects. This is even more

apparent when fluorescence fluctuations due to internal photodynamics or confor-

mational dynamics of the fluorophores occur in the lag time spanned by the correla-

tion function decay (ffiw/a), as it is the case, for example, of the triplet dynamics,

conformational (cis–trans or rotamers) dynamics of complex fluorophores, such as

the GFP one, or chemical kinetics. The internal dynamics decay,M(t), appears as a
multiexponential decay superimposed on the diffusive-like trend as:

g tð Þ � 1ffiffiffiffiffiffi
2p

p
� 3

1

wxwywz

1

Ch i
M tð Þ

1þ 4a2tð Þ=wxwy

� � ¼ gð0ÞM tð ÞGa tð Þ : (10.23)

In (10.23), the fluorescence fluctuations due to changes in the quantum yield

induced by chemical equilibria are accounted for by the function M(t). Let us then
analyze briefly, as a prototype of the internal dynamics decay, the effect of chemical

kinetics on the fluorescence fluctuations.

10.2.3.4 Chemical Kinetics

A simple chemical dynamics between a bright and a dark form of the same

molecule,

B$kf
kb
D

implies the presence of an additional exponential relaxation, superimposed on the

diffusion term, that is determined by the solution of the following system:

@

@t
dCiðr; tÞ ¼ �div Jið Þ þ

X
k

TikdCkðr; tÞ

Jk ¼ �Dgrad dCkðr; tÞ½ �

8><
>: ; (10.24)

where dCðr; tÞ ¼ dCBðr; tÞ
dCDðr; tÞ
� �

and i ¼ B, D. The matrix T is given by:

T ¼ �kf kb
kf �kb

� �
(10.25)
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By performing the FT on the position coordinate, we come to a modified and

generalized form of (10.8):

< q; tð Þ ¼ dCðq; tþ tÞdC
ðq; tÞh it ¼ Ch i exp �Dq2t
� �

1� T þ T exp �ltð Þ½ �
l ¼ kb þ kf :

(10.26)

By substituting this decay into (10.5), we obtain the ACF decay in the presence

of a chemical kinetics between a dark and a bright form (tT =1/l):

MðtÞ ¼ 1� T þ T exp �t=tTð Þ½ �
1� T

: (10.27)

10.3 Experimental Examples

10.3.1 In Vitro Experiments: Photodynamics of Fluorescent
Proteins Trapped in Agarose Gels

The computation of the fluorescence correlation function on single molecules is

usually hindered by the limited number of photons that can be collected before

molecular bleaching occurs. Under single-photon excitation, the typical number

of detected photons Nph ffi 10,000–50,000, is enough to compute with less than

1% of uncertainty the excited state lifetime. However, these are not enough to

compute an ACF with sufficient accuracy for a molecule with a typical brightness

ffi5,000–10,000 photons/s/molecule. When we measure an ACF on highly diluted

samples, the function is actually computed on a set of different dyes diffusing

through the observation volume. If the dye or the fluorescent protein is instead

trapped within a solid matrix, the photons that can be collected from it are at most

those emitted by the single molecule before being bleached. Bleaching is a very

complex phenomenon, not completely understood in its origin (Eggeling et al.

1998). It is mainly related to chemical reactions at the triplet states, to the oxygen

content of the sample, and to the excitation mode (Eggeling et al. 2005). Often, the

bleached molecule can recover its fluorescence after sometime spent under no

excitation light (Chirico et al. 2003) or under irradiation with shorter wavelength

light (Dickson et al. 1997). This suggests that, if the sample embedding the dyes

were moved with respect to the excitation beam, we should be able to observe few

molecules at a time while they are moved through the excitation volume. In this

way, each molecule should not spend a long time under continuous excitation to be

bleached, or, if the bleaching occurs, the molecule should be able to recover its

fluorescence before the next excitation.
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We have then devised an experiment in which fluorescein-labeled BSA (BSA-Fl,

Invitrogen, A23015, solution concentration 100 nM) molecules were spin coated

onto chemically etched glass slides, moved by means of a xy piezo-actuator (P-541.
ZSL, Physik Instrumente, Karlsruhe, D) on the focal plane of the microscope

objective while acquiring fluorescence from the sample. No direct control of the

pH could be made in this kind of sample. Two-photon excitation has been used to

prime fluorescence by exciting BSA-Fl at 800 nm with an average power of 5 mW

(excitation volume Vexc ffi 0.8 mm3). The movement of the sample was determined

by two independent voltage signals fed to the two analog input of the piezo-scanner

electronics. At first, a buffer of (x, y) positions was created and then fed to the piezo-
actuator analog inputs with a time delay, tdelay, between consecutive updates. This

delay time acts in addition to the minimum time delay determined by the PC speed

and data transfer. The algorithm that proved to minimize bleaching in the sample for

long exposure time was a “rosetta”-like circular motion composed of two out-of-

phase circular paths on radii R and r < R:

VxðtÞ ¼ V0xðtÞ þ RðtÞ cos Otð Þ þ rðtÞ cos otð Þ ;
VyðtÞ ¼ V0yðtÞ þ RðtÞ sin Otð Þ þ rðtÞ sin otð Þ ; (10.28)

RðtÞ ¼ R0 þ xð0; sRÞ ;
rðtÞ ¼ r0 þ xð0; srÞ ;

V0;kðtÞ ¼ V0;0;k þ xð0; sVkÞ ; (10.29)

where xð0; sÞ is a Gaussian random functions with xh i ¼ 0 and x2
� � ¼ s2. The

built-in WhiteNoise() function (LabWindows/CVI 8, National Instruments) has

been used for this purpose.

Typical examples of the path that the piezo-actuator would in principle perform

when subject to such a bias are given in Fig. 10.3a. A substantially uniform

coverage of the plane around the center is obtained for a ratio r/R > 0.5. However,

even in this case, the distribution of the radial distance of the beam from the center

displays a (wide) maximum (Fig. 10.3a4). By raising the excitation intensity during

scanning, we observe the appearance of bright spots, probably due to photo-

activated products, and the simultaneous overall bleaching of the sample. Fluores-

cence images of the sample acquired after a long random scanning at high excitation

intensities are shown in Fig. 10.3b. These brighter spots determine the appearance

of oscillatory behavior in the ACFs, as shown in the computed ACF reported in

Fig. 10.4a, which have then the same origin of the oscillatory component detected

when performing circular scanning (Berland et al. 1995).

The shape of the ACF measured while performing random scanning is not well

described by a diffusive model (10.23) but rather by a drift-like motion (10.11) when

tD ¼ 0 (Fig. 10.4a). This motion is characterized by a exp[�(t/tdrift)
2] decay, where

tdrift has a marked dependence on the delay time of the scanning algorithm

(Fig. 10.4b, 0.1 ms � tdelay � 100 ms). The actual value of the delay time must
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take into account, as said before, the time needed for the update of the analog outputs

of the board (PCI 6711, National Instruments, Austin, TX) (Malengo et al. 2004) used

to drive the piezo-actuator, estimatedffi1.0 � 0.1 ms. The piezo-actuator reaches the

desired position, L, exponentially according to xðtÞ ¼ L 1� exp �t=tPð Þ½ �. If the bias
is updated every t ¼ tdelay seconds, the actual distance spanned by the actuator will

be xðtdelayÞ ¼ L 1� exp �tdelay=tP
� �� �

, and the corresponding average speed will be:

�vðtdelayÞ ¼ xðtdelayÞ
t

¼ Lh i
tdelay

1� exp �tdelay=tP
� �� �

: (10.30)

The best fit values of the drift velocity obtained by fitting the ACFs reported in

Fig. 10.4a are indeed well described by the functional form in (10.30), as shown in

Fig. 10.4b and the best fit values are Lh i ffi 2� 0:8 mm and tP ¼ 1� 0:9ms. The

meaning of the point brackets over the distance spanned by the piezo-actuator is

that this distance is the average length of each of the many steps performed on the

overall “rosetta” shape trajectory. The result shown in Fig. 10.4 is a clear indication

that the actual motion of the excitation volume within the sample is composed by a

series of stretches of rectilinear uniform motions. The actual exponential motion is

sensed for the largest delay time, for which the corresponding measured ACF

is actually poorly described by a drift motion correlation function (Fig. 10.4a).
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Fig. 10.3 (a) Simulation of the xy movement of the piezo-actuator according to (10.28) (see text)

with R ¼ 10 mm, O ¼ 6.28 Hz. (a1) o ¼ 125.6 Hz , r ¼ 3 mm. (a2) o ¼ 125.6 Hz , r ¼ 4.5 mm.

(a3) o ¼ 1.256 kHz, r ¼ 6.0 mm. The Gaussian variable variances are sVx ¼ sVy ¼ 1 mm,

sR ¼ sr ¼ 0.001 mm. (a4) The distribution of the occupancy probability versus the radial distance

from the center of the scanning for the data reported in the (a3). (b) Images acquired before (left)
and after (right) a long scanning at high excitation power
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The random scanning would have given a real diffusion-like shape in the ACF

(Eq. 10.22) only in the case Lh i � wx, a condition that is not satisfied here. This

latter condition however, though appealing from a theoretical point of view, would

not inhibit the sample bleaching.

The random scanning FCS tested here allows to explore the internal photody-

namics of fluorophores trapped in gel matrices. In fact, we have measured the ACFs

of samples of fluorescein-labeled BSA molecules trapped in 5% agarose gel at

pH ffi 5.5 [(BSA-Fl) ¼ 20 nM]. At this pH, the internal photodynamics of the
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Fig. 10.4 (a) ACF computed while randomly scanning a spin-coated fluorescein-labeled BSA

sample (100 nM) with movements described in Fig. 10.3a3. The solid lines are best fit of the data
to the drift ACF function [(10.11) with tD ¼ 0]. The best fit values of the drift velocity are

1,300 � 100 mm/s (tdelay ¼ 1.1 ms, open circles), 720 � 100 mm/s (tdelay ¼ 2 ms, open trian-
gles), 410 � 60 mm/s (tdelay ¼ 11 ms, filled squares), 16 � 2 mm/s (tdelay ¼ 101 ms, open
squares). (b) Best fit values of the drift velocity measured versus the delay time. Solid and dashed
lines are the best fit of the data to (10.29) and to a simple exponential decay. The best fit parameters

are Lh i ffi 2� 0:8 mm and tP ¼ 1� 0:9 ms. (c) ACFs of fluorescein-labeled BSA samples

(20 nM) in agarose gel (5% w/w) computed during random scanning. The dashed and solid
lines are best fit to the data of a drift motion ACF plus a photodynamic component,

g tð Þ � gð0Þ 1þ T 1� T=ð Þ exp � t tT=ð Þ½ �ð Þ exp � t tdrift=ð Þ2
h i

, and the pure drift motion component

of the best fit ACF, respectively. The best fit parameters are tdrift ¼ 480 ms, g(0) ¼ 0.015,

tT ¼ 40 ms, T ¼ 0.4
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fluorescein dye is relevant and we expect to detect an exponential decay with

relaxation times ffi10–30 ms on top of the scanning-induced drift motion as actually

found in the experimental data shown in Fig. 10.4c.

10.3.2 In Vivo Experiments: Nanoparticles Targeting of Cells,
Tracking and Fluctuations

Nanoparticles (NPs) are promising tools for medicine and biology, in terms of both

basic research and direct diagnostic and therapeutic applications (De Jong and

Borm 2008). The cell uptake process is characterized by several steps with a

complex dynamics related to the interaction of the NPs with the cell plasmatic

and nuclear membrane and the citosol structures. Beside the direct visualization of

the NPs motion within the cell, an FCS characterization of the motion can provide

relevant dynamic information, as shown here.

In the example discussed here, we have used solid lipid nanoparticles (SLN)

produced by NANOVECTOR, in the terms of the CE Contract STREP N LSHB-
CT-2006-037639-BONSAI (bio-imaging with smart functional nanoparticles). The

main component of the matrix of these particles is tripalmitin and SLN are

conjugated with 3-(2-benzothazolyl)-7-(diethylamino)coumarin to allow their visu-

alization by means of a fluorescence microscope (lexc ¼ 454 nm under one-photon

excitation and lexc ffi 810 nm under two-photon excitation). To follow the intracel-

lular SLN distribution, experiments were done on a monolayer of human lung

epithelial cells (A30 cells) (Botto et al. 2008), grown on Petri dishes in DMEM

medium supplied with 10% fetal bovin serum (FBS), 1% of L-glutamine, and 1% of

penicillin/streptomycin. During their growth, cells are incubated in a controlled

environment at 37C with 5% CO2. Once checked the biocompatibility of the SLN,

we performed the experiments incubating the cells with a nanoparticles concentra-

tion of 0.01 mg/ml. Since our goal was to study the intracellular distribution and the

effect of the temperature on this phenomenon, the incubation was done at physio-

logical temperature (32C and 37C) or at 4C. Although the size of the NPs cannot
be resolved by optical microscopy (180–230 nm; from unpublished dynamic light

scattering experiments), right after the cell loading, a number of round bright bodies

of size ffi0.6 mm appear within the cell (Fig. 10.5a). These particles may be the

result of stable NPs aggregation, possibly driven by the interaction with some

intracellular structures, as indicated by fluorescence recovery after photobleaching

experiments (Fig. 10.5b) from which we can see that the bright spots recover almost

completely in their fluorescence signal and, most importantly, their shape. The

motion of these particles appears, at first instance, to be irregular. The application of

FCS methods to the image analysis shows, however, that this is not a completely

stochastic motion, but rather a collection of short interrupted drift motions.

Typically we have acquired image stacks with 700–800 images and image

sampling time of 0.85 s. In order to perform a FCS analysis, we have selected on
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the image stack a circular area whose radius was ffi2.5 times the average radius of

the bright organelles (Fig. 10.5c) and computed the fluorescence signal versus time.

The autocorrelation function of this signal can be well fit to a pure drift correlation

function [(10.11); tD ¼ 0] with drift time tdrift ¼ 21 � 0.5 s. Since the diameter

of the regions on which the fluorescence is computed versus time is wx ffi 2 mm, the

average drift speed with which the particles appear to cross the observation area

is vdrift ffi 1.0 � 0.03 mm/s. The drift motion character revealed here must not,

however, be considered in contrast with the apparent stochastic behavior of the

trajectories of the fluorescent intracellular bodies followed on the time stacks. The

actual meaning of the drift speed estimated above is that over sizes of the order of

two-three body diameters their motion is ballistic up to a time in which an interac-

tion with some intracellular structures occurs that changes abruptly the body
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Fig. 10.5 Analysis of the motion of solid lipid nanoparticles (coumarin loaded) within A10 cells.

(a) An image taken after 30 min from the addition of the NPs to the cell culture. Three cells are

visible together with a number of well-distinct bright spots. (b) The trend of the fluorescence

recovery after photobleaching of the spot indicated by an arrow in (a). The solid line is the best fit
exponential growth recovery, with characteristic time tFRAP ¼ 15 � 1 s. (c) The average of

12 ACFs computed on a 600-s image stack (full experiment duration 500 s). The fluorescence

signal was computed as the average over the observation volume marked in (d) (white box). The
solid and dashed lines are the best fit of the drift and diffusive models to the data
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motion. Over much larger distances, the motion of the bright bodies appears to

be stochastic. However, due to the large number of interactions suffered by

the fluorescent bodies, their motion may appear, as frequently reported in the

literature, better described by an anomalous diffusion model in which the average

rðtÞ � rð0Þ½ �2
D E

increases sublinearly with time.

10.4 Conclusions

The content of information of the fluorescence fluctuations arising from molecules

in solutions and within cells is huge, and it appears that it has not been fully

explored completely yet. In this report, we have outlined a theoretical treatment

that is amenable to the analysis of a wide class of possible experimental configura-

tions and physico-chemical conditions. The examples that have been discussed are

related to two critical issues in current spectroscopic research applied to life

science: single molecule and intracellular dynamics. We hope that the general

treatment given here would be valuable for the analysis of future experimental

realization of FCS.
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Chapter 11

Interference X-ray Diffraction from Single

Muscle Cells Reveals the Molecular Basis

of Muscle Braking

L. Fusi, E. Brunello, M. Reconditi, R. Elangovan, M. Linari, Y.-B. Sun,

T. Narayanan, P. Panine, G. Piazzesi, M. Irving, and V. Lombardi

11.1 Introduction

Skeletal muscle fibres are elongated cells generating force and shortening when

electrically stimulated. A large proportion of the cytoplasm of these cells is devoted

to contractile material, mainly represented by the contractile proteins actin and

myosin II polymerized in overlapping arrays of filaments in each sarcomere, the

structural unit of the muscle (Fig. 11.1a). Actin molecules form a double helical

strand with a 37 nm period, which constitutes the thin filament (Fig. 11.1b). Myosin

molecules form a three stranded structure, the thick filament (Fig. 11.1b), with a

helical periodicity of 43 nm. The two globular motor domains of each myosin

molecule project from the thick filament in crowns of three pairs every 14.5 nm.

Each thick filament is composed of two symmetrical halves due to the anti-parallel

arrangement of the molecules.

The motor domain contains the catalytic site and the actin binding site. Force

and shortening in muscle are generated by cyclic ATP-driven interactions of the

myosin motors with the overlapping thin filaments (Huxley 1957; Huxley 1969;

Kushmerick and Davies 1969; Lymn and Taylor 1971; Linari and Woledge 1995).

During the interaction, the myosin motors undergo a conformational change (the

working stroke) that pulls the thin filaments towards the centre of the sarcomere.

Crystallographic models indicate that the working stroke consists of a 70� rotation of
the light chain domain (LCD) of the motor (the lever arm) pivoted on the catalytic

domain (CD) firmly attached to actin. This rotation corresponds to an axial shift of

~11 nm, between the tip of the lever arm (the head–rod junction) attached to the
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myosin filament and the CD attached to actin. The anti-parallel arrangement of the

myosin molecules in each thick filament and the opposite orientation of the actin

filaments in the two halves of the sarcomere combine to produce steady sarcomere

force and filament sliding. Thus, the array of motors in each half thick filament works

as a collective motor, converting metabolic energy into mechanical work.

When an external load larger than the array force is applied to the active muscle,

the sarcomere opposes the lengthening, as the motor array acts as a brake to resist

the load with reduced metabolic cost (Katz 1939; Infante et al. 1964). The braking

action of muscle is a matter of everyday experience, for example, when the extensor

muscles of the legs have to decelerate the body at the end of a jump. Previous

experiments have shown that the steady lengthening of active muscle induces a

sharp increase in force up to twice the isometric value accompanied by an increase

in the stiffness, suggesting the recruitment of an additional elastic structure (Linari

et al. 2000), that could consist of either new myosin motors or elastic structures in

parallel to the motor array.

We used time-resolved X-ray diffraction from synchrotron light to investigate

the structural basis of the mechanism of muscle resistance to stretch. This structural

Fig. 11.1 (a) Organisation in the muscle sarcomere of myosin and actin filaments and myosin

heads (emerging from the myosin filament with 14.5 nm axial periodicity). The actin monomers

to which the myosins are attached are grey. Adapted from Reconditi et al. 2004. (b) Three-

dimensional arrangement of the filaments. Each myosin filament, with the myosin motors

emerging in crown of three pairs (black) every 14.5 nm, is surrounded by six neighbouring actin

filaments. The monomers in the actin filament form a double helix. The axial repeat of actin

monomers in each strand is 5.5 nm
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technique is uniquely powerful in single fibres from skeletal muscle, thanks to the

quasi-crystalline arrangement of the motor proteins in the three-dimensional lattice.

The main feature of the diffraction pattern of a single fibre from frog muscle in the

resting state (Fig. 11.2a) is represented by a series of regularly spaced reflections

on the meridional axis (parallel to the fibre axis), originating from the 43 nm quasi-

helical arrangement of the myosin motors along the thick filament (Fig. 11.1b). The

M3 reflection that arises from the 14.5 nm axial repeat of the myosin heads remains

strong even during isometric contraction, when the other reflections become very

weak (Fig. 11.2b). The intensity of the M3 reflection (IM3) is sensitive to the

changes in mass density projections of the myosin motors associated with axial

movement of the motors (Irving et al. 2000), but IM3 changes can be interpreted

only by using structural models or mechanical constraints, because the X-ray

diffraction signals lack phase information. With the high collimation of the beam

at ID2 (ESRF, Grenoble, France), it is possible to collect the fine structure of the M3

reflection, due to the interference between the two mirror arrays of motors in the

myosin filament (Huxley and Brown 1967). During isometric contraction, the M3

fine structure shows two closely spaced peaks with the ratio of the high angle

peak to that of the low angle peak (RM3) circa 0.8 (Fig. 11.3c black line). Changes in

RM3 record with sub-nanometer precision, the extent and direction of the axial

movements of the motors (Piazzesi et al. 2002; Reconditi et al. 2004).

11.2 Experimental Protocol and Results

We measured the changes in intensity and fine structure of the M3 reflections

following stretches of 2–6 nm per half-sarcomere superimposed on isometric

contraction of fibres isolated from frog muscle, a preparation that allows hundreds

Fig. 11.2 X-ray diffraction patterns from a single muscle fibre (sarcomere length 2.1 mm,

temperature 4�C) at rest (a) and during isometric contraction (b), collected on a CCD detector

(total exposure time 1 s). The reflections along the meridional axis (parallel to the fibre axis) are

due to quasi-helical symmetry of myosin motors emerging from the myosin filament; the reflec-

tions along the equatorial axis (orthogonal to the fibre axis) are due to the double hexagonal lattice

formed by the actin and myosin filaments
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of contractions to be elicited with the preservation of sarcomere homogeneity. In

this way X-ray frames with satisfactory signal-to-noise ratio can be collected with

sub-millisecond time resolution by signal averaging from thousands of repeats of

the mechanical manoeuvre. Single intact fibres were dissected from frog skeletal

muscle (tibialis anterior, Rana temporaria) and then mounted in a trough containing

Ringer’s solution between the lever arms of a force transducer, with resonant

frequency 50 kHz (Huxley and Lombardi 1980), and a loudspeaker motor. The

sarcomere length was adjusted to 2.1 mm and temperature to 4�C. During the

experiments the half-sarcomere length changes were measured in a selected sarco-

mere population along the fibre with the striation follower (Huxley et al. 1981).

When a fibre electrically stimulated with voltage pulses of alternate polarity (20 Hz

frequency) is suddenly stretched, the force increases during the stretch and then

partially recovers in the next few milliseconds (Fig. 11.3a). The peak of force

reached at the end of the step (T1) represents the undamped elasticity of the half-

sarcomere, due to the compliance of myofilaments and of the motors that cross-link

them (Ford et al. 1981). The recovery of force within the first 3–4 ms (T2) is due to
the reversal of the myosin motor stroke that drives muscle shortening (Huxley and

Simmons 1971). Once the filament compliance (Cf ¼ 0.013 nm kPa�1; from

Piazzesi et al. 2007) is taken into account, it is possible to calculate the axial

distortion of the motors attached to actin (Dz; Fig. 11.3a, b) following the stretch

(Dz ¼ DL � DT Cf, where DL is the stretch amplitude and DT the force change).

For example, the force increase at T1, produced by a step stretch of 3.8 nm hs�1,

strains the myofilaments by 2.8 nm and induces an elastic distortion of the motors

Fig. 11.3 (a) Time course of force (T) relative to isometric force (T0), length change of the half-

sarcomere (Dl), and axial motion of myosin motors (Dz) associated with tilting of the lever arm of

the attached myosin motor. Times of X-ray exposures at T0 (black), T1 (green) and T2 (blue)
indicated on the force trace. (b) Myosin motor (red) with its CD attached to a monomer (grey) in
the actin filament (white) and LCD attached to the myosin filament backbone (black). Axial
motion following a stretch is accompanied by tilting of the LCD, and quantified by the axial

separation z between the two ends of the LCD. The right-hand panels show the motor conforma-

tions at T1 and T2 superimposed on that at T0. (c) Intensity profiles of the M3 reflection along the

meridional axis. Colours as in (a). Replotted from Brunello et al. (2007)
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by 1 nm. During the force recovery, the filaments shorten because the strain reduces

by 1.6 nm, inducing an additional distortion of the motors by 1.6 nm.

After mechanical measurements with the striation follower, the trough was

sealed and the fibre was mounted vertically at the beamline, to have the fibre axis

parallel to the smaller dimension of the X-ray beam. To minimise the X-ray path in

the solution, two moveable mica windows were put as close as possible to the fibre.

X-ray data were recorded on a CCD detector, placed at 10 m from the fibre, during

the isometric period preceding the step (1 ms exposure), at T1 (0.1 ms exposure) and

T2 (1 ms exposure) (Fig. 11.3a). Two-dimensional intensity distributions in the

region of the M3 were integrated across the meridional axis to give the intensity

distribution along the meridian (Fig. 11.3c). The total intensity of the M3 reflection

(IM3) decreases after the step stretch and decreases further during the force recovery,

while RM3 increases during both the stretch and the force recovery (Fig. 11.4b, c).

These responses can be explained by tilting of the actin-attached motors away

from the centre of the sarcomere that is caused by the stretch and continues during

the force recovery (Fig. 11.3b). However, the structural model which was able to

fit the changes in IM3 and RM3 following shortening steps (Piazzesi et al. 2002;

Reconditi et al. 2004) cannot reproduce the IM3 and RM3 changes following a stretch

for all the stretch amplitudes used (2–6 nm per half-sarcomere): the calculated IM3

reductions are larger and calculated RM3 increases are smaller than those observed.

These discrepancies arise from the assumption that the number of actin-attached

motors remains constant during phase 1 and 2 of the response to stretch, and can be

removed by assuming that the stretch induces rapid attachment, to the next actin

monomer in M-ward direction, of the second motor domain of some of the myosin

molecules that have the first motor domain already attached during isometric

contraction (Fig. 11.4a–c). The only free parameter of the model simulation is

the number of partner motor domains recruited at T1 and T2 following the stretch.

Fig. 11.4 (a) Structural model of motors and filaments including stretch-induced attachment of

partner motors. Red, motors attached to actin monomers (dark grey) at T0; yellow, detached partner
motors; pink, partner motors attached to next actin monomer on the M-ward side (light grey).
(b) IM3 and (c) RM3: data from stretches of 2–6 nm amplitude, lines from model with stretch-

induced attachment described in the text. Green symbols and line, T1; blue symbols and line, T2.
Replotted from Brunello et al. (2007)
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The results of the simulation indicate that the number of newly attached motors

increases with the size of the stretch and increases from phase 1 to phase 2 of

the response. For a 4 nm stretch, the number of additional motors is 20% of the

isometric number at T1 and becomes 40% at T2, and, for a 5.5 nm stretch, the number

of additional motors increases to 40% and 100%, respectively. The reason for the

further increase in the number of motors attached during quick force recovery is the

simultaneous increase in motor distortion (Fig. 11.3a, b). In these experiments, Dz
for the 4 nm stretch increases from 1 nm at T1 to 2.8 nm at T2; for the 5.5 nm stretch

Dz increases from 1.4 nm at T1 to 3.8 nm at T2.

11.3 Conclusions

X-ray interference between the two bipolar arrays of myosin motors in each

sarcomere of a muscle cell provides a powerful tool for investigating the structural

basis of the response of muscle to stretch. The results indicate that the high

resistance of active muscle to a sudden increase in load is due to the rapid

attachment to the actin of the partner myosin motor, promoted by the distortion

of the motor already attached in the isometric contraction. The underlying mecha-

nism implies that the first motor works as a strain sensor in a feedback system that

limits the stress undergone by individual motors.
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Chapter 12

Low Concentration Protein Detection

Using Novel SERS Devices

Gobind Das, Francesco Gentile, Maria Laura Coluccio, G. Cojoc,

Federico Mecarini, Francesco De Angelis, Patrizio Candeloro,

Carlo Liberale, and Enzo Di Fabrizio

12.1 Introduction

Surface enhanced Raman scattering (SERS) permits the detection of adsorbed

molecules on noble metal surfaces, such as Au, Ag, and Cu, at subpicomolar

concentration. It is a phenomenon that results in strongly increased Raman signals

when molecules are in close proximity to nanometer-sized metallic structures
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(Haynes et al. 2005). SERS intensity depends on localized surface plasmon

resonance (LSPR) and because the size, shape, and interparticle spacing of the

material as well as the dielectric environment influence the LSPR, these factors

should be chosen carefully, to ensure the reproducibility of the SERS substrate. The

distinct advantage regarding the application of SERS measurement is because of

the increasing importance of biological studies since this technique is well suited

for the analysis carried out in aqueous environment.

Substrates exhibiting SERS characteristics can be of wide variety, i.e., metal

island films (Constantino et al. 2001; Weitz et al. 1983), colloids (Hildebrandt

and Stockburger 1984; Kneipp et al. 1997; Nie and Emory 1997), and recently

reproducible nanostructured substrates (Perney et al. 2006; Zhang et al. 2006). In

the past, some efforts have been made to fabricate the SERS substrates, based on the

periodic nanostructures using e-beam lithography (EBL) and nanosphere litho-

graphy techniques (Kahl et al. 1998; Haes et al. 2005).

In this work, we report two different novel nanostructure plasmonic devices;

(1) plasmonic gold agglomerated device fabricated by using electro-plating and

electron beam lithography techniques and its application as a novel SERS device

(“Device1”), (2) site-selective metal (Ag, Ag/Au bimetal, Au) deposition using

electroless technique on the prior selected location (“Device2”).

Kahl et al. (1998) presented his SERS device based on Ag metal showing the

SERS effect on thiobenzene (an organic compound) but because of the inherent

properties of Ag, the durability of such device as a SERS substrate is limited due to

the fact that the Ag surface oxides or absorbs sulfur species in air. Recently, few

works on SERS substrate based on Au-nanoparticles (Li et al. 2007) have been

carried out for Rhodamine 6G (R6G) and is verified for 10–6 M.

Here, we report a novel device for generation of plasmon polaritons (PPs) made of

array of gold nanoaggregates on gold–chromium base plated Si wafer (“Device1”).

The presence of gold nano-aggregates and high-resolution e-beam patterning down to

10 nm of interspatial distance between two nano-aggregates are the major fabrication

novelty of this present work. SERS effect using our noble device based on gold

nano-aggregates is verified on myoglobin protein and then SERS measurements have

been carried out for various proteins [BSA, lysozyme, ribonuclease-B (RNase-B),

ferritin] by changing the temperature (–65�C to 90�C).
In addition, SERS device (“Device2”) is fabricated by utilizing EBL coupled

with electroless metal (Ag, Au and Ag/Au bimetal) deposition techniques. Active

SERS substrate is realized on site selective silver/gold nanoparticles utilizing

electroless technique, assembled on nano-patterned Si substrate with different

shape and size. The nano-pattern based substrate, obtained by electron beam

lithography, has the function of controlling the diffusion of the metal particles

on the surface. On the other hand, the deposition of metallic (silver or gold) nano-

spheres, permits plasmonic enhancement. This is the first time that Coluccio et al.

(2009) is able to produce a SERS substrate without dendritic structures and

well-reproducible substrates exploiting EBL and site selective electroless deposi-

tion technique. R6G with concentration down to 10–20 M was observed using our

SERS substrate. Later on, the work is extended to deposit Ag/Au bimetal in order to
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overcome its (Ag nanoparticles) lack of durability property and enhancement in

Raman signal of R6G as well.

12.2 Experimental

12.2.1 Device Fabrication

12.2.1.1 Periodic Gold Nanoarray SERS Device (“Device1”)

SERS device based on periodic gold nanoarray is fabricated onto bi-layer of

Au (20 nm)–Cr (10 nm) base-plated silicon wafer following a high resolution

fabrication techniques, using electro-plating and EBL. Several patterns of nano-

holes were designed, using a “Crestec CABL–9000C” EBL system, on a layer of

electronic-resist spinned onto the wafers. Disk-like structures were obtained from a

nominal pattern comprising arrays of concentric squares due to proximity effects.

The sample was then immersed for 35 s in ZEP developer (ZED–N50®) to selec-

tively remove the exposed resist. Si wafer was then processed using reactive ion

etching (RIE) in oxygen for 40 s to remove any residual resist from the disks. The

successive gold growth was accomplished in an electrolytic system using a solution

of gold–pottasium cynide, keeping density current of 10 mA/cm2 for 8 s. Due to

resist confinement, the gold nanograins could grow solely inside the holes. The

grains assemblies have a 100 nm diameter and an 80 nm thickness, with an

interspatial gap of 10–30 nm. Several SEM micrographs of the grain assemblies

were taken to assess uniformity and reproducibility (Fig. 12.1a–d). The nanograin

size and the mutual distance between one nanoaggregate to the other are 80 nm

diameter and 10–30 nm gap, respectively.

12.2.1.2 Site Selective Electroless SERS Device (“Device2”)

Silver nitrate and R6G are purchased from Sigma. All chemicals, unless mentioned

otherwise, were of analytical grade and were used as received. Si wafer (100) was

cleaned with acetone and ethanol to remove possible contaminant and then etched

with a 4% wt HF solution. The wafers were rinsed with deionized water and dried

with N2. A reproducible pattern of an array of nano-structures is written using ultra

high-resolution electron-beam lithography (CRESTEC CABL–9000C, 50 KeV

acceleration voltage) onto a clean silicon wafer (100) spin-coated with 50 nm

thick ZEP layer. Substrates of different shapes are prepared with a maximum

dimension size in the range of 50–1000 nm.

Silver nano-spheres are deposited on the substrate by means of the electroless

method, in which the patterned silicon wafer is dipped in a 0.15 M HF (hydrofluoric

acid) solution containing 1 mM silver nitrate for different times (10–60 s). After the
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etching process, the silicon wafer is rinsed with water and dried under nitrogen flux.

The samples with 60 s deposition time are used for Raman analysis as these samples

show better Raman response. The device is shown in Fig. 12.2. The zoomed area of

Fig. 12.2a, b are also shown.

Substrates with bimetallic electroless deposition (silver over gold and vice versa)

(Yang et al. 2008; Bulovas et al. 2007) and substrates with only gold deposition are

also prepared to compare their SERS activity with Ag deposited samples. Au is

electroless deposited on nano-patterned silicon from a solution of an Au salt 1 mM

and 0.15 M HF, for 3 min. The bimetallic deposition is obtained with the same

solution utilized in two steps: in the case of the Ag/Au deposited substrate, a first

step is a silver electroless deposition for 20 s and the last step is an Au electroless

deposition for 30 s; on the contrary for theAu/Ag sample. R6G is deposited by soaking

the substrate in an aqueous solution at known concentration ranging from 10–4 to

10–20 M for 30 min and then the sample is rinsed with water and dried with N2.

12.2.2 Sample Preparation

All the proteins (BSA, lysozyme, RNase-B, and ferritin) areprepared with 7 mM
concentration in high purity water. These solutions are analyzed using DCDR

Fig. 12.1 (a) Array of empty disk ready for successive gold growth; (b–d) SEM-images with

different magnifications
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method in which the solution of interest is microdeposited (2 ml) on SERS substrate.

The solution is left for around 10 min in a closed microcryostat chamber (to avoid

any impurity from the surroundings) to evaporate the superficial water. Protein

Raman spectra are taken from the visible ring of protein (outer edge of the

deposition region). The DCDR samples are in a well-hydrated state after deposition

and evaporation (Zhang et al. 2003). The measurements are performed at fixed

temperatures in the range between �65�C and 90�C. DCDR technique, in detail, is

reported elsewhere (Zhang et al. 2003).

12.2.3 Characterization Technique

Microprobe Raman spectra were excited by visible laser with 830 nm (“Device1”,

Fig. 12.1) and 514 nm (“Device2,” Fig. 12.2) laser line in backscattering geometry

through 50� long focal range objective (NA–0.50, “Device1”) and 50� (NA–0.75,

“Device2”). The laser power was fixed to 0.018 mW (514 nm) and 13 mW

(830 nm). The proteins, in case of “Device1,” were always verified through optical

image before and after the measurements to ensure that there was no protein

damage through laser radiation. Block diagram of microRaman setup and SERS

spectrum of myoglobin are shown in Fig. 12.3. Figure 12.3a shows the block

diagram of microRaman set-up. A microcryostate chamber, which is used to vary

the protein temperature, is also shown . Figure 12.3b shows the Raman spectrum of

myoglobin protein deposited over the Device1. In the inset of Fig. 12.3b, Raman

spectrum of virgin SERS device (“Device1”) is illustrated.

Fig. 12.2 SEM images of (a) lithography on a silver substrate and (b, c) silver deposition on a Si

substrate with different magnifications
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12.2.4 Data Analysis

All the SERS protein spectra are firstly baseline-corrected using four to five order

polynomials and, thereafter, are normalized to protein marker band centered at

1,450 cm–1, attributed to C–Hx bending vibration (Thomas et al. 1983). Difference

Raman spectra were derived by subtracting the Raman spectra taken at different

temperature to the Raman spectrum at room temperature (RT) and generalized

2D-correlation analysis was carried out for all the proteins at fixed interval

of temperature in two regions of Raman spectrum: 600–1,060 cm–1 and

1,600–2,000 cm–1 by selecting the RT Raman spectrum as a reference. Synchro-

nous 2D-correlation spectra are derived employing standard numerical procedures

as described in Noda et al. (2000), as shown in Fig. 12.4 for one particular protein

in the range between 600 and 1,060 cm–1 by changing only the coefficient of

determination. It can be observed clearly the simplified plot of 2D-correlation

spectra by changing the coefficient of determination from þ0.3 (Fig. 12.4a) to þ1

(Fig. 12.4b), which retains all the necessary information needed.
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Fig. 12.3 (a) The block diagram of microRaman set-up. The hot/cold microsample chamber is

shown in zoomed area; (b) SERS spectrum of myoglobin protein with concentration of 7 mM.

In the inset, Raman spectrum of SERS background is shown
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12.3 Results and Discussions

12.3.1 Proteins on “Device1”

Raman spectroscopy provides the structural and chemical information of sub-

stances. Because of very low scattering cross-section of water, this technique is

very much suitable for biological substances. Myoglobin is one of the basic proteins

to be tested for SERS substrate due to the presence of one planar Fe protoporphyrin

prosthetic heme group implanted in polypeptide chains. The presence of ring

p-bonding vibrational band lies in the range of 1,000–1,700 cm–1. The SERS

spectrum for myoglobin with 7 mM concentration in region 500–2,000 cm–1 is

shown in Fig. 12.3b. The protein Raman spectrum shows well-known Mb marker

vibrational bands of protein centered at around 1,125, 1,373, and 1,560 cm–1, which

are attributed to the C–N stretching (Spiro 1985), an oxidation marker band of heme

group (Sato et al. 2001), and C–C vibrational band, respectively. In addition, the

bands at around 760, 1,013, 1,365, and 1,555 cm–1 in the same spectrum are related

to the tryptophan (Trp), whereas the bands around 1,005 and 1,033 cm–1 are due to

the phenylalanine (Phe) residues. The sharp band centered at 520 cm–1 in Raman

spectrum is due to the Si substrate. The amount of protein under observation is

calculated as discussed by Zhang et al. (2003) by assuming the size of myoglobin to

be around 20 nm2. It is found that the minimum amount of myoglobin to be

investigated under laser spot of 1 mm diameter is estimated to be around

10–240 attomole, depending on the percentage of molecules present within the ring.

a b

Fig. 12.4 2D-correlation spectra with the short range of coefficient of determination. 2D-correla-

tion spectra with coefficient of determination +0.3 (a) and with coefficient of determination 1.0 (b)
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12.3.1.1 Bovine Serum Albumin

BSA (66,500 Da, 583 amino acids) has two Trp residues, which are located in

grossly different microenvironments, and so even the interaction from Trp to water

alone is inherently complex. Among six tyrosin (Tyr) residues, three are buried in

the native molecules, whereas the other three are located on the protein surface.

BSA is the principal carrier of fatty acids that are insoluble in circulating plasma

and performs many other functions, such as, sequestering oxygen free radicals and

inactivating various toxic lipophilic metabolites.

Figure 12.5a shows the SERS spectra for BSA in the region of 600–2,000 cm–1,

performed at different temperatures. The Raman spectrum at RT is dominated

by bands due to the amide I (around 1,650 cm–1, mainly by n–C–O vibration),

C–H3, and C–H2 deformation vibration from side chains of different amino acids

(in the range of 1,440–1,480 cm–1), the symmetry stretching of –COO� group

(around 1,420 cm–1) (Gilmanshin et al. 1996), amide III band from in-plane d–NH
group and n–C–N (1,230–1,300 cm–1), the contribution from different amino acids;

Phe (~620, 1,005, and 1,033 cm–1) (Li et al. 1990), Trp (1011 and 1560 cm–1)

(Miura et al. 1991), Tyr (645, 825, 855, 1,210, and 1,620 cm–1) (Miura and Thomas
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1995), cysteine (655, 672, and 720 cm–1) (Li et al. 1990; Tuma et al. 1995). SERS

spectra for BSA at a glance do not show any remarkable change with temperature

except for two extreme temperatures (�65�C and 90�C).
The intensity ratio of two vibrational bands at ~855 and ~830 cm�1 (I855/I830),

attributed to the Fermi resonance for Tyr residue, is very sensitive to the environ-

ment of H-bonding at the phenolic –OH group (Miura et al. 1991; Siamwiza et al.

1975). When the phenolic oxygen is an acceptor atom in a strong H-bond for the

Tyr residues in proteins, the intensity ratio (I855/I830) stands at around 2.5, whereas

when the phenolic oxygen is a proton donor in a strong H bond, the value lies

around 0.7. In addition, for the surface Tyr in a protein, the intensity ratio stands

around 1.25. The intensity ratio (I855/I830) for BSA protein vs. temperature is shown

in Fig. 12.5b. From the intensity ratio curve, the protein always shows that the

phenolic OH of Tyr residues serve both as acceptor and donor of H-bond (Miura

and Thomas 1995). However, going toward higher temperatures, the phenolic –OH

shows to be a stronger donor than at low temperatures. Figure 12.5c shows the

Raman intensity for Phe residue bands centered at 1,005 and 1,033 cm�1. Fig-

ure 12.5c, d show that there is an overall decrease in intensity of Phe band with the

increase of temperature, indicating the gradual change of Phe’s surrounding with

temperature.

The change in secondary structure of BSA with temperature can be observed in

Fig. 12.5d in difference Raman spectra. BSA has 68% of a-helix, 18% of b-sheet,
and 14% of random coil secondary structures (Keiderling 1993). The secondary

structure changes drastically on cooling down below –20�C. Two bands, one hump

centered at 1,675 cm�1 and one sharp peak centered at 1,635 cm�1, are observed by

cooling down the protein. However, the increase in temperature up to 70�C
shows very little changes regarding unfolding of BSA protein. Murayama and

Tomida (2004) suggested that BSA starts showing the change in secondary struc-

ture on treating it around 60�C. Here, we observed that the BSA at 40�C
(Fig. 12.5d) shows a positive broad band in difference Raman spectra in the region

of 1,630–1,680 cm�1. Lower frequency band (1,630 cm�1) could be related to the

intermolecular a-sheet, whereas the higher frequency band (1,675 cm�1) is related

to the intramolecular b-sheet in the protein. With further increase in temperature

(T � 70�C), the spectra start showing this difference clearly, supporting the recent

observation of protein unfolding using FT-IR absorption spectroscopy at about

60�C or 70�C (as in our case) depending on the protein concentration (Celej et al.

2003; Guo et al. 2006). In addition, the Phe band at about 1,005 cm�1, (Fig. 12.5d),

shows interesting behavior with temperature. It reveals that the intensity of Phe

band rises with the decrease in temperature which could be due to the possibility

that the Phe residues show better exposure to the solvent.

Synchronous 2D-correlation spectra with coefficient of determination equals to 1,

based on the spectral changes with the temperature, are shown in Fig. 12.6a, b for

BSA protein in the range of 600–1,060 cm–1 and 1,600–2,000 cm–1, respectively.

The 2D-correlation autopeaks are located at around 625, 645 (both C–S stretching),

Tyr doublet at 830 and 855, 940 (C–C stretching), 1,005 and 1,033 (Phe ring

breathing) cm–1 (Fig. 12.6a) and in the range between 1,650 and 1,700 cm–1
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(secondary structure) (Fig. 12.6b), representing the maximum conformation alter-

ation with temperature.

Autopeaks describe the conformational changes that occur over the temperature

interval (Tmin–Tmax). Any anomalous behavior that the protein may exhibit at a

given temperature is disregarded or distributed over a wider range of values. The

convenience of bidimensional Raman spectroscopy over conventional analysis

resides in the unambiguous interpretation of data. Positive remarkable cross-

peaks centered at (625, 645), (830, 855), (830, 1,005), (855, 1,005), and (1,005,

1,033) in Fig. 12.6a clearly indicate that the simultaneous changes in the range

(600–1,060) are consistent; within the domain of interest, all spectral intensities

increase (decrease) together with T. The information that one may infer from

Fig. 12.6a perfectly agrees with the vibrational band intensity variation as in

Fig. 12.5b, in which both the bands (1,005 and 1,033 cm–1) undergo the steady

decrease in temperature. This shows that when the temperature is decreased,

it causes the access of water to surface residues of protein (Nara et al. 2001) as

expected by water–protein interaction as a function of temperature. The original

information, which 2D-correlation spectra carry about, is also that the 830 and

855 cm–1 vibrational bands decrease with temperature. As it is well known that

these two bands are attributed to the Tyr residues, both vibrational bands behave

in the same way. Such coincidental changes suggest the possible existence of a

common origin for variations, i.e., the variation in temperature causes the similar

variation of conformational change for Tyr and Phe residues. There are major

intensity variations (illustrated by white spots) with respect to RT SERS spectrum

in the region of 1,650–1,700 cm–1 (Fig. 12.6b). These findings well agree with the

results derived through conventional difference Raman (Fig. 12.5d).
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12.3.1.2 Lysozyme

Lysozyme (14,400 Da) serves as bactericidal agents (i.e., used to degrade the

bacterial cell wall). Native lysozyme secondary structure consists of 30% a-helix,
6% b-sheet, and 64% random coil (Artymiuk et al. 1982). SERS spectra for

lysozyme vs. Temperature are shown in Fig. 12.7a ranging between 600 and

2,000 cm–1. The amide I band with major contribution of C–O stretching vibration

is clearly observed ranging between 1,630 and 1,700 cm–1, whereas amide II

(N–H bending coupled with C–N stretching) and amide III (C–N stretching

mixed with N–H bending vibration) are observed in the range between

1,530–1,580 and 1,220–1,300 cm–1, respectively. Raman spectra show high signal

noise ratio with respect to the lysozyme Raman spectrum, carried out on the

gold-coated Teflon substrate (concentration �100 mM, integration time �100 s)

(Zhang et al. 2003) even though the lysozyme, in our case, has much less concen-

tration (7 mM) and less integration time (50 s). The increase in temperature after

70�C causes the increase in broadness of amide I vibrational band. This broad band

contribution, coming from different secondary structures, is because of conversion

of helix to coil structure of protein.

Fig. 12.7 (a) Lysozyme SERS spectra vs. temperature; (b) intensity variation for various Raman

vibration bands (760, 1,005, 1,013, 1,033 and 1,670 cm�1); (c) intensity ratio (I1005/I1013 and

I1033/I1005) vs. temperature
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The bands around 625 and 645 cm–1 are related to the C–S stretching vibration of

cystein residues, showing quite stable in the temperature range between –40�C and

40�C. The intense peak centered at 760 cm–1 is clearly observed for lysozyme

protein. This band, sensitive to the hydrophobic environment of Trp residues, is

attributed to the indole ring breathing vibration of Trp residues (W18).

Interesting behavior in Trp residues (W17) vs. temperature is observed in the

range of 872–885 cm–1 with regard to their H-bonding strength (peak at 883 cm–1

represents the higher H-bonding strength of Trp, whereas the peak at 871 cm–1

signifies the nonH bonding Trp) (Tuma et al. 1995). The increase in temperature up

to 40�C causes the appearance of one more band centered at around 880 cm–1 in

addition to the 877 cm–1 which could be the combination of different Trp residues

present within the protein. On further increase in temperature, the Raman band

sharpens and comes up with one narrow band centered at 878 cm–1 for sample

treated at 90�C. Hence, it seems that the increase in temperature causes different

Trp residues exposed to the solvent. However, the decrease in temperature from RT

to –40�C does not show any remarkable change although at –65�C, the Raman band

shows an increase in width of this band. The broad and asymmetric band shape

arises from different H-binding strength with various Trp residues (Trp-18, Trp-62,

Trp-63, Trp-108, Trp-111 and Trp-123) (Jung et al. 1980).

Figure 12.7b shows the peak height variation with temperature for various

bands, 760, 1,005, 1,013, and 1,033 cm–1 attributed to different vibrations asso-

ciated with Trp, Phe, Trp, and Phe residues, respectively. The peak height of broad

band centered at 1,670 cm–1, attributed to secondary structure of protein, is also

shown. The increase in intensity of indole ring breathing mode of Trp residues

centered at 760 cm–1 signifies the decrease in hydrophobicity of the Trp indole ring

environment. It is observed that: (1) the intensity of this band drastically decreases

for temperature going from �65�C to �40�C (increase in hydrophobicity); (2) the

intensity remains almost constant in the temperature range of –40�C to 90�C. The
band intensity of 1,005, 1,013, and 1,033 cm–1, attributed to different residues, does

not show remarkable changes, which signifies no noticeable conformational

changes in Phe, and Trp residues for this protein with temperature. Guo et al.

(2006) performed various measurements on different concentrations of lysozyme

(10 and 400 mg/ml) using various techniques and revealed that lysozyme of a lower

concentration shows the protein stability up to 80�C, whereas lysozyme of a higher

concentration shows a conformational change in protein secondary structure profile

even at 70�C. Similar trend is also found by Nara et al. (2001) up to RT and is

attributed to the modification in Phe or their surroundings. Figure 12.7c shows the

intensity ratio for I1005/I1013 (Phe to Trp ring) and I1033/I1005 (both attributed to

the Phe ring). The intensity ratio (I1005/I1013) shows no variation up to around

�20�C and it starts increasing with the increase in temperature. The intensity

ratio (I1033/I1005) reveals that it increases with the temperature up to �20�C and

then starts decreasing with increase in temperature.

Figure 12.8a, b show the 2D-correlation spectra for lysozyme in the range of

600–1,060 cm–1 and 1,600–2,000 cm–1. Autopeaks for lysozyme are observed at

about 645 (cystein), 760 (Trp), 1,005 (Phe), and 1,013 cm–1 (Trp) and around
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1,700 cm–1 (increase in width of secondary structure region) (Fig. 12.8a, b),

showing major variations at these frequencies. The alteration of 760 cm–1 band

intensity shows the appreciable variation of hydrophobicity of lysozyme protein

with the temperature. The lysozyme has three Phe residues which are located at the

surface of protein (Imoto et al. 1972). The slight variation in Phe band intensity

could be due to the protein–water interaction with temperature. Though, Fig. 12.7b

does not show the conformational changes in Phe (1,005 and 1,033 cm–1) and Try

(1,013 cm–1) breathing modes, 2D-correlation spectra show clear variation with the

temperature. Remarkable positive cross peak at (760, 1,013) is observed due to the

fact that both the bands are related to Trp residue. In addition, the positive peak at

(760, 1,005) is also observed, showing that the Phe amino acids follows the same

trend as of Trp residue.

12.3.1.3 Ribonuclease-B

RNAse-B (13,700 Da with 124 amino acids) is an enzyme secreted by the pancreas

into the small intestine, where it catalyzes the hydrolysis of certain bonds in

the ribonucleic acids present in the ingested food. Its secondary structure contains

around 40% a-helix, 23% b-sheet and the rest as a random coil structure. Fig. 12.9a

shows the Raman spectra for RNase-B vs. temperature in the range from 600 to

2,000 cm–1. It illustrates various vibrational bands attributed to different amino acids,

specially from Phe residues at around 1005, 1033, and 1210 cm–1, Tyr residues at

around 830 and 855 cm–1, different scissor and wagging vibration related to the C–Hx

(x ¼ 1–3) at about 1,450 and 1,320 cm–1, respectively.
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Fig. 12.8 2D-correlation spectra for lysozyme protein in the range between 600–1,060 and

1,600–2,000 cm�1, respectively
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In Fig. 12.9a, C–S vibrational bands centered at 625 and 645 cm–1 decrease

with temperature which could be because of breaking the C–S band (these bands

also represent the stability of protein). One peak centered at around 980 cm–1 is

observed only for RNase-B among the other proteins described above. This band is

attributed to the symmetric stretching vibration of sulfate ion which acts as an

inhibitor of enzymatic action. It was found in the past (Wyckoff et al. 1970) that the

reactive sites for the sulfate ion of RNase B are histidine residues. It is observed in

our analysis that the 980 cm–1 band intensity decreases with respect to the intensity

at RT. Daly et al. (1972) discusses that the loss of symmetry of sulfate ion by

protonation causes the disappearance of band at around 980 cm–1. Therefore, we

suggest that the increase in temperature, in our case, causes the binding of free

sulfate ion to the histidine residues. Figure 12.9b shows the peak height of different

Raman bands centered at around 980, 1,005, 1,033, and 1,675 cm–1. The peak

height of 1,005 cm–1 (Phe) band is continuously varying with temperature but

1,033 cm–1 (Phe) band does not show remarkable variation which could be related

to the change of Phe residues surrounding. Interestingly, our analysis reveals that

the temperature effect on Phe band at 1,005 cm–1 follows the same trend of sulfate

ions, as shown in Fig. 12.9b. Hence, it seems that with the increase in temperature,

as the sulfate ion starts to bind with the histidine ions, the Phe residues in the

vicinity start to have less access to the solvent, causing the decrease in intensity.

The change in secondary structure for this protein with temperature is not clearly

observed from amide I band (1,675 cm–1).

Two-dimensional correlation spectra for RNase-B are illustrated in Fig. 12.10a,

b in the range between 600–1,060 cm–1 and 1,600–2,000 cm–1, respectively.

Autopeaks in 2D-correlation spectra for RNase-B are observed at 980 (sulfate

ion), 1,005 (Phe), 1,033 (Phe) and at around 1,670 cm–1 (secondary structures).

However, the major changes in 2D-correlation spectra, due to the temperature

Fig. 12.9 (a) Raman spectra for RNase-B protein in the range of 400–1,800 cm–1 for different

temperature, (b) Raman peak height of different bands centered at 980, 1,005, 1,033, and

1,675 cm–1 vs. temperature for RNase-B
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variation, are observed in the range of 970–1,015 cm–1. These noticeable variations

in the intensity of these bands with the temperature, as shown in Fig. 12.9b, are

clearly followed by the 2D-correlation analysis. Remarkable cross-correlation

vibrational bands (980, 1,005), (980, 1,033) and (1,005, 1,033) can be clearly

observed from Fig. 12.10a, which represent the vibrational bands 980, 1,005, and

1,033 cm–1 following the same trend with change in temperature. In other way, the

binding of sulfate ion to histidine residue and the access of water to protein with

temperature follow the same trend with temperature. Though, the secondary struc-

ture region does not show the clear variation in the intensity (Fig. 12.9b), the 2D-

correlation spectra show a major variation in this range. The conformational

changes in the secondary structure of protein by varying the temperature are clearly

visible in Fig. 12.10b by showing the autopeaks in the range of 1,640–1,680 cm–1.

12.3.1.4 Ferritin

Ferritin is an iron storage protein found in many living organisms, including

bacteria, insects, plants etc. It is the only protein that can bind the metal ions in

solution and convert them into a solid-phase mineral. The protein consists of an iron

core surrounded by a shell of 24 protein subunits. The Raman and difference Raman

spectra for ferritin protein vs. temperature are shown in Fig. 12.11a, b in the range

between 400 and 1,800 cm–1. Raman spectrum of ferritin at RT shows many

vibrational bands attributed to different amino acids as stated above for other

proteins. In addition, a faint band is observed at around 1,372 cm–1 which could

be related to C–N vibration from porphyrin group, as discussed by Precigoux et al.

(1994) using his XRD measurement about the possibility of porphyrin presence

in ferritin protein and a very clear secondary structure band in the range of

1,620–1,700 cm–1. By varying the temperature, there are the major changes in

Fig. 12.10 2D-correlation spectra for RNase-B protein in the range of 600–1,060 and

1600–2000 cm�1, respectively
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S–S vibrational band (450–550 cm–1), C–S stretching vibrations (600–670 cm–1),

Trp band (830–870 cm–1), aromatic breathing of Phe (1005 cm–1), and secondary

structure (1,610–1,700 cm–1). From Fig. 12.11b, it can be observed that the relative

intensity of 623 cm–1 (Phe) and 645 cm–1 (Tyr) vibrational band with temperature

in the range between –20�C and 90�C does not show any remarkable change but on

further decrease in temperature (T < –20�C) causes the decrease in Phe band at

around 623 cm–1. Stefanini et al. (1996) carried out the UV circular dichroism

measurements on horse spleen apoferritin protein and found its thermal stability up

to 93�C. The difference in this denaturation temperature could be because of the

difference in concentration as it was suggested by Guo et al. (2006) that the

denaturation temperature for proteins varies with the concentration. It is found

that the intensity of Phe (1,005 cm–1) band shows that the there is a continuous

increase in its intensity with the temperature but the Phe (1,035 cm–1) does not show

remarkable variation, except for two extreme temperatures –65�C and 90�C, so we

suggest that instead of any variation in Phe amino acid, there is the change in Phe

surroundings. The increase in N–H and C–N vibrational band region between 1,200

and 1,380 cm–1, where we observed the increase in broadening with increase, could

be related to weakening H-bond as suggested by Grdadolnik and Marechal (2001).

The phosphate contribution in the protein Raman spectrum is not distinguishable in

the region 980 and 1,045 cm–1 as these regions are covered by various amino acids.

Though it is suggested by Grdadolnik and Marechal (2001) about thermal stability

higher than 90�C, we observed the conformational change in protein secondary

structure at temperature –65�C and 90�C. For the temperature of –65�C, there is a
sharp decrease in the a-helix structure (Fig. 12.11a), whereas for 90�C
(Fig. 12.11b), we observe the positive band in the frequency range of

1,660–1,700 cm–1, suggesting an increase in random coil and b-sheet at the expense
of a-helical structure.

Fig. 12.11 (a) Raman and (b) difference Raman spectra for Ferritin protein in the range of

400–1800 cm–1 for different temperature
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12.3.2 Rhodamine 6G (R6G) on “Device2”

Raman measurements are carried out for R6G with different concentrations from

10–2 to 10–20 M in the spectral range of 400–2,000 cm–1. R6G is deposited by

soaking the Ag substrate into the R6G aqueous solution for 30 min, then rinsing

with water and drying with N2. In Fig. 12.12a, Raman spectra of R6G molecules,

obtained using a substrate of a 60 s silver deposition, are shown for fixed concen-

trations (10–5, 10–16 and 10–20 M). There are various bands for R6G compound at

around 1,650, 1,509 and 1,361 cm–1, attributed to the xanthenes ring stretching of

C–C vibrations, 1,575 cm–1 attributed to C–O stretching; while the band at

1,183 cm–1 is related to the C–H bending and N–H bending vibration of xanthenes

ring. It can be clearly observed in Fig. 12.12a, the Raman intensity decreases with

the decreasing concentration of R6G, as expected. Though, the concentration is

very low, various bands are clearly visible even for R6G molecule with concentra-

tion of 10–20 M, keeping accumulation time 60 s and laser power 0.018 mW.

As it is well-known that:

(a) Ag-based SERS substrate shows very high Raman scattering enhancement,

while the silver metal exhibits the surface oxidation in air due to its inherent

properties. The device durability as a SERS substrate is limited;

(b) Au-based SERS substrates show better durability but exhibit lower SERS

enhancement. In order to estimate SERS behavior with different metal nano-

particles (Ag, Au, and bimetals), Raman measurements have been carried out

on Ag, Au, Au-core/Ag-shell, Ag-core/Au-shell metallic SERS substrates.

SERS response of the silver deposited substrates for R6G monolayer is com-

pared with that of gold, gold/silver, and silver/gold deposited substrates. Raman

spectra of 10–12 M R6G, deposited on various kinds of above described substrates
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are shown in Fig. 12.12b. Raman spectra show similar vibrational bands for

individual and mixed metallic nanospheres based substrates. It is clearly evident

from Fig. 12.12 that Raman signal intensity is increasing, respectively, for Au,

Au-core/ Ag-shell, Ag and Ag-core/Au-shell samples. As it is shown in the inset

of Fig. 12.12b, the Raman intensity of reference vibrational band centered at

1,649 cm–1 shows around 800 counts for gold metal and around 30,000 counts for

Ag nanometals, whereas it shows about 48,700 counts for Ag-core/Au-shell mixed

nanometallic structures. In this last substrate, it seems that gold has a protection

function against the Ag oxidation and sulfur passivation, allowing so a better SERS

activity.

12.4 Conclusions

We have fabricated two kinds of well-controllable and reproducible SERS devices

using e-beam and electro-plating techniques (“Device1”), and e-beam and electro-

less techniques (“Device2”). Various proteins have been analyzed by varying the

temperature ranging between�65�C and 90�C using “Device1” with concentration

down to attomole. 2D-correlation and difference Raman analysis were performed in

order to understand the conformational changes with the temperatures. “Device2”

based on Ag and Au metallic nanoparticles are grown by means of electroless

technique. We were able to investigate the R6G with concentration down to 10�20 M.

By modifying the device with bimetallic layer instead of single metal layer we were

able to enhance the Raman signal and the device durability, as well. This work

would further enhance the research towards single molecule device with these

innovative technological combinations to fabricate a better SERS device.
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Chapter 13

Near Infrared Three-Dimensional Nonlinear

Optical Monitoring of Stem Cell Differentiation

Uday K. Tirlapur and Clarence Yapp

13.1 Introduction

Mouse embryonic stem cells (mESCs) have been used as a model to understand

differentiation into the cartilaginous, neuronal and pancreatic lineages with the

hope that this basic knowledge gained can be applied to human embryonic stem

cells (hESCs) for subsequent applications in cell-based therapies and regenerative

medicine. Normally, these mESCs are simply cultured while attached to the surface

of Petri dishes or tissue culture plates (2D culture). Only recently concerns have

been raised whether these cells could be cultured while suspended in liquid or in a

3D scaffolds, which mimics the actual environment of the body more closely.

Although there are other studies that have performed similar research, there are

differences in the use of materials and technology, which might show a more

complete analysis of the cell growth over time.

13.1.1 Stem Cells

Stem cells, in general, are precursors of all other cell types that can be found in the

body. In tissue engineering, they are being extensively used for repair as they

are able to divide numerous times while retaining their ability to differentiate into

any mature cell type (under certain experimental conditions) when needed. This

property is known as a cell’s potency. Like hESC, those from mice are also able to

differentiate into various cells such as cartilaginous (Hwang et al. 2006a), neuronal

(Fraichard et al. 1995) and pancreatic (Nakanishi et al. 2007).

There are basically two types of stem cells, namely ESCs and adult stem cells.

ESCs are derived from the blastocyst’s inner cell mass during the first weeks of
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pregnancy (Buttery et al. 2001; Nieden et al. 2003). According to Hwang et al.

(2006a), these cells are pluripotent and are able to differentiate into any of the three

germ layers found in the body. These include the ectoderm, endoderm and meso-

derm. Skin cells are an example of ectoderm tissue, whereas endoderm includes

cells that make up the digestive tract. The mesoderm includes connective tissue

such as bone, cartilage and tendon. ESCs also have the advantage that they

proliferate more rapidly than adult stem cells, thus, improving the time for repair

(Kramer et al. 2006).

When stem cells differentiate into cartilage cells (chondrocytes), several genes are

expressed and these have been identified. They are aggrecan, Sox9, collagen IIA,

collagen IIB and collagen X (Hwang et al. 2006a). If the chondrocytes are allowed

to mature further, they undergo hypertrophy and become bone-cells. In this case,

the osteocalcin and osteopontin genes (Nieden et al. 2003) are expressed.

For effective pancreatic differentiation, St-Onge et al. (1999) identifies several

important genes in the mouse. By removing these genes, the mice experienced poor

pancreatic development. For example, p48 is necessary in the early development of

the pancreas and in its absence, the endocrine cells developed in the spleen. Without

Nkx2.2, the size of the islets of Langerhans was reduced and affected the amount

of hormones being released from the endocrine cells, especially insulin. Without

Isl1 and pdx1, there was an absence of endocrine cells and an entire pancreas,

respectively. Miyazaki et al. (2004) also report that pdx-1 expression is crucial for

pancreatic development and that mice which are missing this gene have a low

number of endocrine cells.

Pax 4 and 6 both affect islet formation. However, both genes seem to have

opposite effects on the development of glucagon producing cells; thus, an optimal

balance needs to be achieved.

Neuronal differentiation and morphology can be observed by measuring gene

expression of microtubule-associated protein 2 (MAP2) and glial fibrillar acidic

protein (GFAP). For example, the differentiation of neuronal stem cells into astro-

cytes causes a change in GFAP expression (Tang et al. 2002). According to Riederer

and Matus (1985), MAP2 is only expressed in dendrites. It is believed that MAP2

supports the maturation of dendrites (Huber and Matus 1984). Also, MAP2 is

essential in the assembly of tubulin into microtubules (Huber and Matus 1984).

Overall, by characterizing the expression of cartilage-, neuron- and pancreatic-

specific genes at different time points, it is possible to determine the state of

differentiation that they are in. Changes in culturing parameters (such as growth

factors) may shift the onset of differentiation earlier or later and may shorten the

time needed for this process to occur.

13.1.2 Differentiation into Chondrocytes

With the right signals, ESCs can be induced to differentiate into chondrocytes.

Various methods have been used such as plating a single cell suspension in a Petri

dish and allowing the cells to aggregate together in clumps called embryoid bodies
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(EBs), as was performed by Martin and Evans (1975), Buttery et al. (2001), Bourne

et al. (2004) and Hwang et al. (2006a, b). However, these formations were too

fragile to handle when transferring between culture plates. Furthermore, the size

and number of cells in each embryoid body would not be the same, making

comparisons difficult. Hwang et al. (2006a) report that each embryoid body could

contain anywhere between 1,436 and 4,524 cells. Another method is through

“hanging drops,” which is used extensively by Kramer et al. (2000, 2003, 2005a,

and 2005b) and Nieden et al. (2003, 2005). Hanging drop method involves plating

drops of a single cell suspension on the inside cover of a bacteriological dish.

Again, the cells in each drop aggregate together to form a more robust embryoid

body of predetermined size.

The use of certain chemicals is another factor that is used to drive stem

cells towards the chondrocyte lineage (Nieden et al. 2005; Kramer et al. 2000).

Transforming growth factor-beta (TGF-B1) and bone morphogenic protein-2 and -4

(BMP-2 and BMP-4) are possible induction factors although BMP-2 is the more

popular reagent of choice. According to Wang et al. (1988), it is a purified form of

bone mineral extract and has been shown to induce chondrogenesis. Both Kramer

et al. (2000) and Nieden et al. (2005) compared the onset of the formation of

cartilage using different concentrations of 2 and 10 ng/ml. It was found that as the

concentration was increased, there was an earlier and larger extent of chondrocyte

differentiation.

13.1.3 Differentiation into Neurons

Bain et al. (1995) proposed culturing embryoid bodies in ES cell culture conditions

without retinoic acid for 4 days. This was followed by supplementing the medium

with retinoic acid for another 4 days. Other successful growth factor conditions for

embryoid bodies include: basic fibroblast growth factor, epidermal growth factor

and L-ascorbic acid or platelet-derived growth factor (Lau et al. 2006; Brustle et al.

1999); hepatocyte growth factor (Kato et al. 2004); sonic hedgehog, BMP-2, Wnt3A

and retinoic acid (Murashov et al. 2005); and fibroblast growth factor-2 alone (Hancock

et al. 2000). Neuronal differentiation has also been successful without the use of

embryoid bodies with growth factors (Ying et al. 2003; Kitazawa and Shimizu

2005; Kitajima et al. 2005). A less common technique is by transfecting a mono-

culture of ES cells with a noggin expression plasmid resulting in neuronal differen-

tiation within 24 h (Gratsch and O’Shea 2002).

13.1.4 Differentiation into Pancreatic Cells

Raikwar and Zavazava (2009) have compared various methods of directing ESCs

to differentiate towards the pancreatic lineage. Two established techniques for

generation of insulin producing cells (IPC) are embryoid body formation and
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definitive endodermal (DE) approach using different growth factors. With the DE

method, ESCs are treated with activin A followed by a combination of retinoic

acid and FGF. The current challenge faced by many scientists is finding a method

for generating a homogeneous set of IPCs. Insulin production is also only about

one-tenth as reported by Raikwar and Zavazava (2009) compared to actual

pancreatic islets.

Previously, many studies on ESC differentiation to the pancreatic lineage were

performed in 2D. One study by Wang and Ye (2009) showed that when mESCs

underwent differentiation in a 3D collagen structure, the resulting clusters appeared

closer to adult islet cells found in the pancreas. These clusters were reported

as being spherical without necrosis in the central regions. Upon performing an

immunohistochemistry on the clusters, Wang and Ye (2009) reported that clusters

grown in 2D and 3D express pancreatic-specific markers in different places. In 2D,

there were no islets that were formed and the localization of insulin is scattered.

In 3D, however, insulin was expressed in the centre of the cluster, which is a closer

representation of actual adult islet clusters. Somatostatin and glucagons were found

in the periphery of the clusters. Unlike in the 2D case, pdx1 was upregulated in the

3D cultures. It was also reported that the 3D cultures produced more insulin when

exposed to glucose solution. However, this test is not definitive since the detected

insulin could have actually originated from the various supplements found in the

differentiation medium (ITSFn, N2 and B27), which could potentially mask the

insulin produced by the cells themselves by 1,000-folds (Raikwar and Zavazava

2009). These growth factors with the addition of bFGF were also used in a study by

Lumelsky et al. (2001) where embryoid bodies were generated by suspension rather

than via the hanging drop method. Both Shi et al. (2005) and Nakanishi et al. (2007)

have also relied on subjecting embryoid bodies to different growth factors such as a

combination of retinoic acid and activin for different durations.

13.1.5 Nonlinear Optical/Second Harmonic
Generation Imaging

The fibre-forming collagen is known to have a crystalline triple-helical structure

that is non-centrosymmetric and possesses a strong second-order nonlinear suscep-

tibility, a nonlinear optical property characterized by second harmonic generation

(SHG) of incident light (Zoumi et al. 2002; Zipfel et al. 2003).

It can be hypothesized that SHG can as well be adopted to monitor formation of

such fibrillar collagen type II and X during various stages of chondrogenesis from

mESC expressing eGFP. To test this hypothesis, a near infrared femtosecond pulsed

laser at various NIR wavelengths (800–900 nm) was adopted for simultaneous

imaging of backward-SHG (b-SHG) and forward-SHG (f-SHG) from chondrogenic

areas/nodules within the EBs, as well as identification of two-photon excited

cellular eGFP fluorescence associated with the cell clusters.
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Boerboom et al. (2007) describes an alternative and new method that uses

fluorescent probes, which when excited by the laser, emit light in return. The

advantage of using SHG is that photobleaching does not occur. Thus, the intensity

of the fluorescence is better maintained with SHG and allows for easier imaging

without the need for expensive probes.

13.2 Materials and Methods

13.2.1 Cell Culture

The mESC expressing the green fluorescent protein (GFP) was cultured on a

monolayer of feeder cells at 37�C and with 5% CO2.

The cells were grown in ES cell culture medium which consisted of 80 ml of

DMEM (Dulbecco’s modified Eagle’s medium, Sigma-Aldrich, UK, stock supple-

mented with 2.2 g/l of NaHCO3), 15 ml of batch-tested FCS (foetal calf serum), 1 ml

of 200 mM L-glutamine stock (Sigma-Aldrich, UK), 1 ml of beta-mercaptoethanol

stock (7 ml of beta-mercaptoethanol in 10 ml PBS), 1 ml of 100� nonessential amino

acid stock (Sigma-Aldrich, UK) and 1 ml of antibiotic stock (5 � 105 units of

penicillin and 500 mg of streptomycin in 100 ml of PBS). The medium was changed

every second day. Cells were passaged every 3 days.

13.2.2 Hanging Drop Cultures and Induction of Chondrogenic/
Pancreatic Differentiation

ESCs were induced to differentiate into different lineages using the hanging drop

culture method (as shown in Fig. 13.1). Fifteen nanograms per millilitre of BMP-

2 and a combination of 1 mM of activin and 25 ng/ml of retinoic acid (RA) were used

to directmESCs into becoming chondrocytes and pancreatic cells, respectively. These

growth factors were separately added to a single cell suspension of 6,000 cells in 20 ml
of medium. This was then plated onto the inside of a bacteriological dish cover and

placed back onto the dish. A small amount of ESmediumwas also added to the bottom

of the dish to prevent drying. The hanging drops were left for 2 days.

After that, an embryoid body, which was an aggregation of cells, could be seen

at the bottom of each hanging drop. Each embryoid body was transferred to a new

bacteriological dish with ES medium containing the aforementioned growth factors

at the same concentrations for an additional 3 days. At the end of the 5 days,

each embryoid body was transferred onto a glass coverslip in culture well plates

containing growth factor free medium.
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Fig. 13.1 Semi-schematic diagram showing procedure for induction of chondrogenic/pancreatic

differentiation from mESCs using hanging drop technique
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13.2.3 Induction of Neuronal Differentiation

For neuronal induction, 1 � 106 mESCs were seeded onto 60-mm bacteriological

Petri dishes containing ES medium supplemented with 1 mM of retinoic acid

(Sigma-Aldrich, UK). The mESCs aggregated together into embryoid bodies after

2 days and were subsequently transferred onto glass coverslips in culture plates.

The embryoid bodies were cultured in regular ES medium without retinoic acid.

For imaging 2D attached EBs, they were placed on coverslips in six-well plates.

Between two and three EBs were placed on each coverslip, which had been coated

with gelatin. Floating 3D cultured EBs, on the other hand, were taken from their

Petri dishes and placed inside microscope cavity slides so as not to crush them.

Cultures embedded in a 3D scaffold of 6mg/ml of rat-tail-derived collagen I (Becton

Dickinson, UK) were similarly scooped onto these slides.

13.2.4 Immunohistochemical Localisations

The protocol for immunohistochemistry was adapted from Hegert et al. (2002).

Briefly, samples were fixed with methanol and acetone (70:30) for 5 min at room

temperature. After rinsing with PBS three times, cultures were blocked with goat

serum diluted to 10% for 30 min at 37�C in an incubator. The primary antibody was

then added with the following dilution factors for 2 h at 37�C. Samples were then

incubated for 1.5 h in secondary antibody. The primary and secondary antibodies

were used at the dilutions shown in Table 13.1.

The collagen II and collagen X primary antibodies were obtained from the

Developmental Studies Hybridoma Bank from the University of Iowa. The glucagon,

insulin and amylase antibodies were from Sigma, UK. The GFAP, MAP2 and Sox 9

antibodies were obtained from Abcam, UK.

When ready, the coverslips were mounted and glued onto cavity slides to

preserve the integrity of the sample. To prevent the sample from drying, a small

amount of medium was also added.

Table 13.1 Antibodies and dilutions used for Immunohistochemistry

Marker proteins Primary antibodies Dilution factor Secondary antibodies Dilution factor

Collagen II CIIC1-s 1:10 IgG2a 1:500

Collagen X X-AC9-s 1:10 IgG1 1:500

Sox-9 ab3697 1:500 IgG 1:500

Glucagon G2654-.2ML 1:500 IgG1 1:500

Insulin I2018-.2ML 1:500 IgG1 1:500

Amylase A8273-1VL 1:500 IgG 1:500

GFAP ab10062 1:2,500 IgG2b 1:500

MAP2 ab11267 1:300–1:500 IgG1 1:500
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13.2.5 Imaging and 3D Monitoring

13.2.5.1 High-Resolution Two/Multiphoton Imaging

A tunable (700–1,000 nm) near infrared (NIR) Ti:sapphire laser (Mira-Coherent,

Ely, UK) was used to obtain a femtosecond pulsed (150 fs) laser beam that was

directly coupled to a modified (Mulholland 2006) multiphoton imaging system as

described recently (Tirlapur et al. 2006). Briefly, it consisted of a BioRad

Radiance 2100 multiphoton dedicated (MPD) laser-scanning and control system

(BioRad Microscience Ltd., now Carl Zeiss GmbH, Jena, Germany) coupled to a

Nikon E600 FN upright microscope (Nikon UK Ltd, Surrey, UK). Sub-femtolitre

excitation beam focusing was achieved using either a 20� (N.A. 0.55) or a high-

numerical-aperture (N.A. 1.3) 60� water immersion objective (Nikon), with a

working distance of about 1 mm. Stepper motor control of the objective lens

focus enabled scanning along the optical z-axis with a minimum step size between

0.45 and 1.5 mm.

In the MPD imaging system, a single 670-nm ultraviolet optimized long-pass

dichroic mirror (Chroma Technology Corp, Vermont, USA) placed in the excitation

path within the infinity focus of the microscope head directed fluorescence emission

signal in the UV to visible wavelength range towards non-descanned bi-alkaline

and multi-alkaline photomultiplier tubes (PMTs). Serial optical sections of EBs

were obtained using NIR excitation at either 800 or 900 nm through a depth of

200–500 mm. Furthermore, the 3D organization of fibrillar collagen was ascertained

by femtosecond NIR laser evoked b-SHG imaging (Zoumi et al. 2002) from less-

ordered immature collagen (Williams et al. 2005).

Appropriate mean NIR laser powers were electronically regulated via the pockels

cell and were recorded using a Fieldmaster FM power meter (Coherent, Ely, UK) at

the back aperture of the objective lens. For all specimens, two/multiphoton excitation

of eGFP within the cells and generation of SHG signal from structural collagen

required less than 6 mW of mean laser power.

A transmission detection system consisting of a 1.4 NA oil condenser lens,

fibre-coupled multi-alkaline PMT and dual filter wheels provided infrared trans-

mission and f-SHG imaging of mature collagen (Williams et al. 2005) from the

EBs.

13.2.5.2 Image Processing and Analysis

All serial optical sections from individual datasets were initially processed with

BioRad Lasersharp software. Alternatively they were loaded into Imaris 4.2.0

(Bitplane Ag, Zurich, Switzerland) software suite for advanced processing

and analysis. The Imaris software suite offers a range of highly advanced

three-dimensional image processing capabilities including volume rendering

and statistical analysis of three-dimensional surface-rendered objects. Both these
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techniques were used to evaluate the three-dimensional distribution of differentiat-

ing chondrocytes and organization of collagen within the EBs at different time

points.

13.3 Results

13.3.1 Evidence for Two-Photon Excitation (TPE) and Second
Harmonic Generation (SHG)

To ensure that the measured signal from eGFP fluorescence and the collagen SHG

signal appeared only at the expected wavelengths, two different controls were

performed. First, the Ti:sapphire laser was taken out of mode-locking operation

(during serial optical sectioning of the EBs), and neither eGFP fluorescence nor

collagen-associated SHG was observed, indicating that the signal arose from a

nonlinear optical process (results not shown). This is because when in continuous

wave (cw) lasing mode, the Ti:sapphire laser has insufficient peak power to produce

either two-photon excited fluorescence (of eGFP) or SHG (from collagen) with any

measurable efficiency (Campagnola and Loew 2003). Second, no fluorescence

background was observed below 400 nm, demonstrating that the observed SHG

signal was indeed free of autofluorescent components.

The wavelength for exciting the cells and collagen in the sample was also

optimized to obtain the best images. As shown in Fig. 13.2, wavelengths of 800,

Fig. 13.2 Optimization of excitation wavelength at 800, 850 and 900 nm. (a–c) eGFP expression

in green and (d–f) fibrillar collagen from SHG in violet
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850 and 900 nm were tried. At 850 nm (Fig. 13.2b–e), the sample was excited

optimally shown by the enhanced brightness compared to when the other wave-

lengths were used. At this wavelength, it was easier to discern the cells and identify

single strands of collagen distinctly.

13.3.2 Cell Morphology and Organization of Fibrillar Collagen

13.3.2.1 Attached Cartilaginous Embryoid Bodies (2D Cultures)

At day 4 (Fig. 13.3a), there was a significant amount of fibrillar collagen. The

thickness of the fibres was measured using the BioRad Lasersharp software.

Thin fibres were measured to be about 0.80 � 0.02 mm, while thick fibres were

2.43 � 0.06 mm as ascertained from the microscope images.

At day 17 (Fig. 13.3b), the collagen fibrillar matrix is quite extensive

showing thick fibres. The fibres have also begun to organize themselves into

the typical hexagonal structures suggesting that collagen X has been produced

along with the usual collagen II. Finally, the cell count has dropped as they have

undergone apoptosis (programmed cell death). This is usual during bone forma-

tion and is characterized by cell fragmentation causing the collagen matrix to

remain.

13.3.2.2 Attached Pancreatic Embryoid Bodies (2D Cultures)

The mESCs were differentiated towards the pancreatic lineage using a combination

of retinoic acid and activin A in a hanging drop culture. After 3 days post-induction,

the EBs already displayed spherical-like structures (Fig. 13.4a), which have also

Fig. 13.3 Simultaneous imaging of fibrillar collagen (SHG, violet) and eGFP expression (green)
in (a) 4-day-old EB and (b) 17-day-old EB
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been reported by Nakanishi et al. (2007). When a z-stack image of these structures

were taken, we observed that they were hollow (Fig. 13.4b) with elongated cells

in the periphery. Each embryoid body contained several of these hollow

spherical structures. More importantly, the cells also produced structural collagen

as shown in Fig. 13.4c.

13.3.2.3 Embryoid Bodies in 3D Scaffold

Figure 13.5 shows a culture grown in 3D using a scaffold made from collagen

type-1. The 3D scaffold is shown in Fig. 13.5a and appears diffuse rather than

the usual fibrillar structure. An embryoid body was then placed in the collagen

scaffold. Already by day 3, the peripheral cells of the embryoid body (Fig. 13.5b)

have begun stretching and changing their morphology through the collagen

scaffold. They have also started to migrate and spread from the bottom-left to the

Fig. 13.4 Simultaneous imaging of (a) 3-day-old embryoid bodies with spherical structures

consisting of differentiated pancreatic tissue. The structures are hollow as shown in (b). Similar

to the chondrogenic nodules, formation of collagen can also be observed in (c) within these EBs.

Fig. 13.5 Simultaneous imaging of 3-day-old 3D EB containing (a) diffuse collagen type I (SHG,

violet), (b) eGFP cells (green) and (c) the merged image
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top-right. The images of the collagen scaffold and the cells were merged and are

shown in Fig. 13.5c.

13.3.3 Immunolocalization Studies

13.3.3.1 Nanog

The GFP-positive mESCs (Fig. 13.6a) were checked for their pluripotency, which

was characterized by nanog antibody staining (Fig. 13.6b shown in red). It was

found that there was an inhomogeneous level of nanog expression within the colony

while they were grown on a feeder layer. For example, there was more nanog

expression in the peripheral ells compared to those located in the centre.

Fig. 13.6 (a) GFP-positive mESCs grown on gelatin-coated coverslips. (b) Nanog staining

(shown in red ) of undifferentiated mESCs grown on a feeder layer. Nanog expression varies

within colony. Magnification �60

Fig. 13.7 (a) Simultaneous imaging of 10-day-old EB undergoing neuronal differentiation

showing eGFP (green) and GFAP-positive expression (red ) (�60). (b) An 11-day-old EB showing

positive staining for MAP2 (�20). Insert shows EB at �60
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13.3.3.2 Attached Neuronal Embryoid Bodies (2D Cultures)

Embryoid bodies were induced to differentiate into neural cells using retinoic acid

and activin. As shown in Fig. 13.7a, by day 10, the EBs began to show the

characteristic morphology of neurons (presence of axons and somas) as reported

by Fraichard et al. (1995), Murashov et al. (2005), and Pagani et al. (2006).

Fraichard et al. (1995) observed positive staining for GFAP which is consistent

with our findings (Fig. 13.7a, shown in red); however, GFAP in our experiments

declined after day 12. As shown in Fig. 13.7b, the EBs developed into an extensive

network of interconnecting neurons which stained positively for MAP2. The

above-mentioned studies have also patch clamped these cells to characterize

their electrophysiological properties. This could be a further way to compare the

functional properties of ESC-differentiated neuronal cells versus ex vivo neurons.

13.3.3.3 Collagen II

Collagen II was immunolocalized in chondrogenic nodules within the embryoid

bodies (Fig. 13.8a). These chondrogenic nodules consisted of dense collagen

fibers that could be conveniently imaged by second harmonic generation (SHG).

Reticulate collagen fibers were invariably found to surround the differentiating

cells. In particular the indirectly visualized red collagen II immunofluorescence

(Fig. 13.8a), was exclusively associated with the cluster of cells that also

retained high GFP fluorescence (Fig. 13.8b) and peripheral association of fibril-

lar collagen (violet). This finding is consistent with our RT-PCR observation

(unpublished) indicating that expression of GFP mRNA remains constant and is

not influenced by increases in collagen II mRNA during chondrogenic differen-

tiation of mESC.

Fig. 13.8 Non-linear 3D imaging of a chondrogenic nodule within a 6-day old EB showing

(a) immunolocalized collagen type II (red) and (b) the corresponding merged image of fibrillar

collagen (violet) and eGFP expressing (green) cells.
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13.3.4 Forward and Backward Second Harmonic
Generation Signals

Day 12 samples were imaged using the nonlinear optical imaging (NLOI) system

by observing the f-SHG and b-SHG signals. As demonstrated by Williams et al.

(2005), newly formed collagen is more prominent in the b-SHG signal (shown in

violet in Fig. 13.9b). On the other hand, old and mature collagen can be better

visualized as f-SHG signal (shown in yellow in Fig. 13.9a). This technique offers

the possibility of discriminating between these two types of collagen and observing

their amounts over time. Although there is some degree of co-localisation (overlap)

between the two types (b-SHG and f-SHG signals) of collagen, there are subtle but

distinct differences that can be seen.

13.4 Discussion

To date, the earliest time point for collagen formation during chondrogenic induc-

tion of mESC cells was reported as day 4 by Kramer et al. (2000). However, the

NLOI results included herein (Fig. 13.10a–c) demonstrates that collagen fibres are

Fig. 13.9 Forward and backward SHG-signals of 12-day-old EB consisting of (a) new collagen

(yellow), (b) old collagen (violet) and (c) eGFP expressing cells (green). (d) The merged image.
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already produced in minute quantities within the EBs as early as day 1 as evidenced

using SHG signal (Fig. 13.10a).

For Sox 9, Hwang et al. (2006a) and Nieden et al. (2005) also show that the

expression fluctuates during the 17 and 35 days, respectively, of their experiments.

Kramer et al. (2000) goes on to say that there is very little change. Both Crom-

brugghe et al. (2000) and Boon et al. (2004) have shown that Sox 9 is a gene

required for chondrogenesis to occur.

Collagen X is present in the extracellular matrix in the form of hexagonal-shaped

fibres during the later stages of differentiation. It is the gene for causing hypertrophy

and bonemineralization (Elima et al. 1993) andwas seen to have a sharp increase after

day 6 and maintained higher than the initial value throughout the entire experiment

(data not shown). Figure 13.3b also shows that there is an abundance of hexagonal-

shaped fibres occurring around this time point as well. These results are also reported

by Hwang et al. (2006a) who claim that this increase would be even higher if only

chondrogenic medium was to be used, instead of any growth factors such as BMP-2.

To date, the effect of chondrogenesis on the expression of eGFP has not been

reported. The results show that eGFP is consistently maintained throughout. This is

important because during the exposure of BMP-2 medium, chondrogenic-specific

genes have been upregulated which could mean that expression of other genes such

as eGFP may have to be compromised. This, however, is not the case and means

that this gene can be reliably used to study the morphology of cartilage-differentiating

cells. Even more interesting is that the ratio between eGFP and the housekeeping

gene was about 1, which suggests that their expressions are very similar.

13.4.1 Chondrogenic Nodules

The nodules shown in Fig. 13.8b have been reported by Kramer et al. (2000) as

well. They mention that these cell aggregates are densely surrounded by collagen

fibres, and this description matches the observations found in Fig. 13.8d. These

Fig. 13.10 Simultaneous imaging of (a) fibrillar collagen visualized by SHG from a 1-day-old EB

consisting of (b) eGFP expressing nodules (green). (c) The merged image of SHG signal and eGFP

fluorescence.
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nodules are also a characteristic stage during chondrogenesis and their frequency

increases as the differentiation proceeds further.

13.5 Conclusions

In conclusion, one can successfully characterize various stages of differentiation

of ESCs over several time points using NLOI that involves TPE and SHG. Impor-

tantly, the NLOI imaging techniques facilitate simultaneous visualization of the

cell morphology, perform immunolocalization studies and observe the organization

of fibrillar collagen.

1. SHG presents an alternative method for observing collagen II and X fibres.

Although other techniques such as the use of fluoro probes and electronmicroscopy

exist, these are time consuming and have high running costs. Furthermore, SHG-

imaging is less damaging to cells and sample preparation is not necessary.

2. Also relevant to SHG, the current system has shown its ability in detecting such

signals in both the f-SHG and b-SHG directions. Previously, this technique was

reported elsewhere but only with collagen type I. However, results presented

herein demonstrate that visualization of collagen type II is also possible and,

hence, its application for in situ vital imaging. On the basis of this finding, it

would be possible to discriminate between newly formed and mature collagens

(also such as type II and type X). One could then ascertain exactly where in the

cell this newly formed collagen begins forming and where the mature fibres are

eventually polymerized to become fibrillar structures.

3. Sox 9 has been reported to act as a “master switch” for the regulation of other

important genes in chondrogenesis. We have noted high level of Sox9 immuno-

fluorescence in differentiating cells within the chondrogenic nodules. On the

other hand, eGFP is not affected by the differentiation process. It has been

verified that collagen II is expressed throughout all time points and is partly

responsible for the extensive collagen fibrillar matrix. Through the use of SHG,

it was determined that structural collagen type II is already produced after 1 day

of induction. This is earlier than other reports in the past by other research

groups. Collagen X is upregulated several days later and is responsible for the

collagen X fibres with its characteristic hexagonal structure.

4. Apart from growing embryoid bodies attached in a 2D setting, we have also

ascertained the effects of culturing them in a 3D scaffold of collagen type I.

Although cell migration was seen in the attached setting, the peripheral cells of

the 3D cultures showed even more spreading. This could allow for better

structural support and anchorage between the EB and the scaffold.
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Chapter 14

A Correlative Microscopy: A Combination

of Light and Electron Microscopy

Umberto Fascio and Anna Sartori-Rupp

14.1 Introduction

Many researchers have often considered that it would be interesting to describe

tissues or cells starting from the observation of the whole sample and then inves-

tigating its subcellular components, by zooming into the same sample.

In recent years, fluorescence light microscopy (FLM) methods have allowed

several advances in the clarification of the structure–function relationship existing

in cells and tissues. Improved optical and laser equipments (Diaspro 2001), fluore-

scence labelling methods, computer technology and image analysis software have

made it possible to study the location and dynamics of specifically labelled struc-

tures, from organelles to single particles. The spatial resolution of FLM techniques,

which was until recently limited by optical diffraction to ~200 nm, can now reach a

few tenth of nanometers thanks to the new super-resolution light microscopy-based

techniques, such as photo-activated localisation microscopy (PALM; Betzig et al.

2006), stimulated emission depletion (STED; Willig et al. 2006) microscopy and

structured illumination (Gustafsson 2005). However, only the labelled molecules of

interest can be detected, while the information on their structure and on their

structural organisation with respect to other cellular components is missing. Thus,

we are led to ask the following question: what is the true size and shape of a

structure seen through the FLM? This complementary structural information can be

obtained by investigating the samples with transmission electron microscopy

(TEM). An additional question arises: how do the structures seen with one method

(FLM) relate to those observed with the other method (TEM)? Obviously, the same

subcellular structure on the same sample has to be imaged with both microscopy
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techniques, meaning that the sample preparation will need to be compatible with

both observation methods.

Such combination of microscopy techniques, referred to as “correlative light and

electron microscopy” (CLEM), is a powerful method for correlating dynamic

functional information from FLM with high-resolution structural information

from TEM. The labelled structures of interest can be imaged by FLM and sub-

sequently relocated and imaged in 2D or in 3D with electron tomography (ET) in

the electron microscope. The relocation of these structures is a crucial step in a

correlative microscopy approach. It is usually achieved by using sample supports

provided with position markers, such as cell-locate glass slides or finder grids

(Fig. 14.1), in combination with dedicated software allowing the transfer of coor-

dinates of the labelled features of interest between the light and the electron

microscope (Nickell et al. 2005, 2007). In particular, correlation of a montage

of stitched micrographs recorded by LM with a similar montage recorded by

EM facilitates a guided recovery of the features of interest. The accuracy of the

Fig. 14.1 Scheme for the correlative microscopy cycle at cryo temperatures. A. Light microscopy:

growth of cell cultures (NG108-15 neuronal cells) on EM marker grids, live fluorescent labelling

with Fura-2 calcium indicator, phase contrast and fluorescent imaging at 37�C. The yellow square

points at the correlative area, a labelled cell neurite. B. Cryo-light microscopy: embedding of

the sample in vitreous ice, cryo-phase contrast and cryofluorescent imaging (at -196�C) in the

cryo-holder device and identification of the labelled neurite. C. Cryo-electron microscopy: transfer

of vitrified grid and recovery of the coordinates of the area of interest in the EM. Low (3500x) and

high (27500x) magnification micrographs of a neurite region. D. Cryo-electron tomography of the

targeted area. The 3D tomographic reconstruction clearly reveals the cytoskeletal organization with

the complex interplay between microtubules and a dense actin network. These features are barely

visible in the corresponding 2D EM image (scale bars: A. and B. 50 mm; C. lower image 1 mm;

C. upper image and D. lower image 350 nm; D. upper image 100 nm)
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relocation depends on the type of molecular labels used, on the resolution at the

FLM level and on the error on the coordinates transfer. The highest accuracy is

reached with probes that are both fluorescent and electron dense, such as antibodies

coupled simultaneously to a fluorescent dye and to a gold nanoparticle [e.g.

fluoronanogold (FNG)] or to quantum dots (QD).

A CLEMmethod can be based either on ambient temperature (here denoted with

classical CLEM) or on cryogenic (cryo-CLEM) approaches.

14.2 Classical CLEM Approaches

In classical CLEM approaches, the functional information obtained from high-

resolution light microscopy – typically from confocal microscopy – is combined

with the ultrastructural information obtained by classic TEM (Mironov et al. 2008).

The sample is embedded in a support medium (e.g. resin) and cut into thin

(~50–100 nm) or semi-thin (~100–500 nm) sections that are subsequently imaged

with both FLM and EM. In some cases, adjacent sections are used: the fluorescence

signal is collected by FLM from semi-thin section and the electron microscopy

signal is collected by TEM from the adjacent thin section.

The need of imaging the same sample both with fluorescence and with TEM

leads to more restrictive requirements for sample preparation than in the case of

pure TEM observations.

Fluorescent and/or electron-dense labelling can be performed prior embedding

in the support medium (e.g. by expressing proteins coupled to fluorescent proteins,

by using vital stains or immunolabelling techniques, Suzuki et al. 2007) or post-

embedding by immunolabelling the proteins of interest directly on the sections.

Fluorescent probes are incompatible with regular gluteraldehyde (GA) fixation

for TEM due to fluorescent background noise generation (only low concentrations

of GA ~0.05–0.5% can be used) and with osmium tetroxide post-fixation, which

quenches the fluorescent signal and affects the antigenicity of many proteins.

The partial or total omission of these fixation steps leads normally to poorer

ultrastructural preservation and to lipid extraction.

The quality and preservation of cells or tissue sections are very important to

obtain a good resolution of CLEM. High-pressure freezing (HPF) (Studer et al.

1989) followed by low-temperature resin embedding has become a standard

method, but the use of thin-thawed cryosection (TCS), prepared following the

Tokuyasu method or variations of this technique (Tokuyasu 1980), gives the best

results. In fact, in the case of TCS, the preservation of the ultrastructural details is

very high, the immunolabelling efficiency is improved, the antigenicity is preserved

and the antibodies penetration into the TCS is facilitated in comparison with thin

sections obtained from resin-embedded samples (Robinson et al. 2001). The use of

TCS is ideally suited for the visualisation of cell membranes and for

the immunolocalisation of multiple antigens with different sizes of gold particles,

while it is less suited for cytoskeletal elements visualisation.
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Various classic CLEM approaches have been proposed to answer different

biological questions.

In an example of classical correlative microscopy, semi-thin sections mounted

on coverslips were used for immunofluorescence microscopy (IFM) studies with

fluorochrome-labelled secondary antibodies while the ultrathin cryosections

mounted on EM grids were used for immunoelectron microscopy (IEM) with

colloidal gold as the detection system. These approaches have some limitations;

in fact the semi-thin sections are still thick enough to contribute to false colocalisa-

tion as the structures are stacked closely together and the adjacent ultrathin section

that is examined by TEM is linked to the semi-thin section images with FLM

but does not necessarily give the same structural information. Finally, different

immunolabelling detection methods were used in these studies, a fluorochrome-

labelled immunoprobes for IFM and colloidal gold- or ferritin-labelled immunoprobes

for IEM (Takizawa and Robinson 2003).

With the aim of investigating the complexity of endocytic pathways in tobacco

protoplast, Moscatelli, Onelli and Santo of the University of Milan (personal

communication) have set up a CLEMmethod based on positively charged nanogold

as a marker for the endocytic pathway and on immunolabelling of the antibody p28

to identify late endosomes. The researchers have embedded the tobacco protoplasts

in LR gold resin, cut the resin blocks into thin sections (80 nm) and put the sections

on nickel grids. The advantage of using thin sections – thinner than the z-dimension

of an optical section in a confocal microscope (i.e. 200–500 nm) – consists of

physically eliminating the background noise contribution coming from the out-of-

focus fluorescence. Once determined the position of the fluorescently labelled

structures of interest, they performed silver enhancement and observed the sections

in the TEM. Even if this method requires an abundant handling of grids, it can have

some significant advantages, such as for instance the possibility of observing

exactly the same structure in the same section combining high-resolution confocal

imaging and high-resolution TEM.

In recent years, a revolution in using fluorescence techniques to study biological

systems came with the discovery of green fluorescent protein (GFP) from the

jellyfish Aequoria victoria. The use of GFP-tagged proteins for CLEM offers

exciting opportunities to probe further into the relationship between cell structure

and function, and so far, the detection of GFP at ultrastructure level has proved to

be very difficult. Grabenbauer and collaborators (Grabenbauer et al. 2005) have

developed the GRAB method – where GRAB stands for “GFP recognition after

bleaching” – to observe GFP in an electron microscope. A GRAB method uses

oxygen radicals generated during the GFP photobleaching process to photo-oxidise

diaminobenzidine (DAB) into an electron-dense precipitate that can be readily

visualised by routine electron microscopy.

The recent development of probes that are both fluorescent and electron dense -

like quantum dots (QD) and fluoronanogold (FNG) - have opened new possibilities

for correlating light and electron microscopy. QD are semi-conductor nanocrystals

that combine the properties of fluorescent molecules and of high-molecular weight
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particles detectable in the EM, with the advantage of featuring a narrow, high

quantum yield and a resistance to photobleaching (Giepmans et al. 2005).

Fluoronanogold (FNG), a unique ultrasmall immunogold probe, has been devel-

oped to be used as a secondary antibody in immunocytochemical applications. It

consists of a 1.4-nm gold cluster compound to which antibodies and fluorochrome

are covalently conjugated. The ultrathin section mounted on EM grid and labelled

with FNG can be used for correlative microscopy. The fluorescence signal is first

collected and then the FNG is silver enhanced before examination by EM. Exactly

the same immunolabelled structures can be imaged both with fluorescence and with

EM (Robinson et al. 2001; Schwarz and Humbel 2007).

These CLEM approaches have some limitations; in particular, fluorescence photo-

oxidation of DAB allows the labelling of recombinantly expressed proteins but not of

endogenous antigens (Gaietta et al. 2002). Frequently, in the FNG method, the

correlative analysis with FLM requires long observation times that cause a significant

reduction in silver enhancement efficiency (Baschong and Stierhof 1998). Finally,

QD’s fluorescence is quenched by heavy metal staining so that correlative micros-

copy has to be performed on samples without a GA fixation and an osmium post-

fixation with a non-optimal ultrastructural preservation (Giepmans et al. 2005).

Vicidomini et al. (2008) report on a new high data output CLEMmethod based on

the use of TCSs of rough endoplasmic reticulum and ER–Golgi intermediate com-

partments. The major advantages of their method are the possibility to correlate

several hundreds of events at the same time and to combine the high analysis

capability of fluorescence microscope with the high precision accuracy of TEM. To

this aim, they have also developed a CLEM “package” (HDO-CLEM) that combines

multiple labelling of both endogenous and recombinantly expressed antigens with 3D

CLEM of the labelled structures of interest with a high data output rate.

Classic CLEM approaches are becoming increasingly popular but still suffer

from the potential structural artefacts associated with EM preparations (Murk et al.

2003) due to the use of chemical fixation, dehydration, embedding in support media

and the use of heavy ions as contrast agents. These artefacts are minimised when

the biological sample is cryo-immobilised by HPF or other ultra-rapid freezing

methods (such as plunge-freezing, slam-freezing, HPF, propane-jet freezing, etc.)

that provide the highest structural preservation of the sample.

14.3 Cryo-CLEM Approaches

To investigate a biological sample as close as possible to its native state and image

its real mass distribution in 3D, CLEM approaches at cryogenic temperatures have

been recently introduced.

In the cryo-CLEMmethods, the sample in its hydrated state is cryo-immobilised

in vitreous (amorphous) ice by ultra-rapid freezing methods and kept frozen

throughout the entire imaging process. Fluorescently labelled structures of interest

are localised and imaged at cryogenic temperatures with cryo-FLM directly on the

14 A Correlative Microscopy: A Combination of Light and Electron Microscopy 235



frozen hydrated sample. The frozen sample is then transferred to the cryo-electron

microscope where the positions of interest can be recovered and the labelled

structures imaged in 2D and/or in 3D with cryo-ET. Cryo-ET is a very powerful

technique to perform 3D structural studies of large pleiomorphic objects, such as

organelles or cells with a resolution of a few nanometers (Medalia et al. 2002). The

main limitations of this technique are the low contrast of unstained biological

material in vitreous ice and the high sensitivity to radiation damage that results in

a poor signal-to-noise ratio in the electron micrographs. The implementation of

a cryo-CLEM approach ensures a guided search for the labelled features of interest

and minimises radiation damage during search (Fig. 14.1). The key feature and

novelty in this approach consists of imaging the frozen sample with cryo-FLM, a

new technique introduced independently by two research groups (Sartori et al.

2007; Schwartz et al. 2007). It is based on the design of modular stages that fit

common light microscope platforms. These dedicated stages keep the frozen

sample constantly at liquid nitrogen temperatures and preserve its vitreous state

by protecting it from ice crystal contamination. Although the use of immersion

objectives with higher numerical aperture and magnification is precluded by contact

with a cold surface, imaging with FLM at low temperatures has the advantage of

reducing the photobleaching by a factor of 10–15 times and thus has the potential to

provide enhanced detection of weak or sensitive fluorescent signals (Fig. 14.2).

Additionally, the use of ultrathin frozen cryosection provides further advantages for

high-resolution fluorescence microscopy in cryogenic conditions (Gruska et al.

2008) if compared with cells grown on grids and plunge frozen (Sartori et al.

2007; Lucic et al. 2007). It offers excellent axial resolution and image clarity

because the out-of-focus signal common to wide-field epifluorescence imaging

and the background noise generated by autofluorescent molecules in ice are limited

by the relatively uniform and thin specimen thickness set by the sectioning device,

typically less than 200 nm (Robinson et al. 2001).

Fig. 14.2 Correlative microscopy at cryo-temperatures. a. Cryo-fluorescence microscopy of rat

hippocampal neurons, cultivated on gold EM grids: live labelled for pre-synaptic vesicles with the

dye FM1-43. Scale bar: 14 m. b. Cryo-electron tomography of the fluorescent spot (bouton) boxed

in a, representing a pool of pre-synaptic vesicles (red arrows) on an axonal varicosity. Scale bar:

100 nm
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Finally, Verkade (2008) designed a “rapid transfer system” allowing within 5 s

the transfer of a sample from the LM to the HPF device to be cryo-fixed. This way,

when we observe with the fluorescent light microscope an interesting event hap-

pening in the living cells, we can immediately transfer the sample for cryo-fixation

and further cryo-sectioning and image the same event with cryo-electron micros-

copy of vitreous samples (CEMOVIS) with excellent ultrastructural preservation.

These approaches ensure the highest structural preservation of the biological

material but, unlike the classic CLEM approach, they are generally not compatible

with immunocytochemistry.

At this point, it still remains a major challenge to capture with CLEM events that

happen very quickly, like synaptic vesicle fusion.
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