Stephen A.Maisto / Mark Galizio / GerardJ Connors



GLOSSARY OF DRUG SLANG

acid head heavy LSD user line a measured amount of cocaine
burned out poor psychological functioning mainline an intravenous drug injection
in someone who has taken drugs
for too long roached under the influence of Rohypnol
(roofies)
buzz, flash, rush euphoric reaction to a drug
rolling under the influence of MDMA
chasing the dragon  inhaling the fumes of heroin and/ (Ecstasy)
or crack that has been melted
over a flame speedball combination of heroin and
cocaine or amphetamine
cold turkey abrupt drug withdrawal
spunion someone under the influence of
crash the end of a drug experience MDMA or other club drugs
cut to adulterate a drug stoned intoxicated
huffing inhaling solvents such as glue tripping hallucinating, usually associated
with LSD or psilocybin
hook up, connect, make a drug purchase
score tweeking prolonged drug use, usually
meth
jones; jonesing experiencing drug withdrawal
works, rig equipment for injecting drugs
junkie heroin addict
k-hole under the influence of ketamine,

unable to move

SLANG NAMES FOR DRUGS

amphetamines

bennies, crank, crystal, dexies,
ice, meth, speed, whites,
speckled eggs

amyl/butyl nitrate

poppers, snappers, rush

marijuana (continued)

grass, herb, J, joint, kif, Mary
Jane, pot, reefer, rope, spliff,
sinsemilla, smoke, tea, bud,
skunk, nuggets, nugz, green, etc.

mescaline buttons, mesc, peyote
cocaine base, blow, C, coke, crack,
freebase, girl, lady, rock, snow, MDMA adam, E, Ecstasy, M&Ms, roll, X,
white, scale XTC, jellies, beans
GHB grievous bodily harm, Georgia nitrous oxide balloons, laughing gas, whippets
home boy, liquid X
phencyclidine angel dust, animal tranquilizer,
heroin boy, China white, H, horse, junk, lovely, PCP, sherm
scag, smack
psilocybin shrooms, caps, fungus
LSD acid, blotter, Lucy, sugar,
sunshine, tabs, windowpane salvinorin A salvia, sage, Mexican mint
marijuana 420, Acapulco gold, Colombian,

dagga, dank, doobie, ganja,
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PREFACE

We began writing the first edition of this text in the late 1980s. At that time, drug
use and related problems were of major interest and concern in the United States and
in other countries. Awareness, interest, and concern about drug use have not abated
since that time, nor has the need for a general undergraduate text to educate college
students on the biological, psychological, and social factors that influence drug use
and its effects. Therefore, we have completed this sixth edition, which retains many
features of previous editions but also reflects changes that have occurred in this very
dynamic area of study since the fifth edition was published in 2008.

As in all of the text’s previous editions, the central theme of this edition is that a
drug’s effects are determined not only by its chemical structure and interaction in the
body but also by the drug users’ biological and psychological characteristics and the
setting in which they use the drug. This central theme is reflected in the inclusion of
chapters on pharmacology and psychopharmacology, and is continued throughout
the presentation of individual drugs or drug classes and in the discussion of preven-
tion and treatment. The text examines the complexity of human drug consumption
on biological, psychological, and social levels. Although the text is scholarly, it is un-
derstandable to students with little background in the biological, behavioral, or social
sciences.

The text also retains a number of pedagogical features designed to increase students’ inter-
est and learning. Diagnostic pretests at the beginning of each chapter challenge students to
test their knowledge of drugs while drawing their attention to important concepts or facts that
follow in the chapter. Pretest answers and explanations at the end of each chapter provide an
important review of the main concepts. The margin glossary helps students identify and
define important terms within the text. Margin quotes help bring abstract concepts to life
through personal accounts, comments, and quips about drug use and its ramifications. Drugs
and Culture boxes explore variations in drug use and its consequences. They highlight the
importance of differences in drug use that are associated with factors such as a person’s sex,
race, and ethnic background. Finally, Contemporary Issue boxes discuss current controver-
sies involving drugs or drug use, as well as events related to such controversies.

New in This Edition

As mentioned earlier, drugs and drug use are popular and dynamic areas of study.
Accordingly, a number of changes have occurred in the field since publication of
the fifth edition. Each chapter of the sixth edition has been updated to represent
findings from the latest research, as well as to reflect social and legal changes re-
lated to drugs. Among the many revisions, we present the latest survey data avail-
able at this writing on patterns of drug use in the United States and in other
countries worldwide.

Chapter 2, Drug Use: Yesterday and Today, includes new information of the
movement to legalize the use of marijuana for medical reasons, updated material
on drug legislation, including the 2009 Family Smoking Prevention and Tobacco
Control Act, and new coverage of salvia divinorum, which is a candidate for
upcoming control legislation.

Chapter 3, Drugs and the Nervous System, contains a restructured neurotrans-
mitter section, with separate sections for amino acid transmitters, as well as a new
section on brain changes following chronic drug use.

xi
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Chapter 4, Pharmacology, has an updated and more complete section on drug
testing, and Chapter 5, Psychopharmacology and New Drug Development, fea-
tures an expanded discussion of the use of placebo control groups in research on
the effectiveness of new medications, along with updated data on the use and im-
portance of generic drugs.

Chapter 6, Cocaine, Amphetamines, and Related Stimulants, adds new sections
on the crack sentencing law controversy and on regulations on methamphetamine
and the effects of such regulation on the production and availability of metham-
phetamine. Chapter 6 also contains a new Drugs and Culture Box on the current
use of coca in Latin America, as well as updates on the epidemiology of cocaine
and methamphetamine use.

Chapter 7, Nicotine, includes a new discussion of the increased use of a water pipe
or “hookah” as a means of smoking tobacco among college students. The chapter also
has updated National Survey on Drug Use and Health (NSDUH) data on the epide-
miology of nicotine use in the United States, along with an expanded and updated
section on the treatment of nicotine addiction. Furthermore, Chapter 7 has informa-
tion on the 2009 legislation in the United States that gives the Federal Drug Admin-
istration the authority to regulate tobacco products. Finally, Chapter 7 also features
expanded and updated material on the harm-reduction approach to cigarette smok-
ing, including discussion of products billed as “safer” alternatives to traditional ciga-
rettes, such as the electronic cigarette and smokeless tobacco products.

Chapter 8, Caffeine, has the latest epidemiological data on per capita consump-
tion of caffeine in a variety of countries, including children’s consumption, and a
detailed listing of the caffeine concentration of a variety of beverages, including
energy drinks, foods, and medications. Chapter 8 adds an extensive Contemporary
Issue Box on energy drinks and the use of energy drinks in combination with al-
cohol. The chapter also covers the contribution of caffeine to athletic performance,
and the latest data on the positive and negative effects of caffeine on health.

Chapter 9, Alcohol, has new epidemiological data on alcohol consumption in the
United States and around the world, as well as the health “benefits” of moderate alcohol
consumption. Chapter 9 also contains updated data on the effects of a pregnant woman’s
moderate alcohol use on the health of the fetus that she is carrying.

Chapter 10, Opiates, has expanded coverage of prescription opiate use, includ-
ing epidemiological trends, abuse patterns, and overdose.

The chapter on marijuana (Chapter 11) includes the latest epidemiological data
on marijuana use around the world, including use among youth, and coverage of
the latest trends in vehicles of marijuana intake, including blunts and bongs. Chap-
ter 11 also contains the latest information on the therapeutic uses of marijuana,
and the latest updates on the relationship between cannabis use and various men-
tal health outcomes.

Chapter 12, on the hallucinogens, has a new section on Salvia—Salvinorin A.

Chapter 13, Psychotherapeutic Medications, includes information on newly
prescribed psychotherapeutic medications, with discussion of their benefits and
side effects. Chapter 13 also includes new developments in antipsychotic medica-
tions, particularly those that focus on glutamate, along with updates on Internet
pharmacies, including the Ryan Haight Online Pharmacy Consumer Protection
Act of 2008.

Chapter 14, Other Prescription and Over-the-Counter Drugs, has dropped
coverage of the compound salvia that, as noted earlier, is now covered in Chapter
12. In addition, Chapter 14 covers the new continuous birth control pill and in-
cludes an update on the health risks associated with acetaminophen.
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Chapter 15, Treatment of Substance-Use Disorders, includes new information
on Internet-based outpatient treatment for alcohol use, as well as updated infor-
mation on FDA-approved pharmacotherapies for alcohol and other drug use dis-
orders.

Chapter 16, Prevention of Substance Abuse, covers emerging attention to the
role of parents in prevention interventions designed for incoming college freshmen
students, examples of the latest prevention efforts, such as the Montana Meth
Project, and a description of the Amethyst Initiative, along with a presentation of
the arguments put forth in support of and against lowering the legal drinking age
in the United States.

Accompanying the sixth edition are both new and expanded supplements that
will help instructors with class preparation and help students by providing oppor-
tunities for review. In the Instructor’s Manual with Test Bank, we provide chapter
outlines, learning objectives, InfoTrac® College Edition key terms, glossary terms
and definitions, useful web links, and test items in three formats (multiple choice,
true/false, and essay).

The test bank is also available in ExamView electronic format, which allows
instructors to customize and build their own tests. The new companion website
offers text-specific, interactive review and enrichment materials for students, in-
cluding tutorial quizzes, flash cards, and useful web links. Electronic transparen-
cies on CD-ROM provide figures and tables from the sixth edition uploaded into
Microsoft PowerPoint that instructors can use as is or modify to create their own
presentations. Each new copy of the sixth edition comes with a pass code to the
InfoTrac College Edition full-text periodical database. With this database, stu-
dents will have access to thousands of journal articles from a wide variety of
publications.
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o Chapter 1

What Do You Think? True or False?

Answers are given at the end of the chapter.

1. Because the effects of drugs are both pre- 8. The total economic cost of alcohol and
dictable and obvious, it is relatively easy to drug abuse in the United States is about a
define drug abuse. billion dollars annually.

_ 2. Adrug’s street name sometimes describes 9. The use of alcohol and other drugs causes
the actual effect of that drug. violence and crime.

3. Aperson’s reaction to a drug depends __10. Modern researchers rely on definitions of
mostly on the biological action of the drug alcohol and other drug use that are free
in the body. of social or cultural biases.

__ 4. Because drug use is complicated, it is im- 11. A diagnosis of drug abuse is made when
possible to estimate patterns of drug use for a person has become either physically or
the population of a whole country. psychologically dependent on a drug.

5. Within the United States, similar patterns 12. Definitions of addiction emphasize over-
of alcohol and other drug use are found whelming involvement with a drug.
e\(f)cn iﬁ;gﬁg different subgroups of the 13. The continued use of any drug will eventu-
poptt ' ally lead to tolerance of and physical

___ 6. The highest rates of alcohol and other drug dependence on that drug.
use are found among 18- to 25-year-olds.

___ 7. Aperson’s use of more than one drug at a
time is of little concern because it happens
so infrequently.

Athletic Legal Religious
Biological Medical Social /cultural
Economic Political

Educational Psychological

Q: How are these 10 systems alike?
A: They influence or are influenced by alcohol and other drug use.

This one-question quiz shows that drugs' may affect us in many ways, whether or not
we use them. Although what we see and hear in the media often focuses on the nega-
tive consequences of drug use, drugs are popular all over the world because people
perceive that they benefit from using drugs. For example, on an individual level, peo-
ple say that drugs make them feel more relaxed, socialize more casily, feel sexier, escape
boredom, and feel more confident and assertive. Drugs have also helped to ease a lot
of suffering in humans and other animals when used for specific medical purposes. On
a group or community level, drugs have been used for thousands of years as part of
social and religious rituals. A drug used for such purposes has little to do with the
drug’s chemistry but rather with social or cultural factors. One society may condone
the use of a drug—say, alcohol in the United States and European countries—whereas

'Sometimes in this book, we use the term alcohol and drugs; at other times we use drugs as the inclusive term.
Because alcohol is a drug, saying “alcohol and drugs” is redundant. However, we do so on occasion, when it
seems useful, to distinguish alcohol from all other drugs.
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Drug Use and Abuse

another society condemns it, such as the Islamic countries of Iran and Saudi Arabia.
The array of benefits and negative consequences of drug use lies behind the image of
the beautiful yet wilted poppy on the cover of this text. This complex picture of human
drug use also suggests that many different factors influence drug use.

What influences drug use and how that use affects us make up the subject of drugs
and human behavior and are what this text is about. Because our subject matter is so
wide-ranging, this introductory chapter spans a variety of topics. We include formal
definitions throughout the chapter, beginning with terms such as pharmacology, drug,
and drug abuse.

Introducing a lot of terms in one chapter might be confusing at first, but there is
no need to feel that you have to grasp all the terms immediately. Because the terms
will be used repeatedly throughout the book, you will have time to learn them. By
introducing the terms now, we give you the vocabulary to read later chapters more
easily.

In this chapter, we also explain the drug-classification systems used in this book
and then move to a discussion of who uses drugs. The final sections of the chapter
cover ways to define harmful drug use. The chapter closes with a brief overview of the
rest of the text.

Pharmacology and Drugs

Humans have used drugs for several thousand years, but the scientific study of drugs
is more recent. The scientific study of drugs is called pharmacology, which is con-
cerned with all information about the effects of chemical substances (drugs) on liv-
ing systems. Pharmacology is considered a part of biology and is allied with
physiology and biochemistry (Blum, 1984 ). Psychopharmacology is an area within
the field of pharmacology that focuses on the eftects of drugs on behavior. Although
psychopharmacology is a joining of the words psychology and pharmacology, it is now
recognized that understanding how drugs affect human behavior requires knowl-
edge about social and environmental factors as well. This book is about human
psychopharmacology.

Drugs are easy enough to talk about, or so it seems from the numbers and variety
of people who do so. However, defining druy is not so simple. Although they have
run into confusion along the way, experts have arrived at a workable definition. Ac-
cording to a World Health Organization (WHO) report published in 1981, drug is
defined in the broadest sense as “any chemical entity or mixture of entities, other than
those required for the maintenance of normal health (like food), the administration of
which alters biological function and possibly structure” (p. 227). This definition re-
mains useful today.

These fundamental definitions bring us to the question of what is drug #se and
what is drug abuse. We discuss this distinction in more detail later in this chapter, but
it is important for you to get an idea at the outset of what is called drug use and drug
abuse. Abuse has been referred to in different ways when people write about drugs,
and there is no generally accepted definition. In such circumstances, one way to define
a term is by a consensus of experts. A study by Rinaldi et al. (1988) achieved such a
consensus definition for a number of terms used in research and clinical work on alco-
hol and drugs. In the Rinaldi et al. study, the experts defined drug abuse as “any use
of drugs that causes physical, psychological, legal, or social harm to the individual or
to others affected by the drug user’s behavior.”

“Food s good. Poison is
bad. Drugs may be good
or bad, and whether they
are seen as good or bad
depends on who is looking
at them.”

(Weil & Rosen,
1983, p. 10)

pharmacology

The scientific study of drugs
concerned with all
information about the
effects of drugs on living
systems.

psychopharmacology
The subarea of pharmacol-
ogy that concerns the
effects of drugs on
behavior.

psychology
The scientific study of
behavior.

drug

Broadly defined as any
chemical entity or mixture
of entities not required for
the maintenance of health
but that alters biological
function or structure when
administered.

drug abuse

Any use of drugs that
causes physical, psychologi-
cal, legal, or social harm to
the individual user or to
others affected by the drug
user’s behavior.
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As you can see, the definition of abuse centers on the consequences of the drug
users’ behavior, both to themselves and to others in the person’s social environment.
Our opening quiz on the 10 systems and drug use comes into sharper relief with this
definition of abuse. The definition also illustrates the difficulties in defining abuse.
A major problem is that the behavior that causes consequences in one community or
culture may not cause them in another, or not to the same degree. Therefore, the goal
to have a standard reference for drug abuse has proved elusive. Nevertheless, in writ-
ing and other forms of communication about alcohol and other drugs, the word abuse
is used frequently, and therefore, efforts to arrive at a more generally applicable defini-
tion should continue. For now, however, our initial definition of abuse is sufficient for
understanding what we say in the first part of this chapter. Toward the end of this
chapter, we discuss a “diagnostic” definition of substance (alcohol or other drugs)
abuse that the American Psychiatric Association has developed.

If abuseis drug use with negative consequences, then drug #se may be viewed as the
larger category, with drug abuse as a subset. Drug consumption that does not meet
the criteria for drug abuse is referred to as drug use.

Drug Classification

As the WHO panel of experts understood, their definition of drug is very broad. To
make the definition useful for research and practical purposes, it is necessary to order
the substances that fit the definition of drug into smaller categories. Pharmacologists
have done this with their many systems for classifying drugs. These classification systems
have been based on the primary properties of drugs to communicate a drug’s nature
and the ways it can be used. Following are some of the major ways of classifying drugs:

1. By origin. An example is drugs that come from plants, such as the opiates, which
are derived from the opium poppy. The “pure” (nonsynthetic) opiates include
compounds such as morphine and codeine. Heroin, which is a semisynthetic com-
pound, is often called an opiate drug. Because this classification distinguishes only
the source of the drug, a given drug class may include many drugs that have differ-
ent chemical actions.

2. By therapeutic use, or according to similarity in how a drug is used to treat or
modify something in the body. For example, with this system, amphetamines are
called appetite-suppressant drugs. Note that the reasons some drugs are used can
be much different from their therapeutic effects. Amphetamines are often used
nonmedically because of their stimulant effects. Similarly, morphine may be used
medically as a powerful painkiller, but street users take morphine for its euphoric
effects.

3. By site of drug action, which pertains to where in the body the drug is causing
physical changes. For example, alcohol is often called a depressant drug because
of its depressant action on the central nervous system (CNS). Conversely, be-
cause of its CNS stimulant properties, cocaine is often called a stimulant drug.
The utility of this system is limited when a drug affects several different body
sites. One example is the CNS stimulant cocaine, which also has local anesthetic
(pain-reducing) effects. Furthermore, drugs that differ widely in chemical struc-
ture or mechanisms of action may affect the same body site.

4. By chemical structure. For example, the barbiturates (such as phenobarbital,
Amytal, and Seconal) are synthetic compounds derived from the chemical structure
of barbituric acid, the synthetic compound that forms the chemical base for barbi-
turate drugs.
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5. By mechanism of action, which means how a drug produces its drug effects. This
is a good system in principle, and ongoing research in pharmacology is directed at
specifying the mechanisms of action of an increasing number of drugs.

6. By street name, which comes from drug “subcultures” and the street drug market.
For example, amphetamines are called “speed,” and drugs like the barbiturates or
depressants such as methaqualone (Quaalude) are called “downers.” As these ex-
amples show, street names sometimes reflect actual drug effects. (Brands, Sproule, &
Marshman, 1998, pp. 11-13)

The topics of this text’s drug chapters (Chapters 6 through 14) were determined
according to several different ways of classitfying drugs. One of the ways to classify
drugs, by their eftects, applies to virtually all of the drugs covered in this text. We are
most interested in what are called psychoactive drugs—those that affect moods,
thinking, and behavior. Some substances have been designated formally as psychoac-
tive, such as alcohol, whereas others have not, such as aspirin. Psychoactive drugs are
most important in this text because they are the ones that people are most likely to
use, often in ways that create serious problems for them. This text mainly concerns the
nonmedical use of psychoactive drugs, but we also discuss medical uses.

The Drug Experience

As we said earlier, people like many of the experiences they have when they take drugs.
This raises an important question: What causes the “drug experience”? The drug’s
chemical action is part of the answer, but how much? Not too long ago, the chemical
actions of drugs were viewed as the primary reason people experienced certain changes
when they took different drugs. However, research from different disciplines, such as
pharmacology, psychology, and sociology, has shown that the drug experience is a
product of more factors than just the drug’s pharmacological action.

Generally, we can look at three sets of factors, one pharmacological and two non-
pharmacological. The first set includes pharmacological factors, and three of them
stand out. First are the chemical properties and action on the body of the drug used.
Another is drug dosage (or dose), which is the measure of how much of the drug is
consumed. The third pharmacological factor is the route of drug administration, or
the way the drug enters the body. This is important because the route affects how
much of a dosage reaches its site(s) of action and how quickly it gets there. Chapter 4
discusses in detail major routes of drug administration and their effects on the drug
experience.

The second set of factors is nonpharmacological and consists of the characteristics
of the drug user. Included are such factors as the person’s genetic makeup (biologically
inherited differences among people govern their bodies’ reaction to the ingestion of
different drugs), gender, age, drug tolerance, and personality. An important part of
personality is the person’s psychological set about a drug, which refers to knowledge,
attitudes, expectations, and thoughts about a drug. For example, sometimes the
strong belief that a drug will produce a certain effect will be enough to produce the
effect, even though the person has ingested a chemically inactive substance (placebo).

The third and last set of factors, also a nonpharmacological one, is the setting in
which a druy is used. The factors in this group span a wide range and include laws
pertaining to drug use in the community where the drug is taken, the immediate
physical environment where the drug is used, and whether other people are present at
the time of drug use.

Together, these three sets of factors influence what people experience when they
take a drug. You may have guessed that the path to a drug experience is not always

drug effects

The action of a drug on the
body. Drug effects are
measured in different ways.

psychoactive
Pertaining to effects on
mood, thinking, and
behavior.

drug dosage
Measure of the quantity of
drug consumed.

route of drug adminis-
tration

The way that drugs enter
the body.

psychological set

An individual’s knowledge,
attitudes, expectations, and
other thoughts about an
object or event, such as a
drug.

placebo

In pharmacology, a
chemically inactive
substance.
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“I could have easily gotten
stoned [before coming to
this interview[; it
wouldn’t have bothered
me. It depends on the
situation. I wounldn’t like
to smoke in the middle of
the day if I have things to

“do. Or I wouldn’t smoke

Matt Smith/Comstock/Jupiter Images

in the middle of a class.
Things like that.”

Research participant
(Zinberg, 1984, p. 140)

easy to chart. However, many people are trying to do just that—to understand how

drugs aftect people. The accumulated knowledge from these efforts is the foundation
of this book.

Alcohol and Drug Use in the United States

The way the popular media tell it, it may seem as if virtually everyone has positive
experiences using drugs because everyone seems to be using them. However, scien-
tists learned long ago that our impressions or feelings about a subject often are inac-
curate, and to find out what is really going on, it is best to study the subject
systematically. This means using the scientific method, which is the major way we
have learned as much as we do know about drugs. One of the best ways to answer
questions about the uses of alcohol and drugs in a community or larger region is to
do a survey study. When we want to learn about a whole country, we do what is called
a national survey study.

In the United States, national survey studies of alcohol and drug use have involved
interviewing a sample of individuals (in this case, age 12 or older) across the country.
Such studies generally ensure that those interviewed are as similar as possible to the
U.S. population as a whole regarding, for example, factors such as gender, age, race,
region of the country, and rural-versus-urban living environment. The national survey
data give us the best estimate we have of what the findings would be if we studied
every person in the population that was sampled for the survey. In this case, that
means the U.S. population of around 225 million people.

The federal government goes to great trouble and expense to support these na-
tional surveys of drug use because the knowledge gained from them is extremely valu-
able in making legal, tax, educational, and health policy decisions. More narrowly, we
are interested in the information from national surveys for this text because many

Corbis

People use drugs in a variety of situations and experience different reactions to them.
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U.S. Society and Drug Use

Learning about alcohol and drug use in the United
States is important. One reason is the sheer number
of people in the United States who use alcohol or
other drugs. Another reason is the negative conse-
quences associated with alcohol and drug use, which
are discussed later in more detail. A third reason is
the amount of controversy that drugs, especially illicit
drugs, create. Despite the prevalence of drug use
among its citizens, popular opinion in the United
States has been to eradicate illicit drug use, at times
ranking such use among the nation’s top problems.
Indeed, a 2007 survey conducted by the University of
Michigan involved collection of data on adults’
perceptions of the main problems threatening
children’s and adolescents’ well-being, and “drug
abuse” was number 2 in the top 10. (Interestingly,
smoking tobacco and alcohol abuse were numbers 1
and 4, respectively.) Think of some of the major
headline events that have occurred and the contro-
versies they have generated in the last few years.
Some of them touch upon the basic constitutional
rights of Americans:

e The right of the federal government and other
public and private employers to conduct urine

screens (tests for drug taking) of employees as a
way to control drug abuse in the workplace

e The question of whether intravenous drug users
should be supplied with clean syringes free of
charge as a way of preventing the spread of
human immunodeficiency virus (HIV) infection

¢ The continuing debate on whether marijuana
should be available as a prescription drug

e Some proposed legal penalties related to selling
or using drugs—the requirement of life sentences
for drug dealers who are convicted twice of
selling drugs to teenagers and the imposition of
the death penalty for dealers when a murder
occurs during a drug deal

e The argument that drugs like marijuana and
cocaine should be available legally to adults
because the “war on drugs” has been lost

Many Americans use alcohol or other drugs.
However, the country’s attitudes toward such

use, especially regarding illicit drugs, are far from
permissive. Society’s proposed and actual solutions
to drug use in the United States have far-reaching
legal, social, and financial implications. Which
stand out to you?

people do not know the typical patterns of drug use among Americans. For example,
the popular media expose us primarily to extreme cases of use and problems associated
with it. The national survey data on alcohol and drug use give us a more balanced
reference for understanding any one person’s or group’s use. In the same way, our
brief review of national survey data in this chapter will help you understand drug use
patterns and related problems that we write about in later chapters of this book.

National Household Survey

To provide you with an overview of current alcohol and drug use, we used a national
survey that is conducted annually by the Office of Applied Studies within the Sub-
stance Abuse and Mental Health Services Administration (SAMHSA). The National
Survey on Drug Use and Health (NSDUH) includes households in all 50 U.S. states
and the District of Columbia. In this section, we refer to findings from the 2007 sur-
vey (SAMHSA, 2008).

This survey included individuals 12 years of age or older. Personal and self-admin-
istered interviews were completed with 67,870 respondents. As it was a household
survey, people such as military personnel in military installations, individuals in long-
term hospitals, and prisoners were excluded from the sample. As a result, the data
cannot be viewed as completely representative of everyone in the 50 states. Neverthe-
less, the NSDUH provides the best single description of frequency and quantity of
drug use among a broad age range of people in U.S. society.
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prevalence

The general occurrence of
an event, usually expressed
in terms of percentage of
some population. Another
common statistic in survey
studies is incidence, or the
number of first-time
occurrences of an event
during some time period.

In the 2007 NSDUH, a variety of data about drug use in the United States were
collected. We first discuss data on the overall prevalence of use in the last year and the
last month respectively for different drugs, including alcohol and tobacco cigarettes.
In this case, “use” means the person used the drug in question at least once during
the time in question; “past month” and “past year” are from the time the respondents
give information about their drug use. We also offer counterpart prevalence data from
the 2006 survey to allow for comparison with the 2007 data. Table 1.1 presents this
first set of percentages. Several findings stand out in Table 1.1. First, alcohol leads the
use list, followed by cigarettes in a distant second place. Marijuana heads the list of
illicit drug use (drug use not in accord with legal restrictions). These relationships
hold up for use both in the past year and in the past month.

Table 1.1 gives you an overall picture of drug use, but as we noted before, drug use
differs with characteristics of people. Table 1.2 and Table 1.3 give you an initial look
at some of the characteristics that are highly associated with drug use differences.
Table 1.2 centers on age differences in drug use in the past year and month, as re-
ported in the 2007 national survey. As you can see in Table 1.2, individuals in the age
range 18 to 25 have the most prevalent substance use. Over three of every four of
these respondents said they used alcohol in the last year, and about one of every three
of them reported at least one occasion of illicit drug use in the past year. In Table 1.3,
we provide 2007 substance use data for the past month according to ethnic or racial
group and gender. The most striking findings in Table 1.3 are the gender differences.
Men were about one and three-quarters times as likely as women to report any illicit

There are compelling reasons for conducting national
survey studies of drug use and its consequences. Such
information can help a society formulate effective
legal and social policies on the use of specific drugs.
National survey data also may help to identify groups
within a population that are at the greatest risk for
experiencing health or other problems related to
drug use, which could help in creating more effective
prevention programs.

These and other benefits of national survey data on
drug use are significant, but a big question is whether
the information that is obtained reflects a society’s
actual drug use. That is, are the data accurate?

There are several reasons for asking this question.
For example, even the largest surveys rarely collect
data from every person in a target population, so it is
possible that the sample of people chosen to
participate in the survey is biased in some way. This
means that the sample might not reflect the popula-
tion’s characteristics on sex of the respondent, race,
religion, or education, all of which could be associ-
ated with the main behavior of interest (here, drug
use). In addition, because many of the drugs asked
about are illegal for nonmedical use, or for any use
at all, people may be reluctant to admit to a

Survey Data on Drug Use: Are They Accurate?

researcher that they have used a particular drug or
have used it in particular amounts or frequency.
Furthermore, as surveys typically ask about past
behavior, memory limits may interfere with the
collection of accurate information, regardless of the
respondent’s intention to tell the truth.

These and other problems are real and must be
addressed if national survey data on drug use are to
have the utility that they are intended to have. Fortu-
nately, the challenge to collect accurate survey
information has been an active research area over
the years, and methods of representative sampling
and data collection to assure confidentiality or
anonymity of responses have led to better survey
design and procedures. These advances have resulted
in data that meet high standards of reliability and
accuracy. This is not to say that national survey data
provide a literal picture of drug use in a population,
but that the picture is getting clearer and more
detailed as survey research methods continue to
improve.

If you were designing a survey to study some
behavior, such as drug use, in a given population,
what potential sources of bias in the data would you
consider? How would you handle them?
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TABLE 1.1 Percentages of Individuals Aged 12 and Older Who
Reported Use of Drugs for the Past Year and Past Month,

2006 and 2007

Past Year Past Month
Drug 2006 2007 2006 2007
Marijuana 10.3 10.1 6.0 5.8
Cocaine 2.5 2.3 1.0 0.8
Inhalants 0.9 0.8 0.3 0.2
Hallucinogens 1.6 1.5 0.4 0.4
Heroin 0.2 0.1 0.1 0.1
Nonmedical use of any 6.7 6.6 2.9 2.8
psychotherapeutic
Alcohol 66.0 65.7 50.9 51.1
Cigarettes 291 28.5 25.0 24.2

Note: Psychotherapeutic drugs include any prescription-type stimulant, sedative, tranquilizer, or analgesic. They do not include
over-the-counter drugs. “Use” means used at least one time.

Source: SAMHSA (2008).

TABLE 1.2 Percentages of Individuals in Different Age Groups Who
Reported Use of Drugs for the Past Year and Past Month,

2007
Past Year Past Month
Drug 12-17 18-25 >26 12-17 18-25 26
Any illicit 18.7 33.2 10.6 9.5 19.7 5.8
drug
Alcohol 31.8 77.9 67.1 15.9 61.2 54.1
Cigarettes 15.7 45.1 27.3 9.8 36.2 241

Note: Any illicit drug use includes the nonmedical use of marijuana, cocaine, inhalants, hallucinogens, heroin, or
psychotherapeutic drugs at least one time.

Source: SAMHSA (2008).

drug use in the past month, and almost 25% more likely than women to report any
alcohol use. For ethnic or racial differences, whites showed the highest rate of alcohol
use in the last month, followed by Hispanics and then blacks. For use of any illicit
drug in the last month, blacks showed the highest prevalence, followed by whites and
Hispanics.

Summary of Survey Data

The NSDUH data suggest that people in the United States use a variety of drugs, and
that some drugs are used far more commonly than others. For example, alcohol and
nicotine use are considerably more prevalent than is use of any illicit drug. Further-
more, characteristics of the respondents can make a considerable difference in the

prevalence of substance use, as we saw for age, gender, and ethnic or racial groups in
the 2007 data.
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TABLE 1.3 Percentages of Individuals Aged 12 and Older of Different
Ethnic and Gender Groups Who Reported Any lllicit Drug

or Alcohol Use in the Past Month, 2007

Any lllicit Drug Alcohol

Ethnic/Racial Group

White 8.2 56.1
Black 9.5 39.3
Hispanic 6.6 421
Gender

Male 10.4 56.6
Female 5.8 46.0

polydrug use
The same person’s regular
use of more than one drug.

“I think 1 did every druy
known to mankind, smoked
crack, boozed, dropped
acid, you name it.”

Kid Rock

Note: Any illicit drug use includes the nonmedical use of marijuana, cocaine, inhalants, hallucinogens, heroin, or
psychotherapeutic drugs at least one time.

Source: SAMHSA (2008).

Multiple Drug Use
The person who is counted in the percentage of, say, marijuana users in a survey sample
may be the same person who increases the percentage of alcohol users. Such multiple drug
use (also called polydrug use) is extremely important because of the effects that drug
combinations have on the body. We explore those effects in detail in Chapter 4. For now,
it is important for you to know that polydrug use is a critical health and social problem.
Using multiple substances on one occasion is not uncommon. According to the
2006 and 2007 NSDUH data, 5.6% of past-month alcohol users used illicit drugs on
an occasion within two hours of their alcohol use. As you might expect, the illicit drug
used most often with alcohol was marijuana; this pattern was most prevalent among
12- to 17-year-olds and 18- to 25-year-olds compared to older age groups. The re-
spondents who reported “binge” drinking (5 or more drinks) on their last occasion of

Nonmedical Use of Prescribed Drugs

You may have noticed in Table 1.1 that the illicit drug
with the second highest prevalence, after marijuana, is
“nonmedical use of any psychotherapeutic.” These data
reflect the alarm in the last few years among drug
enforcement officials in the United States because of
what seems to be a sharp increase in the nonmedical use
of prescribed drugs. Painkillers such as OxyContin that
became available relatively recently have been identi-
fied as a major source of the increased abuse rates, but
many other drugs meant to be used as medical treat-
ments to alleviate physical or psychological suffering are
abused too. Another example especially prevalent on
college campuses is the nonmedical use of prescription
stimulant medications.

Two factors that may contribute to the increased
abuse of medications are “doctor shopping” to get

multiple prescriptions to treat a single physical or
psychological ailment and the advertisement of
prescription drugs over the Internet. Sales of drugs
over the Internet are difficult for officials to track.

The abuse of prescription drugs is associated with
the same kinds of physical, psychological, and social
problems that come with the abuse of any other
drug. Therefore, it is important to find ways to
prevent or reduce such abuse. One way is for the
federal government to provide resources to the
individual states to develop computerized drug-
prescription monitoring systems (which monitor who
writes the prescriptions and who gets them). Such
systems may help to address the doctor-shopping
problem. Can you think of other solutions to the
abuse of prescription drugs?
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alcohol use were far more likely (13.9%) to report concurrent alcohol-illicit drug use
than were the respondents who did not binge drink (had fewer than 5 drinks).

In its extreme, multiple drug use can include taking drugs with different or oppo-
site physical effects in sequence on the same occasion. In such cases, the motive for
use seems to be change, positive or otherwise, from one drug experience to another.
An instance of extreme polydrug use, excerpted from Goldman (1971) and cited in
Mendelson and Mello (1985, pp. 200-201), illustrates how people may use one type
of drug after another, without apparent rhyme or reason. The example involves the
famous comedian Lenny Bruce, who died in 1966, at age 40, and an associate of his:

The night before, they ended a very successful three-week run in Chicago by traveling to the
Cloisters (in New York City) and visiting the home of a show-biz druggist—a house so closely
associated with drugs that show people call it the “shooting gallery.” Terry smoked a couple of
joints, dropped two blue tabs of mescaline, and skin-popped some Dilaudid; at the airport bar he
also downed two double Scotches. Lenny did his usual number: 12, 1,/16-grain Dilaudid pills
counted out of a big brown bottle, dissolved in a 1-cubic centimeter (cc) ampoule of Methe-
drine, and heated in a blackened old spoon. The resulting soup was drawn into a disposable
needle and then whammed into mainline (intravenously) until you feel like you’re living inside
an igloo. Lenny also was into mescaline that evening: Not just Terry’s two little old-maidish tabs,
but a whole fistful, chewed up in his mouth and then washed down with a chocolate Yoo-Hoo.

International Comparisons of Drug Use

The national surveys on drug use that the United States conducts provide extremely
useful information. It would be valuable if similar data were available from other
countries so that comparisons would be possible. Unfortunately, this has not been

DRUGS AND CULTURE BOX 1.4

The National Survey of Drug Use
and Health and Subgroup Differences

You know from our discussion that the National
Survey of Drug Use and Health data give us a great
description of drug use among people living in the

to understand its unique history and current circum-
stances. Groups that today are considered special
populations by experts who study drug use include

grain
As a measure, a unit of
weight equal to 0.0648
gram.

United States. At the same time, national surveys do
not actually tell us as much as they seem to. We must
take into account the differences in use patterns
according to characteristics—such as age, gender,
and race—of the user and the user’s environment—
such as area of residence and local laws and policies
regarding alcohol and drug use.

Demographic group differences in drug use reflect
differences in complex historical or current factors
common to certain groups of people or regions.
Therefore, drug use differences could reflect biologi-
cal, psychological, or social/environmental factors
that distinguish one group from other groups or
from the population as a whole. These factors are so
complex that certain groups have been designated
“special populations.” This label emphasizes that, to
understand a particular group’s drug use, we need

women (because traditionally women have received
far less attention from alcohol and other drug re-
searchers than have men), Native Americans, African
Americans, the homeless, and Hispanics. A recent
review suggests that adults and adolescents who
identify their sexual orientation as lesbian, gay, or
bisexual should also be considered a special popula-
tion regarding their alcohol and drug use (Marshal
et al., 2008). The drug chapters in this text incorpo-
rate cultural and regional differences with features
such as a historical account of the drug or drug class
in question, and with attention to special cultural dif-
ferences in use of the drug.

Given the importance of subgroup differences
within a total survey sample, how might you adjust the
sampling in a national survey to get a more accurate
look at a subgroup that is of particular interest to you?
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“No animal ever invented
anything as bad as
drunkenness or as good as
drink.”

Lord Chesterton

possible with the exception of alcohol use in some cases. In this regard, population
surveys of both alcohol and other drug use that different countries, including the
United States, have done have not been designed with consideration of how other
countries have designed their surveys, so comparisons of findings across countries
have been difficult. However, it is fortunate that recent epidemiological data on life-
time drug use in specific countries in North America, South America, and Europe
provide an opportunity for cross-national comparisons of general population use of
alcohol and selected other drugs.

The study we focus on here involved surveys similarly constructed and adminis-
tered at seven sites to over 27,000 individuals aged between 14 and 54 years (Vega
et al., 2002). The emphasis of this report was lifetime use of alcohol, defined as used
at least 12 times, and lifetime use of other drugs, defined as used at least five times.
Surveys were conducted in the following cities/countries: Fresno County, California,
United States; Mexico City, Mexico; Ontario, Canada; the Netherlands; Sao Paulo,
Brazil; and Munich, Germany.

The results showed interesting similarities and differences across the countries in
alcohol and other drug use. It was true in all of the countries that lifetime use of alco-
hol or other drugs occurred at a higher rate for men than for women. Regarding al-
cohol use, the Netherlands was the highest, as about 94% of the men and 78% of the
women reported lifetime use. Canada was second highest (84% of the men, 60% of the
women), and the United States was third (80% of the men and 63% of the women).
The lowest rates were reported in Mexico City, with 73% of the men but only 21% of
the women reporting lifetime alcohol use.

Other drugs showed not only some similarities across countries but also wide vari-
ability in lifetime use. Cannabis use was the second most prevalent behind alcohol for
all countries. The level of cannabis use, however, varied considerably across countries.
For example, the highest prevalence was in the United States, with 33% of the men
and 24% of the women reporting lifetime use. Similarly, 29% of the male Canadians
and 16% of the women in Canada reported cannabis use. These figures contrast with
the lowest rates, recorded in Mexico: 3% of the men and 0.6% of the women. After
cannabis, the rates of lifetime use of other drugs or drug classes (cocaine or other
stimulants, anxiolytics, opioids, hallucinogens, inhalants) were highly variable but
generally at a low level, with the exception of cocaine or other stimulants and anxiolyt-
ics in the United States. As you might guess, overall lifetime drug use, excluding alco-
hol and cannabis, was highest in the United States (19%) and lowest in Mexico (2%).

Although the Vega et al. (2002) data on lifetime use of alcohol and other drugs are
limited, they do provide a first look at how different countries, at least those in the
western part of the world, compare. Cross-national data can be a valuable vehicle to
understanding how cultural, legal, psychological, and biological factors affect alcohol
and other drug use. We hope the material we present in the rest of this book begins
to help you to do that as well.

Negative Consequences of Alcohol and Drug Use

Describing alcohol and drug use returns us to the question of the consequences of
such use. We saw that people experience positive consequences from their use of
drugs. They may also experience negative effects, which definitions of drug abuse try
to capture. One way to look at the negative consequences of alcohol and drug use for
society is to conduct “cost-of-illness” studies. The purpose of these studies is to quan-
tify in dollars what society “pays” for its members incurring specific illnesses. It is
important to add that focusing on economic factors does not mean no psychological
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costs are associated with illness. However, psychological consequences are not easily
quantified and thus are much more difficult to analyze.

Two major “illness” distinctions that have been studied in detail are alcohol abuse
and other drug abuse. In such research, “drug abuse” concerns the use of illegal drugs
and the nonprescription use of drugs typically used for therapeutic purposes. Nicotine
use has not been included. (This is not to understate the costs of nicotine use to U.S.
society. The costs are devastating and are reviewed in Chapter 7.)

A report by the Schneider Institute for Health Policy (2001) included estimates
of the economic costs of alcohol abuse and other drug abuse to U.S. society. The
study yielded the estimate that, in 1995, alcohol abuse cost the United States
about $166.5 billion and drug abuse cost $109.9 billion. The total: more than
$276 billion. Most people cannot even conceptualize what $1 billion is, never
mind hundreds of billions of dollars. To help you understand how much money we
are talking about, here is one illustration: A wealthy woman gives her sister $1 mil-
lion to put in a drawer, telling her she can spend $1,000 a day and to call when the
money is spent. Three years later, the sister calls. If the original sum had been $1
billion, the sister would not have called for 3,000 years. In any case, our difficulty
in picturing billions of dollars does not make the cost of alcohol and drug abuse
any less real.

The costs of both alcohol and drug abuse come from a wide range of sources,
although the costs are not distributed in the same proportions for the two types of
illnesses. The sources include illness, death, medical expenses, and crime. Crime-
related costs are especially significant for drug abuse (58% of the total).

Cost-of-illness studies give us a good, well-rounded estimate of what society pays
for its members’ involvement with alcohol and other drugs. The multibillion-dollar
cost estimates are staggering but ironically understate the impact. Some of the con-
sequences of alcohol and drug use become clear when we think about what events
make up the cost computations. For example, lifetimes of individuals will not be
lived fully because the individuals were born with fetal alcohol syndrome (see Chap-
ter 9). Or hospital emergency room resources are used for overdoses of cocaine,
heroin, and MDMA (see Chapters 6, 10, and 12, respectively). Then there is the
suffering of a family who lost one of its young members because he was shot and
killed in a robbery to obtain drugs. Maybe you have experienced what it is like to
lose a friend or family member in one of the thousands of fatal alcohol-related traf-
fic accidents that occur every year in the United States. It is important to step away
from the statistics to look at these and other realities that make up the true costs of
alcohol and drugs to society.

Defining Harmful Drug Use

Discussing cost-of-illness research brings our focus back to what might be called
harmful drug use, or use that is associated with detrimental consequences to the
drug user or to others. Indeed, to reflect on harmful use, cost-of-illness studies have
used terms like alcohol abuse and drug abuse. Yet, in the beginning of this chapter, we
mentioned the widely different meanings of these terms. This is a problem because
it hampers communication about drug use. The lack of standard definitions also
tends to slow the advance of knowledge. If there is disagreement about what it is we
are trying to gain knowledge about, you can see why scientific advances might be
impeded.

“Unlike others, he (a
heroin addict) could not
find a vocation, o career,
o meaningful, sustained
activity avound which he
could wrap his life.
Instead he relied on the
addiction to provide o
vocation around which he
could build o reasonably
full life and establish an
identity.”

Psychologist Isidor
Chein (Quoted in
Krogh, 1991, p. 133)
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The sometimes tragic consequences of drug use have drawn national attention and response.

Use of the DSM-IV

In the United States and other countries, providers of care for physical and mental
illness have handled problems of definition by developing systems of definitions of
illnesses, or diagnostic systems. A diagnosis typically is based on a cluster of symptoms
that is given a name (the diagnosis). The advantage is that, say, if two physicians are
communicating about pneumonia in a patient and they are following the same diag-
nostic system, then each knows exactly what the referent of the other is when the term
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Drugs, Criminal Activity, and Aggression

We have noted how costs associated with criminal
behavior are especially significant for drug abuse.
The association of alcohol, drugs, and crime is one we
seem to see and hear about continually in the
popular media.

The problem of drugs, alcohol, and crime is an
old, much-studied one. It should be clear that we are
dealing with associations, or correlations, and not
causes. For example, the pharmacological effects of
cocaine are not known to cause a person to commit
murder. Yet the high positive correlation between
drugs and crime remains a fact: As drug use in a
community increases, so does the occurrence of
certain kinds of crimes, depending on the drug.

Much of the research on drugs and crime has
concerned heroin. Most crimes committed by heroin
addicts are either violations of the drug laws or ways
to get money to buy more heroin. Therefore, the
addict’s most commonly committed crimes are
burglary, larceny, assault, and other street crimes.
These crimes are indeed serious and sometimes result
in injury or death to the victims. The direct intent of
the crime is not to harm the victim, however, but to
get money. This same motive probably applies to much
of the violence related to cocaine, and to conflicts over
money among cocaine dealers and their customers.

Surprisingly, the use of some drugs has no
relationship to criminal activity; there may even
be a negative association between use of the drug

and crime. Use of hallucinogens, for example, is
not associated with crime, and marijuana seems to
fall in the same category. The evidence is mixed
for barbiturates and tranquilizers: Some studies
show no relationship, but others suggest that the
relationship between use and crime is the same for
barbiturates and alcohol.

Alcohol intoxication has a high correlation with
criminal activity. Because alcohol is legal and very
available, little violence is connected with violating
drug laws or stealing to obtain alcohol. Most of the
crimes associated with alcohol intoxication are assaul-
tive; that is, they are committed with the intent to
harm the victim. Alcohol is correlated with other
types of crime as well, such as aggravated assault,
homicides, property offenses, sexual offenses, and
check fraud.

So one point is clear: Some types of drug use are
associated with criminal activity. But what is the
explanation? Pharmacology figures complexly in the
answer but seems to be only one of many factors.
Others include the person’s expectations about the
drug’s effects, the setting where the drug is being
used, and personality characteristics of the user.

The drug—crime problem is a good example of
how a society and its individual members are
affected by drug use. It also illustrates that drug use
and its effects on the user are influenced by many
factors working together.

pneumonin is used. That is, a specific cluster of symptoms is being referred to. It also
is possible to create diagnostic systems of mental illnesses. In the United States, the
primary organization responsible for doing that has been the American Psychiatric
Association (APA). Since the early 1950s, the APA has published formal diagnostic
systems of different mental illnesses or disorders in its Diagnostic and Statistical Man-
unl (DSM). The most recent version (systems are revised because of ongoing research
that provides new information about different disorders) appeared in May 1994 and
is called DSM-IV. The DSM-IV has a section called “substance-related” (alcohol- or
other drug-related) disorders, which includes definitions of two “substance-use disor-
ders”: “substance dependence” and “substance abuse.” (We should note here that the
APA published DSM-IV-TR in 2000, because of changes in the coding system and
some of the diagnostic categories. However, the substance-use disorders categories
were not changed.)

Table 1.4 lists the criteria for defining substance dependence and abuse according
to DSM-IV (American Psychiatric Association, 1994). It is important to make a few
comments about the criteria. Most generally, the same criteria are applied in defining
dependence and abuse for all drugs and drug classes that people tend to use for non-
medical reasons. That includes all the drugs we discuss in this text. Another general
point is that dependence and abuse are considered separate diagnoses. A person could
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TABLE 1.4 DSM-IV Diagnostic Criteria for Substance Dependence

and Abuse

Substance Dependence

A maladaptive pattern of substance use leading to clinically significant impairment or
distress, as manifested by three or more of the following occurring at any time in the same
12-month period:

1. Tolerance, as defined by either of the following:
(a) Need for markedly increased amounts of the substance to achieve intoxication or
desired effect
(b) Markedly diminished effect with continued use of the same amount of the substance

2. Withdrawal, as manifested by either of the following:
(@) The characteristic withdrawal syndrome for the substance
(b) The same (closely related) substance is taken to relieve or avoid withdrawal symptoms

The substance is often taken in larger amounts or over a longer period than was intended

A persistent desire or unsuccessful efforts to cut down or control substance use

A great deal of time is spent in activities necessary to obtain the substance (e.g., visiting

multiple doctors or driving long distances), to use the substance (e.g., chain-smoking),

or to recover from its effects

6. Important social, occupational, or recreational activities given up or reduced because of
substance use

7. Continued substance use despite knowledge of having had a persistent or recurrent

physical or psychological problem that is likely to be caused by or exacerbated by the

substance (e.g., current cocaine use despite recognition of cocaine-induced depression,

or continued drinking despite recognition that an ulcer was made worse by alcohol

consumption)

@ & @

Specify if:
With physiological dependence: Evidence of tolerance or withdrawal (that is, either item [1]
or [2] is present).

Substance Abuse

A maladaptive pattern of substance use leading to clinically significant impairment or
distress, as manifested by one or more of the following:

1. Recurrent substance use resulting in a failure to fulfill major role obligations at work,
school, or home (e.g., repeated absences or poor work performance related to
substance use; substance-related absences, suspensions, or expulsions from school;
neglect of children or household)

2. Recurrent substance use in situations in which it is physically hazardous (e.g., driving an
automobile or operating a machine when impaired by substance use)

3. Recurrent substance-related legal problems (e.g., arrests for substance-related
disorderly conduct)

4. Continued substance use despite having persistent or recurrent social or interpersonal
problems caused or exacerbated by the effects of the substance (e.g., arguments with
spouse about consequences of intoxication, physical fights)

Does not meet the criteria for substance dependence for this substance?

Source: Reprinted with permission from the Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition. Copyright
1994. American Psychiatric Association.

addiction
In reference to drugs, ~ not be diagnosed with both dependence and abuse of a given substance, although it is
°\‘I’\f‘;;‘r’:’zi’;g‘g’ "o d':‘u";"éi:;?:; possible to meet the criteria for dependence on one substance and for abuse of another.
an adequate supply of it, Regarding dependence, criteria 3 through 6 focus on what traditionally has been
and having astrong - g]jed “compulsive drug use,” or drug addiction. In essence, the individual’s life cen-
tendency to resume use of . > . > . .
it after stopping fora  ters on drug use and its procurement to the point of reduced attention to or outright

period- nheglect of other aspects of life. Similarly, drug use persists despite the risk of incurring
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serious consequences by doing so. Individuals with addictions also have an inability to
stop or to reduce drug use for any length of time, if that is the intention. This phe-
nomenon has been called “loss of control.”

The first two criteria for dependence introduce two terms: tolerance and with-
drawal. We have more to say about them later in this chapter and in other chapters in
this text. In DSM-IV, a distinction is made between a diagnosis of dependence with-
out meeting criteria for either tolerance or withdrawal, and a dependence diagnosis
that does meet either of those two criteria. At least three of the seven criteria listed for
dependence must be met for the diagnosis to be made.

While we are discussing the DSM-IV definition of dependence, we would like to
define a term that you probably have heard or read because it is so commonly used:
psychological dependence. Like many terms used in communicating about drugs
and their use, psychological dependence has had different meanings. So the Rinaldi et al.
(1988) consensus definition is useful again. In the Rinaldi study, psychological depen-
dence was defined as “the emotional state of craving a drug either for its positive ef-
fect or to avoid negative effects associated with its abuse” (p. 557). As you can see,
psychological dependence is far more narrowly but less precisely defined than is de-
pendence in DSM-IV, and it focuses on the strong desire to use a drug to alter a
psychological state or to escape or avoid some unpleasant experience.

The criteria for substance abuse center on consequences in different areas of life (fam-
ily, social, or job) that may reasonably be connected to substance use. Four criteria are
listed for abuse, and a person has to meet at least one of them to receive the diagnosis.

We would like to say a few more words about the DSM-IV definitions before con-
cluding our discussion of them. The DSM-1V criteria, which are based on the most
current knowledge about substance-use disorders that comes from research and
clinical practice, ease problems in communication because they are clearly written,
descriptive criteria. This does not mean that the criteria are perfect; indeed the expec-
tation is that the criteria will continue to evolve as new knowledge accrues. In this
regard, having a generally accepted definition of a phenomenon makes it far more
likely that we will acquire new knowledge about substance use and eventually have a
good understanding of it. Another point you may have noticed is that the DSM-IV
offers definitions of dependence on and abuse of drugs but provides no definition of
drug use. In DSM-1V terms, druy use would be any consumption of alcohol or other
drugs and related events that does not meet the criteria for dependence or abuse.

Although we may never get away entirely from the influence of societal values on defini-
tions of substance-use disorders, the creators of DSM-IV have considerably advanced our
ability to communicate about harmful drug use. Because of this, DSM-1V is ubiquitous in
alcohol and other drug treatment and research settings in the United States. Accordingly,
we follow the DSM-1V definitions where relevant in the remaining chapters of this text.

Drug Tolerance, Withdrawal, and Drug-Taking Behavior

The DSM-1V criteria for dependence include the term druy tolerance, which was
defined in parts (a) and (b) of criterion 1 in Table 1.4. Another new term is with-
drawal symptoms. Withdrawal is a definable illness that occurs with a cessation or
decrease in drug use after the body has adjusted to the presence of a drug to such a
degree that it cannot function without the drug. Not all drugs are associated with an
identifiable withdrawal syndrome (also called abstinence syndrome). For any drug as-
sociated with withdrawal symptoms, the severity of those symptoms may change with
the characteristics of the users and their history of use of that drug. Furthermore,
psychological symptoms, such as anxiety, depression, and craving for drugs, are often

psychological depen-
dence

The emotional state of
craving a drug either for its
positive effect or to avoid
negative effects associated
with its abuse.

craving

A term that has been
variously defined in
reference to drug use;
typically a strong or intense
desire to use a drug.

tolerance

Generally, increased
amounts of a drug needed
to achieve intoxication, or a
diminished drug effect with
continued use of the same
amount of a drug.

withdrawal

A definable illness that
occurs with a cessation or
decrease in use of a drug.

syndrome

In medicine, a number of
symptoms that occur
together and characterize a
specific illness or disease.
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part of withdrawal syndromes. These psychological symptoms strongly influence
whether the individual can stop using drugs for any length of time.

We draw your attention to drug tolerance and withdrawal in this introductory
chapter because they are central topics in psychopharmacology. Tolerance and
withdrawal are addressed as part of any evaluation or study of a drug. As a result,
we discuss these concepts in far more detail in later chapters. It is critical to men-
tion now, however, that tolerance and withdrawal affect drug-use patterns. For
example, if tolerance to a drug develops, the individual must consume increasing
amounts of it to achieve a desired drug effect. Such a trend in use may affect how
much time the person devotes each day to acquiring the drug and to using it.
Furthermore, with greater quantities and frequencies of drug use, the person be-
comes more susceptible to experiencing various negative physical, social, or legal
consequences.

Drug withdrawal also makes a person more likely to continue or resume the use of
a drug after a period of abstaining. Many studies have shown that relief from with-
drawal is a powerful motivator of drug use. In this regard, drug withdrawal may begin
when the level of drug in the blood drops. If the user takes more of the drug at this
point, the withdrawal symptoms are relieved. Here the motivating force is the “turn-
ing oft” of unpleasant withdrawal symptoms, which works to perpetuate a powerful
cycle of drug use—drug withdrawal-drug use. Withdrawal is also associated with a
higher likelihood of resuming drug use following a period of abstinence because of
learned reactions to cues in the environment. We describe how this might happen in
Chapter 5.

We want to emphasize here that the influences of tolerance and withdrawal are at
the heart of psychopharmacology—the incentives or motivators that drive human
(and other animal) drug use. Chapter 5, on the principles and
methods of psychopharmacology, addresses this topic in
detail.

You may have observed from this discussion of drug tol-
erance, withdrawal, and drug-taking behavior that they may
be instrumental in the development of what we defined ear-
lier as drug addiction. Another factor that may be critical to
the development of addictive drug-use patterns is “sensiti-
zation” (Robinson & Berridge, 2003). The sensitization
hypothesis is that one result of repeated use of a drug in
interaction with environmental factors is changes in the
brain neural pathways (Chapter 3) that may heighten (sen-
sitize) the reward value of that drug. This means that the
drug’s effects become more appealing to an individual, and
therefore procurement of the drug may assume increasing
control over the individual’s behavior. Critically, the brain
changes resulting from repeated drug use may be perma-
nent, which is one reason why drug addiction may be such
an intractable problem for many people, as we show later in
this book.

This discussion shows that using a drug for a long time
alters the patterns of use for that drug. Long-term use also

, o o relates to the DSM-IV criteria. Tolerance, withdrawal, and
Actress and recording artist Lindsay Lohan’s life illustrates I . .
a main feature of drug addiction—the neglect of sensitization may result. not oqu in changes in drug use ar.ld
professional responsibilities and personal relationships preoccupation but also in the likelihood that the person’s life
for the sake of obtaining and using drugs. and the lives of those around that person are affected by the
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drug in a snowballing effect, with one consequence building on another. The out-
come can reflect some of the criteria included in the DSM-IV definition of substance-
use disorder.

Of course, discussion of the effects of tolerance and dependence on motivations for
drug use addresses only a small minority of the different reasons that people use
drugs, which takes us back to the 10 systems that influence or are influenced by drug
use that we discussed at the beginning of this chapter. In this regard, people give nu-
merous reasons for “why” they use different drugs, and different drugs may be most
strongly associated with different reasons. At the same time, multiple drugs may be
used for the same reasons. The same drug may be used for different reasons in differ-
ent times and places. This suggests that reasons for use are not limited to a drug’s
pharmacological effects but by a variety of other variables as well. For example, Boys,
Marsden, and Strang (2001) conducted an interview study of 364 men and women
ages 16 to 22 in the United Kingdom who had used two or more substances in the
last 90 days. The study showed that use of substances such as alcohol, marijuana, co-
caine, ecstasy, and LSD was associated with multiple “purposes” or functions, which
referred to what the participants expected to gain by using the drugs. Each substance
was associated with eight to nine different functions (such as feeling better when de-
pressed, getting intoxicated, enhancing sex, helping to relax, helping to sleep, and
enhancing another activity, such as listening to music), and there was considerable
overlap in the functions cited for each drug, despite their considerable differences in
pharmacology. The upshot of findings such as these is that they highlight the com-
plexity in motivations for drug use among humans, and we will spend considerable
space elaborating upon this basic point in subsequent chapters of this text. The com-
plexity of human alcohol and drug use is also represented in the models of the causes
of the substance-use disorders that are summarized in Chapter 15.

Overview of the Text

You now are ready for a brief overview of the rest of this text, which is divided into
three main sections. The first section, which includes Chapters 1 through 5, gives you
fundamental information on psychopharmacology and the history of laws and policy
regarding drug use in the United States and other countries. You saw that this first
chapter introduced you to important definitions of concepts and the epidemiology of
drug use. Chapter 2 places human drug use in a historical context by giving you a
better appreciation of today’s use patterns and the social and political contexts in
which they occur. Chapter 3 is a basic discussion of the nervous system and how drugs
affect it. This knowledge is essential to understanding drug effects because, no matter
what drug effect or experience you consider, some change in the nervous system is
inevitable. Chapter 4 concerns pharmacology, as we review the methods scientists use
to study drugs and their effects. Chapter 5 focuses on principles and methods of psy-
chopharmacology, which is the central topic of this text. Chapters 4 and 5 will help
you to understand how we have learned much of what we know about drugs.
Chapters 6 through 14 constitute the second section of the text and concern in-
dividual drugs and drug classes. Our drug topics include cocaine and the amphet-
amines, nicotine, caffeine, alcohol, opiates, marijuana, hallucinogens, psychiatric
medications, and other prescription or over-the-counter drugs. These chapters fol-
low a broad outline of historical overview and epidemiology; mechanisms of drug
action; medical and psychotherapeutic uses; and physiological, psychological, and

“If drinking is interfer-
ing with your work, you're
probably a heavy drinker.
If your work is interfering
with your drinking,
you’re probably an
alcoholic.”

Anonymous

“I will lift mine eyes unto
the pills. Almost everyone
takes them, from the
humble aspivin to the
multi-colored, king-sized
three-deckers, which put
you to sleep, wake you up,
stimulate and soothe you
all in one. It is an age of
pills.”

Malcolm Muggeridge, 1962

“In the 1960s, people took
acid to make the world
weird. Now the world is
weird, and people take
Prozac to make it
normal.”

Author unknown ,

over-the-counter drugs
Drugs that can be obtained
legally without a medical
prescription.
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social or environmental effects. Your study of each of the drug chapters will give you
a good understanding of that drug (or drug class) and its use.

The last section of the text consists of two chapters on topics geared to the general
public that are often discussed in media. Chapter 15 is a review of the treatment of the
substance-use disorders, and Chapter 16 covers the prevention of substance-use dis-
orders before they occur. Prevention is a fitting topic on which to end this text be-
cause that is what all the research, politics, and discussion are about—reaching the
goal of living in a society free of substance-use disorders.

Evaluating Websites

We will close this chapter with discussion of a topic that is relevant to your research
on drugs and therefore central to this text: evaluating World Wide Web pages. College
students often view “doing research” as synonymous with “searching the Web.”

TABLE 1.5 Five Criteria to Help You Evaluate World Wide Web Pages

1. Accuracy of web documents
e Who wrote the page, and can you contact him or her?
e What is the purpose of the document, and why was it produced? Is the person
qualified to write this document?
® Make sure the author provides an e-mail or a contact address and/or phone number.
e Know the distinction between author and web master.

2. Authority of web documents
e \What credentials are listed for the author(s)?
e Who published the document, and is the publisher separate from the web master?
e Check the domain of the document: What institution publishes this document?
e Does the publisher list its qualifications?

3. Objectivity of web documents

* What goals and objectives does this page meet?
How detailed is the information?
What opinions (if any) are expressed by the author?
Determine whether the page is a mask for advertising; if so, information might be biased.
View any web page as you would an infomercial on television. Ask why was this
written, and for whom.

4. Currency of web documents

When was it produced?

When was it updated?

How up to date are the links (if any)?

How many dead links are on the page?
Are the links current or updated regularly?
Is the information on the page outdated?

5. Coverage of web documents
e Are the links (if any) evaluated, and do they complement the document'’s theme?
e |[s the site all images or a balance of text and images?
e |s the presented information cited correctly?
e |[f special software is required to view the information, how much are you missing if
you do not have the software?
e Isitfree, oris there a fee to obtain the information?
® |s there an option for text only, or frames, or a suggested browser for better viewing?

Source: J. Kapoun (1998). Teaching undergrads web evaluation: A guide for library instruction. College and Research Library
News, 59, 522-523. Reprinted with permission from the American Library Association.
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There are good reasons for that. Although the World Wide Web should not be seen
as eradicating the need for books, articles, and other print materials in doing research,
it is a phenomenal complement to them. Indeed, we have listed several of what we
judge to be good websites for each chapter of this text on the Companion Website at
www.cengage.com/psychology,/maisto, so you can search them if you want more
information on any topic we cover.

As you know, information on the web is wide-ranging in scope and usually in-
stantly accessed. Information on drugs is a good example. Go to Google, type in the
search word drugs, click, and you have access to 160,000,000 (as of June 2009) po-
tentially useful web pages! Potential is a key word here because web pages are not
monitored for accuracy or currency or even for whether they or links related to them
still exist. Therefore, in seeking nonfictional information, the web user must deter-
mine whether the data under review meet standards that would stand up in the
research community.

Fortunately, a number of educators have thought a lot about evaluating web pages.
Kapoun (1998) has provided a checklist of five criteria to help you to evaluate a web
page: accuracy, authority, objectivity, currency, and coverage. They are summarized
for you in Table 1.5. We encourage you to learn these criteria until they are second
nature to you, if you have not done so already. The effort will be valuable to you in
this course and in any other context that requires you to have accurate and current
information.

Summary

Psychopharmacology—the scientific study of the
effects of drugs on behavior—is the subject of
this text.

Also, men are more likely than women to report
alcohol and drug use in the past month.

Some individuals use more than one drug

® Drugs may be classified in different ways; six of regularly and may use different drugs together
the major ones are reviewed in this chapter. on the same occasion.

® The experience that humans have from taking In 1995, the estimated economic cost of alcohol
drugs is influenced by three sets of factors: and illicit drug abuse to the United States totaled
pharmacological factors, characteristics of the more than $276 billion.
drug user, and the setting in which the drug is The formal definition of substance-use disorders
used. in the United States is given in the fourth edition

® National survey data show that people in the of the American Psychiatric Association’s Diagnos-
United States use a variety of drugs. Alcohol, tic and Statistical Manual.
tobacco cigarettes, and marijuana or hashish The DSM-IV definition includes drug tolerance
consistently have appeared as the most com- and withdrawal, which may powerfully affect
monly tried and currently used psychoactive drug-use patterns.
drugs. This book covers basic psychopharmacology

® Getting an accurate picture of drug use is possible concepts, details on major drugs and drug classes

only by looking at the characteristics of the users.
For example, the heaviest and most frequent illicit
drug use is among young adults (ages 18 to 25).

and those who use them, and discussions of
prevention and treatment for a better under-
standing of drugs and human behavior.
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D
Answers to “What Do You Think?"

Chapter 1

. Because the effects of drugs are both predict-
able and obvious, it is relatively easy to define
drug abuse.

F Drugs have a variety of effects on people,
and the way drugs are perceived may vary in
different cultures and subcultures. As a result,
it has proved difficult to create a definition
of drug abuse that is generally agreeable.

. A drug’s street name sometimes describes the

actual effects of that drug.

T Street names, which come from drug subcul-
tures and the street drug market, sometimes
do reflect actual drug effects.

. A person’s reaction to a drug depends mostly on

the biological action of the drug in the body.

F Biology is important, but psychological and
social or environmental factors must also be
included to explain the effects of psychoac-
tive drugs on humans.

. Because drug use is complicated, it is impossible
to estimate patterns of drug use for the popula-
tion of a whole country.

F Drug use is complicated, but sophisticated
sampling methods and computers have made
it possible to select large numbers of people
and survey them to derive precise estimates
of drug use in a given population.

. Within the United States, similar patterns of

alcohol and other drug use are found even

among different subgroups of the population.

F Drug use has been found to vary with
characteristics of the person and of the
environment.

. The highest rates of alcohol and other drug use

are found among 18- to 25-year-olds.

T People in this age group, called “young
adults,” have the highest rates of alcohol and
other drug use in the United States.

. A person’s use of more than one drug at a time

is of little concern because it happens so

infrequently.

F Although multiple drug use is not as fre-
quent as use of a single substance, it is hardly
rare, especially among young people. It is of

8.

10.

11.

12.

13.

great concern because combining drugs
sometimes has unpredictable effects that
may be life-threatening.

The total economic cost of alcohol and drug

abuse in the United States is about a billion

dollars annually.

F The most recent estimates suggest it is more
than 276 times that amount.

. The use of alcohol and other drugs causes

violence and crime.

F The use of alcohol and other, but not all other
drugs, is associated with violence and crime
but does not directly cause such behavior.

Modern researchers rely on definitions of
alcohol and other drug use that are free of
social or cultural biases.

F We are improving our ability to rid our
definitions of biases, but due to the influence
of social and cultural factors on alcohol and
other drug use and the perception of such
use, it is unlikely that we will ever arrive at
bias-free definitions.

A diagnosis of drug abuse is made when a
person has become either physically or psycho-
logically dependent on a drug.

F Dependence and abuse are considered
separate diagnoses. A person could not be
diagnosed with both dependence on and
abuse of a single drug.

Definitions of addiction center on overwhelm-

ing involvement with a drug.

T Addiction is identified when a person has
overwhelming involvement with using a
drug. The person’s life centers on getting
an adequate supply of the drug, which
takes priority over most or all other parts
of life, such as school, job, family, and
friends.

The continued use of any drug will eventually

lead to tolerance of and physical dependence

on that drug.

F The continued use of many, but not all, drugs
may lead to tolerance of and physical
dependence on that drug.

Copyright 2011 Cengage Learning, Inc. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



Drug Use and Abuse @

Key Terms
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| Essays/Thought Questions

1. This chapter argues that drug use has positive as define a construct like “substance-use disorder,”
well as negative consequences for humans. Consid- such as DSM-1V does? Should cultural differ-
ering the advantages and disadvantages of using ences in substance use and definitions of abuse
different drugs, would you allow the use of a drug matter in defining substance-use disorder? Why
that currently is illegal for the most part, such as or why not? If you believe that cultural factors
cocaine, marijuana, or heroin? Why or why not? should be incorporated in definitions of sub-

2. What are some of the advantages and disadvan- stance-use disorder, how would you do it?

tages of having a formal, standard way to

Suggested Readings

Kapoun, J. (1998). Teaching undergrads web evalua- Weil, A., & Rosen, W. (1983). From chocolate to
tion: A guide for library instruction. College and morphine. Boston: Houghton Mifflin Co.
Research Library News, 59, 522-523.

Web Resources

Visit the Book Companion Website at www ® (Centers for Disease Control and Prevention
.cengage.com/psychology/maisto to access study (CDO)
tools including a glossary, flashcards, and web

quizzing. You will also find links to the following The websites for Chapter 1 are meant to be resources

that provide links to a broad array of valuable infor-

resources: . .
mation on drug use and on drug abuse and its pre-
® National Institute on Alcohol Abuse and Alcohol- vention and treatment. Indeed, the three sites may
ism (NIAAA) be used to locate specific information associated
® National Institute on Drug Abuse (NIDA) with any chapter in this book.
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What Do You Think? True or False?

Answers are given at the end of the chapter.

1. The first recorded use of cannabis was in __ 7. The Pure Food and Drug Act of 1906 had
the early 1800s. little impact on individuals who were ad-
__ 2. Grape wine was the first alcoholic beverage dicted to drugs.
to be used. __ 8. The Harrison Narcotics Tax Act of 1914
__ 3. The Opium Wars between China and Great sharp ly curtail.ed the prevalence of heroin
Britain in the mid-1800s occurred in large use in the United States.
part because Britain was unwilling to curtail __ 9. The Eighteenth Amendment, which pro-
its trade of opium into China. hibited the production, sale, transportation,
___ 4. Columbus and his crew were responsible and importing of alcohol, failed because it

for introducing tobacco to the New World. .did not have ; substantial effect on drink-

ing in the United States.

5. Many of the drugs that are now illegal in

the United States were widely used in the
1800s and early 1900s to treat a broad

spectrum of maladies.

10. Federal antidrug legislation between 1940
and 1970 failed to have a sustained influ-
ence on drug use or dependence.

11. The most successful aspect of the war on

6. The first notable drug law in the drugs has been the interception of drugs.

United States—the 1875 San Francisco
ordinance—banned the smoking of 12.
opium.

Urine testing is a reliable method for de-
tecting drug use.

The use of drugs dates back thousands of years. Drugs have been used for a variety of
reasons in different cultures: for religious purposes, for recreation, for altering states
of consciousness, and for obtaining relief from pain or distress. In this chapter, we
have three objectives. One is to provide you with a historical overview of drug use,
from prehistory to recent times. This is a general overview only. More detailed histo-
ries of specific psychoactive substances appear in their respective chapters. Neverthe-
less, a general overview is useful as a picture of the evolution of drug use and as a
background for considering the patterns of today’s drug use described in Chapter 1.
You will notice in some cases that history has repeated itself, and we hope an under-
standing of such a pattern will help us learn from past experiences. A second goal of
this chapter is to discuss some parallels between developments in medicine and the
nonmedical use of drugs. Finally, we review the restrictions that have been placed on
drug use and summarize current drug laws.

Historical Overview

Indications of psychoactive substance use date back to the beginnings of recorded
history and revolve around the use of alcohol and plants with psychoactive properties.
Investigations by archeologists suggest that beer and huckleberry wine were used as
early as 6400 B.c. (Mellaart, 1967). Alcohol probably was discovered following acci-
dental fermentation. (Grape wine, incidentally, did not appear until 300 B.c. to 400
B.C.) Also, various plants were used for the physical and psychological changes they
produced, usually in religious or medicinal contexts. As an example, what probably

fermentation

A combustive process in
which yeasts interact with
the sugars in plants such as
grapes, grains, and fruits to
produce an enzyme that
converts the sugar into
alcohol.
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opium poppy

A plant cultivated for
centuries, primarily in
Eurasia, for opium—a
narcotic that acts as a
central nervous system
depressant.

Cannabis sativa

The Indian hemp plant
popularly known as
marijuana; its resin,
flowering tops, leaves, and
stem contain the plant’s
psychoactive substances.

hashish

A drug produced from the
resin that covers the
flowers of the cannabis
hemp plant. The resin
generally contains a greater
concentration of the drug’s
psychoactive properties.

prohibition

The legislative forbidding
of the sale of a substance,
as in the alcohol Prohibition
era in the United States,
1920-1933.

was the opium poppy was used in Asia Minor about 5000 B.c. as a “joy plant” (Blum,
1984; O’Brien & Cohen, 1984). The use of Cannabis sativa (brewed as a tea) dates
to around 2700 B.c. in China. Emperor Shen Nung recommended it to his citizens
for the treatment of gout and absentmindedness, among a host of other ailments.
People in the Stone Age are thought to have been familiar with opium, hashish, and
cocaine, and to have used these drugs to produce altered states of consciousness (typ-
ically in a religious context) or to prepare themselves for battle (Government Printing
Office [GPO], 1972). Chewing coca leaves (one way to ingest cocaine) is recorded
among Indian burial sites in Central and South America as far back as 2500 s.c.
Something to keep in mind is that the use of a drug in one culture does not necessar-
ily mean people in another culture were at the same time exposed to or using that
substance. Instead, cultures (now as well as then) are characterized by both diversity
and similarity in their patterns of drug use.

Throughout history, contact between distant cultures has often been forced by
trade agreements or by wars or other hostilities. For example, the Crusades and the
expeditions of Marco Polo exposed Europeans to the drugs, particularly opium and
hashish, that were popular in Asian cultures. Other contacts were opened later through
the travels of European explorers (particularly from England, France, Portugal, and
Spain) to the Americas. The predominant psychoactive substances brought to Europe
from the Americas were cocaine (from South America), various hallucinogens (from
Central America), and tobacco (from North America). And according to O’Brien and
Cohen (1984), the exchange was not one-sided. The trees that produced the caffeine-
containing coffee bean were native to Ethiopia. The coffee beverage derived from this
bean was brought to Europe in the 1600s, and European seagoers were responsible
for the eventual spread of coffee bean cultivation to the current world-leading supplier
of coftee, South America. In addition, Europe introduced distilled alcoholic beverages
to the Americas and cannabis to Chile in 1545 (O’Brien & Cohen, 1984).

There were relatively few restrictions on drug availability or drug use prior to the
beginning of the 20th century (an exception is Islamic law’s edicts on alcohol con-
sumption). Occasional efforts were made to decrease or eliminate certain substances,
but these efforts tended to be short-lived or ineffective. For example, initial introduc-
tions of tobacco, coffee, and tea to Europe all met some resistance. Rodrigo de Jerez,
a colleague of Columbus and the first European thought to smoke tobacco, was jailed
in Spain because the authorities felt the devil had overtaken him (Whitaker, 1987).
Also, at different times, efforts were made to ban the use of coffee and tea.

Cases are also known in which governments acted not to make drugs unavailable
but rather to keep the drug trade open and flourishing. The best example was armed
conflicts between China and Great Britain in the mid-19th century. These conflicts,
because they dealt with British traders bringing opium into China, are known now as
the Opium Wars. By the mid-1800s, millions of Chinese men had become addicted
to opium. In fact, China appears to have had the highest national use of opium at that
time. Most of the opium used in China was cultivated in India and brought to
China by British traders. Chinese officials passed a variety of laws to control or elimi-
nate opium imports, but none (including prohibition) had the desired effect of re-
ducing opium use or the prevalence of addiction. Furthermore, the British were
unwilling to curtail the trade of opium into China, in part for financial reasons and in
part because they did not witness such a degree of addiction among users in England
(where opium was widely used in medicine). Relations reached a crisis in 1839, when
the Chinese government destroyed large shipments of opium being brought into
China by British and American traders. Thus began the first Opium War between
China and England. The British won the conflict and, as part of the 1842 Treaty of
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Nanking, received rights to the port of Hong Kong (rights that ended in 1997) as
well as reimbursement for the shippers who lost their opium cargo. The opium trade
continued until 1856, when the second Opium War commenced. The war ended in
1858, and the Treaty of Tientsin mandated that China would continue to import
opium but could impose heavy taxes. Not until the beginning of the 20th century was
this trade reduced and eventually terminated, dovetailing with a growing international
recognition of narcotic drug abuse.

In the 20th century, few differences existed between Europe and North America in
the types of drugs being used. What is of interest is that a large number of new or “re-
discovered” drugs were first popularized in the United States and later became popular
in other countries, making the United States something of a trendsetter in drug use.

Drug Use in the United States

The use of psychoactive substances in the United States has a history as old as the coun-
try itself. Upon their arrival in the New World, Columbus and his crew were amazed
when they saw Indians smoking tobacco. Indeed, they described to their countrymen
that these natives ate fire and belched out smoke like a dragon! The Indians who inhab-
ited this land also introduced Columbus and the later explorers and settlers to a wide
variety of psychoactive plants, including peyote. The Europeans, in turn, introduced
distilled spirits, a major staple on the long and arduous voyage across the Atlantic. The
Pilgrims, for example, brought with them large stores of alcoholic beverages.

One of the most interesting times in this country in terms of drug use was the
19th century. Into the mid-1800s, few restrictions were placed on drugs. Drugs such
as opium, morphine, marijuana, heroin (at the end of the century), and cocaine were
easy to obtain without prescription, often at grocery stores or through mail order.
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Several million Chinese men and women were addicted to opium by the mid-1800s. This photograph
depicts a woman smoking opium around 1900 in China.
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narcotic

A central nervous system
depressant that contains
sedative and pain-relieving
compounds.

peyote (pa-'6-té)

A cactus plant, the top of
which (a “button”) is dried
and ingested for its
hallucinogenic properties.

morphine

A derivative of opium best
known as a potent
pain-relieving medication.
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patent medicines
Products that were sold,
most often in the 19th
century, as medicines that
would cure a host of
illnesses and diseases.

Opium, for example, was sold legally and at low prices; some opium poppies were
grown in the United States (opium cultivation was not outlawed nationally until
1942). Morphine was commonly used, especially during and after the Civil War, and
opium, morphine, and cocaine could be obtained in a variety of patent medicines
readily available in stores. Examples were Godfrey’s Cordial, Swaim’s Panacea, Ayer’s
Sarsaparilla, and Mrs. Wilson’s Soothing Syrup. Opium was frequently taken in liquid
form in mixtures such as laudanum (which contained 1 grain of opium to 25 drops of

alcohol), and one of its common uses was in calming and quieting crying babies!
Most narcotic use throughout this period was legal—whether through over-the-counter
“tonics” or prescription. Physicians recommended these substances widely and referred to
opium and morphine as “God’s own medicine,” or “G.O.M.” (Morgan, 1981). Indeed
these were effective calming agents. Opium was recommended for a nearly endless list of
ailments. A short list includes dysentery, pain, swelling, delirium tremens (associated with
withdrawal from alcohol), headache, and mental illness in certain cases. Morphine, the ac-
tive agent in the opium poppy, was isolated in 1806. It was named after Morpheus, the god
of sleep and dreams, and was used widely during and after the Civil War, its administration
greatly facilitated by the introduction of the hypodermic needle in the late 1840s. In fact,
the widespread use of morphine during the Civil War is generally considered responsible
for large numbers of soldiers developing the “soldier’s disease” —morphine

D'?BH_UEss‘FfsP

addiction. The smoking of opium was introduced in the United States by
Chinese laborers and was a widespread practice in the mid-1800s, especially

REM EDY on the West Coast. However, increased recognition by medical experts and

others of the addictive nature of the opium poppy products—opium, mor-

T H E B E ST ; h. ' phine, and heroin—triggered efforts to control their use and availability. We

discuss some of these efforts later in this chapter.
Marijuana is another substance with a long history of use. In the 1800s,

L I N l M E N T physicians used a liquid extract of the Cannabis sativa plant as a general

all-purpose medication (Nahas, 1973). Its nonmedical use was much
wider in the 1920s, probably in part a reaction to alcohol prohibition
(Brecher, 1972). The use of marijuana was fairly constant in the 1930s
through the 1950s, but was generally limited to urban areas and to the
rural areas in which the marijuana was grown and harvested. In the 1960s,
its popularity soared, and that popularity has remained strong. Coinciding
with this popularity have been efforts to decriminalize or legitimize mari-
juana sale and use. Organizations active in this effort include the National
Organization for the Reform of Marijuana Laws, or NORML, and the
Drug Policy Alliance. Some advocacy groups have focused their efforts on
legalizing marijuana for medical uses. Via Proposition 215 in 1996, Cali-
fornia was the first state to legalize medical marijuana. By 2009, medical
marijuana use was legal in 13 states, although this number fluctuates as a
function of ballot initiatives and changes in state laws. One advocacy or-
ganization supporting medical marijuana, the Drug Policy Alliance, has
45 staft members in 7 offices throughout the United States.

A drug whose popularity has fluctuated among drug users in this
country is cocaine. Cocaine was widely used in various “tonics” and pat-
ent medicines in the late 1800s and early 1900s, despite concerns over
negative effects associated with its extended use; not until 1914 was

Patent medicines, such as Dr. Bruess's
Remedy, were widely marketed in the 1800s

cocaine brought under strict legal controls and penalties. Its use was ap-
parently limited in the United States until the 1960s. In the late 1960s

as cures for a variety of ailments and and up to now, it has been in much wider use in various forms. For ex-

illnesses.

ample, crack cocaine (a free-based form of cocaine made by cooking
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cocaine powder, water, and baking soda until it forms a solid) first appeared in large
cities in the mid-1980s. Some experts believe that cocaine (along with heroin and
methamphetamine) will be a drug of choice for many drug users in upcoming years.

Other psychoactive substances have had their distinct periods of popularity during
this century. Amphetamines, for example, were widely used in the 1930s to treat de-
pression. In addition, they were given to soldiers during World War II in the belief that
the drug would enhance alertness (O’Brien & Cohen, 1984 ). Obtaining amphetamines
through medical outlets such as physician prescriptions was not particularly difficult. As
concern arose about the dangers inherent in the continued use of these drugs, restric-
tions on their availability became much tighter. At this juncture, the stage was set for a
much greater production and distribution of amphetamines through illicit channels.
Later, in the 1960s and 1970s, amphetamines went through another period of heavy
use when they were overprescribed for weight control. Amphetamines also became
widely available on the street during this time. The abuse of amphetamines remains a
significant problem today, particularly when these drugs are taken intravenously.

The 1950s were the era for two central substances. Use of the minor tranquilizers
became popular, and that trend continues today. As we discuss in Chapter 13, minor
tranquilizers are among the most commonly prescribed psychiatric drugs in this country.
The 1950s are also associated with the contemporary appearance of solvent inhaling.
The first report of such abuse was in 1951, by Clinger and Johnson, who described the
intentional inhalation of gasoline by two boys. Solvent abuse tended to be more com-
mon with other substances, however, such as model cements, lighter fluids, lacquer thin-
ner, cleaning solvents, and more recently the propellant gases of aerosol products
(Hofmann, 1975). The problem was marked in the early 1960s,
with solvent inhaling causing deaths and leading hobby glue
producers to remove the two most toxic solvents—benzene
and carbon tetrachloride—from their products (Blum, 1984).
A more recent example has been the sniffing of correction fluids
that contain the solvent trichloroethane. Manufacturers of cor-
rection fluid have replaced trichloroethane with other solvents
or added unpleasant substances to the fluid, such as mustard oil.
Solvent inhalant abuse (such as the current “huffing” of pro-
pane and spray paint fumes) is still a serious problem, especially
among boys in their teens. Indeed, there have been recent re-
ports of teenagers using aerosol products and then diving into
a swimming pool because they had heard that the underwater
pressure would increase the rush. Instead, doing so has some-
times resulted in “sudden sniffing death syndrome,” whereby
users have a heart attack and drown.

A historical view of psychoactive substance use might show
the 1960s as the era of lysergic acid diethylamide-25, com-
monly known as LSD. The drug had been used in various tests
during the 1950s (for example, as an adjunct to psychotherapy)
but did not reach the height of its popularity until the mid-
1960s, when Dr. Timothy Leary, a Harvard psychologist,
began to expound on what he found to be its mind-altering
advantages. LSD was banned in 1967, and its use waned con-
siderably until a recent resurgence in its popularity, particularly
in the context of the “rave” culture. A more recent psychedelic
substance to appear on the scene is methylenedioxymetham-
phetamine, better known as MDMA or “Ecstasy.” MDMA or
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amphetamines
Central nervous system
stimulants that act like
naturally occurring
adrenaline.

solvent

A substance, usually

a liquid or gas, that
contains one or more
intoxicating components;
examples are glue, gasoline,
and nonstick—frying

pan sprays.

Solvent sniffing remains a serious problem, particularly
among teenage boys.
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Ecstasy is one of a cluster of drugs collectively referred to as “club drugs” (others include
methamphetamine, GHB, LSD, and ketamine; they are discussed in greater detail in
Contemporary Issue Box 2.1).

Heroin is another drug with a long history of use in the United States. Heroin was
first synthesized in the late 1890s, and it has been available for use since the early

The Rise of “Club Drugs”

Throughout the 1990s and into the 2000s, the popular-
ity of a group of substances collectively referred to as
“club drugs” has been sustained. This term describes
drugs being used by young adults at all-night dance
parties such as “raves” and “trances” and at dance
clubs and bars. All indications are that club drugs can
cause serious health problems and even death in some
cases. Some of these drugs are stimulants, some are
depressants, and some are hallucinogens. When used
in combination with alcohol, these drugs can be even
more dangerous. Because some club drugs are colorless,
tasteless, and odorless, individuals who want to intoxi-
cate or sedate others (often to commit sexual assaults)
can unobtrusively add them to beverages. Following is
some information on the leading club drugs. More
details on these substances are provided in later chapters
of this text:

Methylenedioxymethamphetamine (MDMA)
(street names: Ecstasy, XTC, X, Adam, clarity, lover’s
speed). MDMA is chemically similar to the stimulant
amphetamine and the hallucinogen mescaline.
MDMA can produce both stimulant and psychedelic
effects and can be extremely dangerous when taken
in large doses.

Gamma hydroxybutyrate (GHB) (street names:
grievous bodily harm, G, liquid Ecstasy, Georgia home-
boy). GHB can be produced in clear liquid, white powder,
tablet, and capsule forms, and it is often used in combina-
tion with alcohol, making it even more dangerous. GHB
has been increasingly involved in poisonings, overdoses,
rapes, and fatalities. GHB is often manufactured in homes
with recipes and ingredients found and purchased on
the Internet. It is usually abused either for its intoxicat-
ing, sedative, or euphoriant properties or for its growth
hormone-releasing effects, which can build muscle.
When taken in smaller doses, GHB can relieve anxiety
and produce relaxation; however, as the dose increases,
the sedative effects may result in sleep and eventual
coma or death.

Ketamine (street names: special K, K, vitamin K, cat
valiums). Ketamine is an injectable anesthetic that has
been approved for both human and animal use in
medical settings since 1970. Ketamine is produced in
liquid form or as a white powder that is often snorted

or smoked with marijuana or tobacco products. Taken
in larger doses, ketamine can cause delirium, amnesia,
impaired motor function, high blood pressure, depres-
sion, and potentially fatal respiratory problems. Low-
dose intoxication from ketamine results in impaired
attention, learning ability, and memory.

Rohypnol (street names: roofies, rophies, roche,
forget-me pill). Rohypnol (flunitrazepam) belongs to
the class of drugs known as benzodiazepines. It is not
approved for prescription use in the United States,
although it is approved in Europe and is used in more
than 60 countries as a treatment for insomnia, as a
sedative, and as a presurgery anesthetic. Rohypnol is
tasteless and odorless, and it dissolves easily in carbon-
ated beverages. The drug can cause profound “antero-
grade amnesia”; that is, individuals may not remember
events they experienced while under the effects of the
drug.

Methamphetamine (street names: speed, ice, chalk,
meth, crystal, crank, fire, glass). Methamphetamine is
a toxic, addictive stimulant that affects many areas of
the central nervous system. The drug is often made in
clandestine laboratories from relatively inexpensive
over-the-counter ingredients. Available in many forms,
methamphetamine can be smoked, snorted, injected,
or orally ingested. Its use is associated with serious
health consequences including memory loss, aggres-
sion, violence, psychotic behavior, and potential car-
diac and neurological damage. Methamphetamine
abusers typically display agitation, excited speech,
decreased appetite, and increased physical activity
levels.

Lysergic acid diethylamide (LSD) (street names:
acid, boomers, purple haze, yellow sunshines). LSD is
a hallucinogen; it induces abnormalities in sensory
perceptions. The effects of LSD are unpredictable,
depending on the amount taken; on the surround-
ings in which the drug is used; and on the user’s
personality, mood, and expectations. Two long-term
disorders sometimes associated with LSD are persis-
tent psychosis and hallucinogen persisting perception
disorder (which used to be called “flashbacks”).

Source: Adapted from Community Alert Bulletin on Club Drugs (National
Institute on Drug Abuse [NIDA], 2004). Updated 2009.
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One of the latest additions to the growing category
of “designer drugs” is methcathinone, known most
widely as “cat” and also as “goob,” "jeff,” “bathtub
speed,” “Cadillac express,” "kitty,” and “gagers.”
Methcathinone is a potent synthetic form of cathi-
none, a naturally occurring stimulant found in a
Somali plant called khat (pronounced “kaht”).
Methcathinone is a powder that most often
is inhaled or smoked. It has also been injected by
needle and ingested orally (mixed with a beverage
such as soda). Methcathinone reportedly produces
an energetic and euphoric feeling that can last for
several days. Its short-term effects are similar to those
following the use of methylenedioxymethamphet-
amine (more commonly known as MDMA or Ecstasy).
These effects include increases in heart rate and
respiration, heightened alertness, and pupil dilation.
Higher doses can produce anxiety, insomnia, disorien-
tation, tremors, aggression, paranoia, headaches,
hallucinations (visual as well as auditory), and delu-
sions. Withdrawal typically is accompanied by severe
depression. Methcathinone is highly addictive, and
methcathinone addicts have been known to suffer
permanent brain damage, symptoms similar to those

Methcathinone: Unleashing the “Cat”

tion became more widely known. With relatively
easy-to-obtain ingredients, homemade methcathinone
could be produced. The number of home laboratories
began to increase throughout the Midwestern United
States and as far away as Florida and California. Although
methcathinone has been available on the streets of large
cities, its use to date has mostly been in nonurban areas,
such as towns and rural areas. Nevertheless, the United
States Drug Enforcement Administration views meth-
cathinone as one of its biggest challenges in upcoming
years.

There have been productive legislative as well
as prevention-oriented responses to concerns over
the manufacture, sale, distribution, and use of
methcathinone and more broadly to methamphet-
amines. Legislative responses have included the
revision of federal and state laws to provide more
severe penalties for the manufacture and distribution
of methcathinone and to better control the availabil-
ity of the ingredients needed to produce the drug.
Many of these legislative responses were consolidated
under the Comprehensive Methamphetamine Control
Act of 1996. Prevention responses have also been
implemented, and largely have entailed the highlight-

associated with Parkinson’s disease, paranoid
psychosis, and abnormal liver functioning.

Although illicitly used in Russia since the early 1980s,
methcathinone was not used in the United States and
most other countries until the late 1980s. In 1989, a
pharmaceutical worker in Michigan obtained several
vials of the drug from work and started using it with
some friends. Information on methcathinone produc-

(Johnston et al., 2009b).

ing of negative effects of methamphetamine use.
Interestingly, the telling messages, at least among
teenagers and young adults, have keyed on cosmetic
effects, such as “meth mouth” (the rotting away of
teeth associated with heavy amphetamine use). As

a result of these and other responses, methamphet-
amine use in recent years has been in decline

1900s. The extent of use traditionally has been greater among two populations: lower
and higher socioeconomic groups (O’Brien & Cohen, 1984). During the Vietnam
War, the high incidence of heroin use among U.S. soldiers in Vietnam was a signifi-
cant concern, but soldiers who used the drug overseas did not tend to continue its use
following their return to the States. In recent years, heroin has been showing a re-
newed popularity. The same factors that contributed to the spread of crack—low price
and easy availability—appear to be behind this increase in heroin use. However, there
are some new wrinkles and concerns. First, the level of purity of the currently available
heroin is higher than in the past. In the 1980s, the purity of heroin sold on the street
was less than 10%; it is now estimated at more than 60% and can be as high as 80%.
Second, fewer users are injecting the drug. Instead, users have been snorting or smok-
ing it, or mixing heroin and crack and smoking the combination. Third, heroin was a
drug historically used by adults. However, early use and experimentation with heroin
by U.S. teenagers have been an ongoing concern. Among those using heroin for the
first time, approximately 25% are under the age of 18.

“The universal, immedinte

reaction is that the
amppetamine high is like
nothing else. You fix up a
shot. You dissolve it in
water. You dvaw it up
into the dvopper. You put
a belt or a tie around
your arm. In the
meantime, You’re very
excited, your heart’s
beating fust. ’Cause you
know you’re going to get
happy in a couple
minutes. Then you give
yourself a shot.”

An amphetamine addict
(Goode, 1972)
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This overview provides only a sample of the major drugs that have been used over
the years for their psychoactive properties. It is important to recognize that patterns
of drug use and abuse are not static. The drugs more frequently used next year might
include a drug used in the past that develops a renewed popularity or a newly synthe-
sized substance, such as one of the so-called designer drugs. The only thing that can
be said with confidence is that drugs will continue to be used and that some drug
abuse will be associated with any given psychoactive substance.

Medical Science and Drug Use
Before leaving our historical perspective section, we should note the interesting long-
term parallel between the development and use of psychoactive substances in medici-
nal forms (discussed in more detail in Chapter 5) and the nonmedicinal use or misuse
of these drugs. Many of the drugs described in this text were used for medicinal pur-
poses at one time or another. Medical science only gradually became the well-re-
spected institution that we know today. Even in the 20th century, folk cures, potions,
and so-called patent medicines were freely available and widely used.

Perhaps the best examples of this are the opiates opium and morphine that,

<LSD did unlock throughout most of the 1800s, were used to treat a variety of complaints, including
fom;fhi%w‘lm’dm; and rheumatism, pain, fever, delirium tremens, and colds. The opiates were also used as an

 bot defimizely di anesthetic for some surgeries and for setting broken bones. As we noted earlier, physi-
something for the old . . ) . -
cars. Suddenly I conld cians used and prescribed the opiates despite a lack of understanding of how they
hear more subtle things.” acted in the body. All that was known was that opium and morphine seemed to help
gusicia';{a'@ form;; Beatle alleviate pain and symptoms that simply were not understood (Morgan, 1981). Un-
Mca(;r%;gze;rrlson( ot . fortunately, such widespread use contributed to a considerable number of people

becoming physically addicted to these substances. Not until the 1870s did a clearer
picture of the addictive properties of these drugs emerge.

Numerous other examples can be cited. Chloroform and ether were developed as an-
esthetics, but each also went through a period in the 1850s when its nonmedical use was
quite fashionable. At one time, cocaine was used to treat complaints such as depressed
mood and pain. In fact, one ofits uses was as a treatment for opiate addiction. In the latter
half of the 19th century, physicians recognized an array of uses for cannabis, including
treatment of insomnia and nervousness, although its prescribed use was not nearly as ex-
tensive as with the opiates. The 20th century witnessed the development of the synthetic
stimulant amphetamines, some of which initially were available without prescription.

We could provide additional examples, but the important point is that medicinal

[37%) . . .. .
g e uses of psychoactive substances (whether folk medicine or more contemporary medi-

1t’s not good for the . . . . . .
mind. It’s the real imma-  cine), medical science, and nonmedical drug use and abuse will always be closely in-

« ture adolescent in tertwined. In the past, folk or cultural use of a substance often became incorporated
everybody that finds

into the practice of medicine. More common today is the incorporation of a substance

5 : . developed for the practice of medicine into the array of drugs that can be used in
Branford Marsalis on using L. K .
drugs to enhance creativity nonmedicinal ways. The reverse can still occur, however, as shown by the attention
(Musician, May 1992) 4" being given to the medical uses of marijuana. In any event, keeping the medical and
nonmedical uses of drugs separate is impossible.

romance in that.”

Development of Drug Laws

Legislation is the main way society establishes formal guidelines for drug use. Further-
more, such legislation essentially reflects a society’s beliefs about drugs. Laws generally
establish restrictions or prohibit the manufacture, importation, sale, or possession of
the substance under evaluation. It is noteworthy that actual drug use in the United
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States, and in other countries as well, is not a crime under federal law, nor is it a crime
to be a drug addict or an alcoholic.

Drug laws for the most part have had limited effectiveness in reducing overall illicit
drug availability and use (Australian Drug Law Reform Foundation, 1996; Jung,
2001; Nadelmann, 1989). In fact, the more restrictive the laws, the less effective they
have tended to be in the long run (Brecher, 1972; 1986). The only time these laws
seem to be more effective is when drug use or abuse is particularly unpopular (Bre-
cher, 1986; Hofmann, 1975). However, the duration of these periods and the time
between them are variable. Nevertheless, legislation remains society’s central means
for addressing its concerns about drugs.

Describing the history of drug laws in the United States will provide an example of
one society’s response to drug use and abuse. Interestingly, the implementation of
drug laws in the United States did not really begin until the turn of the 20th century.
This made the United States one of the last industrialized nations to formally imple-
ment drug legislation. Various efforts were mounted to regulate opiates in the second
half of the 19th century, but these were largely halthearted and ineffective. That is not
to say that sanctions on drug abuse did not exist, but rather there were no legal penal-
ties to speak of. At different times and in different locations, varying degrees of social
sanctions existed, such as the ostracism of citizens who displayed certain forms of
drunkenness in Colonial times.

The San Francisco Ordinance

The only notable law regarding drug use in the 19th century that had any effect was a
city ordinance passed in San Francisco in 1875. Chinese men had entered this country
throughout the mid-1800s, to meet demands for labor in the rapidly expanding West.
Most of these immigrants worked on the building of the railways. When this construc-
tion was finished, many of the laborers made their way back to San Francisco, where
they frequented “opium dens”—places where people could smoke opium. Although
this drug use had little negative effect on the San Francisco community per se, some
thought the practice was sinister. Rumors began to circulate that the opium den houses
were evil and that unsuspecting members of the community—young women were used
frequently as examples—were at risk for unknowingly heading down dangerous paths
toward disrepute and drug addiction. This concern led to the 1875 ordinance. Only
opium dens were banned, however, not the smoking of opium. Conviction for operat-
ing or frequenting an opium den carried a fine of $50 to $500 and /or a jail sentence of
10 days to 6 months. The actual impact of the ordinance was not great; the larger and
more obvious opium dens closed, and the number of smaller dens increased. The effect
was greater in the sense of setting the stage for drug regulation in other parts of the
country, as a number of other cities and states passed similar ordinances in later years.
Not until 1909 did Congress pass a law banning the importation of opium for smoking.

Pure Food and Drug Act

The first federal legislation of note was the Pure Food and Drug Act passed in 1906
(see Figure 2.1). This act, which was designed to control opiate addiction, legislated
that producers of medicines must indicate on the packaging the amount of drug con-
tained in their products. The law focused particularly on the opiates opium, morphine,
and heroin, but also mandated the accurate labeling of products that contain alcohol,
marijuana, and cocaine. The overall effect of the act was mixed: It did not ban opiates
in patent medicines and thus had little impact on the addicts at the time, but the legis-
lation may have served to decrease the number of new addicts, given the subsequent
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Establishment of
Federal Bureau of Narcotics

Pure Food Harrison (now known as Drug Opium Poppy
and Drug Act Narcotics Tax Act Enforcement Administration) Control Act
(1906) (1914) (1930) (1942)
f T f T i T f T !
1900 11910 1920 1930 l l 1940 1950
Congress outlaws Alcohol prohibition Alcohol prohibition ~ Marijuana
importation of opium enacted with repealed with Tax Act
for smoking passage of passage of (1937)
(1909) 18th Amendment 21st Amendment
(B2 (B8] Ecstasy Anti-Proliferation
] ) ] Act (2000)
Chemical Diversion and A Combat
Trafficking Act (1988) Methamphetamine
Anti-Drug Abuse Act Epidemic Act (2006)
Drug Abuse Controlled (1988) Illicit
Control  Substances Emergency Drug Anti-
Amendment  Act Scheduling Proliferation
(1965) (1970) Act (1984) Act (2003)
f f T T f T f T —>
l 1960 l 1970 l 1980 1990 l 2000
Narcotic Narcotic Addict Drug Controlled Substances  comprehensive Family
Control Act Rehabilitation Enforcement Analogue Enforcement pjethamphetamine Smoking
(1956) Act Administration ) Act (1986) Control Act Prevention and
(1966) created Anti-Drug Abuse Act (1996) Tobacco Control
(1973) (1986) Act

(2009)

FIGURE 2.1
Major U.S. drug legislation

political and educational efforts to describe the addictive potential of patent medicines
containing opiates (Brecher, 1972).

Harrison Narcotics Tax Act

Another major piece of federal legislation, the Harrison Narcotics Tax Act, was passed
in 1914. Curiously, this law was passed not in response to domestic demand but rather
as a consequence of the United States signing the Hague Convention of 1912, an inter-
national agreement that directed signing nations to regulate opium traffic within their
respective countries (Brecher, 1986). The Harrison Narcotics Tax Act strictly regulated,
but did not prohibit, the legal supply of certain drugs, particularly the opiates. The law
stated that marketing and prescribing these drugs required licensing. The physician was
directed to prescribe narcotics only “in the course of his professional practice.” This
phrase is certainly general and open to interpretation, and controversy between law
enforcement agencies and physicians ensued. The central debate was whether the pre-
scribing of an opiate for an addict was part of a treatment plan or merely served to
maintain the addict’s dependence on the drug. Although this confusion of the act’s in-
tent led to more restrictions on prescribing and supplying opiates, the act had little ef-
fect on opiate abuse (even when subsequent amendments mandated more severe
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penalties for possession). In fact, Brecher (1986) argued that the act was actually coun-
terproductive. Brecher maintained that, in the years since its passage, the law actually
has served to shift opium and morphine addicts to heroin (which became easier to ob-
tain on the black market) and overall to double the number of addicts in the United
States. This occurred despite more than 50 modifications to the act during the 50 years
following its passage, each change designed to toughen the law (Brecher, 1972).
Three other facets of the Harrison Narcotics Tax Act should be mentioned. First,
the act did not restrict manufacturers of patent medicines, with the exception that
their preparations could “not contain more than two grains of opium, or more than
one fourth of a grain of morphine, or more than one eighth of a grain of heroin . . .
in one avoirdupois ounce” (U.S. Pure Food and Drug Act of 1900, cited in Brecher,  avoirdupois
1972). A second interesting aspect of this narcotic control act was its inaccurate inclu- z‘:r:‘z:li:rgefgg —
sion of cocaine as a narcotic. Finally, one treatment-related result of the Harrison  based on 1 pound
Narcotics Tax Act was that treatment centers for addicts began to open in some of the ~ €aualing 16 ounces.
larger cities (Morgan, 1981). Most of these centers, however, were open for only a
few years and thus had limited opportunity to help alleviate opiate addiction.

Alcohol Prohibition

Alcohol prohibition was enacted several years later when, in 1920, Congress passed
the Eighteenth Amendment to the Constitution. The legislation was a victory for the
forces that viewed alcohol as evil and destructive, notably the Anti-Saloon League and
the Women’s Christian Temperance Union. The amendment was not vague about its
intent: It prohibited the production, sale, transportation, and importing of alcohol in
any part of the United States. The only exception was that alcoholic beverages kept in
the home, such as naturally fermented hard cider, could be consumed but not oftered
for sale (Lender & Martin, 1982).

Alexander Lamber, "Underlying Causes of the Narcotic Habit,” Modern Medicine, 2, January 1920

Addicts gathered outside a New York City drug clinic in 1920.
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The National Prohibition Act subsequently was passed to provide the means to

Oy a2 investigate and punish violators of the Eighteenth Amendment. The legislation, which

deliberately undertaken

o grent social and was passed over the veto of President Woodrow Wilson, is better known as the Vol-

cconomic experiment,  stead Act because it was introduced by Minnesota Representative Andrew Volstead.
LG R Scheduled to take effect in 1920, the act defined an “intoxicating beverage” as one

far-reaching in purpose. .. 0

Tt must be worked our . containing more than 0.5% alcohol.

constructively.” As you may be aware, and as discussed further in Chapter 9, Prohibition was an ex-

President-elect Herbert periment in drug control that did not succeed, and the Eighteenth Amendment was re-

g‘;‘fl\l';rn(olf)z &4 . pealed 13 years later by the Twenty-first Amendment. Although Prohibition is commonly

cited as a drug use control measure that failed overall, it nevertheless did have a substan-
tial effect on drinking in the United States. For example, the rate of drinking was reduced
markedly (reasonable estimates range from one-third to one-half); other decreases were
in the death rates attributable to liver cirrhosis, admission rates to state hospitals for treat-
ment of alcoholism, and arrest rates for alcohol-related offenses (Aaron & Musto, 1981).
The greatest decrease in alcohol consumption was among the working population, and
this made the legislation vulnerable to widespread criticism that it was a biased law. Un-
fortunately, a variety of other undesired consequences were associated with Prohibition,
including more extensive use of marijuana, a shift in drinking habits away from beer to
speakeasy distilled spirits, the advent of the speakeasy, and the takeover of alcohol distribution by

A slang expression used to (. iming| groups. (Coffee intake, according to Brecher [1972], also soared during this
describe a saloon operating > >

without a license; popularly  period.) Thus, although Prohibition was successful in achieving some of its intended ef-
used during Prohibition.

fects, these outcomes were tempered by other undesired results. Ultimately, Prohibition
was repealed because it lacked sufficient public support to maintain it.

.

Y Post-Prohibition Legislation

Following the repeal of Prohibition, the 1930s were
characterized by stricter guidelines and penalties for
the possession and sale of drugs, particularly marijuana.
Legislative action taken in 1930 provided independent
status for narcotic control agents through the estab-
lishment of the Federal Bureau of Narcotics (later to
be called the Bureau of Narcotics and Dangerous
Drugs and now the Drug Enforcement Administra-
tion). A major thrust of the Federal Bureau of Narcot-
ics, spearheaded by Commissioner Harry J. Anslinger,
was the eradication of marijuana use. Anslinger’s
crusade resulted in the Marijuana Tax Act of 1937.
Like the Harrison Narcotics Tax Act, this measure did
not ban marijuana but instead required authorized
producers, manufacturers, importers, and dispensers of
the drug to register and pay an annual license fee. Only
the nonmedical possession or sale of marijuana was
outlawed (Brecher, 1972). Some medical uses for
marijuana were still recognized. Legislative actions
regarding marijuana use gradually grew more restric-
tive and provided for greater penalties until the de-
criminalization movement began in the latter part of
the 1970s.
Customers turned to speakeasy establishments to drink during Additional federal legislation was passed between
Prohibition. 1940 and 1970. However, like previous legislation,

Bettmann/CORBIS
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these actions failed to have a sustained influence on the prevalence of drug use or de-
pendence, despite the increased severity of the penalties for drug law infractions. Two
trends are worth noting. The first is increased attention to nonnarcotic drug use,
whereby stimulants, depressants, and hallucinogenic substances became regulated
under legislation such as the Drug Abuse Control Amendment of 1965. The second
notable change in federal legislation was a shifting of at least some attention to the
treatment of drug abuse through such measures as the Community Mental Health
Centers Act of 1963 and the Narcotic Addicts Rehabilitation Act of 1966.

A landmark legislative act, the Comprehensive Drug Abuse Prevention and Control
Act, was passed in 1970. More commonly known as the Controlled Substances Act, this
legislation is the basis for drug regulation in the United States today. We discuss
this act, along with some other more recent legislation, in the following section.

Current Drug Laws

Drug classifications for law enforcement purposes are rooted in the 1970 Controlled
Substances Act. Under this measure, drugs are not classified according to their phar-
macological action but according to their medical use, their potential for abuse, and
their likelihood for producing dependence. Almost all psychoactive substances (alcohol
and nicotine are two notable exceptions) have been placed in one of the five categories,
or schedules, generated by the act. A description of each of the five schedules is shown
in Table 2.1, and Table 2.2 lists examples of the drugs in each classification. Several
substances that have little or no potential for abuse or dependence are not classified.
These include the major tranquilizers, such as chlorpromazine (trade name Thora-
zine), thioridazine (Mellaril), and haloperidol (Haldol); and the antidepressants, such

Bettmann/Corbis

Prohibition was enacted to terminate the production, sale, and distribution of alcohol. These federal agents have just completed
a raid on a Washington, DC, speakeasy in 1923.
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“Will we be able to teach
the dangers of drugs to
later generations who
have little or no
experience with them?”

David F. Musto, Yale
 School of Medicine
Professor of Psychiatry and
History, asked to ponder
life in the year 2053 (U.S.
News & World Report,
October 25, 1993)

TABLE 2.1 Schedules of Controlled Substances

Schedule I: The drug or other substance has a high potential for abuse. It has no currently
accepted medical use in treatment in the United States. There is a lack of accepted safety
for use of the drug or other substance under medical supervision.

Schedule II: The drug or other substance has a high potential for abuse. It has a currently
accepted medical use in treatment in the United States or a currently accepted medical
use with severe restrictions. Abuse of the drug or other substances may lead to severe
psychological or physical dependence.

Schedule Ill: The drug or other substance has a potential for abuse less than the drugs or
other substances in Schedules | and Il. It has a currently accepted medical use in treatment
in the United States. Abuse of the drug or other substance may lead to moderate or low
physical dependence or high psychological dependence.

Schedule IV: The drug or other substance has a low potential for abuse relative to the
drugs or other substances in Schedule Ill. It has a currently accepted medical use in
treatment in the United States. Abuse of the drug or other substance may lead to
limited physical dependence or psychological dependence relative to the drugs or
other substances in Schedule IlI.

Schedule V: The drug or other substance has a low potential for abuse relative to the drugs
or other substances in Schedule IV. It has a currently accepted medical use in treatment in
the United States. Abuse of the drug or other substance may lead to limited physical
dependence or psychological dependence relative to the drugs or other substances in
Schedule IV.

Source: From The United States Controlled Substances Act.

as imipramine (Tofranil) and amitriptyline (Elavil). We discuss these drugs in greater
detail in Chapter 13.

The Controlled Substances Act contains provisions for adding drugs to the sched-
ules and for rescheduling drugs. For example, diazepam (Valium) and other benzodi-
azepines were unscheduled when the act was passed but were classified as Schedule IV
drugs in 1975. Similarly, phencyclidine (PCP, or “angel dust”) was initially unsched-
uled but then classified as a Schedule II substance in 1978 when it began to be abused.
A variety of Schedule III substances were reclassified into Schedule II during the early
1970s, including amphetamine (Benzedrine), methylphenidate (Ritalin), and seco-
barbital (Seconal). Methcathinone was classified as a Schedule I drug in 1992.

Consistent with its intended comprehensive character, the Controlled Substances
Act also establishes the penalties for criminal manufacture or distribution of the sched-
uled drugs. Many of these penalties, particularly those for drug trafficking, were in-
creased during the 1980s and 1990s, through legislation such as the 1988 Anti-Drug
Abuse Act. The penalties are greatest for trafficking Schedule I and IT drugs (exclud-
ing marijuana, hashish, and hashish oil, for which the penalties are only slightly less
severe), and the penalties increase with the quantity involved and the number of previ-
ous offenses. For example, a first conviction for trafficking 100 to 999 grams of heroin
mixture or 500 to 4,999 milligrams of cocaine mixture carries a sentence of not less
than 5 years (up to 40 years) and a fine of up to $2 million. If a death or serious injury
is associated with the drug trafficking, the sentence is not less than 20 years imprison-
ment. Larger quantities carry greater penalties, as do subsequent offenses. Penalties
for trafficking any amounts of Schedule III through V substances are lower but still
substantial. A first conviction for trafficking any amount of a Schedule III substance is
up to 5 years and a $250,000 fine. A subsequent conviction can result in up to 10
years imprisonment and a $500,000 fine.
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TABLE 2.2 Examples of Scheduled Drugs and Drug Products

Schedule |

Heroin Methylenedioxymethamphetamine (MDMA, ecstasy)
Peyote Methaqualone

Mescaline Tilidine

Psilocybin Marijuana

Hash Lysergic acid diethylamide-25 (LSD)

Hash oil Dimethyltryptamine (DMT)

Gamma hydroxybutyric acid (GHB)
Nicocodeine

Quaalude
Methcathinone

Schedule I

Opium Methamphetamine

Morphine Phencyclidine (PCP)

Codeine Cocaine

Percodan Benzedrine

Ritalin Dexedrine

Seconal Dilaudid

Oxycodone (Percodan, Percocet, Demerol
OxyContin) Methadone

Schedule Il

Empirin with codeine Nodular

Tylenol with codeine Ketamine

Paregoric Flunitrazepam (Rohypnol)

Marinol Butisol

Vicodan Fiorinal

Doriden Anabolic steroids

Schedule IV

Luminal Ativan

Darvon Halcion

Valium Restoril

Librium Serax

Chloral hydrate Dalmane

Placidyl Tranxene

Darvocet Miltown

Ambien Xanax

Valmid Equanil

Schedule V

Cheracol with codeine Phenergan

Robitussin A-C Cosadein

Lomotil

Source: Adapted from S. Cohen, The Substance Abuse Problems. The Haworth Press, 1981. Updated 2009.

Penalties for the possession of lesser amounts of a drug without intent to distribute
are less severe, though still substantial. As part of the “zero-tolerance” feature of the “The solution to our drug
« d » ol ted in the late 1980s. | f ¢ . . problem is not in
war on drugs” implemented in the late s, law enforcement agencies may seize incarceration.”
the assets .of Pe.ople who possess or sell d.rugs (.see Contemporary Issue Box. 2.3)..For Barry McCaffiey, retired
example, individuals caught with drugs in their cars or boats have had their vehicles general and former U.S.
. . ‘e drug czar (1996)
seized and sold by government agencies, such as Customs, or local authorities. .
Each state has the opportunity to modify current drug laws according to its own :

needs and preferences. Most states have adopted guidelines, but many have changed
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certain components. For example, marijuana is classified as a Schedule I substance,
but the penalties for possession in many states are less severe than those applied to
other Schedule I substances. In fact, at least 11 states at some time have passed legis-
lation to decriminalize marijuana possession.

Itis important to recognize that new legislation is always on the horizon, whether
in response to the latest trends in drug use and abuse or reflecting emergent political
mandates. During the 1980s, law enforcement agencies were having difficulties
controlling the production of the so-called designer drugs—drugs that were struc-
turally similar but not identical to illegal substances. Each time a slight modification
in the chemical structure of the drug was made, enforcement officials were forced to
go through a time-consuming process of documenting the drug and having it certi-
fied as a controlled substance. In response, in 1986, Congress passed the Controlled
Substances Analogue Enforcement Act, which allowed for the immediate classifica-
tion of a substance as a controlled substance. In this way, drug enforcement officials
were in a position to address a new drug as soon as it appeared in circulation. Simi-
larly, legislation has been put in place to allow the Drug Enforcement Administra-
tion to monitor and regulate the distribution of chemical substances and other
equipment needed for the preparation of illegal drugs. Titled the Chemical Diver-
sion and Trafficking Act of 1988, this legislation controls the distribution of par-
ticular chemicals, tabulating machines, and encapsulating machines that are used in
the manufacture of illicit substances. In 1996, the Comprehensive Methamphet-
amine Control Act was enacted to curb the spread of methamphetamine. The act’s
provisions restrict access to chemicals used to make methamphetamine, monitor

The War on Drugs

One of the foremost efforts of recent presidential
administrations in the United States has been the

services as an alternative to incarceration). This
emphasis on demand reduction appears to reflect the

“war on drugs,” implemented in the 1980s, and
continuing unabated since. Hallmark features of this
“war" are efforts to catch drug smugglers and sellers
(in this country and overseas) and the implementa-
tion of a “zero-tolerance” approach to drug users,
including casual users of drugs. The U.S. government
has been spending approximately a billion dollars a
year on antidrug operations overseas alone, most of
it used to catch drug smugglers.

All of these efforts appear to have had no signifi-
cant impact on drug use. Most experts conclude that
efforts to intercept drugs have been a failure. Hun-
dreds of millions of dollars have been spent on these
efforts, yet the flow of drugs into the United States
has not been significantly altered. So what is the best
strategy for combating the drug problem? Some organ-
izations, such as the Physician Leadership on National
Drug Policy, have been pushing for a greater focus on
reducing the demand for drugs through prevention
efforts and treatment (including the use of treatment

attitudes of most individuals as well. An ABC News poll
found that almost 70% of Americans favored treat-
ment over jail for first- and second-time drug offend-
ers.

It is unlikely that the war on drugs will cease anytime
soon. Instead, changes in the “battle plan” will reflect
shifts in focus, such as paying more attention to policing
drug supply routes than to drug demand, or vice versa.
Overall efforts continue to be coordinated by the head of
the White House Office of National Drug Control Policy,
better known as the “drug czar.” The most recently
appointed “drug czar,” Gil Kerlikowske, appointed in
2009 by President Barack Obama, has professed a desire
to abolish the use of the “war on drugs” phraseology
and to shift greater emphasis on treatment relative to
imprisonment.

It is noteworthy that the two drugs most associ-
ated with deaths in this country—tobacco and
alcohol—are not a focus of attention in any of these
efforts.
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purchases of these preparation chemicals, increase penalties for the possession of
chemicals or equipment used in the production of methamphetamine, and increase
penalties for trafficking and manufacturing methamphetamine. In 1999, chemicals
used as “date rape” drugs were added to the schedule of controlled substances. A
likely candidate for upcoming legislation is sa/via divinorum, a hallucinogenic mem-
ber of the sage family. Known as “magic mint” or “Sally-D,” salvia has been used
historically by Mazatec Indians in Mexico for ailments such as diarrhea, headaches,
and rheumatism and for interacting with the supernatural world. Although salvia is
legal to buy, sell, and smoke in most states, concerns over its use, growing popular-
ity, and effects have led a rapidly growing number of states and also other countries
to restrict or criminalize the sale and possession of salvia. The Drug Enforcement
Administration is considering classifying salvia as a controlled substance, and such
an action appears likely in the near future.

Finally, special note should be made of the 2009 Family Smoking Prevention and
Tobacco Control Act, which authorized the Food and Drug Administration (FDA)
to regulate the manufacture, marketing, and sale of tobacco products. The legislation
provided the FDA with broad control over how tobacco (a product with no medical
use) in its various forms is marketed and sold, and over claims made about tobacco
products, although it does not provide the authority to impose an outright ban on
tobacco products. A number of FDA actions were mandated in the legislation. These
include the banning of candy-flavored cigarettes (within 3 months of the passage of
the law), the banning of the marketing of cigarettes as “light,” “mild,” or “low-tar”
(within 12 months), implementing stronger warnings on smokeless tobacco prod-
ucts that will cover 30% of the front and back package panels (within 12 months),
and graphic warnings on cigarette packages covering 50% of the top front and top
back of the packages (within 39 months). The mandated restrictions on marketing
also included limiting advertisements and promotions to a black-and-white text-only
format in stores that children can enter. The bill overall contains a strong focus on
deterring young people from smoking. Because an estimated 9 out of 10 smokers
begin smoking before age 18, the bill may have the effect of hindering tobacco com-
panies’ access to youth and thus dramatically reduce the number of smokers in the
longer term.

We have focused on drug laws in the United States. Drug laws and their imple-
mentation in other countries reflect considerable diversity. For example, European
drug policy derives largely from the framework provided by the United Nations
Single Convention on Narcotic Drugs in 1961. The 12 participating European
countries pledged to fight drug abuse and international trafficking through national
legislation. Each country would implement a strategy of response best suited to its
needs. In 1972, the Single Convention document was amended to encourage efforts
to prevent substance abuse and to provide treatment services for substance abusers.
Nearly two decades later, in 1990, came the Frankfurt Resolution, which involved
representation from the cities of Amsterdam, Frankfurt, Hamburg, and Zurich. This
resolution asserted that attempts to eliminate drugs and drug use cannot succeed. It
encouraged legislation to decriminalize the purchase, possession, and consumption
of cannabis. As such, many jurisdictions began to focus more on reducing the nega-
tive effects of drug use and misuse on individuals and society, a philosophy referred
to as “harm reduction” or “harm minimization.” Nevertheless, drug laws through-
out Europe, and indeed throughout the world, continue to differ in many ways, and
many do not distinguish between so-called hard drugs and soft drugs (e.g., mari-
juana). In addition, countries differ in the extent to which they actually enforce exist-
ing drug laws.

Drug Use @

“We’ve spent a trillion
dollars prosecuting the
war on drugs. What do
we have to show for it?
Druygs are move readily
available, at lower prices
and higher levels of
potency. It’s a dismal
foilure.”

Norm Stamper, former

police chief of Seattle ( New
York Times, June 14, 2009)
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Drug Testing in the Workplace, at School,

and at Homel

One result of the concern over drug use and misuse
has been efforts by corporations to have their workers
submit to mandatory drug tests. Employers argue

the tests are needed to identify those workers who,
because of their drug use, may be at risk for subpar

or even dangerous work performance. Employers also
believe random drug tests serve as a deterrent to drug
use. More than one-third of the largest U.S. corpora-
tions currently use drug screening as part of their
hiring process.

The argument put forth by employers may appear
relatively straightforward: If drugs can impair work
performance, then checking for drugs is a legitimate
practice. However, drug testing remains controversial
for several reasons. Consider three aspects of the con-
troversy.

First is the possible infringement on constitutional
rights of privacy when tests are administered randomly
(that is, without warning and independent of “prob-
able cause”). This concern has led some to suggest that
tests should be used only if a demonstrable “reason-
able cause” exists to believe a person is under the
influence of a drug.

A second issue is the relationship between a
positive test result and actual job performance. For
example, traces of marijuana can be detected in a
person’s system for several weeks and sometimes
much longer after it was smoked, even though no
associated impairment in the person’s functioning
can be proven. Is drug use a legitimate reason for ter-
mination or other disciplinary action if no obvious
effect of that drug use on the worker’s job perfor-
mance can be demonstrated?

A third issue is very basic yet crucial—the accuracy
of the drug tests themselves. Urinalysis test results are
often unreliable. In some cases, the presence of a
drug is missed, and in other cases, a legitimate drug
(such as a prescribed medication) is identified by the
test as an illicit substance. However, the biggest factor
contributing to poor test reliability is human error
and carelessness on the part of the people doing the
urinalysis at the laboratory. More stringent guidelines

and efforts at quality control have been implemented
in recent years, and progress is being reported.

Most of the problems with false readings have
been associated with the use of immunoassay or
thin-layer chromatography tests. These urine tests
are best viewed as screening tests; they test not for
the presence of the drug in the urine but rather for
the metabolic products of drugs. Positive readings
from immunoassay procedures should be followed
by mass spectrometer procedures that identify
chemical compounds associated with specific drugs.
A more recent advance has been the use of radioim-
munoassay procedures to test for the presence of
particular drugs (such as heroin, cocaine, and
marijuana) in strands of hair. However, the current
scientific consensus is that the hair-testing process is
not sufficiently reliable for widespread use.

Although the issues surrounding drug testing
continue to be debated, similar issues are arising
on a pair of new fronts—drug testing of children at
school and at home by their parents. A 2008 survey
by researchers at the University of New Hampshire
found that around 12% of school districts nationwide
now conduct drug tests with students, either on a
random basis or with students in particular extracur-
ricular activities (such as sports or serving on a school
committee). The constitutionality of random testing
has been upheld by several Supreme Court decisions.
Testing has typically occurred through urine testing.
Meanwhile, numerous companies are now offering
home drug-testing products. Most such products
entail testing of urine samples; others evaluate either
hair samples or saliva. Yet another approach, less
obtrusive in nature, involved the parent wiping a
special moist pad across a child’s clothing, books, or
furniture. The pad is then sent to the manufacturer,
which analyzes it for traces of drugs. This approach
has its own set of drawbacks, as the moist pad does
not necessarily prove the child has used a particular
drug. Drug traces could have been left by another
person or picked up through incidental contact with
another person using drugs.

Drugs have been used for a variety of reasons in
different cultures for thousands of years; the
earliest drug use involved ingestion of alcohol
and of plants with psychoactive properties.
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® Prior to the 20th century, few restrictions were
placed on drug availability or drug use.

® During the 19th century, drugs such as
opium, morphine, marijuana, heroin, and




cocaine could be obtained easily without pre-
scription.

Marijuana was used by physicians during the
1800s as a general all-purpose medication; its
nonmedical use increased during the Prohibition
era of the 1920s.

Different drugs have enjoyed periods of popularity
in the United States. Cocaine was widely used in
medicines and tonics during the late 1800s and early
1900s. Cocaine use again became popular in the
1960s, and its popularity continues today. Amphet-
amines were used relatively widely during the 1930s,
minor tranquilizers and inhalants during the 1950s,
and LSD during the 1960s. Heroin has been showing
signs of increased use in recent years. A current
trend is the emergence of a group of substances
collectively known as “club drugs.”

A parallel exists between the development and

use of psychoactive substances in medicinal forms
and the nonmedical use or abuse of these drugs.

The main mechanism through which society
establishes formal guidelines regarding drugs and

Drug Use @

drug use is legislation. However, the history of
drug laws in the United States does not really
begin until the turn of the 20th century.

The first major federal legislation regarding
drugs was the 1906 Pure Food and Drug Act,
which mandated a listing of the types and
amounts of drugs contained in medicines.

Other major legislation of note included the 1914
Harrison Narcotics Tax Act, which regulated the legal
supply of certain drugs, and alcohol Prohibition,
which spanned the years between 1920 and 1933.

Drug classifications for law enforcement today
are based on the 1970 Controlled Substances Act,
which classifies drugs according to their legiti-
mate medical uses and their potential for abuse
and dependence.

Other legislation has been enacted in the years
since to respond to changes in drug-use patterns.
Notable recent legislation includes the 2009 Family
Smoking Prevention and Tobacco Control Act.

Answers to “What Do You Think?"”

1. The first recorded use of cannabis was in the

early 1800s.

F The use of Cannabis sativa dates back to
around 2700 s.c. in China, where it was
recommended by Emperor Shen Nung for the
treatment of various ailments.

. Grape wine was the first alcoholic beverage to
be used.
F Beer and huckleberry wine were used as early
as 6400 s.c. Grape wine did not appear until
between 300 s.c. and 400 s.c.

. The Opium Wars between China and Great
Britain in the mid-1800s occurred in large part
because Britain was unwilling to curtail its trade
of opium into China.

T Most of the opium used in China at the time
was cultivated in India and brought to China
by British traders. Although opiate addiction
was a major problem for China, the British
were unwilling to curtail this trade in part
because of financial reasons and in part
because the same degree of addiction was
not experienced by users in England.

4. Columbus and his crew were responsible for

introducing tobacco to the New World.

F The Indians whom Columbus encountered
introduced him and later explorers to
tobacco and other psychoactive plants. The
Europeans, in turn, introduced alcohol to the
New World.

. Many of the drugs that are now illegal in the

United States were widely used in the 1800s and
early 1900s to treat a broad spectrum of
maladies.

T Opiates, marijuana, cocaine, and amphet-
amines were all used at one time or another
to treat various ailments. Use of these drugs
was restricted when their addictive natures
were recognized.

. The first notable drug law in the United States—

the 1875 San Francisco ordinance—banned the

smoking of opium.

F The San Francisco Ordinance banned opium
dens but not the actual smoking of opium.
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7. The Pure Food and Drug Act of 1906 had little
impact on individuals who were addicted to
drugs.

T This act was designed to control opiate addic-
tion and legislated that producers of medi-
cines indicate on their packaging the amount
of drugs contained in the products. The act
had little impact on addicts at the time but
may have served to decrease the number of
new addicts.

8. The Harrison Narcotics Tax Act of 1914 sharply
curtailed the prevalence of heroin use in the
United States.

liver cirrhosis decreased, and there was a
decline in both admission rates to state
hospitals for alcoholism and arrest rates for
alcohol-related offenses.

10. Federal antidrug legislation between 1940 and

1970 failed to have a sustained influence on

drug use or dependence.

T This is true despite the increased severity of
penalties for drug law infractions. However,
increased attention was paid to nonnarcotic
drug use and to drug abuse treatment during
this period.

11. The most successful aspect of the war on drugs
F This act strictly requlated the legal supply of has been the interception of drugs.
cer.tain drugs but efctually .served to si.7ift F Most experts conclude that this effort has
opium and morphine addicts to heroin been a failure, even though hundreds of
(which became easier to obtain on the black millions of dollars were spent on it. The flow
market). of drugs into the United States has not been
9. The Eighteenth Amendment, which prohibited significantly altered.
the production, sale, transportation, and 12. Urine testing is a reliable method for detecting
importing of alcohol, failed because it did not drug use.
have a substantial effect on drinking in the F Many urinalysis tests continue to be unreli-
United States. able, although progress is gradually being
F Prohibition did have an effect on drinking. In made. Technological deficiencies and human
fact, the rate of drinking decreased mark- error make test results questionable.
edly. In addition, death rates attributable to
Key Terms
amphetamines morphine prohibition
avoirdupois narcotic solvent
Cannabis sativa opium poppy speakeasy
fermentation patent medicines
hashish peyote (pa-'6-te)
j Essays/Thought Questions
1. What efforts might be taken to reduce or 3. Should efforts be supported to decriminalize or

eliminate the availability and use of “club
drugs”?

2. What are the potential benefits of reducing the
availability of illegal drugs versus reducing the
demand for such substances?

even legalize the use of certain drugs, such as
marijuana?

4. Describe the 2009 Family Smoking Prevention and

Tobacco Control Act. Discuss whether the man-
dated elements of this act will impact on smoking
among children and young adults.
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What Do You Think? True or False?

Answers are given at the end of the chapter.

1. Certain cells in the nervous system have the (PNS) and the autonomic nervous system
unique ability to “talk” with each other. (ANS).

__ 2. The effects of drugs always involve The brain and the spinal cord make up the
naturally occurring physiological processes. peripheral nervous system.

3. Some drugs may act by mimicking a The brain is firmly attached to the inside of
neurotransmitter. the skull by tough membranes known as

___ 4. All drugs have the same basic effect on a the meninges.
cellular level; that is, they all block neural The autonomic nervous system is responsi-
firing. ble for regulating food and water intake.

___ 5. The brain is shielded from many toxic __10. Animals will work for the electrical stimula-

substances by a protective barrier.

6. The two main branches of the nervous
system are the peripheral nervous system

tion of certain parts of the brain.

Every feeling or emotion you have—in fact, all psychological experience—is based on
brain activity. The fact that this physical entity, the brain, is the basis of conscious
experience is the key to understanding how the chemical agents we call drugs alter
psychological processes.

One feature all psychoactive drugs have in common is that they produce their effects
by acting in some way on nervous system tissue; this chapter is concerned with these
physiological actions of drugs. Most of these actions occur at the level of the brain. As
recent discoveries in neuroscience have led to a greater understanding of how the brain
works, parallel advances have taken place in our understanding of drug actions. These
developments have led to some radically new ways of thinking about drug effects and
drug problems such as addiction. Before we discuss how drugs act on the brain, how-
ever, we must first cover some of the fundamentals of just how the brain works.

The Neuron

The basic building blocks of the nervous system are cells called neurons. Neurons are
similar to other cells in the human body, such as blood cells or muscle cells, but they
have the unique feature of being able to communicate with one another. The struc-
tural properties of neurons provide us with some clues to the nature of the neural
transmission process.

Notice that the neuron depicted in Figure 3.1 has a cell body similar to those of any
other cell. The cell body includes a nucleus that contains the genetic material for the
neuron and other processes that control the metabolic activities of the cell. Extending
from the cell body of the neuron are a number of small spine- or branchlike structures
called dendrites and one long cylindrical structure called the axon. These structures
are unique to the neuron and are responsible for some of its remarkable properties.

Axons vary in length but are usually much longer than shown in the illustration—
sometimes thousands of times longer than the diameter of the cell body. The axon

neurons (‘nii-‘ran)
Individual nerve cells that
are basic building blocks of
the nervous system.

dendrites (‘den-"drit)
Spiny branchlike structures
that extend from the cell
body of a neuron, typically
contain numerous receptor
sites, and are thus
important in neural
transmission.

axon (‘ak-'sé@n)

A long cylindrical extension
of the cell body of the
neuron; conducts an
electrical charge from the
cell body to the axon
terminals.
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FIGURE 3.1
Diagram of a Neuron
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myelin (‘'mi-a-lan)

A fatty white substance
that covers the axons of
some neurons.

action potential

The electrical impulse along
the axon that occurs when
a neuron fires.

axon terminals (or
terminal buttons)
Enlarged buttonlike
structures at the ends of
axon branches.

synapse (‘si-'naps)
The junction between
neurons.

neurotransmitters
Chemical substances stored
in the axon terminals that
are released into the
synapse when the neuron
fires. Neurotransmitters
then influence activity in
postsynaptic neurons.

Dendrites
Axon terminals

Cell body

Axon without myelin

depicted in Figure 3.1 is enclosed within a sheath of a white, fatty substance called
myelin (not all axons are covered by myelin sheaths; “unmyelinated” axons are gray).
Myelin provides insulation for the axon, similar to insulation for a wire. The com-
parison is fitting because the principal function of the axon is to conduct electrical
current. The axon transmits information by conducting an electrical signal from one
end of the neuron to the other. Generally, information is gathered by dendrites and
the cell body and transmitted along the axon in the form of an electrical signal called
the action potential.

The action potential does not work in precisely the way that electricity travels along
awire. Rather it is produced by the flow of charged particles called ions through chan-
nels in the membrane that covers the axon. When the neuron is at rest, the concentra-
tion of positively charged sodium ions is greater outside the axon membrane, whereas
negatively charged protein and chloride ions are concentrated within the axon. When
the neuron is stimulated, certain ion channels open, permitting positive ions into the
axon, and some depolarization of the axon will occur. If the level of stimulation be-
comes high enough, a threshold of excitation is reached, and a massive depolarization
of the axon membrane occurs as positively charged sodium ions rush into the axon.
This rapid depolarization that produces a change of about 110 millivolts is also termed
the action potentinl. The action potential travels rapidly along the axon like a wave and
is said to be “all or none,” in that the axon is either “firing” with the full voltage
charge or at rest. Once the neuron has fired, sodium ions are pumped out of the axon,
channels close, and the neuron returns to its resting potential.

Neural Transmission

The branches at the end of the axon shown in Figure 3.1 terminate in small buttonlike
structures known as axon terminals or terminal buttons. These axon terminals hold
the key to an important puzzle: how the electrical message actually gets from one
neuron to another. When advances in microscopy made possible the viewing of neu-
rons as they are seen here, a surprising finding was that most axon terminals of one
neuron do not come into direct contact with the dendrites of the neighboring neuron
as had been supposed; instead, the junction between two neurons, the synapse, is
generally separated by a gap called the synaptic cleft (see Figure 3.2). The question is:
How does one neuron communicate with another without direct contact between
them? It is now known that, when an action potential reaches the axon terminal,
chemical substances stored in the terminal button are released into the synapse, and
these chemical substances, called neurotransmitters, actually trigger activity in the
adjacent neuron.

Thus, neural transmission may be thought of as an electrochemical event—electrical
along the axon and chemical at the synapse. This is of some importance for our purposes;
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Neural impulse

Vesicles
containing
neurotransmitter

Axon
terminal

Synaptic gap

Neurotransmitter

it suggests that drugs may interact with the nervous system at the synapse because that is
where chemical transmission takes place. In fact, we now know that most psychoactive
drugs produce their important effects by action at the synapse (see Valenstein, 2005, for
an account of the discovery of neurotransmitters and synaptic transmission). Therefore,
more detailed analysis of the chemical processes that occur at the synapse is required.

A lock-key analogy is useful for depicting the neural transmission process. Scat-
tered along the dendrites and cell body are special structures known as receptor sites,
or receptors. These structures may be viewed as locks that must be opened before the
neuron fires. To fire, the receptors must be “unlocked,” which is accomplished by the
neurotransmitter substances released at the terminal button. The neurotransmitter
molecules may be thought of as keys. The idea is illustrated in Figure 3.2. Receptor
sites are depicted as circular holes in the dendrite and neurotransmitters as circles
being released from the axon terminal. The notion is simple: The key must fit the lock
to trigger an event such as neural firing.

In fact, neurotransmitter molecules and receptors have chemical structures that are
considerably more complex than is illustrated, and the lock—key analogy does not
completely explain the process. Transmitters and their receptors are said to have an
affinity for one another; that is, the transmitter is attracted to the receptor site, and
when a transmitter key occupies a receptor lock, they briefly become attached in a
process called binding. When a neurotransmitter molecule binds to a receptor, changes
occur in the neuron that may make the neuron more or less likely to fire. The two
major mechanisms for these changes are ionotropic and metabotropic.

Ionotropic receptors are directly coupled to the ion channels that regulate the num-
ber of charged molecules inside and outside the neuron. When the transmitter binds to
such a receptor, it causes the channel to open and allows charged particles to enter or
leave the cell. If the receptor opens a channel that allows more positively charged ions
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FIGURE 3.2

Diagram of a synapse
showing an enlarged

axon terminal with

vesicles containing
neurotransmitter molecules

receptor sites

Specialized structures
located on dendrites and
cell bodies for neurons that
are activated by neurotrans-
mitters.

ionotropic receptors
Receptors that are coupled
to ion channels and affect
the neuron by causing
those channels to open.
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metabotropic receptors
Receptors that act through
a second messenger system.

vesicles (‘ve-si-kal)
Tiny sacs in axon terminals
that store neurotransmitters.

enzyme breakdown
One process by which
neurotransmitters are
inactivated. Chemicals
called enzymes interact
with the transmitter
molecule and change its
structure so that it no
longer is capable of
occupying receptor sites.

reuptake

One process by which
neurotransmitters are
inactivated. Neurotransmit-
ter molecules are taken
back up into the axon
terminal that released
them.

into the neuron, then the neuron will be more likely to fire. If enough of these channels
are opened, the neuron will generate an action potential, and such receptors are referred
to as excitatory. At other synapses, when the neurotransmitter binds to a receptor, it may
open ion channels that result in more negative ions entering the neuron, and this will
hyperpolarize the neuron and make it /Jess likely to fire. Because activating such a recep-
tor actually makes it more difficult to produce an action potential, this is referred to as
inhibitory neurotransmission. lonotropic receptors are sometimes termed “fast” recep-
tors because the entire process is completed in just a few milliseconds.

In contrast, another class of receptors, metabotropic receptors, are said to be “slow”
receptors because they produce changes in the neuron that are slightly delayed (by a few
hundred milliseconds) and that can be relatively long lasting. Metabotropic receptors
are not directly coupled with ion channels but rather cause the release or activation of
specialized molecules (e.g., G proteins) that are referred to as “second messengers.”
Second-messenger molecules can have a number of effects within the neuron, but gen-
erally they act much like ionotropic receptors and open ion channels somewhere in the
neuron. Also like ionotropic receptors, some metabotropic receptors increase the likeli-
hood of neural firing (excitatory) and others may decrease firing (inhibitory). An im-
portant point is that there are many different types of neurotransmitter keys and many
corresponding receptor site locks. We now understand that the brain is chemically
coded with different pathways that respond to difterent neurotransmitter chemicals.

Drugs and Neural Transmission

Several ways that drugs can interfere with synaptic transmission may have already
occurred to you. For example, suppose the chemical structure of some drug is similar
to the structure of a naturally occurring (endogenous) neurotransmitter. If the simi-
larity is close enough, the drug molecules might bind to the receptor sites, thus
duping the receptor into reacting as if the natural transmitter is present and stimulat-
ing the neuron. Just such a process, called mimicry, actually does occur with some
drugs. For example, morphine and heroin are now thought to act by mimicking natu-
ral neurotransmitters called endorphins.

Mimicry is an obvious mechanism of drug action, but drugs can influence neural
transmission in numerous other ways as well. A sampling of these mechanisms is listed
in Table 3.1. Neurotransmitters must be manufactured from simpler building blocks,
or precursor molecules. Transmitters are usually manufactured in a cell body or axon
terminal, but if the substance is manufactured in the cell body, it must still be trans-
ported to the terminal before it is functional. Some drugs interfere with transmitter
production or transport. Neurotransmitter molecules are stored in small packages
called vesicles located in the terminal buttons. Some drugs affect the ability of the
vesicles to store neurotransmitter substances. For example, the drug reserpine, once
used to treat high blood pressure, causes certain vesicles to become leaky and then
the transmitters involved are not effectively released into the synapse. Alternatively,
other drugs can enhance the release of neurotransmitter substances into the synapse;
this is one of the ways stimulants such as amphetamines are thought to act.

Another important rule of neural transmission is that neurotransmitters, once released,
must be deactivated to terminate cell activity. Neurotransmitters are deactivated in two
ways: enzyme breakdown and reuptake. Certain chemicals called enzymes act both to
build the complex molecules of neurotransmitters and to break down neurotransmitters
to inactive form. These processes are complex and reveal one reason that identifying and
isolating the functions of neurotransmitters in the brain are difficult. The brain contains
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TABLE 3.1 Neurochemical Mechanisms of Drug Action

Drug effects can be produced by altering the following neurochemical systems:

1.

2.

Neurotransmitter synthesis. A drug may increase or decrease the synthesis of
neurotransmitters.

Neurotransmitter transport. A drug may interfere with the transport of neurotransmitter
molecules to the axon terminals.

Neurotransmitter storage. A drug may interfere with the storage of neurotransmitters in
the vesicles of the axon terminal.

Neurotransmitter release. A drug may cause the axon terminals to release neurotrans-
mitter molecules into the synapse prematurely.

Neurotransmitter degradation. A drug may influence the breakdown of neurotransmit-
ters by enzymes.

Neurotransmitter reuptake. A drug may block the reuptake of neurotransmitters into the
axon terminals.

Receptor activation. A drug may activate a receptor site by mimicking a
neurotransmitter.

Receptor blocking. A drug may cause a receptor to become inactive by blocking it.

many different chemicals, and they are constantly changing form. Consider the processes

involved in the production and destruction of acetylcholine, one of the better-known

neurotransmitters. The precursor molecule choline is acted on by an enzyme (choline  |1-'ka-1&n)

acetyltransferase) to make acetylcholine. Acetylcholine itself is broken down by a differ-
ent enzyme—acetylcholinesterase—to yield two metabolites: choline and acetate. By the
way, enzymes are named by the stem of the chemical that they influence and always have
an “-ase” ending. A drug can alter neural transmission by affecting enzyme activity. For

example, some antidepressant drugs alter brain levels of the neurotransmitters norepi- ~ system-
nephrine, dopamine, and serotonin by inhibiting the activity of monoamine oxidase, the
enzyme that breaks down these compounds.

A second mechanism for removing neurotransmitters from the synapse is called

reuptake. Neurotransmitters are taken back up into the terminal button after they
have been released—hence the term reuptake. This is an economical mechanism of
deactivating transmitters because the neurotransmitter molecule is preserved intact
and can be used again without the expense of energy involved in the manufacture of
new transmitters. Some drugs (notably cocaine) exert some of their action by block-
ing the reuptake process.

As noted, an important site of drug action is directly at the receptor. Some drugs

directly affect the receptor by mimicking the activity of natural neurotransmitters—
similar to a duplicate key that fits into and opens a lock. Other drugs seem to act as if
they fit into the lock but then they jam the lock and prevent the neuron from firing.
Such adrug s called a blocking agent. In general, any chemical—natural or otherwise—

that fits a receptor lock and activates it is said to be an agonist of that receptor. Any
compound that occupies a receptor and does not activate it, but rather prevents other
compounds from activating the receptor, is said to be an antagonist (see Table 3.2).
For example, naloxone is an antagonist of the receptors on which opiate drugs (such

as heroin) work. If naloxone is promptly administered to a patient who has just taken  antagonist

a potentially lethal dose of heroin, the patient will survive and will rapidly be brought
to a state in which it appears as if the heroin had never been taken. In fact, all effects
of heroin and other opiates are blocked completely or reversed by naloxone. Thus,

sion.

naloxone is called an opiate antagonist. The terms agonist and antagonist may also be
used more generally to refer to drugs that enhance (agonist) or inhibit (antagonist)
the activity of a particular neurotransmitter system.
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acetylcholine (a-'se-t°

A neurotransmitter linked
with cognitive processes
and memory that is found
both in the brain and in the
parasympathetic branch of
the autonomic nervous

agonist (‘a-ga-nist)

A substance that occupies a
neural receptor and causes
some change in the
conductance of the neuron.

A substance that occupies a
neural receptor and blocks
normal synaptic transmis-
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neuromuscular junction
Junction between neuron
and muscle fibers where
release of acetylcholine by
neurons causes muscles to
contract.

TABLE 3.2 Major Neurotransmitters with Representative Agonists

and Antagonists

Neurotransmitter Agonist Antagonist
Acetylcholine Nicotine Atropine
Dopamine/norepinephrine Cocaine/amphetamines Chlorpromazine
Serotonin LSD Chlorpromazine
Endorphins Morphine Naloxone
GABA Barbiturates Bicuculline
Glutamate Aspartic acid Ketamine

Up to now, we have considered only the acute effects of drugs on neural transmis-
sion, that is, effects that occur during a single use of the drug. When drugs are used
more regularly, long-lasting changes in neurotransmission can occur that are important
in the development of drug tolerance and dependence. For example, chronic use of
some drugs can result in a long-term reduction of the amount of neurotransmitter pro-
duced and released in affected neurons. Alternatively, the number of available receptor
sites can be reduced. Such changes result in the affected pathway becoming less sensitive
to the drug and thus illustrate neural mechanisms of tolerance development. Depending
upon the functions of the affected pathway, these changes may alter responsiveness to
nondrug environmental stimuli as well. If the user stops taking the drug, the loss of
stimulation in these pathways may result in withdrawal symptoms (see Nestler, 2009).

We have seen a number of ways that drugs can act to influence neural transmission
(see Iversen et al., 2009, for a more detailed review). A point to remember, however,
is that although drugs can interact with the brain in many different ways, the eftects
of the drugs always involve naturally occurring processes. That is, some systems in the
brain or body with defined natural functions are made more or less active by the drug.
The different effects of various drugs are coming to be understood in terms of which
transmitter systems they influence and exactly how they influence them. Therefore,
we next take a brief look at the neurotransmitter systems of the human brain and note
some of their known functions.

Major Neurotransmitter Systems
Acetylcholine

One of the first neurotransmitters to be discovered was acetylcholine, probably because it
is found in the more easily studied neurons located outside the brain. Acetylcholine resides
in the axon terminals of neurons that activate the skeletal muscles. At sites where nerves
meet muscles, there is a space similar to the synapse called the neuromuscular junction.
When the neurons that synapse with muscle fibers fire, they release acetylcholine into the
neuromuscular junction, and the muscle contracts. Some muscle disorders are related to
problems with this process. For example, myasthenia gravis, a disease characterized by
severe muscle weakness and fatigue, is caused by a blockage of acetylcholine at the neuro-
muscular junction. A related similar process is the basis for one of the deadliest toxins
known: botulinum. One gram of botulinum toxin (about the weight of a dollar bill) is
enough to fatally poison more than 3 million people (Meyer & Quenzer, 2005). Botuli-
num toxin is produced by a bacterium that grows in oxygen-free environments such as
improperly prepared canned goods, and as you might well imagine, is a major concern
with respect to biological warfare and terrorism. The basis for botulinum toxicity is that it
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blocks the release of acetylcholine at the neuromuscular junc-
tion, resulting in muscle paralysis and, in sufficient doses, death
by asphyxiation. Interestingly, a carefully prepared form of botu-
linum toxin is now being marketed and used cosmetically under
the brand name Botox. When Botox is injected into one of the
facial muscles, it causes that muscle to become partially para-
lyzed; this can produce a temporary smoothing of certain types
of facial wrinkles and lines.

As a point of terminology, if the name of a neurotransmit-
ter is to be used as an adjective, simply take the stem of the
name (e.g., choline) and add the suffix “-ergic.” Thus, neu-
rons that contain acetylcholine are cholinergic neurons, and
drugs that block acetylcholine, such as atropine, are anticho-
linergic drugs. Nicotine is an example of a cholinergic drug
because it is an agonist at acetylcholine receptors.

Acetylcholine is also important in the brain, but like most
neurotransmitters, its function in the brain is not thoroughly
understood. Acetylcholine is thought to be important in sen-
sory processing, attention, and memory. In fact, there is sub-
stantial evidence that Alzheimer’s disease, a progressive loss
of memory function that occurs in the elderly, is related to the
loss of neural function in some of the brain’s cholinergic path-
ways. Much current research on Alzheimer’s disease is at-
tempting to determine just what might be going wrong in
these pathways and to develop ways of correcting or prevent-
ing the problem. Drugs such as Aricept (donepezil) and Ex-
elon (rivastigmine) reduce the symptoms of Alzheimer’s
disease by elevating levels of acetylcholine in the brain through
inhibition of the enzyme acetylcholinesterase. The problem of Alzheimer’s disease un-
derscores an important point: When neurotransmitter systems malfunction, disease
states are a likely consequence, and drugs that target the affected system may provide
effective treatments. These ideas have been critical to contemporary theories of the bio-
logical basis of mental illness, which are considered in the next section.

Monoamines
Three important neurotransmitters—norepinephrine (noradrenaline), dopamine,
and serotonin—are collectively known as the monoamines because the chemical
structure of each contains a single amine group. Like acetylcholine, norepinephrine
was discovered early because it is found outside the brain. It serves as a key chemical
to mediate the physical changes that accompany emotional arousal. Norepinephrine
is also found in the brain as a neurotransmitter, where it seems to be important in the
regulation of hunger, alertness, and arousal. Serotonin is found throughout the brain
and has been shown to be important in the regulation of sleep. Dopamine is a key
neurotransmitter in the pathways that regulate coordinated motor movements. This
discovery led to the hypothesis that dopamine insufficiency may be the basis of
Parkinson’s disease, a disorder characterized by progressive loss of fine motor move-
ments, muscle rigidity, and tremor primarily afflicting elderly people.

The dopamine deficiency hypothesis of Parkinson’s disease led to new treatment ap-
proaches involving the administration of L-dopa, a precursor of dopamine. L-dopa was
administered to patients in hopes of correcting the dopamine deficiency and proved to
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Late President Ronald Reagan retreated from public life after it
was revealed that he suffered from Alzheimer's disease.

Alzheimer’s disease
(‘alts-"hi-marz-)

One of the most common
forms of senility among the
elderly; involves a
progressive loss of memory
and other cognitive
functions.

norepinephrine
(‘'mo.r-'e-pa-'ne-fran)

A neurotransmitter in the
brain that is involved in
activity of the sympathetic
branch of the autonomic
nervous system.

dopamine (‘do-pa-'meén)
A neurotransmitter in the
brain that is involved with
movement and reward.

serotonin (‘sir-a-to-nan)
A neurotransmitter in the
brain that is involved with
sleep and mood.

monoamines (‘ma-no-
2-'man)

A class of chemicals
characterized by a single
amine group; includes the
neurotransmitters
norepinephrine, dopamine,
and serotonin.

Copyright 2011 Cengage Learning, Inc. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



Reuters NewMedia Inc./Corbis

@D

Chapter 3

Parkinson’s disease
A disease that primarily
afflicts the elderly and
involves a progressive
deterioration of motor
control.

L-dopa (‘el-'do-p3)

A chemical precursor of
dopamine used in the
treatment of Parkinson'’s
disease.

blood-brain barrier
The system that “filters”
the blood before it can
enter the brain.

Boxing legend Muhammad Ali pretends to punch actor Michael J. Fox. Both suffer
from Parkinson’s disease.

be dramatically effective in relieving the symptoms of this disease. Dopamine itself is not
effective because it does not enter the brain from the bloodstream. The brain is protected
from toxic compounds that might enter the bloodstream by a blood-brain barrier that
screens many chemicals, including dopamine. But L-dopa does penetrate the barrier, and
once it reaches the brain, it is converted to dopamine (Deutsch & Roth, 2009). Using
L-dopa in the treatment of Parkinson’s disease is a dramatic example of the value of new
knowledge about neurotransmitters for the treatment of disease. Although L-dopa does
not cure the disease process (dopaminergic neurons continue to be lost and eventually
even L-dopa cannot correct the loss), it has brought years of productive living to many
whose lives would otherwise have been prematurely ended by Parkinson’s disease.

In addition to these functions, the monoamine neurotransmitters norepinephrine,
dopamine, and serotonin have been closely linked to mood states and emotional disor-
ders. In fact, drugs that influence the monoamine systems have revolutionized modern
psychiatry. For example, considerable evidence shows that severe clinical depression may
have a biological basis. Current theories propose that clinical depression is associated with
dysregulation of monoamines, particularly norepinephrine and serotonin. This mono-
amine theory of depression originated with the finding that certain drugs that depleted
monoamines seemed to produce depression. Reserpine, once used to treat high blood
pressure, makes monoaminergic vesicles leaky (as we noted earlier) and the transmitters
are then destroyed by enzymes, resulting in a depletion of norepinephrine, serotonin,
and dopamine. This process often causes depression in people whose mood states were
normal before treatment (as you may have guessed, it also produces Parkinson’s symp-
toms due to dopamine depletion, and this side effect led to the use of L-dopa previously
mentioned). Evidence of abnormal monoamine activity in clients who suffer from de-
pression has been reported; for example, numerous studies have linked deficient sero-
tonin activity to suicidal behavior (Arango & Mann, 2009). Finally, the drugs that are
useful in the treatment of depression (e.g., Prozac) generally influence either norepi-
nephrine or serotonin transmission or both, which further supports this monoamine-
dysregulation hypothesis. Increased knowledge of neurochemical processes linked to
depression is suggesting new and promising approaches to the understanding and treat-
ment of depressive disorders (Berman et al., 2009—see Contemporary Issue Box 3.1).

Monoamines, particularly dopamine
and serotonin, appear to be important as
the biochemical basis of another impor-
tant mental illness: schizophrenia.
Schizophrenia involves a major loss of
contact with reality, characterized by
false beliefs or delusions, hallucinations,
social withdrawal, and distortions of
emotionality. Strong evidence ties these
symptoms to high levels of monoamine
activity. First, all the drugs that are effec-
tive in the treatment of schizophrenia
also block monoamine transmission. In
fact, it has long been known that a close
correlation exists between the clinical
potency of the various drugs used and
their ability to block dopamine receptors
(Snyder, Burt, & Creese, 1976). An-
other interesting piece of evidence is that
stimulant drugs such as cocaine and am-
phetamines increase monoamine activity
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You Are Never Too Old to Make New Neurons:

Adult Neurogenesis and Depression

Until very recently, it was almost universally accepted
that the birth of new neurons—neurogenesis—ended
very early in development. Young adults were consid-
ered to possess all the neurons they would ever have.

It was believed that cells lost due to stroke, injury, or
drug abuse could never be replaced. However, in the
1990s, it was discovered that new neurons were born in
certain brain regions in adult rats (Gould et al., 1999).
These findings were subsequently confirmed in adult
humans, and it is now believed that neurogenesis may
occur in the hippocampus and certain other brain areas
throughout adulthood. As yet, little is known about the
functions of adult neurogenesis, but the possibilities for
treatments of neurological disease are enormous if the
process can be harnessed. The role of neurogenesis in
mental health has become a major research emphasis.
One of the most exciting early developments in this
research is the possible linkage between neurogenesis
and depression. A number of studies have shown that

neurons (Duman, 2009). Stress is also linked to depres-
sion, and there is evidence of reduced hippocampus
size in depressed patients, which may indicate less
neurogenesis (Jacobs, 2004). We noted earlier that
antidepressant medication generally elevates levels of
the neurotransmitter serotonin, and several studies
now indicate that elevated serotonin levels increase
neurogenesis. Importantly, it requires several weeks
for new neurons to become integrated into func-
tional neural pathways, and this corresponds well
with the time course of antidepressant action. These
drugs generally increase serotonin levels fairly rapidly,
but it takes several weeks for the depression to lift,
which suggests that it may be the increased birth of
new neurons, rather than the elevation of serotonin
per se, that is responsible for antidepressant action. If
this new neurogenesis theory of depression is correct,
it could lead to new and more effective treatments
for this serious disorder (see Duman, 2009, for a

various types of stress can suppress production of new review).

in the brain. Although low or moderate doses of these stimulants enhance mood, over-
doses often lead to paranoid delusions and a loss of reality contact that strongly resem-
bles some symptoms of schizophrenia. When the drug wears off and monoamine
activity returns to normal, these symptoms generally dissipate—a finding that further
supports the link between abnormal monoamine activity and schizophrenia (see Sawa &
Snyder, 2002). Although complex disorders such as schizophrenia and depression can-
not be understood completely without considering a host of psychological and social
factors, the biological approaches just noted have certainly improved our understanding
and treatment of them. We consider the use of drugs to treat these and other disorders
in more detail in Chapter 13.

Endorphins

During the late 1970s, compounds were discovered in mammalian brain tissue that
were functionally similar to opiate drugs such as morphine and heroin. Unlike acetyl-
choline and the monoamines, these compounds were large molecules in the peptide
family. Because they appeared to be, in effect, a naturally occurring morphine, they
were named endorphins—a contraction of endogenous morphine. We now understand
that the effects of opiate drugs are mediated through endorphinergic activity. The
natural functions of the endorphins themselves are still far from clear but they certainly
modulate pain relief. The endorphins are explained in more detail in Chapter 10.

Amino Acid Neurotransmitters

Two additional neurotransmitters are the amino acids gamma-aminobutyric acid,
commonly referred to as GABA, and glutamate. GABA is among the most abundant
of the known neurotransmitters in brain tissue, and it is the most significant inhibitory

endorphins
(en-'do.r-fonz)
Neurotransmitters in the
brain that are mimicked by
opiate drugs.

GABA

Short for gamma-aminobu-
tyric acid; the most
abundant inhibitory
neurotransmitter in the
brain.

glutamate
An excitatory amino acid
neurotransmitter.
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anandamide
A lipid neurotransmitter
mimicked by marijuana.

central nervous
system (CNS)

The brain and the spinal
cord.

peripheral nervous
system (PNS)

Sensory nerves, motor
nerves, and the automatic
nervous system.

autonomic nervous
system (ANS)

Part of the PNS; has two
branches: sympathetic and
parasympathetic.

sympathetic branch
Branch of the ANS that is
activated during emotional
arousal and is responsible
for such physiological
changes as increased heart
and respiratory rate,
increased blood pressure,
and pupil dilation.

sympathomimetic
Drugs such as cocaine and
amphetamines that
produce the physiological
effects of sympathetic
activity.

beta-blockers

Drugs that block beta-
adrenergic receptors of the
sympathetic system and
thus act to relieve high
blood pressure.

transmitter of the brain. That is, GABA opens negatively charged chloride ion chan-
nels that do not cause the neuron to fire but rather hyperpolarize the membrane and
impede neural firing. If a neuron has a GABAergic receptor site that is activated, a
larger quantity of the excitatory transmitter is required for the neuron to fire. A num-
ber of drugs are now thought to act on the GABA system; as you might guess, they
are the classic depressant drugs: barbiturates, tranquilizers such as Valium (diazepam)
and Xanax (alprazolam), and alcohol. Glutamate is among the most abundant of the
excitatory neurotransmitters and is known to be important in learning and memory
processes. Some hallucinogenic drugs (PCP and ketamine) act on glutamate receptors
in some parts of the brain (see Chapter 12).

Other Transmitters

The development of more sophisticated research techniques has led to the recognition
that many more neurotransmitters await discovery. A thorough discussion of recent
advances in neuropharmacology is beyond the scope of this text, but some develop-
ments have already had a substantial impact on our understanding of psychoactive
drug actions. Indeed, many neurotransmitters have been discovered beyond those
previously mentioned, and no doubt many more remain to be found. We have much
to learn about the brain’s chemical code. Often the discovery of a new neurotransmitter
increases our understanding of drug action. For example, one of the most recently
discovered neurotransmitters is a lipid called anandamide. It is of considerable inter-
est because the active chemical in marijuana appears to act by mimicking anandamide.

The Nervous System

We have been focusing on a microscopic view of the nervous system as we considered
how drugs might act at the level of the single neuron. We now turn to the larger pic-
ture and consider a macroscopic view of the nervous system. The structure of the
nervous system is outlined in Figure 3.3. The major distinction is between the central
nervous system (CNS) and the peripheral nervous system (PNS). The CNS
includes the brain and spinal cord. All nervous tissue outside (or peripheral to) the
CNS is part of the PNS. The PNS includes nerves (nerves are simply bundles of axons)
that send input from the senses to the brain (sensory nerves) and nerves that send
output from the brain to muscles (motor nerves).

The PNS also includes an important regulatory system known as the autonomic ner-
vous system (ANS). The ANS regulates various nonconscious or automatic functions
and is divided into two parts. The sympathetic branch of the autonomic nervous system
is activated during emotional arousal by a release of epinephrine and norepinephrine from
the adrenal glands. This branch is responsible for the physiological changes that character-
ize the “fight-or-flight” reaction. During sympathetic arousal, heart rate increases, blood
pressure increases, respiratory rate increases, sweating increases, pupils dilate, the mouth
becomes dry, and changes occur in blood flow as blood is shunted away from the internal
organs and to the brain and large muscle groups. These physiological effects are impor-
tant to keep in mind because some psychoactive drugs mimic sympathetic arousal. Such
drugs are said to be sympathomimetic; they include cocaine, amphetamines, and some
hallucinogens such as LSD. Another group of drugs blocks a type of norepinephrine re-
ceptor in the sympathetic nervous system called “beta-noradrenergic” receptors. These
beta receptors regulate blood pressure, and the so-called beta-blockers (drugs such as
propranolol) are widely used in the treatment of hypertension.
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NERVOUS SYSTEM

Peripheral nervous system

Central nervous system

(brain and spinal cord) (neural tissue outside the

brain and spinal cord)

Autonomic nervous system
(internal systems)

Sensory and motor nerves

Parasympathetic division
(normal maintenance)

Sympathetic division
(emotional arousal)

The other branch of the autonomic nervous system is the parasympathetic branch,
which in general balances the actions of the sympathetic branch by exerting opposite
effects. Parasympathetic activity reduces heart rate, blood pressure, and so on. In con-
trast to sympathetic neurons, parasympathetic synapses are primarily cholinergic.

The Brain

The key organ of the nervous system is the brain (see Figure 3.4). Covered with tough
membranes called the meninges, the brain floats within the skull in a liquid known as ce-
rebrospinal fluid. Although weighing just a few pounds, the human brain is an extremely
complex structure. We have just examined the processes involved when a single neuron

Anterior _

Frontal lobe of
cerebral cortex

Corpus callosum
Frontal lobe P

Lateral ventricles

Precentral gyrus (anterior parts)

Central sulcus .
Basal ganglia

Postcentral gyrus
Thalamus

Hippocampus

Lateral ventricles
(posterior parts)

Posterior

Courtesy of Dr. Dana Copeland
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FIGURE 3.3
Organizational structure of
the nervous system

parasympathetic
branch

Branch of the ANS that is
responsible for lowering
heart rate and blood
pressure.

FIGURE 3.4

A dorsal view (from above)
and a cross-section of the
human brain (from Kalat,
2009)
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A sagittal (inside) view of
the human brain (from
Kalat, 2009)
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hindbrain

The lower part of the brain,
including the medulla,
pons, and cerebellum.

midbrain

Part of the brain that
includes the inferior and
superior colliculi and the
substantia nigra.

forebrain

The largest part of the
human brain; includes the
cerebral cortex, thalamus,
hypothalamus, and limbic
system.

medulla oblongata (m®-
‘da-l1a-'d-bl.on-ga-ta)
The lowest hindbrain
structure of the brain;
important in the regulation
of breathing, heart rate,
and other basic life
functions.

cerebellum
('ser-2-'be-lom)
Hindbrain structure
important in motor control
and coordination.

pons ('panz)

Hindbrain structure
important in the control of
sleep and wakefulness.

reticular

activating system
Pathway running through
the medulla and pons
that regulates alertness
and arousal.

Cingulate gyrus
9 2 Parietal lobe

Frontal lobe
Thalamus

Corpus callosum

Tissue dividing Occipital lobe

lateral ventricles

Nucleus accumbens
Hypothalamus

Superior and
inferior colliculi

Pituitary gland Midbrain

Pons Cerebellum

Medulla

Spinal cord

Central canal of
spinal cord

fires. Now consider that the human brain contains literally billions and billions of neurons.
Many of the brain’s neurons synapse with several thousand other neurons because of an
elaborate branching of axons. The complexity of billions of neurons and more billions of
synapses is absolutely staggering and almost beyond comprehension. Despite the enor-
mity of the task, great strides have been made in understanding how this most complex of
organs works. One fruitful approach is to consider the different parts of the brain sepa-
rately in an attempt to determine their individual functions.

The major divisions of the human brain are the hindbrain, midbrain, and fore-
brain. Figure 3.5 shows the relative locations of these three divisions. If a voyage
through the brain began at the spinal cord and moved up, the first part of the brain
encountered would be the hindbrain.

The Hindbrain
The hindbrain consists of three main components: the medulla oblongata, the
cerebellum, and the pons (see Figure 3.5). The medulla is located just above (and is
really a slight enlargement of) the spinal cord. A highly significant structure for the
regulation of basic life functions, the medulla controls breathing, heart rate, vomiting,
swallowing, blood pressure, and digestive processes. Normal functioning of the me-
dulla is critical, and when drugs begin to affect the medulla, the person is often in
danger due to respiratory or cardiovascular failure. When toxic chemicals reach high
levels in this area, the vomit center is often triggered to purge the body, which may be
why drinking large quantities of alcohol often causes nausea and vomiting. Farther up
the hindbrain is an enlarged section called the pons. In addition to providing the path-
ways for input up and output down from the spinal cord, the pons plays a role in the
control of sleep and wakefulness. Running along the pons and through the medulla is
a pathway (not visible in Figure 3.5) known as the reticular activating system, which
is critical for alertness and arousal. Drugs that lower arousal and induce sleep (such as
barbiturates and tranquilizers) are thought to act in this region of the brain.

The cerebellum, the last major organ of the hindbrain, is a highly complex structure
containing several billion neurons itself. The cerebellum is critical for motor control.
Activities of the cerebellum are largely unconscious but do involve balance, coordinated
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movement of all kinds, and speech. The loss of motor control and balance produced by
drugs such as alcohol may be caused by their action on the cerebellum.

The Midbrain

The midbrain consists of a number of structures, including the inferior colliculi, the
superior colliculi, and the substantia nigra. The inferior colliculi form part of the audi-
tory system. The superior colliculi function in localization of visual stimuli. These struc-
tures are specifically involved with localization of stimuli and mediation of reflexes.
The actual recognition and interpretation of visual and auditory stimuli take place else-
where in the brain (see the section on the cerebral cortex).

Parkinson’s disease involves damage to the substantia nigra and the nigrostriatal
motor pathway. Specifically, Parkinson’s disease develops when nerve cells in this
brain region begin to degenerate. The substantia nigra produces dopamine, which is
transported through this motor pathway, and as the substantia nigra deteriorates, less
and less dopamine is available for neurotransmission. Parkinson’s symptoms do not
appear until about 80% of the substantia nigra is destroyed. Although the causes of
Parkinson’s disease are not completely understood, some toxins, including some “de-
signer drugs,” appear to be capable of killing neurons in the substantia nigra and trig-
gering the disorder (see Chapter 10).

The Forebrain

The Thalamus and Hypothalamus

The most important brain regions from the perspective of interpreting complex
human behavior are in the forebrain, particularly the cortex, but also including the
thalamus and hypothalamus (see Figure 3.5). The thalamus is often referred to as a
relay station because it receives incoming sensory stimuli and then “relays” that infor-
mation to relevant centers throughout the brain. The hypothalamus is a critical struc-
ture in the motivation of behavior. It contains areas that appear to be involved in the
regulation of eating and drinking, and the control of body temperature, aggression,
and sexual behavior. Worth noting is that information about the particular function
of a given brain region has not been easily determined and remains somewhat contro-
versial. Historically, the methods for analyzing brain structures were primarily lesions
and stimulation. Lesioning a structure involves performing surgery on an animal sub-
ject and causing localized damage to the structure in question. When the animal has
recovered from surgery, changes in behavior are then attributed to the damaged
structure. For example, lesions in one part of the hypothalamus result in greatly re-
duced food intake, whereas if another part is damaged, overeating and obesity occur.
Thus, the hypothalamus contains at least two sites that appear to be important in the
regulation of food intake. One area seems to inhibit eating (because its loss results in
overeating) and the other seems to excite hunger (because its loss results in less eat-
ing). The effects of electrical stimulation of a brain region generally are the opposite
of the effects of lesioning or removing that region.

A note of caution accompanies these findings. When cells in the brain are lesioned
or stimulated, the effects extend beyond those specific cells, and indeed entire path-
ways may become damaged or stimulated. Thus, rather than speaking of the hunger or
satiety centers, a more appropriate term is hunger or satiety pathways. However, even
this may be an oversimplification because some researchers have noted that the role of
these pathways may not be as specific to hunger as we first thought. That is, these
pathways could affect motor movements, the sensation of taste, or more general moti-
vational variables, and much current research is devoted to these effects. However,
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inferior colliculi
(ko-"lik-yurIT)

Midbrain structures that
control sound localization.

superior colliculi
Midbrain structures that
control visual localization.

substantia nigra (sab-
'stan(t)-shé-a-'ni-gra)
Literally “black substance,”
this basal ganglia structure
is darkly pigmented;
produces dopamine.
Damage to this area
produces Parkinson’s
disease.

thalamus (‘tha-1a-mas)
Forebrain structure that
organizes sensory input.

hypothalamus
("hi-po-tha-1a-mas)
Forebrain structure

that regulates eating,
drinking, and other basic
biological drives.
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mesolimbic
dopaminergic
pathway

Pathway that is rewarding
when stimulated.

limbic system

Forebrain structures
including the amygdala and
hippocampus.

basal ganglia
('ba-sal-'gan-gle-a)
Forebrain structures
important for motor
control; include the caudate
nucleus, the putamen, and
the globus pallidus.

cortex
The outermost and largest
part of the human brain.

there is general agreement that the hypothalamus is an important structure in the
regulation of hunger, thirst, and other basic biological motives (Carlson, 2008).

The Neural Basis of Reward

Despite the difficulties of such research, electrical stimulation of brain regions led to
one of the most significant discoveries in the quest to understand the relationship of
brain, behavior, and drugs. During the 1950s, the psychologist James Olds was trying
to map the effects of stimulation on the rat brain by implanting electrodes into various
regions. The rat seemed to enjoy the electrical stimulation in some areas of the brain.
Here is how Olds describes his serendipitous discovery:

I applied a brief train of 60-cycle sine wave electrical current whenever the animal entered
one corner of the enclosure. The animal did not stay away from the corner, but rather came
back quickly after a brief sortie which followed the first stimulation and came back even
more quickly after a briefer sortie which followed the second stimulation. By the time the
third electrical stimulus had been applied the animal seemed indubitably to be “coming back
for more.” (Carlson, 2001, p. 457)

Following up on this finding, Olds and Milner (1954) discovered that when elec-
trodes are implanted in some brain areas, particularly in a region called the mesolim-
bic dopaminergic pathway, rats could actually be trained to press a lever to electrically
stimulate themselves. The mesolimbic dopaminergic pathway includes a small subcor-
tical area called the nucleus accumbens and travels through the ventral tegmental area
all the way to the frontal cortex. When rats have been trained to self-stimulate this
area, they often respond with great vigor (more than 1,000 responses per hour), and
the potency of the reinforcement related to this center led Olds and others to refer to
it as the “pleasure center.” The notion is that the region may represent the final com-
mon pathway for pleasurable stimulation and reward. It has been argued too that this
brain region is of significance in understanding the rewarding properties of drugs. The
nucleus accumbens is rich in dopamine, and some investigators have suggested that
dopamine is a critical chemical in producing the rewarding properties of drugs (Koob
& Le Moal, 2006; Nestler, 2009). Indeed, some have viewed this region of the brain
as critical to drug addiction: “There is now a wealth of evidence that [the mesolimbic
dopaminergic pathway] is a crucial substrate for the acute rewarding effects of virtu-
ally all drugs of abuse and for the derangements in reward mechanisms that contribute
to drug addiction” (Nestler, 2009, p. 777). As Dackis and Gold (1985) once put it,
addicts can be seen as individuals who have “tampered chemically with endogenous
systems of reward and lost control of this shortcut to pleasure” (p. 476).

It is true that many pleasurable events result in the release of dopamine in this
pathway—good-tasting food (especially chocolate), sex, and indeed many drugs such
as cocaine, heroin, and nicotine (Goldstein, 2001 ). However, the idea that dopamine
release in this pathway always translates into the psychological experience of pleasure
appears to be an oversimplification. For example, events that are surprising or arous-
ing but not especially pleasurable (like an electrical shock) seem to release dopamine
in the nucleus accumbens, so perhaps activity in this pathway reflects events that have
motivational significance or are “attention-getters” (Baron & Galizio, 2005; Berridge
& Robinson, 1998; Martin-Soelch et al., 2001).

The Limbic System, Basal Ganglia, and Cerebral Cortex

The forebrain also includes three complex systems: the limbic system, the basal ganglia,
and the cortex. The aspects of behavior that are most uniquely human, such as complex
reasoning, memory, logic, speech, and planning, are largely derived from these structures.
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The limbic system includes several structures in the interior of the forebrain. One
limbic structure, the amygdala, seems to be important in mediating certain types of
aggression, fear, and other emotional experiences. Another important limbic structure
is the hippocampus, which appears to be critical in memory storage. People with
damage to the hippocampus can remember things that occurred in their lives prior to
the damage but, for the most part, are unable to store new memories. In other words,
their long-term memories are intact, but they have difficulty in forming new perma-
nent memories. The basal ganglia include the caudate nucleus, the putamen, and the
globus pallidus. These structures are critical for motor movements.

One feature that distinguishes the human brain from those of most other animals is
the greatly enlarged cerebral cortex. Indeed, many of the complex psychological func-
tions that are characteristically human are thought to involve the cortex. Figure 3.4
shows the lobes of the cerebral cortex. The occipital lobe is at the back of the brain and
is often referred to as the visual projection area. Stimulation of the eye is eventually per-
ceived as a visual stimulus when the signal reaches the occipital cortex. The temporal lobe
is similarly specialized for auditory stimulation and also appears to be important in lan-
guage. Damage to the left temporal lobe results in severe impairment of language abilities
(at least for most right-handed individuals). Right temporal lobe damage often results in
dysregulation of emotions. This relationship between right and left temporal lobe media-
tion of language and emotions is reversed in some cases (e.g., left-handed individuals).
The frontal lobe is important in the initiation of movement and is involved with emotion-
ality, intelligence, and personality. Tactile stimuli are registered in the parietal lobe.

Because most nonhuman species do not share the enlarged cortex of humans, using
animal models to study the functions of the cortex is more difficult. Much of what we
know about the cerebral cortex then has come from unfortunate accidents and diseases
such as strokes and tumors, which in effect produce lesions in the patient’s brain that
may result in some loss of psychological function. Upon autopsy, the nature of the psy-
chological impairment can be matched to the site of the damage. For example, consider
the tragic but instructive example of Phineas Gage. Gage was a 25-year-old railroad
worker in 1848, when an accidental explosion drove an iron rod through his head. Re-
markably, Gage not only survived but after a recovery period was able to walk, talk, and
remember as well as he had before the accident. It was clear, however, that Gage’s per-
sonality had changed. His friends said that he was no longer himself. Before the acci-
dent,he wasregardedasamild-mannered,
well-adjusted, friendly man, but his brain
damage left him impulsive, ill-tempered,
and unreliable. He was apparently un-
able to execute or stick to even the sim-
plest plans. His skull was preserved, and
nearly a century and a half later, a recon-
struction of the trajectory of the rod
showed that the likely area of damage
was the frontal lobe, which is now recog-
nized to be important in the ability to
plan, to control impulses, and generally
to consider the long-term consequences
of behavior (Damasio, 1994). Some re-
searchers have suggested that frontal
lobe abnormalities may be caused by ex-
posure to some drugs of abuse such as :
cocaine (e.g., Kalivas & Volkow, 2005). A technician monitors a patient during a CAT scan.

hippocampus
("hi-pa-'kam-pas)

A structure of the limbic
system thought to be
important in the formation
of memories.
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electroencephalogra-
phy (EEG)

Technique used to measure
electrical activity in the
brain.

computerized axial
tomography (CT)
Technique that produces a
three-dimensional X-ray
image of the brain.

positron emission
transaxial tomography
(PET)

Technique used to measure
activity in selected brain
regions.

magnetic resonance
imaging (MRI)
Technique that creates a
high-resolution, three-
dimensional image of the
brain.

An MRI image of the brain

Imaging the Human Brain

Although much of what we know about the brain comes from a combination of re-
search with animals and autopsy data from humans, new imaging technologies in recent
years have opened new windows on the human brain. These technologies are teaching
us much about the functional neuroanatomy of the normal brain. They also provide us
with more sophisticated answers to questions that come up whenever chronic effects of
drugs are discussed: the issue of drug-induced brain damage. We discuss this problem
throughout the text as we consider individual drugs, but now, after this lengthy discus-
sion of the brain, a few general comments are warranted. Detecting brain damage
caused by drugs is often very difficult. Rarely do psychoactive drugs produce such dra-
matic long-term effects as those seen with Phineas Gage, for example, so we must rely
on specialized methods to determine whether damage has occurred. Various neuropsy-
chological tests are available that can be used to detect impairment in memory, percep-
tual motor skills, language, and other functions that may be influenced by chronic drug
use. More direct analysis of brain tissue may be accomplished through electroencepha-
lography (EEG). This technique involves measuring the brain’s electrical activity
through the scalp. These brain waves change in predictable ways with sleep or various
kinds of arousal, and abnormalities in EEG patterns can reveal gross brain damage.

A more recently developed and more sensitive measure of brain impairment is
computerized axial tomography, better known as the CT or CAT scan. The CT scan
involves passing X-rays through the head in a circular pattern to get a three-dimen-
sional image of the brain. The focus can be changed to different depths of the brain to
detect internal tumors, enlarged spaces or ventricles, and other internal abnormalities.

CT scans provide a picture of the brain but reveal nothing about its functioning. How-
ever, a technique called the PET scan may greatly increase our ability to detect brain activ-
ity. Positron emission transaxial tomography (PET) involves injecting weak radioisotopes
into the brain. Radioactive glucose or oxygen or even radioactive neurochemicals are then
measured by sensitive detectors that can determine where the isotopes are absorbed, their
rate of absorption, and so on. Then changes in activity in various brain regions can be
assessed, including changes induced by drugs. Techniques like the PET scan and the closely
related SPECT (single photon emission computed tomography) scan promise to greatly
increase our ability to determine where in the brain damaging drugs produce their effects.

Another sophisticated and sensitive
technique used to image the brain is
magnetic resonance imaging (MRI).
With this technique, a strong magnetic
field is passed through a person’s head.
Radio waves are then generated, which
cause the molecules of the brain to emit
energy of different frequencies, depend-
ing on their properties. This technique
creates a localized and detailed brain
image and eventually may greatly im-
prove our ability to detect and under-
stand brain dysfunction (Uttal, 2001). A
modification of MRI technology called
functional MRI (fMRI) has been devel-
oped; fMRI permits very rapid imaging
and enables us to measure oxygen levels
in blood vessels of the brain. Oxygen
levels are correlated with the metabolism
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CONTEMPORARY ISSUE BOX 3.2
Drug Craving and the Brain

Drug abusers often report experiencing strong
reactions when they are exposed to environmental
stimuli associated with drug use. For example, being
in a place where they have frequently used drugs or
with friends who use them can evoke drug craving,
excitement, and even physical symptoms such as
elevated heart rate. Using some of the sophisticated
brain-imaging tools described in the text, researchers
are now able to characterize how the brain reacts to
drug-related stimuli. In one study, Childress et al.
(1999) used the PET scan to compare the reactions of
cocaine users (not using at the time of the study)
with those of control subjects who had never tried
cocaine. Subjects in both groups watched two videos
in the laboratory while measurements were taken.
One video showed an individual purchasing, prepar-
ing, and smoking crack cocaine; the other video was
a nature film unrelated to drugs. The cocaine users,

Drugs and the Nervous System
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but not the control subjects, reported strong craving
after watching the crack video. The PET scans revealed
increased activity in the limbic region of the brain,
particularly the amygdala and a limbic structure called
the anterior cingulate, that correlated with cocaine
craving. That is, the cocaine users exhibited limbic
activity while watching the crack video but not the
nature video.

The nonusers did not show limbic activation during
either video. Subsequent studies have replicated these
findings with fMRI technology (Wexler et al., 2001) and
shown similar patterns of brain activity when alcoholics
and cigarette smokers experience craving as well (Lim
et al., 2005; Myrick et al., 2004). Brain-imaging tech-
nigues have the potential to identify the brain regions
involved with the psychological experiences, such as
craving, that are thought to be important aspects of
drug dependence.

of a particular brain region and are taken as an index of brain activity in that region.
Thus, fMRI images obtained while a subject is engaged in some psychological activity
(e.g., doing mental arithmetic) can be used to make inferences about the brain regions
that were most active during the activity. These various imaging techniques are increas-
ingly being used to learn about the neural mechanisms of drug action and dependence
(see Contemporary Issue Box 3.2), as well as to evaluate changes in the brain after long-
term exposure to drugs.

Summary

® All psychoactive drugs produce their effects by ac-
tion on the nervous system—primarily by altering
normal brain function.

® Drugs alter neural transmission in several ways.
For example, a drug may mimic a natural or
endogenous neurotransmitter by activating
receptor sites. Alternatively, a drug may block a
receptor site. Drugs can also affect the deactiva-
tion or release of neurotransmitters.

® The brain is composed of specialized cells called
neurons. Neurons transmit information by con-
ducting electrical currents along their axons and
releasing chemical substances called neurotrans- ® Dozens of different chemicals have been pro-
mitters into the synapse. Most drugs act by posed to act as neurotransmitters in the human
altering this chemical phase of neural transmission. brain; several are known to be related to drug
effects. These include acetylcholine, anandamide,
dopamine, endorphins, GABA, glutamate,
norepinephrine, and serotonin.

® Neurotransmitters work through a lock—key
mechanism. The transmitter substance is like a
key, and specialized areas on the neuron, called
receptor sites, are like locks. Neurotransmitter ® The nervous system is divided into two main
chemicals must occupy the receptor sites for the sections. The central nervous system includes the
neuron to fire. brain and spinal cord. The peripheral nervous
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system includes the sensory nerves, motor nerves,

i ® The evolutionarily primitive hindbrain includes
and the autonomic nervous system. the medulla, the pons, and the cerebellum.
The autonomic nervous system is divided into two ® The midbrain includes the superior and inferior
branches. The sympathetic branch produces the colliculi and the substantia nigra.

hysiological effects that accompany emotional
phy 9 pany ® The forebrain includes the cerebral cortex, the

arousal, and the parasympathetic branch controls
the body when at rest.
For convenience of description, the brain is

divided into three divisions: the hindbrain, the
midbrain, and the forebrain.

thalamus, the hypothalamus, the basal ganglia,
and the limbic system.

Answers to “What Do You Think?"”

T The brain is protected from toxic compounds
that might enter the bloodstream by a blood-
brain barrier that screens many, but not all,
chemicals.

Key Terms

. Certain cells in the nervous system have the 6. The two main branches of the nervous system
unique ability to “talk” with each other. are the peripheral nervous system (PNS) and the
T Neurons are able to communicate with each autonomic nervous system (ANS).

other through an electrochemical process F The two main branches of the nervous system
known as neural transmission. are the central nervous system (CNS) and the

. The effects of drugs always involve naturally peripheral nervous system (PNS).
occurring physiological processes. 7. The brain and the spinal cord make up the
T Drugs act by making defined natural functions peripheral nervous system.

of the brain or body either more or less active. F The brain and the spinal cord make up the

. Some drugs may act by mimicking a neurotrans- central nervous system.
mitter. 8. The brain is firmly attached to the inside of the
T Some drugs bind to receptor sites just as skull by tough membranes known as the

natural transmitters do. meninges.

. All drugs have the same basic effect on a F The brain floats within the skull in a liquid
cellular level; that is, they all block neural firing. known as cerebrospinal fluid.

F Although some drugs, called antagonists, do 9. The autonomic nervous system is responsible for
block receptor sites and prevent activation of regulating food and water intake.
the receptor, other drugs, called agonists, F Food and water intake appears to be regu-
activate the receptor. lated by the hypothalamus, a structure found

. The brain is shielded from many toxic substances in the brain.
by a protective barrier. 10. Animals will work for the electrical stimulation

of certain parts of the brain.
T The mesolimbic dopaminergic pathway is some-
times called the pleasure center of the brain.

axon terminals (or terminal
buttons)

acetylcholine (a-'se-t°l-'k6-1én) anandamide

action potential antagonist

basal ganglia (‘ba-sal-'gan-glé-a)

agonist (‘a-ga-nist) autonomic nervous system

beta-blockers

Alzheimer’s disease (‘alts-'hi-marz-) axon (‘ak-"san)
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blood-brain barrier

central nervous system (CNS)
cerebellum (‘ser-a-'be-lam)
computerized axial tomography (CT)
cortex

dendrites (‘den-"drit)

dopamine (‘do-pa-'mén)
electroencephalography (EEG)
endorphins (en-'do-r-fanz)
enzyme breakdown

forebrain

GABA

glutamate

hindbrain

hippocampus (‘hi-pa-'kam-pas)
hypothalamus (*hi-po-tha-la-mas)

inferior colliculi (ko-'lik-ya-IT)

ionotropic receptors

L-dopa (‘el-"do-pa)

limbic system

magnetic resonance imaging (MRI)

medulla oblongata
(ma-"da-la-'ad-bl-on -ga-ta)

mesolimbic dopaminergic

pathway

metabotropic receptors

midbrain

monoamines (‘ma-no-a-"'men)

myelin (‘mi-a-lan)

neuromuscular junction

neurons (‘nii-"rén)

neurotransmitters

norepinephrine
(‘no-r-"e-pa-"ne-fran)

parasympathetic branch

Essays/Thought Questions
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Parkinson’s disease
peripheral nervous system (PNS)
pons (‘pénz)

positron emission transaxial
tomography (PET)

receptor sites
reticular activating system
reuptake
serotonin (‘sir-a-to-nan)
substantia nigra
(sab-'stan(t)-she-a-'ni-gra)
superior colliculi
sympathetic branch
sympathomimetic
synapse ('si-'naps)
thalamus (‘tha-la-mas)
vesicles (‘ve-si-kal)

1. Drugs produce psychological effects by chemical
action on neurons. What implications does this

2. Should addiction be viewed as a brain disease?
Consider the implications of drug actions on the

mechanism have for the traditional distinction
between mind and body?

Suggested Readings
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Pharmacology

What Do You Think? True or False?

Answers are given at the end of the chapter.

Scientific study of the effects of drugs is dif-

It is important to know about drug interac-

__ 1. A given amount of a drug has similar bio- __ 8. The kidneys play the major role in drug
logical effects on different people. metabolism.

2. Despite the large number of known drugs, 9.
there are only three ways that drugs are ficult because there is no way to represent
commonly administered or taken. such effects quantitatively.

__ 3. The safest way to take a drug is orally, but __10. When more than one drug is taken at a
that is the slowest way of getting the drug time, the effects of one can enhance or
into the blood. diminish the effects of the other(s).

__ 4. Taking a drug intravenously is a highly effi- _11. Caffeine and alcohol have antagonistic
cient, safe way to get a drug into the blood. effects.

__ 5. Smoking is a relatively slow way of getting _12.

a drug into the blood. tions because of the increasing prevalence

6. Some drugs can enter the body through of using more than one drug at a time

the skin.

among people who present themselves for

drug treatment.
7. The body protects the brain from toxic
substances.

The aim of this chapter is to cover the basic principles and methods of pharmacology
that apply to the description and evaluation of all drugs. We will elaborate on an idea
we first mentioned in Chapter 1—the drug experience, or a person’s perception of the
effects of a drug. A series of interrelated factors contributes to a given drug effect. The
importance of any one factor, or set of factors, for a given drug-taking occasion de-
pends on the importance of the other factors. This idea sounds complicated, and it is
even more complicated to analyze in practice. To evaluate the importance or contri-
bution of any one factor to a drug effect or experience, researchers must comprehend
or at least somehow control the effects of other relevant factors.

We will try to walk down the path of the drug experience from beginning to end as
if it were a logical and linear route. That analogy is flawed, however, because not only
are the contributory factors of a drug effect interdependent, but feedback relationships
may also occur among those factors. For example, a large quantity of some drug may be
taken and absorbed into the blood. Then the drug is carried to its site of action
(distributed). In some cases, a large quantity of a drug may cause the body to slow ab-
sorption or quicken metabolism of the drug to defend itself against a toxic drug effect.
In this event, the distribution of the drug is information that the body “feeds back” to
its regulators of absorption and metabolism to, in effect, reduce the drug quantity.

Still, including all the possible feedback loops would strangle this discussion, so we
review the drug experience and the factors that influence it as if everything proceeds
linearly. We chart the path in Table 4.1. For each of the “steps” in the table, there may
be two or more factors to consider. By the end of this chapter, you will begin to un-
derstand the great complexity of what humans experience when they take drugs.

To the pharmacologist, the drug experience involves two branches of that science:
pharmacokinetics and pharmacodynamics. Pharmacokinetics concerns “the absorp-
tion, distribution, biotransformation, and excretion of drugs” (Benet, Mitchell, &
Sheiner, 1990a, p. 1). Drug absorption and distribution are essential for determining

control

In research, to be able to
account for variables that
may affect the results of a
study.

feedback

In this context, in a series of
events, what happens in a
later event alters events
that preceded it.

absorbed
When drugs have entered
the bloodstream.

metabolism

The process by which the
body breaks down matter
into more simple compo-
nents and waste.

distribution

The transport of drugs by
the blood to their site(s) of
action in the body.

pharmacokinetics

The branch of pharmacol-
ogy that concerns the
absorption, distribution,
biotransformation, and
excretion of drugs.
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pharmacodynamics

The branch of pharmacol-
ogy that concerns the
biochemical and physiologi-
cal effects of drugs and
their mechanisms of action.

TABLE 4.1 “Steps” in the Drug Experience

A drug of a specified chemical structure is present.

A certain quantity of this drug is measured.

This quantity of the drug is administered in one of a number of possible ways.

The drug is absorbed into the blood and distributed to site(s) of action.

Some pharmacological effect is produced.

In humans, a drug’s pharmacological effects may be modified depending on
characteristics of the person, such as genetic constitution, gender, age, personality, and
drug tolerance.

7. The setting or context of drug use may also modify a drug’s pharmacological effects.

O Gu S @ =

how much drug reaches its sites of action and therefore its effects. Absorption and
distribution are key factors in the drug experience (see Step 4 in Table 4.1).

Once in the body, drugs do not stay forever. The basics of how the body eliminates
drugs and how that is studied are also covered in this chapter. Knowing about drug
excretion or elimination is required for learning the effect a drug will have after it
enters the body.

Pharmacokinetics might be viewed as the vehicle for pharmacodynamics, which is
the study of the “biochemical and physiological effects of drugs and their mechanisms
of'action” (Benet et al., 1990a, p. 1). The neural mechanisms of drugs were discussed
in Chapter 3. In this chapter, we introduce some of the language that pharmacologists
use to describe drug effects and some ways that have been developed to depict them.
In later chapters on individual drugs and drug classes, pharmacodynamics enters into
our description of a drug’s biological mechanism of action. Pharmacodynamics is
relevant to the drug experience because this branch of pharmacology concerns the
biological bases of observed drug effects. It will be valuable for you to know what
standards are followed in describing and representing these effects.

The emphasis of this chapter is on the characteristics of drugs and the role the body
plays in producing drug effects. Unique characteristics of people (see Step 6 in Table
4.1) and setting factors that affect the drug experience (see Step 7) are the subject of
Chapter 5.

Pharmacokinetics

We begin our overview of pharmacokinetics by describing how to specify and measure
a given amount of a drug and how the drug gets into the body. The combination of
drug and body chemistry determines the drug experience.

Drug Dose

You know from Chapter 1 that the effect of a drug depends most fundamentally on how
much of the drug is taken (see Steps 1 and 2 in Table 4.1). A science about drugs relies
on a standard way to determine drug quantities. How do pharmacologists compute drug
dose? How is that quantity communicated? A drug’s dose is computed according to a
person’s body weight, because heavier people have a greater volume of body fluid than
lighter people do. Therefore, a given amount of a drug is less concentrated in the body
of a heavier person, and similarly at the site of drug action, than it is in the body of a
lighter person (White, 1991). As you will see later in this chapter, in general, the greater
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the drug concentration at a site, the greater the drug eftect. Therefore, the amount of a
drug that is administered has to be adjusted according to body weight to assure that the
drug is given in equivalent strength (dose) to people who have diftferent weights.

The first step is to determine the desired dose, expressed in milligrams of the drug
per kilogram (mg/kg) of body weight. The next step is to weigh the person and re-
cord the weight in kilograms. With these two quantities, the amount of drug required
for the desired dose is easily determined. For example, if the desired dose is 0.08 mg/
kg and the person weighs 80 kg, the necessary amount is 0.08 x 80 = 6.4 mg of the
drug (Leavitt, 1982).

Routes of Administration

In pharmacology, the “route of drug administration” may refer to either the site
where a drug is taken or how a drug is taken.! The route of drug administration can
strongly influence the effects that a drug has (see Step 3 in Table 4.1). In this section,
we discuss eight administration routes. The five most common are oral, by injection
(includes three ways—subcutaneous, intramuscular, and intravenous), and by inhala-
tion. Three other important routes are intranasal (sniffing), sublingual (under the
tongue), and transdermal (through the skin).

Oral

Oral administration, or swallowing, is the route with which you probably are most
familiar. Drugs taken orally are usually in the form of pills, capsules, powders, or lig-
uids. Examples are the variety of headache medicines, cough syrups, and cold reme-
dies available at any drugstore. Such accessible medications are virtually always
prepared for oral administration because it usually is the safest, most convenient, and
most economical way to administer a drug.

When drugs are swallowed, they pass through the stomach and are absorbed pri-
marily through the small intestine. This travel course affects both how fast a drug can
register its effect physically and how much effect is registered. A major factor in deter-
mining the effect is how much food is in the digestive tract when the drug is taken. The
presence of food delays the stomach from emptying and may dilute the concentration
of a drug. The result: delayed absorption and a decrease in the maximum drug level
achieved. People may notice this result when they compare drinking alcohol after eat-
ing a full meal to drinking on an empty stomach. Another point about oral administra-
tion is that food may encapsulate the drug so that it is passed out of the body in the
feces. Finally, oral administration, even without the complications of food in the stom-
ach, causes the drug to be absorbed into the blood more slowly than with other routes.

So, the pluses of oral administration—relative safety, convenience, and economy—
must be balanced against considerations of time to absorption and the maximum drug
effect that can be reached with a particular drug dose. With some drugs, such as her-
oin, the stomach acids used in digestion actually break down the drug to some degree
before it is absorbed into the blood. Once in the blood, the chemically altered drug is
passed through the liver before it reaches the brain. Because the liver is the major site
of the metabolization of most drugs, only a fraction of the drug dose actually reaches
the brain. The outcome is a diminished drug eftect.

Injection
Three of the most common routes of drug administration involve injecting drugs into
the body using a needle and syringe. When drugs are taken this way, they typically are

"Our discussion of routes of drug administration draws heavily from Benet, Mitchell, and Sheiner (1990a;
1990b); Brands et al. (1998); Jacobs and Fehr (1987); and Julien, Advokat, and Comaty (2008).
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dissolved

When a drug changes from
solid to liquid by mixing it
with a liquid.

suspended

When a drug’s particles are
dispersed in solution but
not dissolved in it.

“I had not taken a bath in
a year nov changed my
clothes or removed them
except to stick o needle

- every hour in the fibvous
wooden flesh of heroin ad-
diction. I did absolutely
nothing.”

William S. Burroughs

dissolved or suspended in some solution (“vehicle”) before injection. The routes for
administration when injecting drugs are subcutaneous, intramuscular, and intravenous.

Subcutaneous

This route involves injecting the drug under the layers of the skin. It is the easiest of
the injection routes to use because the target site of the needle is just below the skin
surface. Many beginning drug abusers take their drugs subcutaneously. This route
may also be preferred medically for drugs that are not irritating to body tissue because
of the route’s relatively slow (but faster than oral) and constant absorption rate. In
fact, the solution in which the drug is administered may be selected to adjust the
drug’s absorption rate. A drug should not be taken subcutaneously when the drug
irritates body tissue and when large volumes of solution must be taken to introduce
enough of the drug to achieve the desired effect.

Intramuscular
The name of this route means “within the muscle.” Intramuscular injection requires
a deeper penetration than the subcutaneous method but is associated with a faster
absorption rate when the drug is prepared in a water solution and there is a good rate
of blood flow at the site of administration. Absorption rates may differ depending on
the rate of blood flow to the muscle group the drug is injected into; in practice, the
most common muscle sites are the deltoid, thigh, and buttocks. The absorption rate
can also be modulated by the solution that the drug is prepared in for administration.
One disadvantage is that intramuscular injection can result in localized pain (at the site
of injection). Furthermore, when a person who is not formally trained administers drugs
intramuscularly, the risk of infection from irritating drugs and tissue damage is high.

Intravenous

Intravenous means “into the veins,” and therefore most absorption problems are avoided.
A common street term for the route is “mainlining.” The drug is injected in solution di-
rectly into the veins. The effects can be immediate. As a result, intravenous administration
is valuable in emergency medical situations, and doses can be precisely adjusted according
to the person’s response. In addition, irritating drugs as well as irritating vehicles can be
taken intravenously (as opposed to, say, subcutaneously or intramuscularly) because blood
vessel walls are relatively insensitive and the drug is further diluted by blood.

The apparent advantages of intravenous administration raise the question of why
this is not the preferred route for prescribed medications. A major reason is that the
intravenous route is the one most highly associated with complications because large
quantities of the drug quickly reach the site of action. This feature contrasts with oral
administration, which is considered safe because drugs reach their sites of action rela-
tively slowly. Another point to consider is that if a drug is repeatedly administered
intravenously, then a healthy vein must be maintained. In general, intravenous injec-
tion is associated with such risk that administration must be done slowly and with
careful monitoring of a person’s response. Obviously, this care is much more likely in
a controlled medical environment than in other settings where drugs are taken.

Those who regularly take drugs like heroin, cocaine, or heroin and cocaine together
(called “speedball”) intravenously are called “hard-core addicts.” These users take
drugs intravenously because they want immediate and powerful drug eftects. How-
ever, the risks of taking a drug intravenously, coupled with the assault that such drug
taking has on the body, usually take a toll on a person. Drug-induced deaths, inten-
tional or not, are an ever-present danger among addicts and other nonmedical drug
users who take their drugs intravenously.

Copyright 2011 Cengage Learning, Inc. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



Pharmacology

Needle Sharing and AIDS

Intravenous (V) drug use remains a risk factor for
AIDS. The reason the risk for AIDS is high among IV
drug users is that they often share needles while
taking drugs. The risk for becoming HIV positive
increases when one or more of the needle sharers are
HIV positive and the needle is not sterilized before
being passed from person to person.

IV drug users share needles for several reasons. It
may be a simple matter of syringe availability. If few
needles are around, then sharing becomes more likely.
In this regard, the addicts’ first priority is to get the
drug into their body. However, a more entrenched
and difficult-to-modify reason for needle sharing is
that it may be part of local drug-taking social norms.
In addition, needle sharing is often part of socializa-
tion into the drug-taking subculture and has been
viewed as a way that addicts can feel a sense of group
belonging and friendship.

Several approaches have been taken to combat
the problem of HIV risk and needle sharing. One is
education. In the last 10 years or so, it would be

avoid needle sharing or, if the practice is followed,
to clean the needle before reusing it. A related
approach has been to directly supply addicts with
clean syringes. So-called needle exchange programs,
in which addicts trade their used syringes for clean
ones, seem promising. Reviews of such programs

in the United States, Canada, and Europe show that
addicts in exchange programs do less needle sharing
and more often clean their syringes with bleach.

In addition, needle exchange programs have not
increased IV drug use where they have been imple-
mented (Center for AIDS Prevention Studies, 1998;
Rich et al., 2004).

Despite research evidence that needle exchange
programs can make inroads into the risk of HIV or IV
drug use problem, such programs still are controver-
sial in many parts of the United States and in other
countries, such as Sweden. The controversy is rooted
in the fear that free exchange of syringes without a
physician’s prescription will accelerate the spread of
IV drug use. If you were a local official, what would

difficult not to have heard or read about one or
more campaigns directed at addicts, alerting them to

programs in your city?

you consider the pros and cons of needle exchange

Another critical point to consider when drugs are taken by injection is that, to
prevent diseases such as AIDS, hepatitis, and tetanus, drugs must be injected using
sterile needles and solutions (see Contemporary Issue Box 4.1). When any of the
three injecting routes are used, the body’s natural protections against microorgan-
isms, such as skin and mucous membranes, are bypassed. Therefore, dirty needles or
nonsterile solutions may carry illness-inducing microorganisms that the body cannot
“screen out.” This is why, for instance, street drug abusers who share their needles are
at high risk for contracting AIDS.

Inhalation
Some drugs may be inhaled and then absorbed through the lung’s membranes. For
such drugs, inhalation results in a fast and effective absorption. A drug has to be in
one of a few states to be inhaled. Drugs that can be changed into gaseous states may
be inhaled. For example, the vapors of one class of substances may be inhaled. Three
examples of these substances, which typically are ingredients of commercial products
and are aptly called inhalants when used for their psychoactive properties, are ben-
zene, toluene, and naphtha. We have more to say about this important group of sub-
stances in Chapter 10. Drugs that can be administered in the form of fine liquid drops
also may be inhaled. Furthermore, drugs in small particles of matter that are sus-
pended in a gas may be inhaled (Jacobs & Fehr, 1987). For example, tobacco smoke
contains tiny drops of nicotine. Similarly, the smoke from freebase cocaine (crack)
contains droplets of cocaine.

As we noted, inhaling a drug results in rapid and eftective absorption. However, it is
possible to absorb only a small amount of a drug by inhalation in one administration.

“Your veins get havd. They
died out. You killed them
and they’re gone, and
then you can no longer
have any more veins.
Then you have to skin pop
it (intramuscular
injection).”

Research participant in a
study of long-term injection

drug users reported by
Anderson and Leyy (2003)

freebase

When a substance is
separated, or “freed,” from
its salt base. The separated
form of the substance is
thus called “freebase.”
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Intravenous drug injection is associated with rapid drug effects, making it the

Chapter 4

Intranasal

In this route, a drug in powdered form is
taken through the nose. The drug is then
absorbed through the mucous mem-
branes of the nose and the sinus cavities.
Other terms for intranasal administration
that you may have heard are snorting and
sniffing. Examples of drugs commonly
absorbed this way are cocaine, heroin,
and powdered tobacco snuff. When a
drug is fat soluble, sniffing is a rapid and
effective way to absorb it. If a sniffed
drug is irritating and disrupts blood flow,
however, it can cause damage. An ex-
ample that has been cited often is the
damage that cocaine sniffing causes to
the nasal septum and lining of the nose.

preferred route of some drug abusers. Intravenous injection of drugs is considered
dangerous because large quantities can reach the site(s) of action so quickly. Sublingual

With this route, a drug tablet is placed
under the tongue and dissolves in saliva. The drug is absorbed through the mouth’s
mucous membranes. Nitroglycerin, which is taken for treatment of angina pectoris
(heart pain), is usually taken sublingually. Nicotine may be taken in the form of chewing
tobacco or “dipping” snuff by the sublingual route.

The sublingual route results in faster and more efficient drug absorption than oral
administration. It also is preferred to oral administration for drugs that irritate the
stomach and cause vomiting. Almost any drug with the right chemical properties may
be taken in pill form sublingually. However, this route is used less frequently than
might be expected because of the unpleasant taste of many of the drugs that may be
taken sublingually.

Transdermal
Some drugs may be taken transdermally, or “through the skin” (Wester & Maibach,
1983). One common medical use of the transdermal route is to provide an alternative to
oral administration when a drug may cause unwanted gastrointestinal effects. The trans-
dermal route actually is not an effective one for many drugs because the skin acts as a bar-
rier to some chemicals and thus is relatively nonpermeable. For those drugs that more
readily penetrate intact skin, absorption is better because the drug is applied to a wider area.
Drugs that penetrate the skin are absorbed better at sites that have a higher rate of
cutaneous blood flow. In addition, a drug dose may be modified by mixing it with other
substances, such as an oily preparation, to improve penetration at the site of administra-
tion. In Chapter 7, we discuss a patch containing a preparation of nicotine and other
substances that is applied to the skin so that nicotine can enter the body. This is one type
of pharmacological treatment of nicotine dependence. Nitroglycerine may be adminis-
tered by patch, which avoids the problem of metabolizing the drug before it reaches its
site of action when it is taken orally (see the earlier discussion of the oral route and the
discussion of “first-pass effects” later in this chapter). Finally, patches may be used to
place a drug at a site of the skin that is advantageous for its increased blood flow.
Routes of drug administration should be thought of as ways to get drugs into the
body, and they can have a considerable influence on the drug experience. No route is
inherently better than any other. Rather, determining the preferred route depends on
the drug administered, the goals of administration, and the advantages and disadvantages

Copyright 2011 Cengage Learning, Inc. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



Pharmacology @

of using a particular route with a particular drug under
particular circumstances.

Table 4.2 is a summary of general considerations in
using the eight routes of drug administration that we
have discussed. Table 4.3 is a summary of the routes
typically used with drugs taken for medical and non-
medical reasons.

Drug Absorption

Absorption (of a drug into the bloodstream) also may
be defined as the rate and extent to which a drug leaves
its site of administration, and it plays a major role in the
drug experience. Absorption and the factors that affect
it are extremely important because they influence bio-
availability. Bioavailability is the portion of the origi-
nal drug dose that reaches its site of action or that
reaches a fluid in the body that gives the drug access to
its site of action (Benet et al., 1990b). As such, the
bioavailability of a drug tells us about its effects.

We have explained in detail how the route of ad-
ministering a drug affects its absorption. Actually, dif-
ferences among the routes in absorption rates are
related to the factors that influence absorption in gen-
eral. We cite a few major examples here (Benet et al.,
1990b; White, 1991). For all routes besides intrave-
nous, the drug must pass through at least one body
membrane before it can reach the circulatory system.
Because membranes consist largely of lipids (fats),
drugs that are more soluble in lipids are much more
readily absorbed. Alcohol is an example of a drug that  Probably the best-known way of ingesting a drug by inhalation is
dissolves in lipids. Another factor is the form in which ~ taking nicotine by smoking cigarettes.
the drug is administered: Drugs taken in water solution
are absorbed more rapidly than are drugs taken in suspension, in oily solution, or in bioavailability
solid form because they are dissolved more readily at the site of absorption. When a  The portion of the original
drug is taken in solid form, as aspirin is, for example, its solubility depends on condi- g;:gofgzii;:a;rrfsz?es =
tions at the site of absorption. For instance, aspirin is fairly insoluble in the acidic en-  reaches a fluid in the body
vironment of the stomach, and this places a limit on its absorbability. This point E?a;cgii(‘j’ﬁs J i o i 3
relates to the importance of the environment in the gastrointestinal system and its '
influence on the absorption of drugs that are taken orally, as we have discussed. Cir-
culation at the site of absorption also influences it, as more blood flow speeds absorp-
tion. Finally, the size of the absorbing surface makes a difference. Drugs are absorbed
more rapidly from larger surface areas.

Because each of these and other factors may singly or in combination aftect absorp-
tion, you can see why it is so difficult to specify a drug effect for a person under specific
conditions at a given time. This discussion also reaffirms why intravenous injection is
the most efficient way to get a drug to its sites of action. Intravenous injection by-
passes many factors that may retard absorption because it puts the drug in direct
contact with the blood—the vehicle of drug distribution.
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Drug Distribution
The biochemical properties of both the body and the drug have a lot to do with a
drug’s distribution to its sites of action. Because the blood transports a drug, it follows

Copyright 2011 Cengage Learning, Inc. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



@ Chapter 4

TABLE 4.2 General Considerations for the Eight Major Routes of Drug

Administration

Route Considerations

Oral e Among the safest, most convenient, and most economical routes
of administration
® Food in the stomach retards absorption or may diminish the
amount of drug absorbed
e Stomach acids may break down some drugs, resulting in
reduced drug effect
Subcutaneous e Easiest of the three injection routes to use
e Associated with absorption rates faster than oral administration
but slower than intramuscular and intravenous routes
e Preferred for medical use of drugs that are not irritating to body
tissue because of its relatively slow but constant absorption rate
with sustained drug effects
e Should not be used when a drug irritates body tissue or when
large volumes of solution must be used for taking the drug
Intramuscular ® Requires deeper penetration of injection than subcutaneous but
results in a faster absorption rate with proper preparation of
solution and an injection site with good blood flow
® May be painful at the injection site
Use by untrained people is associated with a high risk of
infection from irritating drugs and tissue damage
Intravenous e Considered one of the fastest absorption rates
e Valuable for emergency medical needs because the resulting
drug effects can be immediate
¢ Doses can be adjusted precisely according to the person’s
response because of immediacy of drug effects
e Better than subcutaneous or intramuscular routes for irritating
drugs because blood vessel walls are relatively insensitive and
the blood further dilutes the drug
e Danger in the potential for a large quantity of a drug to reach its
site of action
Repeated use requires maintenance of a healthy vein
® Drug dose must be administered gradually and the person’s
response monitored carefully to prevent serious complications
Inhalation e When feasible, absorption is effective and the most rapid for
some drugs
e Only a small amount of drug can be absorbed in any one
administration

Intranasal e For a fat-soluble drug, absorption is rapid and effective
e Can cause damage when the drug is irritating or disrupts
blood flow
Sublingual ® May be used for many drugs in pill form
L]

Results in faster and more efficient absorption than oral
administration

e Preferable to oral administration for drugs that irritate the
stomach and cause vomiting

* Not used as often as it might be because of the unpleasant taste
of many drugs

Transdermal e An alternative to the oral route when a drug may cause

unwanted gastrointestinal effects

¢ Not used for many drugs because the skin is a relatively
impenetrable barrier to many chemicals

® Resulting absorption is enhanced at sites that have greater
cutaneous blood flow, and mixing a drug with another substance
may improve penetration of the skin

Copyright 2011 Cengage Learning, Inc. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



TABLE 4.3 Drugs Used for Medical and Nonmedical Reasons and
Their Routes of Administration

Drug Route

Alcohol Oral

Amphetamines Oral; intravenous (preferred by the chronic high-dose
abuser); sniffed by occasional or new users

Barbiturates Oral; rectal (through the mucous membrane of the
rectum); subcutaneous; intramuscular; intravenous

Benzodiazepines Most commonly oral; some intravenous or intramuscular

Caffeine Most commonly oral; medically, occasionally by injection
for mild stimulant properties; intravenous injection by
abusers

Cannabis Almost all routes; most commonly smoking (inhalation);
injection not efficient because THC is not water-
soluble

Cocaine Cocaine hydrochloride is taken through nasal or other

mucous membranes, such as those of the mouth, vagina,
and rectum; also intravenous. Cocaine freebase (crack) is
volatile and therefore most often vaporized in a freebase
pipe and inhaled into the lungs

Heroin Most commonly is dissolved in water and injected subcu-
taneously, intramuscularly, or intravenously; may be
inhaled by smoking or sniffed

Nicotine Inhaled by smoking (cigarettes); nicotine in cigar or pipe
smoke mainly absorbed across membranes of the
mouth and upper respiratory tract; may be absorbed
through membranes of the mouth (chewing tobacco)
and nose (snuff) and through the skin

LSD (lysergic acid Oral; inhalation; the three injection routes; through
diethylamide-25) the skin

MDA (methylenedioxy- Most commonly oral
amphetamine)

PCP (phencyclidine) Oral; sniffed; inhalation by smoking (sprinkled on

marijuana, parsley, tobacco, or other substance that
can be smoked); intravenous injection

that regions of the body that receive the most blood get the most drug. Indeed the
heart, brain, kidney, liver, and other systems that receive a lot of blood get major por-
tions of the drug shortly after absorption. Other parts of the body that receive less
blood flow, such as muscle, viscera, and fat, may take considerably longer to receive
the drug. Besides blood flow, the diffusibility of membranes and tissues affects dis-
tribution: The more diffusible tissues receive the drug more rapidly.

Drug properties may influence distribution considerably. One such property is fat
solubility. Drugs that are more soluble in lipids penetrate body membranes and
therefore reach sites of action more easily than do less lipid-soluble drugs. The fat
solubility of a drug also plays a role in how much of it can reach the brain. This is
important to us because we concentrate on drugs that affect the CNS in this text.
Although the blood flow to the brain makes it a natural repository for drugs (and
other chemicals) that enter the body, substances must cross the blood-brain barrier
before they can reach the brain. As we noted in Chapter 3, the blood-brain barrier
filters out toxins from the blood before they reach the brain. Pores of the capillary
walls in the brain are small and close together, so they restrict the passage of sub-
stances through them. In addition, a thick wall of glial cells encloses the capillaries to
form another line of defense. A drug that is highly fat-soluble, like the benzodiazepine

Pharmacology @

diffusibility

A more diffusible substance
is more easily entered into
or “receptive” of another.

solubility

The ease with which a
compound can be dissolved
or entered into a solution.
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side effects

Effects of a drug other than
those of central interest;
used most often in
reference to the other-
than-therapeutic effects of
medications, such as the
side effect of drowsiness for
antihistamines. Note that
what are considered a
drug'’s side effects depend
on what specifically the
drug is being used for.

“There are three side effects

. of mcid: enhanced
long-term memory,
decreased short-term
memory, and I forget the
third.”

Timothy Leary.

diazepam (Valium), can easily pass through the capillary and glial cell membranes, but
passage of less fat-soluble drugs is impeded (Johanson, 1992).

Another feature of a drug’s chemistry that affects its distribution is whether it se-
lectively binds to elements of the body. Some drugs, such as the barbiturates, may
bind chemically to certain proteins in the plasma. The more “tightly” bound a drug
is, the slower its distribution to sites of action (Benet et al., 1990b; Leavitt, 1982;
White, 1991). Similarly, some drugs have an affinity for fatty tissue in the body. In this
case, the drug may be released, but it can take a relatively long time. With such
longer-term unbinding, the drug may remain in the blood for some time, yet the
drug’s release from fat tissues is slow enough that the psychoactive effects are negli-
gible (White, 1991). A notorious example of a drug that has an affinity for fat is
marijuana. Its distribution is uneven throughout the body because of selective bind-
ing, and the effects achieved by taking the drug are attenuated. Part of the dose does
not immediately reach its sites of action.

In summary, the processes of drug absorption and distribution illustrate that a drug
is a chemical that, when introduced into the body, disrupts its steady biochemical
state. Absorption and distribution are the complex fundamentals of bioavailability, or
how much drug reaches its sites of action. Bioavailability tells us most about drug ef-
fects. To understand the effects of a drug over time, it is essential to track its excretion
or elimination from the body.

Drug Elimination

Drugs may be excreted from the body directly or first metabolized into pharmaco-
logically inert, water-soluble by-products that are less likely to be reabsorbed. The
metabolic by-products are then excreted. Enzymes in the liver play the major part in
drug metabolism. These enzymes also are present in other organs such as the kidneys
and gastrointestinal (GI) tract. As a result, a drug administered orally is subject to a
“first-pass effect,” which means that enzymes in the GI tract break down a drug to
some degree. Therefore, less drug than was administered is eventually distributed to
its sites of action. In Chapter 9, we discuss a study of differences between men and
women in first-pass effects with alcohol.

One question that may have occurred to you is whether the drug metabolic by-
products themselves have pharmacologic action. If they do, then it is difficult to see
how a drug state could ever become deactivated. In fact, some drug metabolites are
pharmacologically active and are responsible for unwanted side effects of different
medications, for example. The metabolites of other drugs have desired psychoactive
effects. Two examples are the metabolites of diazepam (Valium) and of chlordiaz-
epoxide (Librium). In fact, one of Valium’s metabolites is eliminated from the body
more slowly than is Valium (Jacobs & Fehr, 1987). When metabolites are active, the
action ends with further metabolism of the by-products or by their direct excretion in
the urine (Benet et al., 1990D).

The kidney is by far the most important organ for excretion of both drugs and their
metabolites, but excretion may occur in other ways as well. For example, drugs that
are taken orally may be excreted directly in the feces. Drug metabolites may be ex-
creted in liver bile. Drugs are excreted in mother’s milk, which is not critical so much
because of the proportion of drug that leaves the body this way but because of the
dangers posed to the nursing infant. Drugs also may be excreted through the lungs,
which is why you can smell alcohol on a person’s breath after he or she drinks it.
Finally, drugs may be excreted in perspiration.

Pharmacologists have discovered that the rate of elimination of drugs from the
body obeys two general laws: zero-order kinetics and first-order kinetics (Clark,
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Brater, & Johnson, 1988). On one hand, zero-order kinetics means that the rate at
which a drug is metabolized is independent of its concentration in the blood; a well-
known example is alcohol (Julien, 1996). First-order kinetics, on the other hand,
means that the amount of drug that is metabolized in a unit of time depends on how
much drug is in the blood. Most drugs obey the law of first-order kinetics. Knowledge
of these laws is a great help to people who do research on drugs and to physicians
when they prescribe medications.

A term relevant to drug elimination that you may come across is half-life, which is
the time that must pass for the amount of drug in the body to be cut by half. Drug
half-life actually is a term that has been given more importance than is warranted. It
has been discovered to be a result of other statistics that reflect the body’s ability to
clear a drug. These other statistics are directly linked to the kinetics law that the drug
is obeying. In any case, you will see the term half-life again in this text and likely in
other sources, so it is useful to know it.

Drug Testing

Discussing drug-elimination processes raises the topic of procedures that are used in
drug testing. Druy testing is a term applied to various methods of determining drug
use, most commonly by analyzing urine or blood samples. In recent years, drug test-
ing by analysis of sweat, saliva, and hair samples has also been applied with increasing
frequency as the technology for such application improves (Dolan, Rouen, & Kimber,
2004). Analysis of urine samples (urinalysis) remains the most commonly used
method, in part because its technology is the best developed among the main meth-
ods, and its cost is relatively low. In addition, urinalysis is a sensitive method if samples
are not adulterated, because a drug’s metabolites may be detected in urine. If a drug
is detected in the blood directly, it is an indication of recent use (Miller, 1991).

The validity of drug testing depends on factors such as the dose last taken of the
drug, the testing method used, and the laboratory quality control procedures used in
testing. The detectability of drug use is determined by the drug’s clearance rates from
the body and the clearance rates of the drug’s metabolites. Table 4.4 is a list of com-
mon drugs of abuse, their range of elimination times, and their range of detectability
in days by testing of urine samples. The range of elimination times pertains to elimina-
tion of the drug itself (shorter time) and to elimination of the drug’s metabolites
(longer time) from the body. Alcohol has no range because its metabolites are used
too efficiently in the body to be measured reliably (Miller, 1991).

The right-hand column of Table 4.4 gives the ranges of detection times under the
best testing conditions. Detection times are substantially longer if the drug’s metabo-
lites can be measured by the testing method. Note that the detection time ranges are
generally much shorter than the elimination time ranges of drugs and their metabolites.
This is because the testing method is not sensitive enough to pick up the metabolite(s)
at some point. Where that point is depends on the metabolite and the testing method.
Therefore, a positive drug test does not necessarily provide precise information about
when the drug actually was used. The exception, as we noted, is that if the drug is de-
tected in blood, we then know that use was recent. A final point about Table 4.4 is that
an acute dose of marijuana can be detected for up to eight days after use. In chronic
users, the drug can be detected for longer than a month after the last dose was taken.

Drug testing is highly accurate if a two-step drug-testing process is used (screening
of the urine sample followed by a confirmatory test if the sample shows positive for some
drug) and high-quality specimen collection procedures and laboratory protocols are fol-
lowed (Bina, 1998). Nevertheless, many methods have been tried to undermine the
validity of drug tests. Most often these methods are designed to result in a false-negative
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half-life

The amount of time that
must pass for the amount
of drug in the body to be
reduced by half.
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“Put 30 drug-testing
workers in a room
together for a few hours
and it isn’t long before
they start trading
strange—and somewhat
indelicate—tales of urine
collection. Stories of
specimens doctorved to the
most vivid hues of blue,
green, and purple, and
others spiked with bleach
or diluted with chewing
tobacco. Talk of . . .
synthetic urine formu-
lated in separvate his and
hers versions. And
accounts of mystery
concoctions ingested or

* added to try to ensure
that urine does not betray
the drug use of the
provider.”

San Jose Mercury News,
March 29, 2004

TABLE 4.4 Common Drugs of Abuse and Their Ranges of Elimination

and Detection Times

Drug Range of Range of Detection
Elimination Times Times (Days)
Alcohol Hours Up to 1
Cocaine Hours to days 0.2-4.0
Marijuana Weeks to months 2-8 (acute),
14-42 (chronic)
Benzodiazepines Weeks to months 7-9
Opiates Days to weeks 1-2
Barbiturates Weeks to months 3-14

Note: Shorter time in the elimination range refers to the drug itself and longer time to the drug’s metabolites.

Source: Adapted with permission from N. S. Miller, The Pharmacology of Alcohol and Drugs of Abuse/Addiction.
Copyright © 1991 Springer-Verlag.

finding—that is, for the test to show a negative result for a given illicit drug when in fact
the individual has used the drug. The main goal is to trick the screening test into giving
the false-negative finding, which virtually always stops the drug-testing process. Typi-
cally only positive results are confirmed because of cost considerations. To give you an
idea, the screening procedure costs only pennies to complete, but the most current and
accurate confirmatory test costs about $200. The confirmatory test (of positive screens)
is essential to the drug-testing process because the screening methods that are used are
wrong 25% to 35% of the time.

Three major methods have been used to get a false-negative finding on a drug
screen: substitution, adulteration, and dilution. Substitution is the simplest method
and is the exchange of a “dirty” urine sample (one that shows evidence of use of a
banned substance) for a clean one. Urine samples may also be adulterated with com-
pounds that interfere with the mechanism that the screening test uses to detect the
presence of a given drug or its metabolites. Dilution refers to drinking large quantities
of liquids before the drug screen so that the urine is diluted and the drug metabolite
concentration falls below the level that the test can detect. Each of these methods of
deception, it done correctly and without detection, can fool the drug screen. How-
ever, after years of experience in managing deception, drug-testing laboratories have
developed procedures for determining that a urine sample has been somehow altered
or substituted. You also should be aware that some products, especially aids to sample
dilution, purport to be effective but are not.

A false-positive screen also might be a concern to an individual. Some legal drugs
or compounds show positive for an illicit substance on both the screen and the con-
firmatory tests. In fact, some people who use illegal drugs try to get a prescription for
a fitting legal substance before a drug test so that a positive finding may be attributed
to the prescribed substance. Other legal substances yield a positive screen, but the
confirmatory tests negate such a result (Connecticut Clearing House, 2001). For ex-
ample, poppy seeds eaten in sufficient quantities (about the amount on a hundred
bagels) give a positive screen for opiates (see Chapter 10), and over-the-counter de-
congestants give a positive screen for amphetamines (see Chapter 14).

In summary, drug testing is a major social concern in the United States and other
countries because of the consequences to individuals in the workplace and other envi-
ronments of confirmed illicit drug use. From the technical side of this issue, if current
laboratory technology and protocol are followed, then drug testing may be seen as per-
forming its task well. And it is important to note that research is ongoing to improve the
technology of drug testing by using biological samples. For example, as we noted ear-
lier, there is a developing technology in the use of hair samples, which offers the potential
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Drug testing is becoming a more frequent requirement for obtaining and keeping employment.

major advantage of enabling detection of drug use from longer periods before the sam-
ple is taken than is possible with any of the other drug-testing methods. In general, it is
important to remember that the different methods of drug testing have different advan-
tages and disadvantages, and the one chosen depends on the purpose of administering
the test and the context in which it is administered (Dolan et al., 2004).

Summary

Our discussion of drug elimination concludes our review of the first four steps of the
drug experience and of pharmacokinetics. Figure 4.1 is a summary of what we have
covered in this chapter so far. A given quantity of a drug (dose) may be administered
by one of several methods (routes of administration). The drug then leaves its site of
administration (absorption) to be distributed to the sites of drug action. The route of
administration and biochemical factors influence the speed and amount of drug ab-
sorption. Biochemical factors also affect the amount of drug that is distributed. The
latter refers to bioavailability, which determines what portion of the original dose
reaches sites of drug action. Bioavailability is the pharmacological basis of the drug
experience. Once they reach their sites of action, drugs are eliminated from the body
either by direct excretion or by metabolism into by-products that are excreted. The
course of elimination of a drug is one influence of a drug effect over time.

It is important to point out that a drug’s exit from the body may not be the end of
the drug experience. In later chapters on specific drugs, you will see that elimination of
a drug from the body often is associated with physical and psychological changes that
are the opposite of those that were caused by the drug. For example, the feelings of
euphoria and tranquility that heroin causes switch to irritability and intense, extremely
unpleasant physiological changes when the drug leaves the addict’s body. The eupho-
ria and high energy that cocaine and amphetamines typically induce turn to lethargy
and depression as the drugs end their course of action. Such opposite (sometimes
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FIGURE 4.1

A summary of the first four
steps of the drug experi-
ence and pharmacokinetics

Drug dose

Administered
by some route

Drug
absorption

Bioavailability

\/

G

Distribution of
drug to sites
of action

Drug effects

Drug
elimination

Drug effects
over time

Excretion

called “rebound”) effects are important to us because of their influence on drug use
patterns. The rebound effect of depression that follows cocaine use is sometimes so
unpleasant, for example, that users feel a strong need to take more cocaine to stop the
bad feelings. Avoiding the effects of heroin abstinence is a powerful force in addicts’
continued use of the drug. When coming down from a dose of alcohol, people often
feel sleepy and somewhat depressive, so they may start drinking again to try to recap-
ture the more euphoric mood associated with just starting to drink.

Pharmacodynamics

Our overview of pharmacokinetics prepares you for the description and explanation
of drug effects—the subject of pharmacodynamics. In the remainder of this chapter,
we present terms that pharmacologists use to describe drug effects and graphic rep-
resentations of such effects. This standard language of drug effects is essential to your
understanding of not only information in this text but also much other information
that is available on drugs and human behavior.

The Dose-Effect Curve

Knowing the size or magnitude of an effect for a range of drug doses is important. Earlier
we saw that drug effects differ according to drug doses. Because representing the different
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effects a drug can have over a number of doses can become complicated quickly, a tool
that represents such information as clearly and efficiently as possible would be useful. In
pharmacology, this tool is the dose-effect curve (formerly commonly called the dose-
response curve), a standard way of representing drug effects that result from taking
different drug doses. This curve is a representation of some eftect according to a dose of
the drug. For example, several groups of people may drink different doses of alcohol and
be asked to report their degree of relaxation at a given point. If the average reports of
relaxation for each group were then plotted, we would have a dose-effect curve.

Figure 4.2 is a prototype dose-effect curve. The vertical axis of the graph, labeled
“Effect size,” represents the change we are interested in recording. The changes that
we emphasize in this text are reported in some generally accepted measurement of
mood, behavior, or nervous system function. Examples might include memory task
performance, ratings of mood, or some measure of physiological arousal such as heart
rate. On the vertical axis, the effect is generally depicted as going from smaller to
larger. The graph’s horizontal axis represents the range of doses under investigation,
from smaller to larger doses. (Often the logarithm of the drug dose is represented on
the horizontal axis.) Typically, a minimum of three doses is studied. Creating the
curve is then simply a matter of plotting the effect, however measured, for the
individuals who have received a given dose of the drug under evaluation. Usually,
different groups of subjects each receive a given dose, or the same subjects receive all
the doses studied in an experiment lasting a number of days. In either case, the aver-
age effect of each dose is plotted. When the effect is plotted for each dose investigated,
the resultant graph represents effect as a function of drug dose.

Figure 4.2 shows that the effects of this hypothetical drug are not constant across
different doses. Rather, the S shape (sigmoid) of the curve reflects that an accurate
description of this drug’s effects requires the specification of a dose. The hypothetical
drug in Figure 4.2 produces a larger effect as the dose increases. However, a limit

Larger

Effect size

Smaller

Lower Drug dose Higher

Pharmacology m

“Tout est poison, rien n’est
poison, tout est une
question de dose.”
(“Everything is poisonous,
nothing is poisonous, it is
all o matter of dose.”)

Claude Bernard, experimen-
tal pathologist

as a function of

A term expressing
correlation. In graphs of
functional relationships
between two variables,
changes in one variable (for
example, drug effect)
associated with changes in
another (drug dose) are
represented.

FIGURE 4.2
A typical dose-effect curve
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FIGURE 4.3
Dose-effect curve for a
biphasic drug effect

exists; the graph plateaus for the highest doses. This means that increasing the dose
beyond a given level does not increase the drug’s effects. One illustration of this is the
effect of alcohol on simple reaction time, which is formally measured by timing a per-
son’s “yes—no” response to the presence or absence of some stimulus, such as a light.
For the “average” drinker (see Chapter 9), having two 12-ounce beers in an hour has
little effect on simple reaction time. After about four beers, however, reaction time is
significantly increased (the person’s response is slower). After five beers, reaction time
is slowed even further. A person who drinks about nine beers in an hour might find it
hard to stay conscious, so measuring any further deterioration in reaction time with
additional drinking would yield little new information. At that point, if the person is
having a hard time maintaining consciousness, then the possibility of—and the utility
of—measuring further slowing of reaction time with a higher dose of alcohol would
hover around zero. The plateau of the dose-effect curve in this instance would be
reached at the alcohol dose equivalent of about nine beers. The example of alcohol
and simple reaction time shows that the question is not what effects drug X has but
rather what the effect of drug X is at a specified dose.

Variations of the Dose-Effect Curve

Not all drug eftects look like Figure 4.2 when plotted over a range of doses. One variant is
a biphasic drug effect. This means that the effect of a drug may go in one direction—say,
increase as the dose goes up—but then the effect changes direction (decreases) as the dose
continues to go up. A biphasic drug effect is represented in Figure 4.3.

As illustrated, the drug effect gets larger as the drug dose increases to the moderate
range. As the dose continues to increase, however, the curve changes direction to repre-
sent the decrease in drug effect with higher drug doses. In this example, the size of the
effect essentially returns almost to the level at the lowest drug doses. Heart rate is an ef-
fect that has been reported to be biphasic for both alcohol and marijuana (Blum, 1984).

Larger

Effect size

Smaller

Lower Drug dose Higher
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Any drug may cause many different effects that can be measured, and for each of
these effects, a dose-effect curve can be plotted. Many of the curves look alike and
they usually are similar to the curve in Figure 4.2. Some dose-effect curves for a
given drug could look quite different, however, depending on what effects are being
measured. This brings out a major point: The dose-eftect curve for a drug depends
on the effect being measured. Figure 4.4 shows how college women in laboratory
studies perceive their sexual arousal (one effect) and a physiological measure (such
as vaginal blood flow) of their sexual arousal (a second effect) at lower to moderate
doses of alcohol. Figure 4.4 looks different from the other dose-effect curves we
have shown because we have changed how effect is represented (vertical axis) to ac-
commodate a negative drug effect. As the figure shows, the college women per-
ceived that their sexual arousal increased with increasing doses of alcohol, at least up
to moderate doses (very high doses have not been studied). However, physiological
measures of the women’s sexual arousal show decreases as the dose increased
(Abel, 1985).

Slope, Efficacy, and Potency

Pharmacologists use a few terms to more specifically describe a drug’s action. These
terms are illustrated in Figure 4.5, which shows the dose-effect curves for two hypo-
thetical drugs, A and B. The first feature of the curves is the slope, or steepness. The slope
of the curve reflects how much the drug dose changes before the effect gets larger. Slope
can have very practical implications in prescribing drugs therapeutically or in considering
potentially life-endangering effects of drugs taken nonmedically. Examples of the latter
are the sedating effect of barbiturates and the effects of taking a benzodiazepine drug
and alcohol together. In Figure 4.5, curve A has a steeper slope than curve B, so as the
curves rise to a plateau, a given dose of A yields a larger effect.

Perceived
sexual
arousal

Change from no drug state

Physiological
index of
sexual arousal

Lower Dose of alcohol Moderate

Pharmacology @

FIGURE 4.4
Dose-effect curves for
perceived sexual arousal
and a physiological
measure of sexual arousal
in college women after
drinking low to moderate
doses of alcohol
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FIGURE 4.5
The dose-effect curves for
two hypothetical drugs, A

and B—the terms slope, Larger

efficacy, and potency are A

illustrated on the curves Efficacy /
\

Source: Adapted from The
Pharmacological Basis of
Therapeutics, 7/e, by
E. M. Rose and A. G.
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efficacy Two other terms illustrated in Figure 4.5 are a drug’s efficacy and drug potency.
The most intense, or peak,  Efficacy is defined as the peak of the dose-effect curve for a given effect. In Figure 4.5,
level of adrug effect. 1, ¢ peak is where each curve reaches a plateau. Curves A and B are drawn to show
The mi:;:?n':?::c;flg two drugs with the same efficacy. The last concept we have included in Figure 4.5 is
doseofadrug.  drug potency: the minimum dose of a drug that yields its efficacy. On the dose-effect
curve, a line extending from the point of efficacy down to the horizontal axis gives the

dose called the drug’s potency (Ross & Gilman, 1985).

Effective and Lethal Doses

The last two terms we define to describe a drug’s effect are its effective and lethal doses.
Both terms arise from observing the considerable variability in individuals’ reactions
to a given dose of a drug. Testing only one person does not accurately show a drug’s
effect at a given dose. Rather, an effect is viewed in relative terms, or in the propor-
tions of groups of people who show an effect at a specified dose.

Figure 4.6 shows the dose-eftect curves for two effects of a hypothetical drug. One
difference between Figure 4.6 and the other dose-effect curves we have presented is
that the vertical axis represents the percentage of individuals who show an effect rather
than the effect size. This slight change enables us to plot effective and lethal doses.
With these terms, an effect is specified and then the drug dose associated with differ-
ent percentages of people experiencing the effect is found.

effective dose The effective dose (ED) is the dose at which a given percentage of individuals show a
T;‘eercde‘ftzgz"c"’?ﬂ; Susis  particular effect of a drug. The ED is found on a dose-effect curve by extending a hori-
show a particular effect of ~ zontal line from the vertical axis at a given percentage to the relevant effect curve and

adrug.  dropping a vertical line to the drug dose axis from there. That point represents the ED
for a given percentage. ED 50 is a standard term that pharmacologists use, and Figure 4.6
shows ED 50 for sedation for the hypothetical drug. This means 50% of the people who
receive that amount of the drug will experience sedation. Of course, the ED for any per-
centage can be found in the same way. Two other EDs are also shown in Figure 4.6.
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The lethal dose (LD) of a drug is a special case of the effective dose. As the name
implies, in lethal dose, the effect of interest is death, and the LD is the dose at which
a given percentage of nonhumans (human subjects are not used in experiments to
determine the lethal doses of drugs) die within a specified time. A standard referent in
pharmacology is a drug’s LD 50, which is the dose at which 50% of the animals ad-
ministered a given dose of a drug died within a stated time. Determining the LD 50
of a drug in humans is a matter of extrapolating the findings with animal subjects to
humans. (Contemporary Issue Box 5.2 in Chapter 5 is devoted to the complex con-
siderations involved in using animals in research for the benefit of humans.) The LD
50 of our hypothetical drug is illustrated on the curve on the right in Figure 4.6.

A drug’s EDs and LDs are of more than casual interest. Of particular importance
for a city’s health officials, for example, is the difference between a drug’s ED and LD.
When the difference is small, much more danger of accidental suicide exists for a per-
son who is using drugs for nonmedical reasons. For some drugs, such as cafteine, the
ED-LD difference is large; however, other drugs pose more of a problem. Accidental
deaths due to heart damage from a dose of cocaine have been described in the popular
media, especially during the late 1980s. Alcohol is another example. A 160-pound
man with average tolerance to alcohol typically would report feeling relaxed after
drinking about two drinks in an hour on an empty stomach. However, that person
would reach LD 50 for alcohol if he drank about a fifth (25.3 ounces) of whiskey in an
hour. Such drinking occurs more often than you might think and has been responsible
for serious injuries and deaths in fraternity hazings (initiation rites). Furthermore,
when some drugs are combined, such as alcohol and the barbiturates, the resulting ED
and LD are pushed even closer and the danger is greater. We discuss the effects of
combining drugs in the next section of this chapter.

A final point: The ED-LD difference is also important when a physician or nurse prac-
titioner administers a drug for medical reasons. In medicine, the goal is to find a drug that
can be given in a dose that is therapeutic (that is, effective) for all patients, has no side
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FIGURE 4.6

The dose-effect curves for
two hypothetical drug’s
effects, sedation and
death—the curves are used
to compute three effective
doses for sedation and the
drug’s LD 50

Source: Adapted from The
Pharmacological Basis of
Therapeutics, 7/e, by E. M.
Rose and A. G. Gilman.
© 1985 McGraw-Hill.

lethal dose

The dose of a drug at which
a given percentage of
individuals die within a
specified time.
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DRUGS AND CULTURE BOX 4.2

and Cultural Factors

Up to this point in our discussion of pharmacokinetics
and pharmacodynamics, our discussion has empha-
sized the body’s neurochemical changes in response
to its ingestion of chemical compounds we call drugs.
This emphasis is consistent with the content and
long history of the research that has been done on
pharmacokinetics and pharmacodynamics. However,
a more recently developed and much smaller area
of research is concerned with possible ethnic and
cultural differences in pharmacokinetics and pharma-
codynamics (Lin & Poland, 1995).

As reviewed in Lin and Poland (1995), studies
have shown differences in drug metabolism among
ethnic groups that seem to be due to environmental
variables. Antipyrine, an analgesic drug, has a longer
half-life among Sudanese living in their home villages

Pharmacokinetics, Pharmacodynamics,

ferences in the rate of the metabolism of a drug, a
pharmacokinetic factor, seem to be based in environ-
mental differences.

An example of ethnic differences in pharmaco-
dynamics is response to propranolol, a beta-blocker
drug used to control high blood pressure, or hyper-
tension. Studies have shown that African Americans
are least responsive (in regard to blood pressure,
heart rate) to propranolol, Asians are most respon-
sive, and Caucasians are midway between the two
other groups.

The mechanisms underlying ethnic/cultural differ-
ences in pharmacokinetics and pharmacodynamics
are not always clear and warrant considerably more
study. Such group differences do remind us, however,
that nonpharmacological factors may influence the

compared to Sudanese living in Great Britain or to
Caucasians living in Great Britain. Therefore, dif-

drug experience at any point along the “steps” listed
in Table 4.1.

therapeutic index

A measure of a drug'’s
safety in medical care; it is
computed as a ratio: LD 50/
ED 50.

interact

When the effects of one
drug are modified by the
presence of another drug.

synergism
Any enhancing drug
interaction.

effects, and is not lethal. Accordingly, the therapeutic index has been derived: the ratio
LD 50/ED 50 for a given drug. Here, the ED of interest is the alleviation of the symp-
toms of some disease or injury. You can see that the higher a drug’s therapeutic index, the
more useful the drug is in medical treatment. Another point is that steeper dose-effect
curves tend to have smaller therapeutic indices. The therapeutic index gives health care
providers a quick idea of the benefits of prescribing a drug as part of a specific treatment.

Drug Interactions

So far we have simplified our discussion by considering only one drug at a time. The
study of pharmacodynamics often involves the actions of two or more drugs, however.
A person could take multiple drugs at the same time, or take one drug before another
has totally cleared from the body. The extremes are seen in polydrug abuse, which we
illustrated in Chapter 1.

Using more than one drug at a time increases the complexity of the drug experience
because two or more drugs entering the body may interact. Two drugs have an inter-
action if the effect of one modifies or alters the effect of the other. Drug interactions
may be analyzed qualitatively or quantitatively; the degree of effect, or quantitative
study, is by far better understood in pharmacology. The quantitative study of drug
interactions considers both enhancing and diminishing effects of combining drugs.

Enhancing Combinations

Druyg synevgism is a confusing term because it has been used in different ways. Here
we will use it to denote any enhancing drug interaction. Another word that currently
is used in the same way as synergism is potentiation. When two drugs are synergistic,
the effects of taking them together are greater than the effects of taking either drug
alone. In practice, pharmacologists find it difficult to tell for sure whether synergistic
effects are a simple result of adding the separate effects of the two drugs together or if
somehow one of the drugs is “multiplying” the effects of the other.
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In quantitative studies of combining drugs, interactions are represented by changes
in the dose-effect curve. Figure 4.7 represents a synergistic relationship between drug
A and drug B. You can see that the solid line is like the typical dose-effect curve for a
drug that we illustrated in Figure 4.2. The effect of synergy between the two drugs,
then, is to “shift” the dose-eftect curve to the left, represented by the broken line in
Figure 4.7. The broken line curve shows that larger effects of drug A are evident at
lower doses of it when drug B is present.

Diminishing Combinations

Druyg antagonism is a term that refers to the diminished or reduced effect of a drug when
another drug is present. As you might guess, drug antagonism is represented by a shift to
the right of a drug’s dose-eftect curve. For example, the amphetamines, which are CNS
stimulant drugs, antagonize alcohol’s CNS depressant eftects. However, the amphet-
amines do not reduce alcohol’s impairment of motor skills, like driving (Blum, 1984).

The Importance of Interactions between Drugs

An awareness of interactions between drugs is important for several reasons. In medical
practice, knowledge of drug interactions is vital because drugs are often used in com-
binations for more effective treatment of an illness. Therefore, drug interactions may
be used to improve medical care. On the other hand, interactions could be a problem,
for example, for a physician. Difficulties may occur if the physician is not aware of all
the drugs a patient may be using at a given time. For example, the effects of one drug
could cancel the therapeutic effects of another. Furthermore, prescribed medication
could have detrimental or even lethal effects in the presence of other drugs. Fortu-
nately, pharmacies now commonly have computerized profiles of the medications that
a patient has been prescribed. Such information allows pharmacists to inform custom-
ers how newly prescribed medications interact with other medications they may be
taking and what precautions they should follow to avoid harmful combined drug
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antagonism

The diminished or reduced
effect of a drug when
another drug is present.

FIGURE 4.7
Representation by
dose-effect curves of a
synergistic relationship for
drugs A and B
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Chapter 4

effects. This backup to physician advice
is available to all patients but is probably
of most help in treating the elderly, who
often take more than one prescribed
medication at a time.

Drug interactions also may cause
problems with different nonprescribed
drugs or combinations of prescribed
and nonprescribed drugs. The most
common examples are mixing drugs
that depress the central nervous system.
For example, as we said earlier, alcohol
and the barbiturates may be lethal in
enhancing the sedative effects of each.
This drug combination has caused many
intentional and accidental deaths.

Drug interactions also are important
for their influences on the reasons for
and patterns of human drug use, so they

are of central concern in this text. Individuals may intentionally combine drugs that
have the same or similar action to achieve a “super” high or effect. Or individuals may
use drugs that have opposite effects in a deliberate effort for one drug to modify the
other. An example heard commonly in treatment settings is using alcohol’s depressant
effects to modify the overstimulation sometimes induced by cocaine. Drinkers some-
times consume large amounts of black coffee (containing caffeine) in hopes of an-
tagonizing alcohol’s CNS depressant effects. In truth, however, caffeine seems to do
little to counter alcohol’s effects on the CNS. These two examples illustrate the drug
user’s attempt to modify the intensity (quantitative) of drug effects. However, drugs
qualitative  also may be combined to achieve qualitative interaction effects that could not be
The k(;z‘:'niist;p;";fi?e ;‘f achieved by any of the drugs separately. Users might take a depressant drug, such as
one of the benzodiazepines, along with LSD to have a tranquil state while they expe-
rience the perceptual alterations that result from LSD (Jacobs & Fehr, 1987).

se from Shutterstock.com
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People often use more than one drug at a time, which sometimes can pose
considerable risks to safety.

Summary

® The basic principles of pharmacology emerge in is selected according to the drug taken and the
discussions of what contributes to the drug expe- goals and circumstances of administration.
rience. ® The route of drug administration affects the drug

® To the pharmacologist, principles of pharmacoki- experience primarily through the rate of drug
netics and pharmacodynamics are most relevant absorption and the amount of drug absorbed.
to the drug experience. ® Once they enter the body, drugs are absorbed

® Drug dose is computed according to the recipi- into the blood and distributed to their site(s) of
ent’s body weight. A standard way of expressing action. The body also works to metabolize and
dose is in milligrams of drug per kilogram of body excrete drugs that enter it.
weight (mg/kg). ® Drug elimination may occur either by direct

® Eight routes of drug administration were excretion of the drug from the body or by
discussed in detail: oral, subcutaneous, intramus- metabolism of the drugs and excretion of its
cular, intravenous, inhalation, intranasal, sublin- by-products.

gual, and transdermal. A route of administration
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A common term related to drug elimination is
drug half-life.

Drug absorption, distribution, and elimination
are affected by different biochemical factors
and accentuate the complexity of the drug
experience.

Pharmacodynamics most directly concerns actions
of the drug on the body and thus drug effects.
This chapter covered fundamental terms that
pharmacologists use to describe drug effects and
ways to depict them graphically.

Pharmacologists use the dose-effect curve as a
standard way to represent graphically the size of
an effect in relation to the dose of a drug taken.
The prototype dose-effect curve has an S shape,
but variations depend on the effects studied.

Three concepts derived from a dose-effect curve
offer valuable information about a drug’s action:
slope of the curve, drug efficacy, and drug potency.

Pharmacology @

® Two other important features of a drug’s

actions are its effective dose and lethal dose.
The relationship between these two doses is
essential information for medical and nonmedi-
cal drug use.

® Pharmacodynamics often involves the consider-

ation of more than one drug in the body at the
same time. Multiple drugs interact to contribute
to the drug experience. Interactions may be
enhancing or diminishing.

® Drugs that enhance the effects of each other are

called synergistic. Antagonism between drugs cre-
ates diminished drug effects.

® Enhanced and diminished drug effects refer to

the quantitative (degree of effect) study of drug
interactions. Qualitative study of drug interac-
tions also is possible.

® |t is essential to be aware of drug interactions in

both medical and nonmedical drug use.

Answers to “What Do You Think?"”

1. A given amount of a drug has similar biological

effects on different people.

F The quantity of a drug is adjusted for a
person’s body weight to yield pharmacologi-
cally equal amounts of the drug.

. Despite the large number of known drugs, there
are only three ways that drugs are commonly
administered or taken.

F There are a variety of ways to take drugs; we
described eight of them in this chapter.

. The safest way to take a drug is orally, but that
is the slowest way of getting the drug into the
blood.

T The most common and the safest way to take
a drug is orally. However, the absorption of a
drug when it is taken orally is slowed.

. Taking a drug intravenously is a highly efficient,
safe way to get a drug into the blood.

F The intravenous route is highly efficient
because it bypasses problems of absorption
associated with, say, the oral route. Because
the drug is injected directly into veins,
however, the intravenous route is the most
risky because of problems of overdosing.
Great caution is required when drugs are
administered intravenously.

5. Smoking is a relatively slow way of getting a
drug into the blood.

F For drugs that can be taken by inhalation,

that route results in very rapid absorption.

6. Some drugs can enter the body through the skin.
T Some drugs can be taken through the skin, or
transdermally. Nicotine is among the best
known of such drugs.

7. The body protects the brain from toxic sub-
stances.

T The blood-brain barrier prevents many toxic
substances from reaching the brain. Drugs
that are less fat-soluble have a tougher time
getting through the blood-brain barrier.

8. The kidneys play the major role in drug metabolism.
F The liver is the organ primarily responsible
for drug metabolism.

9. Scientific study of the effects of drugs is difficult
because there is no way to represent such
effects quantitatively.

F The effects of drugs can generally be mea-
sured and can be represented with dose-
effect curves.

10. When more than one drug is taken at a time,
the effects of one can enhance or diminish the
effects of the other(s).
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T Drugs modify the effects of each other when
taken simultaneously. Sometimes the
outcome is difficult to predict.

11. Caffeine and alcohol have antagonistic effects.
F Although it is intuitive that caffeine and alcohol
are antagonists, research shows that caffeine
does little to alter alcohol’s effects on the CNS.

12. It is important to know about drug interactions
because of the increasing prevalence of using

more than one drug at a time among people

who present themselves for drug treatment.

F Although using more than one drug is more
common among people who present themselves
for treatment, knowledge of drug interactions
also is important because many people are
prescribed more than one medication.

Key Terms
absorbed effective dose pharmacokinetics
antagonism efficacy qualitative
as a function of feedback side effects
bioavailability freebase solubility
control half-life suspended
diffusibility interact synergism
dissolved lethal dose therapeutic index
distribution metabolism

drug potency

pharmacodynamics

4 :
Pl Essays/Thought Questions

1. Sketch a map marking the steps of the drug
experience, from the point of a drug’s entry into
the body to an individual’s perception of that
drug’s effects.

Suggested Readings

2. What factors might be considered in determining
the “safety threshold” of a drug'’s therapeutic
index?

Center for AIDS Prevention Studies. (1998). Does
needle exchange work? Chicago: American Medi-
cal Association.

Web Resources

Bina, C. (1998). Drug testing 101: Detecting tainted
samples. Corrections Today, 60, 122-128.

Visit the Book Companion Website at www.cengage
.com/psychology/maisto to access study tools includ-
ing a glossary, flashcards, and web quizzing. You
will also find a link to the following resource:

® The Center for AIDS Prevention Studies (CAPS):
Up-to-date information on HIV prevention
research and related topics, including needle
exchange programs
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What Do You Think? True or False?

Answers are given at the end of the chapter.

1.

Chapter 5

Gender differences in the effects of drugs
are due primarily to body weight differ-
ences.

Some individuals have an “addictive” per-
sonality that predisposes them to alcohol or
drug-use disorders.

Expectancies about alcohol’s effects may be a
more powerful determinant of its effects than
is the pharmacological action of alcohol.

Theories about the effects of drugs on hu-
mans always have taken into account social
and environmental factors.

. Tolerance to a drug develops because of bi-

ological changes that occur as a result of
using the drug.

Tolerance to a drug may be evident within
the same occasion of using it.

__ 7.

10.

11.

_ 12,

People who have tolerance to alcohol will
also demonstrate tolerance to barbiturates
the first time they use them.

. There is no relationship between the drugs

that animals show preference for and the
drugs that humans prefer.

The effects of a drug on animals tell us lit-
tle about how that drug will affect humans.

In general, drug researchers are not con-
cerned with placebo effects when studying
the actions of a drug.

Because new medications are needed to
treat diseases like AIDS, government regu-
lation of the process of drug development
and marketing has been greatly simplified.

Folk uses of naturally occurring products are
important sources for discovering new drugs.

In Table 4.1, we listed seven steps of the drug experience, but only five were discussed
in Chapter 4. In this chapter, we focus on Steps 6 and 7; Step 6 concerns biological
and psychological characteristics of drug users that affect the experiences humans have
when they use drugs, and Step 7 concerns social and environmental factors and their
influence on the drug experience. Our discussion of the steps listed in Table 4.1 raises
the question of how the drug experience relates to human drug use, which leads to
our consideration of research methods in the field of psychopharmacology. (Another
narrower use of the term psychopharmacology is the study of drugs used to treat mental
illness.) Psychopharmacology research, as you might guess, focuses on the reasons
behind drug-use patterns and on the patterns of use themselves. Information on re-
search basics will prepare you for understanding the process of discovering and devel-
oping new drugs, which we review in the last sections of this chapter.

Characteristics of Users

Differences among people probably account for most of the differences in how they react
to a given dose of a drug. We present only the major factors in this section because any
more extended discussion would preclude the presentation of anything else in this text.
Roughly, we can divide user characteristics into two types: biological and psychological.

Biological Characteristics

Inherited Differences in Reactions to Drugs
Major differences in how people react to drugs are genetically based (Nies, 2001).
For example, the way people are affected by their first dose of a drug is called their
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initial sensitivity to a drug. Differences in sensitivity are thought to be determined
genetically. More generally, a lot of money is spent on research to discover the role
genetics plays in causing the various substance-use disorders. Alcohol-use disorders in
particular have received much attention from scientists. It is believed that inherited
differences in how alcohol is experienced (as a result of action in the brain) and
metabolized may be of major importance in some individuals developing alcohol
abuse or dependence (see Chapter 9).

Gender

A specified dose of a drug administered to a man and a woman on average will have
somewhat greater effects on the woman. One major reason for this difference is the
tendency for women to have a higher percentage of body fat and therefore a lower
percentage of body water than men do. So, based on information you learned in
Chapter 4, percentage of body fat may influence drug effects in two ways. If there is
less body water because of more body fat, then a drug will be more concentrated in
the body and thus have greater effect. In addition, some drugs selectively bind to fat
molecules in the body, so the drug is eliminated more slowly with a higher percentage
of body fat and thus remains active in the body for a longer time.

Weight

In Chapter 4, you saw that body weight is part of the formula for computing drug
dose. This is because the concentration of a drug in the blood depends on how much
blood and other body fluids are in the body. These fluids dilute an absorbed drug.
Simply put, heavier people have more blood and other fluids, so for a given quantity
of drug, they would have a smaller concentration of it than would lighter people. As
we noted earlier for gender differences, this contributes to a lesser drug effect in
heavier people.

Age

Age can influence drug effects if the users are very young or old. Children are more
sensitive to drugs because enzyme systems that metabolize drugs may not be fully
developed. As a result, the drug stays active longer. In the elderly, these same enzyme
systems may be impaired, with the same result of increased duration of drug action.

Psychological Characteristics

How an individual’s psychological characteristics affect the drug experience has often
been studied in research on personality and drug use. It is not surprising that the re-
lationship between personality and the drug experience is difficult to understand.
Personalityis a term used to represent a cluster of characteristics that describe the ways
in which an individual thinks, perceives, feels, and acts. These characteristics are
thought to be fairly constant, although variations occur in how a person acts in differ-
ent situations. Nevertheless, personality characteristics are for the most part viewed as
enduring.

One personality characteristic that has received a lot of attention regarding its
relationship to drug use is sensation seeking. Zuckerman (1979) defined sensation
seeking as “the need for varied, novel, and complex sensations and experiences and the
willingness to take physical and social risks for the sake of such experience” (p. 10).
Four different aspects of sensation seeking have been discovered: thrill and adventure
seeking, experience seeking, disinhibition, and boredom susceptibility.

initial sensitivity
The effect of a drug on a
first-time user.
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“The great art of life is
sensation, to feel that we
exist, even in pain.”

Lord Byron

addictive personality
The hypothesis of a
personality structure
common to all people with
substance-use disorders.

Barbara Stitzer/PhotoEd!
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People differ in how they react when they use drugs in a given setting as a result of differences in
biological and psychological factors.

A number of studies have shown a positive relationship between sensation seeking
and frequency of drug and alcohol use and the variety of drugs that are used. The
more sensation seeking a person is, the more the person tends to use alcohol and
drugs and to use more kinds of drugs (Earleywine, 1994). One explanation for these
findings is that sensation secking represents the individual’s higher degree of sensitiv-
ity to the pleasurable effects of drugs. That is, sensation seeking is a summary term for
one source of the differences in how people experience drugs.

Personality factors also have been shown to influence the degree of stress reduction
that people get from taking alcohol and other drugs. This is particularly important
because stress reduction has long been held to be a major reason people drink and use
drugs, particularly people who develop drug- or alcohol-use disorders (Greeley &
Oci, 1999). For example, Sher (1987) developed the “stress response dampening”
(SRD) model of alcohol and other drug use. Alcohol and drugs such as the benzodi-
azepines have anxiety-reducing effects. People who experience such eftects therefore
are more likely than others to use drugs to cope with unwanted stress. Of particular
interest here is that individuals seem to vary in the SRD of alcohol they experience
according to their personality characteristics. For example, Sher and Levenson (1982)
showed that people characterized as aggressive, impulsive, and extroverted were more
sensitive to alcohol’s SRD eftects. Notably, studies have shown that those individuals
who developed alcohol-use disorders tended to be high on these characteristics before
they began to experience problems with alcohol.

A general discussion of research on personality and drug use cannot ignore the topic
of the addictive personality. Essentially, this is the idea of a personality structure com-
mon to all individuals who have substance-use disorders. The notion of an addictive
personality has generated a lot of research and discussion, and it remains a popular idea
among people who treat individuals who have substance-use disorders. The addictive
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personality idea is important to us because the idea
implies that people who have a particular personality
makeup experience a unique reaction to alcohol and
drugs, or that they find alcohol and drugs especially
valuable in coping with life’s stressors. As a result, peo-
ple with an addictive personality would be more likely
to develop substance-use problems than people who
do not have such a personality.

Although the idea may have some appeal, the re-
search yields little evidence for an addictive personal-
ity. Instead, it seems that people identified as having
substance-use disorders have considerable personal-
ity differences. In short, people who have problems
with drugs may have as many personality differences
as any other group of people. However, we should
note that men and women who have developed sub-
stance-use disorders may be distinguished from peo-
ple who did not develop such problems by
personality characteristics predating development of
the disorders (Barnes, 1979; Cox, 1986; Goldstein
& Sappington, 1977; USDHHS, 1993). For exam-
ple, young men who later developed alcohol prob-
lems were characterized as self-centered, rebellious,
impulsive, thrill seeking, talkative, gregarious, and in
need of personal power. Note that these studies do
not provide evidence for an addictive personality.
But this research does suggest that some personality
characteristics may interact with other factors, like
stress, influences of peers, and quality of family life,
to make it more likely that a person will develop
problems with alcohol and drugs.

Drug Expectancies and Beliefs

The history of experience with drugs, beliefs, knowledge, attitudes, and other thoughts
about drugs that people have are part of their uniqueness and therefore personality.
These nonpharmacological variables can exert powerful influences on the drug experi-
ence. One factor that is prominent in this regard is what a person expects to achieve or
happen when using a drug. This anticipation is called a drug expectancy.

A person’s expectancies are based on previous experiences with a given psychoac-
tive substance and its effects. These experiences could have been direct (that is, the
person has used the substance) or indirect (the person has been exposed to the
substance and its effects through instruction, friends’ use, television, advertising,
reading, and so on).

Most of the research on expectancy has been conducted on alcohol use, and we
review some of that work in Chapter 9. In one early discussion, MacAndrew and
Edgerton (1969) proposed that what people have learned and believe about alcohol
is an important determinant of how they conduct themselves while drinking. Thus,
what people expect to happen when they drink can be an important factor in deter-
mining their response to the alcohol consumed. In some cases, this may be more
influential than alcohol’s pharmacological action! Researchers have investigated
alcohol-related expectancies by conducting studies in which some participants are

Individuals who enjoy bungee jumping probably would score high
on a measure of sensation seeking.

drug expectancy

A person’s anticipation of
or belief about what he or
she will experience upon
taking a drug.

“Over the course of
socialization, people learn

. about drunkenness what
their society knows’ about
drunkenness; and,
accepting and acting
upon the understandings
thus imparted to them,
they become the living
confirmation of their
society’s teachings.”

MacAndrew & Edgerton
(1969, p. 88)
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“I wasn’t really persunded
to smoke (marvijuana).
I just watched everybody.
1 saw nobody going mad
or anything; they were all
laughing and having o
good time. So . .. I

" smoked and got high.
I liked the bigh and
1 smoked.”

Research participant
(Zinberg, 1984, p. 85)

told they are drinking alcohol but actually receive a nonalcoholic “placebo” beverage.
An earlier summary of such research showed that expectancy effects are most promi-
nent with behaviors or emotions that society proscribes from free expression, such as
aggression, sexual arousal, and humor (Hull & Bond, 1986). Therefore, it would be
predicted that people who believe alcohol fosters aggression or enhances sexual
arousal would experience those effects, but at least partly because they expect that
result, along with any specific pharmacological effect of alcohol. Expectancies may
affect other kinds of behaviors, too. For example, one experiment showed that young
adult men’s beliefs about alcohol and skills on a motor task (for example, tracking a
target moving on a rotating disk with a stylus) affected their performance on such
tasks while they were under the influence of a dose of alcohol equal to about four 12-
ounce beers in a 175-pound man (Fillmore & Vogel-Sprott, 1996). In this regard, as
expected, alcohol did affect motor performance. However, the impairment was re-
duced in experienced drinkers who expected alcohol to have only mildly impairing
effects on the task, even though they were told that alcohol would severely impair
their performance.

Expectancies appear to have a considerable effect on the way people respond to
other drugs as well (Vogel-Sprott & Fillmore, 1999). Marijuana is a good example
(Orcutt, 1987). People who anticipate a relaxed, “mellow” feeling are more likely to
experience that result than people who anxiously anticipate some type of drug-induced
“loss of control” over their behavior. In part, this relates to the ways that smokers
interpret or understand the various sensations that marijuana produces. The same
sensation might be interpreted positively by one user but negatively by another, and
much of that discrepancy is likely attributable to what the user expects to occur as a
result of smoking. Marijuana is not the only other drug besides alcohol that seems to
be affected by expectancies. Brandon, Juliano, and Copeland (1999) found that
expectancies about the positive effects of smoking tobacco are associated with its use
and with how much of it is used. Finally, although expectancy eftects have been stud-
ied primarily in the context of using one drug on an occasion, a few studies have
investigated how expectancies affect responses to the use of more than one drug.
A common combination of drug use is alcohol and caffeine. Fillmore and Vogel-
Sprott’s (1996) study showed that behavioral impairments related to alcohol intoxica-
tion tended to increase or decrease with participants’ beliefs about how combining
the drugs would affect them.

Social and Environmental Factors

It has not always been the case, but it now is generally accepted that the drug ef-
fects people experience are strongly influenced by social and environmental (set-
ting) factors (Zinberg, 1984). Environment is an extremely broad term, and its
components range from government laws about alcohol and other drug availabil-
ity (see Chapter 2) to the people and places that define the immediate drug-use
setting (McCarty, 1985).

Setting seems to be a particularly important influence on the effects of alcohol,
marijuana, and hallucinogenic drugs. Pliner and Cappell (1974) demonstrated this
point with alcohol. In their study, men and women drank moderate amounts of alco-
hol alone and with others. When subjects drank alone, they mostly reported experi-
encing physical changes, like fuzzy thinking, sleepiness, and dizziness. In contrast,
subjects who drank the same amount of alcohol but with others said their mood
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changed to feeling friendly and more pleasant. Because subjects who drank an alcohol
placebo beverage reported no changes whether drinking alone or with others, it seems
that the number of people you drink with affects how you interpret the physiological
changes that alcohol induces.

Another example of the influence of the setting involves reactions to marijuana.
Carlin, Bakker, Halpern, and Post (1972) noted that, with lower doses of marijuana,
smokers viewed others in the setting as more intoxicated than they actually were. The
experimenters were able, again using lower doses of the drug, to enhance or diminish
the degree of reported marijuana intoxication by having an accomplice act “up” or
“down.” Setting was not so influential with higher doses of marijuana. Studies such as
these support Becker’s (1963) ideas about the “making” of a marijuana user. Becker
described this as a sociocultural process in which experienced users essentially “teach”
new users what to anticipate, how to interpret the effects, what eftects to enjoy, and
what effects to ignore. Becker’s ideas imply that what people experience when taking
marijuana is influenced by their expectations about the drug’s effects and by others’
presence in the drug-taking setting.

Tolerance

Repeated administration of a given dose of a drug often results in reduced response to
the drug (O’Brien, 2001). This phenomenon, known as tolerance, was defined and
briefly introduced in Chapter 1. Here we summarize the major principles and explana-
tions of tolerance. Our discussion of tolerance follows our overview of biological,
psychological, and social /environmental characteristics of users because, as you will
see, tolerance involves all three types of factors.

Types of Tolerance

It is widely agreed that there are three distinct types of tolerance involving different
mechanisms. Regular use of a given drug results to some degree in dispositional
tolerance, which is an increase in the metabolism rate of a drug so that users must
consume greater quantities of the drug to maintain a certain level of it in their body.

Another type of tolerance is functional tolerance. Functional or pharmacody-
namic tolerance means that the brain and other parts of the central nervous system
become less sensitive to a drug’s effects. The two types of functional tolerance are
acute and protracted. Acute tolerance (sometimes called tachyphylaxis) is measured
within the course of action of a single dose or the first few doses of a drug. When a
person takes a dose of a drug, the amount of drug in the body—measured as the
amount of drug in the blood, or the blood level—rises to some peak level. With some
drugs, at any point when the blood level is rising to peak, users may experience greater
drug effects than at that same point when the blood level is falling. For example,
people show acute tolerance to alcohol. One effect of alcohol when consumed in
moderate amounts is impairment of short-term memory, or memory for events that
occurred, say, in the past 30 seconds. Because of acute tolerance to alcohol, we are
more likely to see impairment in short-term memory when the blood level of alcohol
is rising than when it is falling.

A second example of acute tolerance is with regard to stimulant drugs like cocaine.
Cocaine is a short-acting drug, and when the highly pleasurable effects of an initial
dose begin to wear oft, users are prone to taking another dose. However, the second
administration—even when the same amount is taken—generally produces much less
of a pleasurable high due to rapidly developing acute tolerance.

D

dispositional tolerance
An increase in the rate of
metabolizing a drug as a
result of its reqular use.

functional tolerance
Decreased behavioral
effects of a drug as a result
of its regular use.

acute tolerance

A type of functional
tolerance that occurs within
a course of action of a
single drug dose.
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protracted tolerance
A type of functional
tolerance that occurs over
the course of two or more
drug administrations.

behavioral tolerance
Adjustment of behavior
through experience in using
a drug to compensate for
its intoxicating effects.

cross-tolerance
Tolerance to a drug or
drugs never taken that
results from protracted
tolerance to another drug
or drugs.

psychosis

A severe mental disorder
whose symptoms include
disorganized thinking and
bizarre behavior.

attention deficit/
hyperactivity disorder
A disorder with features
such as a greater-than-
normal amount of activity,
restlessness, difficulty
concentrating or sustaining
attention, and impulsivity.

paradoxical

Contrary to what is
expected. A paradoxical
drug effect is opposite in
direction to what is
expected based on the
drug’s chemical structure.

reverse tolerance
Increased sensitivity to a
drug with repeated use of it.

Protracted tolerance pertains to the effects of a given dose of a drug when it is
administered more regularly or chronically. Protracted tolerance means that the
individual consumes greater amounts of a drug to achieve an effect that was once
achieved with a lesser dose. So, in our example of alcohol and short-term memory,
people who drink may show impairment in memory today after drinking six cans of
beer, when they formerly showed the same degree of impairment after drinking only
three beers.

The third type of tolerance involves a behavioral adjustment by the subject and is
called behavioral tolerance (or learned tolerance). For example, individuals who
have had considerable experience with the effects of alcohol on motor coordination
may learn to compensate for their intoxication by walking slowly or with a lower
center of gravity to keep from falling—even if they are quite drunk (for example,
Vogel-Sprott, 1992). Other examples of learned or behavioral tolerance are discussed
later.

In addition to these three types of tolerance, there are other mechanisms to be
introduced. For example, tolerance to one drug may extend to other closely related
drugs—a phenomenon called cross-tolerance. People who have developed toler-
ance to one drug also will have tolerance to certain other drugs, even though they
may never have taken those other drugs. A practical consequence of cross-tolerance
commonly occurs in surgical treatment. People who are highly tolerant to drugs
that depress the central nervous system, such as alcohol or the barbiturates, are a
problem for anesthesiologists. Anesthetic drugs are used in surgery because of their
depressant effects, so drugs like alcohol or the barbiturates show cross-tolerance to
drugs used medically as anesthetics. As a result, it may be difficult to determine a
safe yet therapeutically effective dose of anesthetic to administer to cross-tolerant
patients.

Tolerance is an extremely complicated topic. For example, people may develop
tolerance to some effects of a drug but not to others. The barbiturates present a com-
plex case. Tolerance develops rapidly to the sleep-inducing and pleasantly intoxicating
(e.g., euphoria) effects of these drugs, but tolerance does not develop as readily to
their effects of impaired motor coordination and slowed reaction time. And tolerance
to the anticonvulsant effect of the barbiturate phenobarbital does not seem to occur
at all (Jacobs & Fehr, 1987). Another example is the amphetamine drugs. Tolerance
to their appetite-suppressant and euphoric effects may develop rapidly, but the
psychosis-like effects of amphetamines are not subject to tolerance. Similarly,
one amphetamine drug, methylphenidate (Ritalin), is used to treat attention deficit/
hyperactivity disorder in children. Fortunately, tolerances do not develop to the
paradoxical attention-focusing and calming effects that Ritalin has on these children.
Finally, we have reverse tolerance (sensitization) to a drug, which is increased sensi-
tivity to the effects of'a drug with its repeated use. Reverse tolerance has been reported,
for example, for marijuana and cocaine. Much less research has been done on drug
sensitization than on drug tolerance.

Explanations of Tolerance

Because tolerance is so important in psychopharmacology and is so fascinating, there
has been no shortage of efforts to explain how tolerance to a drug develops. So far, no
one theory has been able to account for all the nuances in tolerance that have been
observed, but a few theories can account for portions of what has been discovered.
These theories reflect current thinking that tolerance is multifaceted and involves
both biological and learning processes.
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Cell Adaptation Theory

One explanation for tolerance that has been around for more than 40 years is called the
adaptation-homeostasis hypothesis (Cicero, 1980). This theory assumes that a drug
acts on specific cells in the central nervous system (CNS). Because of the plasticity of
the CNS, the cells become “adapted” to the presence of the drug with repeated expo-
sure to it. The adaptation allows the cells to maintain normal functioning at a given
drug dose. As a result, more drug is required to disrupt cell functioning. This required
increase is called tolerance.

Cell adaptation actually is a general notion that some kinds of changes occur in
the cells of the CNS to account for the changes we call tolerance to drugs. The idea
of cell adaptation is important because it seems that changes in a drug’s effects as a
result of its repeated use are due only in minor part to dispositional tolerance. In-
stead, protracted functional tolerance is more important, and the reduced sensitiv-
ity to a drug in the CNS seems to be caused by cellular changes there. Several
hypotheses have been proposed for the specific changes that might explain toler-
ance at the cellular level. For example, chronic exposure to a drug that affects a
particular neurotransmitter system results in a reduced synthesis of that transmit-
ter. Because of reduced transmitter levels, more of the drug might be required to
effect the same overall neurochemical actions. Alternatively, there is evidence that
repeated exposure to drugs may reduce the number of receptor sites on neurons
that the drug activates. This process is called down-regulation and could also ex-
plain the phenomenon of cellular tolerance. The specifics of those changes have
not yet been determined (Kalant, 1996; Koob & Bloom, 1988).

Drug Compensatory Reactions and Learning

In the 1970s, scientists discovered that tolerance to drugs is learned, in part. To il-
lustrate the observations that led to this conclusion, imagine that two people who are
“theoretically equal in all ways” take a particular dose of a drug on 10 occasions. Per-
son A takes the drug every time under the same conditions, whereas person B takes
the drug under different conditions every time. For example, the room where B takes
the drug may vary, or the color of the drug tablets may change. Then on the 11th
occasion, tolerance for some effect of the drug at the specified dose is measured in A
and B under the conditions in which A took the drug 10 previous times. Who would
show greater tolerance? The cell adaptation hypothesis predicts equal tolerance for A
and B. Yet numerous studies of humans and other animals show that A has the greater
tolerance (Hinson, 1985).

To understand this idea, you have to know about compensatory reactions. When
an event, like taking a drug, occurs to disrupt the body’s homeostasis, then some-
times the body counteracts the disruption with a reflex-like response. In this case,
the counterreaction is an effect opposite to the drug effect. So, for example, when
you drink two cups of coffee, the caffeine is absorbed and acts to increase your
heart rate. Simultaneously, your body begins to work to counteract this effect; that
is, a compensatory reduction in heart rate begins. This mechanism of compensa-
tory reactions means that when you take a drug, two major actions are biologically
triggered: one is the drug effect, whatever it might be, and the other is homeostatic
counterreaction.

One more aspect of compensatory reactions is that drugs are thought to become
stronger with repeated use of'a given dose of the drug. You can see that we have the
makings of an explanation of tolerance here, one that two psychologists, Richard
Solomon and John Corbit, made prominent in the 1970s, when they published
their “opponent process” theory of motivation (Solomon & Corbit, 1974).

homeostasis

A state of equilibrium or
balance. Systems at
homeostasis are stable;
when homeostasis is
disrupted, the system
operates to restore it.
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Learning enters into the final part of the explanation, which involves the phenom-
cnon of classical conditioning.? The cues associated with drug taking, such as where it
is taken, who is there, and what colors the pills are, are “conditioned stimuli” that
become associated with drug actions and compensatory reactions. Over repeated
pairings of drug taking and drug-taking cues, just presenting the drug-taking cues
alone may elicit a drug compensatory reaction. For example, presenting drug-taking
paraphernalia, such as a syringe and tourniquet, may elicit strong urges in IV heroin
or cocaine users to consume their respective drugs. This urge to use is based on elici-
tation of biological reactions associated with drug deprivation. Therefore, drug com-
pensatory reactions—one hypothesis of what underlies tolerance—seem to grow
stronger with their repeated pairings with the same environment. They seem to be
tied to the specific drug-taking context. As a result, the “sum” of the drug effect and
countereffect that is observed when a person takes a drug depends on how often the
same drug-taking conditions have occurred in the past. The higher the number of
pairings, the larger the compensatory reaction and the smaller the observed drug ef-
fect. In our initial example, that is why person A showed more tolerance than B did:
The drug-taking event never changed for A, so that conditioning or learning in that
context was stronger than it was in B, who changed contexts every time.

In addition, because the stimuli paired with drugs come to elicit reactions opposite
to those elicited by the drug, exposure to these stimuli in the absence of the drug may
produce discomfort or craving in users. For example, people who are trying to quit
cigarette smoking often report that the smell of tobacco produces cravings, and users
of crack cocaine may react strongly to the sight of a crack pipe. Only when people
have been exposed to these stimuli many times without the drug do these effects
dissipate—a process called extinction.

Final Notes on Tolerance

Once tolerance to a drug effect has developed, it is not irreversible. A period of abstain-
ing from a drug increases users’ sensitivity to drug effects that they may have become
highly tolerant to in the past. This, for example, has resulted in the deaths by overdose
of some abusers of heroin who have resumed heroin use after a relatively long time of
not using the drug. When use was resumed, the user failed to take into account the loss
of tolerance that resulted from the long period of abstinence. In general, acute toler-
ance reverses in a short time, whereas protracted tolerance requires more extended
abstinence to reverse. Learned or behavioral tolerance may not reverse at all unless
special procedures such as extinction are used.

Another point about tolerance concerns its reacquisition. Often resumption of the use
of a drug after a long period of abstinence from it results in the reacquisition of tolerance
more quickly than it developed when first acquired (Kalant, LeBlanc, & Gibbins, 1971).

Our consideration of factors included under Steps 6 and 7 and their effects on the
drug experience raises a final point: As we have mentioned before, factors from different
“domains” (biological, social) may interact in affecting the drug experience. For exam-
ple, the major advances in genetics that have been made in the last few decades have
paved the way for increasing our understanding about genetically based differences in

"Classical conditioning is a type of learning in which, by repeated pairing, a second stimulus elicits a response
similar to the response elicited without prior learning by another stimulus. For example, a puff of air (a type
of stimulus) blown at the eye elicits an eye blink. If a buzzer, which normally does not elicit an eye blink, is re-
peatedly followed by an air puff directed at the eye, then at some point, presenting the buzzer alone will
elicit an eye blink. We then say that classical conditioning has occurred: The buzzer now elicits a reaction that
it did not before the repeated pairing with the puff of air.

Copyright 2011 Cengage Learning, Inc. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



Psychopharmacology and New Drug Development

Tolerance and DUI Laws

There have been almost radical changes in the
attitudes and behaviors of U.S. politicians and
other citizens about the availability of alcohol
and its legal and social consequences. For example,
the legal drinking age in the United States is now
21 for all alcoholic beverages, compared to less
than 20 years ago when many states had a legal
drinking age of 18 or 19. Another major area of
change is the set of laws about driving under the
influence (DUI) of alcohol (and other drugs). At
this writing, the blood alcohol level at which an
individual is declared legally intoxicated is 0.08%
in most states and the District of Columbia; one
state does not specify a legal level of intoxication.
Arrest and conviction for driving at this level of
intoxication now bring far harsher penalties than

reason behind this change is compelling: For years,
it had been a consistent finding that about 50% of
U.S. traffic fatalities are associated with alcohol use.
A blood alcohol level of 0.08% was chosen for
several reasons, but a central one is that the driving
skills of the average person are greatly impaired at
that level. Now that you know something about
tolerance to a drug and that alcohol is one of the
drugs to which people develop a tolerance, what
do you think of the “average driver” approach to
the DUI law? Do you see any value in the argument
that arrest should be based on behavioral (espe-
cially driving skills) impairment of the driver at a
given blood alcohol level, whether it is above or
below some specified level? What do you see as
the health, social, and political consequences of

before, especially for repeat offenders. The main this stance?

how individuals react to a given dose of a psychotherapeutic drug (Chapter 13). We
referred to one genetically based difference in reactions to drugs earlier when we dis-
cussed initial sensitivity to a drug. But there also are genetically based differences that
underlie differences among racial and ethnic subgroups around the world in reactions
to a dose of a given psychotherapeutic medication. A major reason for these differences
is inherited variations (mutations) of the genes responsible for the enzymes that me-
tabolize drugs, and they occur both within subgroups of individuals and between racial
and ethnic subgroups (Keh-Ming, Smith, & Ortiz, 2001). Genetically based differences
such as these combine with other culturally based beliefs, attitudes, and expectancies
about psychotherapeutic drugs, which of course overlap to a degree with racial and
ethnic differences, to affect how individuals react to a given dose of psychotherapeutic
medication. This same process may occur for other types of drugs as well.

The information presented so far in this chapter and in Chapter 4 completes our
overview of the drug experience and the factors that aftect it. We have shown that the
drug experience in humans is complex because biological, psychological, and social /
environmental factors influence it. This knowledge about the drug experience prepares
us to address the fundamental topic of this text: the links between the drug experience
and the behavior of drug use or, as commonly referred to by scientists, “drug-taking
behavior.” We now turn to some of the principles and methods of behavioral phar-
macology, which is the specialty area of psychopharmacology that concentrates on
drug use as a learned behavior.

Behavioral Pharmacology

The premise of behavioral pharmacology is that drug use is a learned behavior gov-
erned by the same principles as any other learned behavior. We already saw in this

behavioral
pharmacology

The specialty area of
psychopharmacology that
concentrates on drug use as
a learned behavior.
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reinforcer

A consequence of a
behavior that increases its
future likelihood.

“Consider the ordinary
lnb-rat, once tanght that
pressing a lever will give
him a rat-sized bit of
crack. . .. This rat, I can
identify with. Until

. vecently he could, I fancy,
identify with me. But
Facebook is an addiction
ole Ratty would look on
with pity and contempt.”

Sam Leith

punisher

A consequence of a
behavior that suppresses or
decreases its future
likelihood.

self-administration
study

A study that involves
testing whether research
participants will “give
themselves” a drug.

“I think maybe it is time
we stopped all the . . .
nonsense about socinl
milieus and how your
daddy fell off & horse . . .
and just say . . . what you

. mean, which is ‘I got
loaded because I love to
do it.””

Respondent cited in Le Dain
Commission Interim Report
(Brecher, 1972, p. 456)

chapter how a learning process called classical conditioning may influence some as-
pects of drug use, so we do not discuss that further. Instead, in this section, we em-
phasize drug use as an “operant” or voluntary behavior.

Reinforcement and Punishment

The basic principle of operant learning is that behavior is controlled by its consequences:
reinforcement and punishment. A reinforcer is a consequence of a behavior that in-
creases the likelihood that it will occur in the future. For example, if studying for an exam
is followed by getting an “A” on it, then studying is more likely to occur when it is time
for the next exam. Ifa person who has not eaten for 12 hours goes to the refrigerator and
finds food, then at the next occasion of hunger, going to the refrigerator is a more likely
event. In these two examples, getting an “A” and finding food are reinforcers.

When receipt of something, such as an “A” or food, results in an increase in the
likelihood of the behavior it followed, it is called positive reinforcement. Another
concept is negative reinforcement: The likelihood of a behavior increases if it results
in avoidance of or escape from something. In this case, the reinforcer is avoidance of
or escape from something, in contrast to receipt of something in positive reinforce-
ment. Common examples of negative reinforcement are turning on the air condi-
tioner to escape the heat of a summer day, slamming on the brake of your car to avoid
an accident, and changing the subject of a conversation to escape an unpleasant topic.

A punisher, on the other hand, is a consequence of a behavior that suppresses or
decreases its future likelihood. We touch a hot stove only once because of the conse-
quence that was transmitted to our fingertips. If inviting someone out for a date is
followed by insults and rejection, the likelihood of trying again will probably decline.

You may reasonably wonder what getting an “A,” changing conversation topics,
and burning your fingers have to do with drug use. If drug-taking behaviors are con-
trolled by their consequences, as behavioral pharmacologists believe, then drug users
must derive either positive or negative reinforcement from their behavior and experi-
ence relatively little punishment for it. Thus, the study of drugs as reinforcers has be-
come an important research area. Behavioral pharmacologists often study drug access
as consequences for behavior in what are called self-administration studies. As the
name implies, a drug self-administration study involves testing whether research par-
ticipants will “give themselves,” or self-administer, a drug. Imagine that an animal—
say, a rat—has no experience whatsoever in psychopharmacology experiments. The
essential question is whether the rat can be trained to perform a simple behavior, like
pressing a lever, if the lever press is followed by access to or infusion of some drug. If
the rat meets the challenge of learning to press the lever, then the question becomes
whether it will continue to press the lever to get the drug. Based on years of research,
the answer to both questions is a resounding yes. And not just rats—the yes applies to
monkeys, baboons, dogs, mice, and humans as other examples. An impressive array of
drugs has been tested, including alcohol, marijuana, cocaine, opioids, PCP, barbitu-
rates, benzodiazepines, amphetamines, and nicotine (Bickel, DeGrandpre, & Higgins,
1995; Bozarth, 1987; Mello & Griffiths, 1987; Young & Herling, 1986).

These robust findings suggest that humans and other animals, under given envi-
ronmental, biological, and psychological conditions, “prefer” the drug experience.
They show this preference experimentally by voluntarily working to obtain the drug.
As one research group putit: “[A]bused drugs are those that serve as positive reinforc-
ers and thereby maintain drug-seeking behavior” (Henningfield, Lukas, & Bigelow,
1986, p. 75).

In our concern about human drug use, the temptation is strong to “get behind” the
preference to find out its basis, to discover why the drug state is a preferred one under
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some circumstances. This question has been the topic of numerous studies. For exam-
ple, we did an informal review of survey questionnaire items that have been used among
adults (18 years and older) in the United States. We found almost 50 reasons for using
alcohol! Some examples are to expand awareness and understanding, to celebrate some-
thing important, to relax, to make sex better, to overcome shyness, to help forget wor-
ries, and to increase courage and self-confidence. The same array of mood and behavior
changes has been recorded for the “drugs of abuse” other than alcohol (Barrett, 1985).

It is important to insert a note of caution here. There is a high positive correlation,
or association, between pleasant or desired drug effects and their reinforcing effects in
humans (Griffiths & Woodson, 1988b). The correlation is not perfect, however.
Therefore, asking people why they use a drug or what they like about it is only an
indirect way of studying a drug’s reinforcement value. Technically, the reinforcement
efficacy of a drug is measured by its ability to maintain or increase the frequency of a
behavior that precedes access to a drug.

Self-administration studies also are an important source of knowledge about drug
use because they show that not all drugs have reinforcement value. Again, it seems
that drugs that humans tend not to abuse, such as the psychiatric drugs (see Chapter
13) chlorpromazine and imipramine, are not self-administered by other animals. An-
other insight about drug abuse that can be derived from reinforcement principles is
that reinforcers are most effective when they are presented immediately following a
behavior. When a drug like crack is smoked or heroin is injected intravenously, the
drug taking is reinforced almost instantly by the “rush” or flash, and it is thus not
surprising that these methods of delivery lead to addiction more frequently.

Operant Principles and Drug Dependence

Principles of operant learning and drug self-administration may help us understand
changes that take place in drug use over time. For example, the initial use of most
drugs is not determined by drug reinforcement; rather, it is typically in response to the
instructions or advice of peers, parents, or a physician. Only when an individual has
actually taken the drug will the user experience the drug effects that may reinforce
behavior. Thus, in regard to drugs with powerful reinforcing properties, the observa-
tion that an “ounce of prevention is worth a pound of cure” may be quite valid.

Although social factors may instigate initial drug use, continued use is more likely
determined by the positive reinforcement effects noted previously. As drug use con-
tinues and increases in frequency, however, a change in motivation may occur. Con-
sider that with chronic use, tolerance develops to the effects of many drugs, and
withdrawal symptoms may occur when the drug wears oft. Thus, because of tolerance,
the effects users desire are more difficult to experience, but unless users take the drug,
they feel withdrawal distress. Taking the drug now relieves the unpleasant withdrawal
symptoms and thus produces negative reinforcement. The general principle is that
incentives for use of some drugs, especially those associated with significant physical
dependence, may come to include negative as well as positive reinforcement contin-
gencies as initial use becomes more chronic (Crowley, 1981).

Negative reinforcement may also be important in the early use of some drugs. For
example, people often say that they drink alcohol to escape unpleasant feelings of
anxiety or depression. Because drugs such as alcohol can elevate mood rapidly, people
who are prone to negative mood states may be more vulnerable to abuse.

So far we have shown that getting a drug as a consequence of behavior can be a pow-
erful force in maintaining drug use. But we still have not addressed the negative drug
effects we reviewed in Chapter 1 that have been extremely serious for some individuals
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Corbis

Despite the possible consequences of a hangover from
overindulgence in alcohol, its consumption remains popular.

drug discrimination
study

A research procedure that
primarily concerns the
differentiation of drug
effects.

and for society in general. Perhaps the major challenge for
people who study addiction is to explain humans’ contin-
ued use of drugs in the face of punishing consequences. At
least part of the explanation may be that punishment, like
reinforcement, is most effective when it is immediate.

In general, the impact of a consequence decreases the
more removed it is from the target behavior. For exam-
ple, the decision of whether to eat a piece of luscious
chocolate cake is usually affected more powerfully by how
the cake will taste if eaten now than by the possible weight
gain or tooth decay later. Similarly, some negative conse-
quences of drug use, like social, family, and health prob-
lems, do not tend to occur until some time, often years,
after any given episode of drug use. Furthermore, such
consequences are not certain. This contrasts sharply with
the immediate, desirable effects of drugs of abuse. Im-
mediate consequences have a lot more control over an
individual’s drug use patterns than do the distant, more
negative consequences. Note that this idea of delay of re-
inforcement holds even if the delay is not very long. Peo-
ple have been known to put off considerations of a
hangover tomorrow for the pleasures of drinking alcohol
tonight, for example.

These behavioral principles have proved to be useful in
developing treatment strategies for drug dependence.
The idea is to reduce drug use by arranging punishment
for drug use and reinforcement for abstinence (see Bickel & DeGrandpre, 1995;
Higgins et al., 1991; Iguchi et al., 1997, for examples). We say more about these ap-
proaches to treatment in Chapter 15.

The drug self-administration procedure is perhaps the most obvious method in
behavioral pharmacology through which research with animals can provide important
information about human drug abuse. There are other important methods, however,
and we now consider two of them: drug discrimination and the conflict paradigm.

A

']

']
A
Al
A
e

Drug Discrimination
Another research method in behavioral pharmacology is the drug discrimination study,
which is important because it provides a way of asking nonhuman subjects about the sub-
jective effects of drugs. Many species of animals can be trained to make a target response
to achieve some reinforcer, such as food, based only on a drug state. For example, a rat
may first learn to press a lever for food reinforcement. Then over multiple sessions, the rat
is injected with either some drug—for example, an amphetamine—or a placebo saline
solution (a solution containing salt but no drug) and placed in an experimental chamber
that has two levers. Pressing one of the levers results in food when the animal has been
injected with the amphetamine, and pressing the other lever is reinforced when the animal
has been given the placebo. Pressing the “wrong” lever for a respective drug state (here,
drug or placebo) results in no food. With only the drug state as a signal, the animal can
learn what lever to press to receive food. This shows that the animal can learn to discrimi-
nate between drug and nondrug states. Naturally, this basic paradigm can be extended to
test ability to discriminate among different doses of a drug and among different drugs.
Drug discrimination studies provide important knowledge about drug use because
they can help us to explain the bases of perceived similarities and differences between
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internal changes produced by different drugs and by difterent doses of the same drug
(part of what we have called the drug experience). Thus, an animal trained to
discriminate amphetamine from saline will respond on the amphetamine lever when
injected with the related stimulant cocaine but not when alcohol or other depressants
are administered. Similarly, if LSD is the training drug, other hallucinogens will be
“recognized.” These techniques have allowed behavioral pharmacologists to classify
experimental drugs according to their “subjective” effects even before they have been
administered to people (Colpaert, 1987).

Conflict Paradigm

The last major research method in behavioral pharmacology that we present involves
the conflict paradigm. The conflict paradigm is generated by creating a history of
some behavior being followed by both reinforcement and punishment. So, to return
to our previous example, a rat may be trained to press a lever to get food as a rein-
forcer. Then, after this learning occurs, the rat is also punished by pressing the lever—
say, by administering electric shock if the lever is pressed during some programmed
time period. You can see why this is called the conflict paradigm: The rat has a learn-
ing history of both reinforcement and punishment for the same behavior. This
arrangement of consequences typically suppresses the behavior in question.

The conflict paradigm is important because it has been shown to be sensitive to
drugs such as benzodiazepines that are in the family we call “antianxiety drugs.”
When an animal is injected with such drugs, the usual disruption in behavior seen by
introducing the punishment component of the conflict does not occur when the ani-
mal has been given an antianxiety drug. Anticonflict effects in animals have been
found for a range of drugs that have been shown to have the effect of reducing the
perception of anxiety in humans (see Chapter 10).

These basics of behavioral psychopharmacology have advanced our knowledge
about drug use and drug effects. A lot of what we say in the rest of this text about
specific drugs or drug classes was discovered using behavioral pharmacology principles
and methods. Another way those principles and methods have been extremely impor-
tant is in the development of new drugs, which we review later in this chapter (Sanger,
Willner, & Bergman, 2003). For example, self-administration studies with animals
can tell us a lot about the abuse potential of a drug that is being developed for medi-
cal reasons, or whether prolonged use of a new drug has toxic consequences. Self-
administration studies of the abuse potential of a drug also may be conducted with
human participants. One excellent example is Troisi, Critchfield, and Griffiths’s
(1993) experiment, which helped to establish that BuSpar, an antianxiety drug, is less
likely to be abused than the benzodiazepine drug lorazepam, which also is used to
treat anxiety. This conclusion was based on sedative abusers’ ratings of liking (or dis-
liking) the drug as well as on the size of the dose they selected to take.

Knowledge of the principles and methods of behavioral pharmacology in animals is
essential to your understanding of new drug development. Before we get to that,
however, we address questions about generalizing from animal research and using
human subjects in drug research.

Animal Models and Human Drug Use

Much has been learned about drug effects in humans from research on animals other
than humans. Yet questions frequently arise about the relevance of findings about
drugs based on nonhuman animals. A more technical way to ask this question is: How

conflict paradigm

A research procedure that
concerns the effects on a
behavior of a drug that has
a history of both reinforce-
ment and punishment.

Copyright 2011 Cengage Learning, Inc. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



@

Chapter 5

generalizable
Applicability of a research
finding from one setting or
group of research
participants to others.

causal relationship

A relationship between
variables in which changes
in a second variable are due
directly to changes in a first
variable.

control group

The reference or compari-
son group in an experi-
ment. The control group
does not receive the
experimental manipulation
or intervention whose
effect is being tested.

placebo control

A type of control originat-
ing in drug research.
Placebo subjects have the
same make up and are
treated exactly like a group
of subjects who receive a
drug, except that placebo
subjects receive a chemically
inactive substance.

generalizable to humans are findings based on animals? The answer is that generaliz-
ability is remarkably good. In our discussion of drug self-administration studies, you
saw the similarities among different animal species, including humans, in the rein-
forcement value of drugs. Other areas of comparable generalizability are the effects of
drug dose, age, the presence of other drugs in the body, and environmental factors on
drug use (Johanson & Uhlenhuth, 1978; Vuchinich & Tucker, 1988).

Fortunately, what we learn about drugs in animal studies can be used to learn more
about human drug use and effects. Such research has vastly increased our knowledge
without unduly risking human health. Furthermore, a causal relationship between
drugs and functioning in parts of the human body, like the brain, could never have
been established with certainty without animal studies.

You should keep in mind that, in science, generalizability is always an “empirical
question.” We cannot safely assume that what we find in one experimental setting will
automatically apply to the next. Rather, we do a second experiment, varying some
essential factor about the individual or the setting, to see whether what was found in
the first experiment applies to the second one also.

Human Behavioral Pharmacology

In studying the effects of a drug on human behavior, there are a number of issues to
consider. Here we discuss two major issues, the ethics of conducting drug administra-
tion research with humans and the related matter of using placebo substances as part
of such research.

Ethical Issues

Just as there are ethical issues in animal research, using humans as participants in drug
research poses a number of ethical dilemmas. Many kinds of biomedical research hold
the potential to harm subjects. Atrocities committed in the name of biomedical
research in Nazi Germany led the postwar scientific community to adopt a set of
ethical guidelines called the Nuremberg Code to govern scientific research. One basic
principle of the code is that research with humans cannot be conducted without the
subjects’ responsible, voluntary, informed consent. That is, the subjects must agree to
participate in the study and must give their consent without coercion after being told
all the risks or potential problems related to the research.

Despite the principle of informed consent, ethical difficulties in human research re-
main. After all, when a new drug is developed, someone has to be the first person to take
it. Even though federal law says that a drug must be tested extensively in animals before
it is tried with people, some side effect not detected in the animal studies could still occur.

Placebo Controls
A second research, and, in some contexts, an ethical issue in human behavioral phar-
macology is a methodological one: the need for placebo controls. A control group or
control condition is a referent that scientists usually build into their experiments to
tell whether the drug they are investigating is really causing an effect. In psychophar-
macology, an important control condition is the placebo control. The idea that such
a control is essential to determining the pharmacological part of a drug’s effect arose
long ago, when placebo effects were discovered.

Earlier in this chapter, we noted that drug effects might be influenced by subjects’
histories with and beliefs and expectancies about drugs. These nonpharmacological
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effects of drug administration are often called placebo effects and may be difficult to
disentangle from the pharmacological effects of drugs. When drugs are used as part
of medical treatment, placebo effects seem to be most pronounced in administering
drugs to treat symptoms that tend to fluctuate over time, such as pain and depression
(Julien et al., 2008). Indeed, one study used brain imaging techniques to show that
the administration of a placebo to subjects who expected to receive a painkiller drug
may result in chemical changes in the CNS that follow those induced by actual pain-
killers (Zubieta et al., 2005). Therefore, in many experiments, the effects of admin-
istration of an actual chemical compound of interest can be specified only by
comparing conditions in which people are told that they receive a drug, and then half
actually get a chemically active substance and half do not. Sometimes all the experi-
mental participants are told that they may or may not receive the real drug and then
half really get the drug and half do not. In either case, neither the experimenter nor
the subject knows whether the drug or placebo is administered to any one subject.
This “double-blind” method is used so that biases from the experimenter or subject,
according to their respective beliefs and expectancies about the drug or the experi-
mental situation in general, are less likely to affect the results of the study. For ex-
ample, a person who takes the drug may have specific expectancies about what effects
it will have. Similarly, a person who administers the drug may have expectancies
about its effects and accordingly may react to the person receiving the drug in a cer-
tain way. Both the subject’s and the experimenter’s expectancies may influence the
effects of the drug that the subject experiences. Even professionals who are skeptical
about whether a person’s expectancies can affect the response to a medication agree
that placebo controls are needed in drug research (Hrobjartsson & Gotzsche, 2001).

107

Advances in Discovering Drugs

The great success that has marked efforts to find new
drugs in the 20th century has its roots in the earth.
Soil and plants are sources of microbes that produce
disease-fighting compounds. For example, penicillin
was discovered in mold more than 60 years ago, and
many painkillers have their sources in plants and soils.

Advances in technology have helped us to tap
another of earth’s resources—the sea—to find drugs.
For example, animal and plant microbes taken from
the sea in the Bahamas provide chemicals that seem
to inhibit the growth of certain cancer cells. Bacteria
taken from jellyfish in Florida produce compounds
that kill some cancer cells and fight inflammation
and swelling.

Scientists have found ways to discover drugs that do
not have their source in nature, as developments in
biochemistry make the synthesis of useful new drugs
more promising than ever before. For instance, new
knowledge of neurotransmitter and receptor chemistry
has made it possible to use computers to design drugs

tailored to bind to specified brain receptors, thus
having highly selective biological activity.

Whether their roots are natural or synthesized, large
groups of compounds traditionally have been screened
to test their potential value as drugs. Advances in genetic
engineering in the last few years (the human genome
was mapped in its entirety in 2003) have allowed the
definition of “large” (groups of compounds) to go from
about 5,000 a year to billions (Fisher, 1992; Rowberg,
2001). The advance is not so much in synthesizing com-
pounds to be screened as in the ability to generate and
screen large numbers of them. The method essentially
involves generating millions of peptides, which are
chains of amino acids that constitute proteins. Then
through successive stages of screening, it is discovered
which peptides bond best with (and thus neutralize)
disease-causing bacteria or viruses. Although these
methods have been used only in the last few years,
some drugs have been developed that are ready for
human clinical trials. Examples are drug treatments for
blood clots, high blood pressure, and asthma.
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group design

A type of experimental
design in which groups (as
compared to individual
cases) of subjects are
compared to establish
experimental findings.

Using a placebo and control group design can get complicated, as you can imag-
ine. And, when new drugs are being tested for their effectiveness in treating illnesses,
many argue that it is unethical to have a placebo control group if there is an alternative
drug that has demonstrated some effectiveness to use as a comparison. The notion
here is that it is unethical to give subjects who are ill a compound that is thought to
be ineffective (the placebo) if there is a compound that has some eftectiveness com-
pared to a placebo but that potentially may be less potent than an experimental drug.
However, many view such a design as essential to learning how drugs affect people,
and this does seem to be the case at least in the treatment of some disorders. For
example, Walsh, Seidman, Sysko, and Gould (2002) reviewed all double-blind ran-
domized clinical trials of the use of medications to treat major depression that were
published in English from 1981 to 2000. They found that the average proportion of
the participants in each study showing a “therapeutic response” to taking the medica-
tions in question was about 50%. However, the average for the placebo groups was
about 30%. Moreover, the strength of both the drug and placebo response was greater
the later in the 20-year period that a study was published. This suggests that it is in-
deed ethical practice to use placebo control groups in trials of drugs designed to treat
depression, as one case, and reaffirms why a placebo control group is part of clinical
trial research designs: It allows the experimenter to say with confidence what the
chemical action of a drug has to do with the way a person reacts upon taking it. In this
respect, it is reasoned that if the measured effect in the people who take the real drug
is greater than the effect in the people who take the placebo, then the chemical action
of the drug must be responsible for the effect.

You now have the foundation for understanding the last section of this chapter,
which concerns how a new drug is developed according to guidelines established by
the U.S. government. All of what we have discussed here and in Chapter 4 enters into
drug development.

This text concerns mostly nonmedical drug use, yet this emphasis does not dimin-
ish the importance of drugs developed legally for medical reasons. First, many of these
drugs are in fact used in a way that was not prescribed by a physician, as you saw in
Chapter 1. Second, medical drug use is far more prevalent among adults than is non-
medical use. A final point is that legal drug development and distribution make up a
major economic force in the United States. For these reasons, your knowledge about
drugs and human behavior is not complete without understanding how legal drugs
are developed.

New Drug Development

The “discovery” of new drugs generally occurs in one of three ways (Baldessarini,
1985): the rediscovery of folk usages of various naturally occurring products, the
accidental observation of an unexpected drug effect, or the synthesizing of known or
novel compounds. No matter how a drug’s potential usefulness is discovered, how-
ever, the procedure for testing and marketing it is fairly standard. In the United States,
the Food and Drug Administration (FDA) details these guidelines. The typical stages
of the procedure are shown in Table 5.1.

Clinical Trials and FDA Approval
A “new” drug may be a novel molecular synthesis, a recombination of known ingre-
dients, or a new use of an existing compound (Walters, 1992). In all these cases, the
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TABLE 5.1 Stages in the Testing and Marketing of a Drug

. Belief that a particular compound has clinical value

. Animal studies

Experimental studies with healthy volunteers

Experimental studies with clinical patients, rigorously conducted

. Broader clinical trials

. Licensing and marketing approval

. Aftermarketing evaluation of clinical use, particularly short-term and long-term effects

FDA has guidelines that must be met to make a “new drug application,” which must
be approved before a drug can be marketed. The extensive process of meeting the
guidelines is outlined in Table 5.2.

As you can see in Table 5.2, the first step is, where relevant, synthesis and ade-
quate chemical description of the compound and a series of preclinical or animal
studies. The animal studies are done to establish the safety of the compound for use
by humans. The first step in the process may take one to three years, and the animal
research relies heavily on research designs such as drug self-administration and drug
discrimination that we described earlier. Because of differences among animal spe-
cies in their reactions to drugs, these initial studies must be done on at least two
species. If the compound at this point is deemed to have therapeutic potential, then
the drug developer applies to the FDA for designation of the new product as an
Investigational New Drug (IND), which, if approved, allows the drug to be distrib-
uted for purposes of completing the three phases of clinical trials or studies in hu-
mans, as outlined in Table 5.2.

TABLE 5.2 Steps, According to FDA Guidelines,

in the Development of a New Drug

Step Duration
Initial synthesis and preclinical studies 1-3 years
{
Phase 1 clinical trials: to establish safety, up to 50 normal volunteers
!
Phase 2 clinical trials: controlled studies in patients with a target disease, 2-10 years

50-200 patients
{

Phase 3 clinical trials: controlled and open studies of 1,000 or more patients
monitored for drug effectiveness and for adverse reactions; data used for
determining doses and labeling requirements

\:
FDA review/approval 1-2 years

Post-marketing testing 1-2 years
Source: Adapted from information in Rowberg (2001, p. 13) and Walters (1992, p. 334).
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Methods of drug discovery have been aided substantially in recent years
by advances in computer technology, biochemistry, and genetic
engineering.

chemical name

The name given to a drug
that represents its chemical
structure.

brand name

The commercial name given
to a drug by its manufac-
turer.

generic name

The general name given to
a drug that is shorter (and
easier for most people to
say) than its chemical name.

The three phases of clinical trials are straight-
forward, if not easily accomplished. Phase 1 in-
volves normal (not ill) human volunteers and is
completed to specify human reactions to the
drug and to determine that it is safe for human
use. In Phase 2, the efficacy of the drug in allevi-
ating or curing a target disease is determined
through controlled clinical trials in humans who
are diagnosed as having the disease. Phase 3 ex-
pands Phase 2 by increasing the number of pa-
tients involved in clinical trials and also by
evaluating the drug’s effects in less controlled
trials (Spiegel & Aebi, 1983). Throughout the
Phase 1-3 trial process, drug developers are re-
quired to be in frequent contact with the FDA
to monitor the development of the drug. Phases
1 through 3 may take 2 to 10 years (Nies, 2001;
Tyrer, 1982a; Walters, 1992).

When Phase 1-3 clinical trials are completed,
the developer files a New Drug Application with
the FDA, which contains the data on the drug
that have been collected so far. The FDA has up
to six months to act on the application; if the
drug is approved or determined to be safe and
effective, then the developer may market the drug
within the United States and may export the drug
for sale outside the United States. Anything less
than approval means more time must be spent to
correct deficiencies or solve problems so that a
new application for approval may be filed.

Distribution and Marketing

Monitoring is not over once the developer be-
gins to distribute and market the new drug.
Clinical researchers continue to evaluate the ef-
fectiveness of the drug and the appearance of
any unforeseen side effects associated with its use. In recent years, controversy has
surrounded the FDA with criticism that it does not allocate sufficient resources to
identifying untoward drug side effects after a drug is approved for marketing and is
used by millions of consumers (Harris, 2004; Harris, 2007).

Drugs are designated in different ways once they reach commercial status. First is the
chemical name of the drug, which indicates the drug’s structural formula and allows chem-
ists to reproduce the drug’s structure. The manufacturer of the drug also gives it a brand
name or trademark. Most people would know this name because it is the commercial name
for the drug that the manufacturer uses exclusively until its sole rights to market the drug
expire. The brand name says nothing about the drug’s chemical structure. Finally, a drug
also is given a generic name, a general name that is shorter than its chemical name. Like its
trade name, a drug’s generic name tells nothing about its chemical structure.

As one example, consider the names of Valium (brand name): The generic name is
diazepam, and its chemical name is 7-chloro-1, 3-dihydro-1-methyl-5-phenyl-2H-1,
4-benzodiazepin-2-one.
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The U.S. pharmaceutical industry reported that, in 2003, it spent $25.3 billion on
developing new drugs (Golan, 2005). You can guess part of the reason the costs of
this critical research are so high from our summary of the drug development and ap-
proval process; in time alone, the sequence of steps averages about 15 years to market
approval. The process also results in a lot more failure than success: For every drug
that makes it to market approval, 5,000 to 10,000 drugs have been screened, 250
enter clinical testing, and 5 enter clinical trials.

Generic Drugs

No introduction to marketing and distributing new drugs is complete without men-
tion of generic drugs. Generics have fueled heated debate. When a drug is approved,
the source of its invention, usually a drug company, is granted sole rights to market
the drug for 20 years after the filing date of the patent for the drug. After that, generic
drug companies can sell their versions of the same compound as long as they use the
generic rather than the brand name. Generic versions are not chemical copies of the
respective brand name drugs, but the FDA officially designates the generics as equiva-
lent in effect to the brand names. Generic drugs usually are sold at a price lower (an
average of 50% lower) than that charged for the drug of the company that invented it.
Therefore, not only can the widespread use of generic drugs considerably lower the
costs of health care, but also, because generic drugs are less expensive, people are
more likely to be compliant with their treatment if they can access generic drugs
rather than be restricted to brand name drugs.

Generic drug companies have made a significant impression in the drug market.
For example, a July 1987 article in the New York Timesnoted that, between 1981 and
1986, generic drug sales tripled to $5.1 billion. This was 23% of the $21 billion-
prescription drug market for 1986. In 2002, the National Center for Policy Analysis
estimated that generic drugs accounted for 50% of the prescription drugs that are
dispensed, and in 2007, they accounted for 60%. The sales of generic drugs in the
United States are expected to exceed $25 billion in 2010 (Saul, 2007).

The drug companies that are awarded patents have not always appreciated the generic
drug market. Their gripe is understandable, considering all the time, money, and energy

111

“Don’t stop trinls too early:

" Whatever the pressures
are, keep going as long as
possible. We must look to
the longer term regarding

. benefit and hmmi, »

Dr. Tan Weller, head of the
British Concorde Research
Team (New York Times,
April 16,1993, p. ¢3)

“Silence = Death”

Campaign banner to lobby
the FDA to release
experimental drugs to AIDS
patients (1987)

they have spent in gaining new drug
approval. And we did not even discuss
compounds that fail to meet all the criteria
for approval. Efforts put into testing such
compounds are written off as losses.
Brand-name drug companies did fight
back by claiming that using generics may
be unsafe for some patients. However,
there is little evidence to support this
claim, as shown in a recent review of drugs
used to treat cardiovascular disease
(Kesselheim et al., 2008). Such findings
are not surprising, because the FDA re-
quires that generic drugs meet the same
standards of safety as innovator drugs
meet. It is fair to say that the generics are
probably here to stay. Consumers support
their use (saving $8 billion to $10 billion
each year at pharmacies by using them), as
does the American Medical Association.

Generic drugs have become a popular pharmacy item.
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Awaiting Drug Approval

As we have seen, going from preliminary indications
of a drug'’s usefulness to its final approval for prescrip-
tion use is a long and rigorous process. The main
reasons the process takes so long are to ensure the
drug’s effectiveness and to study possible side effects.
Probably the best-known example in support of the
FDA'’s exhaustive new drug approval process is the
case of thalidomide. Its use by women in Europe as

a sedative in early pregnancy in the 1960s (although
banned in the United States by the FDA) resulted in
damage to thousands of developing embryos. Never-
theless, the time needed to complete the FDA's approval
process can seem interminable to the person who now
suffers from a fatal disease that in a few years may be
treatable with a new drug.

A case in point is the ongoing testing of potential
drug treatments for AIDS. This syndrome, first identi-
fied in the early 1980s, grew in five years from being
an isolated clinical oddity to near epidemic propor-
tions. Moreover, there is only a short time between
patients’ initial medical treatment for AIDS symptoms
and their death. This rapid course of AIDS created
pressure on the FDA to shorten the drug approval
process. In fact, in 1987, the FDA eased its regulations
to expedite commercial use of the drug AZT, which
then seemed to be a major and singular hope for
slowing the advance of AIDS in some patients. That
change has become a more general policy that allows
less lengthy approval requirements for drugs that
may be of help in fighting fatal diseases like AIDS.

This change was a victory for patient advocate
groups, but a 1993 study conducted in England,
Ireland, and France, called the Concorde study,
shows the importance of scientists’ concerns about
the risks of shortening drug approval require-
ments. The Concorde study suggests that AZT may
show benefits in slowing the progression of AIDS
during the first several months but not in the
longer term.

The results of the Concorde study suggest that
the clinical trials process will continue to take a
substantial period of time, although it was reduced
by almost 1.5 years during the 1990s. Other parts of
the drug approval process have also been reduced in
recent years with little apparent harm. Legislation
enacted during the late 1990s called the Prescription
Drug User Fee Act and the FDA Modernization Act
have reduced the average time of FDA approval to
about 12.5 months in 1999. And advances in bio-
technology and genomics may considerably reduce
the time for the beginning part of the drug discov-
ery/approval process, synthesis, and preclinical
testing.

Decisions about drug approval requirements are
extremely complex and are of interest to patients,
scientists, clinicians, and drug companies. If you were
a top FDA administrator, would you continue to relax
drug approval requirements for quicker distribution
of a drug that may help fight a fatal disease? In what
part(s) of the approval process? Why?

® Step 6 of the drug experience concerns character-
istics of the user, which may be classified as
biological or psychological.

® The relationship between personality and drug
use has been the subject of considerable research
attention. Although some personality characteris-
tics seem to be associated with the drug experi-
ence, there is no evidence for an “addictive
personality.”

® Step 7 of the drug experience concerns environ-
mental factors, which range from government
laws about alcohol and drug availability to the
immediate drug-use setting.

® Tolerance is an extremely important concept in
understanding human drug-use patterns. There
are several different types of tolerance.

® Both biological and learning factors seem to be
involved in the development of tolerance.

® Behavioral pharmacology provides the link
between the drug experience and drug use.

® Drug use has been shown to follow the operant
principles of reinforcement and punishment.

® An extremely important way to learn about drug
use is self-administration studies.

® The effects of delay of consequences on behavior
may be at least part of the explanation for
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continued drug use by humans in the face of
negative consequences.

Two methods of learning about drug effects are
drug discrimination and conflict paradigm
studies.

A lot of knowledge that we have today in psycho-
pharmacology is the result of experiments with
nonhuman animals, yet the question of what
research on nonhuman animals says about the
human drug experience is still debated.

Psychopharmacology and New Drug Development
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Ethical questions must be addressed carefully in
the administration of both active and inactive
(placebos) drugs to human research participants.

New drugs become available through a process of
drug discovery, development, marketing, and
distribution.

Once a drug is commercially available, it is given a
chemical name, a brand name, and a generic

name. Generic drugs have had a major impact on
the prescription drug market in the United States.

Answers to “What Do You Think?"”

. Gender differences in the effects of drugs are
due primarily to body weight differences.

F Although men tend to be heavier than
women, drugs tend to have a greater effect
on women than on men because men tend to
have less body fat.

. Some individuals have an “addictive” personal-
ity that predisposes them to alcohol or drug-use
disorders.

F The idea of an addictive personality is a
popular one in some circles, but there is no
scientific evidence for it.

. Expectancies about alcohol’s effects may be a
more powerful determinant of its effects than is
the pharmacological action of alcohol.

T Alcohol expectancies, especially at lower
doses of alcohol, are powerful determinants
of behaviors and emotions that normally are
socially proscribed.

. Theories about the effects of drugs on humans
always have taken into account social and
environmental factors.

F The importance of social and environmental
factors in understanding the effects of drugs
on humans has been generally recognized
only in the last 30 years.

. Tolerance to a drug develops because of biological
changes that occur as a result of using the drug.

F Important biological changes do seem to
occur at the cellular level and they seem to
explain tolerance in part. However, learning
and environmental variables also seem
related to demonstrations of tolerance.

. Tolerance to a drug may be evident within the
same occasion of using it.
T For example, impairment in some behavior,
like driving with a given concentration of

7

10.

11.

alcohol in the blood, is greater when the
blood alcohol level is rising than it is at that
same concentration when the level is falling.

. People who have tolerance to alcohol will also

demonstrate tolerance to barbiturates the first

time they use them.

T These people are demonstrating cross-
tolerance to the two drugs, which have
similar action in the body.

There is no relationship between the drugs that

animals show preference for and the drugs

that humans prefer.

F Self-administration studies show that the
drugs that animals “take” are similar to
the ones subject to human abuse. Conversely,
the drugs that animals tend not to self-
administer are less prone to abuse by humans.

The effects of a drug on animals tell us little

about how that drug will affect humans.

F There is remarkably good generalizability
from how drugs affect animals to how they
affect humans. Some examples are the
effects of drug dose, age, and environmental
factors on drug use.

In general, drug researchers are not concerned
with placebo effects when studying the actions
of a drug.

F Subjects’ expectancies and beliefs about a drug
may influence what drug effects are experi-
enced. Therefore, a “placebo control” group(s)
is often included in drug experiments.

Because new medications are needed to treat

diseases like AIDS, government regulation of

the process of drug development and marketing

has been greatly simplified.

F Some of the regulations have been eased,
resulting primarily in a potentially shorter time
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from drug discovery to distribution for public
use. However, the process still is extensive and
takes a considerable amount of time.

12. Folk uses of naturally occurring products are
important sources for discovering new drugs.

Key Terms

T Rediscovery of old folk medicines based on,
for example, plants growing “wild,” is an
important source of creating new drugs.

acute tolerance control group
addictive personality

attention deficit/hyperactivity

disorder

behavioral pharmacology
behavioral tolerance
brand name generalizable
causal relationship generic name
group design

homeostasis

chemical name
conflict paradigm

cross-tolerance
dispositional tolerance
drug discrimination study
drug expectancy
functional tolerance

Essays/Thought Questions

initial sensitivity
paradoxical

placebo control
protracted tolerance
psychosis

punisher

reinforcer

reverse tolerance
self-administration study

1. What are some ethical factors to consider when
using placebo controls in experiments? What are
some of the ethical factors in the administration
of experimental drugs to patients?

Suggested Readings

2. There remains considerable pressure on the FDA
to shorten the drug approval process. What argu-
ments support a speedier drug approval process?
What argues against it?

Hrobjartsson, A., & Gotzsche, P. C. (2001). Is the
placebo powerless? An analysis of clinical trials
comparing placebo with no treatment. New
England Journal of Medicine, 344, 1594-1603.

MacAndrew, C., & Edgerton, R. B. (1969). Drunken
comportment. Chicago: Aldine.

Web Resources

Rowberg, R. E. (2001). Pharmaceutical research and
development: A description and analysis of the
process: A CRS report for Congress. Washington,
DC: Library of Congress.

Visit the Book Companion Website at www.cengage
.com/psychology/maisto to access study tools includ-
ing a glossary, flashcards, and web quizzing. You will
also find links to the following resources:

® The U.S. Department of Health and Human
Services
® The U.S. Food and Drug Administration (FDA)
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What Do You Think? True or False?

Answers are given at the end of the chapter.

1. Cocaine is a synthetic drug developed dur- ___ 7. Crack is a smokable form of amphetamine.
ing World War II.

8. The most common withdrawal symptom
2. Cocaine abuse was epidemic in the United associated with cocaine is depression.

States in the 1880s. 9. Stimulant drugs enhance learning and in-

3. Stimulant drugs are often used to treat chil- tellectual performance.
dren who have attention deficit/hyperactiv-

. . __10. One difference between cocaine and the
ity disorder.

amphetamines is that cocaine has a longer
4. Amphetamine effects are very similar to co- duration of action.

caine effects. 11. Severe physical withdrawal symptoms fol-

5. Overdoses of cocaine and amphetamine low heavy cocaine use.

may produce a psychoric state. 12. Cocaine and amphetamines act by blocking

6. Amphetamine has been used medically as a the reuptake of endorphins.
sleeping pill.

Many drugs used for recreational as well as medical purposes are referred to as stimu-
lants because they heighten mood, increase alertness, and decrease fatigue. We sepa-
rate stimulants into two groups according to their legal and social status. Controlled
stimulants such as cocaine, amphetamines, methylphenidate (Ritalin), and related
compounds are treated in this chapter, and over-the-counter stimulants such as nico-
tine and caffeine are dealt with in Chapters 7 and 8, respectively. We first consider the
history of stimulant use and discuss some of the effects of cocaine and the amphet-
amines as we review their history. Then we turn to a more detailed treatment of the
pharmacology of these stimulants.

The Coca Leaf

Our story begins in the Andean regions of Bolivia, Ecuador, northern Argentina, and
Peru, where a low shrub called the coca bush or coca tree ( Erythroxylum coca) grows.
From the leaves of this plant comes the powerful stimulant cocaine. The use of this
drug is truly ancient. For centuries, the native inhabitants of this region of South Amer-
ica, including the Incas and their descendants, have engaged in the practice of chewing
the coca leaf. Although no one knows when this practice began, archeological evidence
suggests several thousand years ago. The coca leat had important religious significance
to the Inca people but was used for medicinal and work-related purposes as well. When
the Spanish conguistadores encountered the Incas during the 16th century, they were at
first disturbed by the religious use of coca, which was, of course, inconsistent with
Catholicism (see Drugs and Culture Box 6.1). After conquering the Incas, the Spanish
permitted and actually encouraged the use of coca because they believed it helped the
Incas to work harder and longer. The Spanish ultimately came to control Inca access to
the coca leaf by using it as a form of payment and levying taxes to be paid in coca leaves.
The Spanish considered chewing coca a vice and neither used coca themselves nor en-
couraged other Europeans to use it (Kennedy, 1985; Streatfeild, 2001).
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Cocaine and the Incas

The use of cocaine by humans dates back to prehis-
toric times. The Incas of the Andes regions of Bolivia,
Ecuador, and Peru developed the practice of chewing
the coca leaf more than 3,000 years ago. Archeologi-
cal sites in Peru that date back to 1300 s.c. contain
mummified bodies with shell vessels for coca and the
powdered lime used even today to enhance absorp-
tion of cocaine from the leaf (Streatfeild, 2001).
Coca was a sacred drug to the Incas. “Mama Coca”
was viewed as possessing a goddesslike essence. One
myth had it that coca had been a beautiful woman
who was executed for adultery. From her remains,
the divine coca plant grew, to be consumed only by
royalty in her memory (Petersen, 1977).

Spanish conquistadores recounted tales of early
coca use as in this quote from the journal of Pedro
Cieza de Leon:

In all parts of the Indies through which | have trav-

Cocaine, Amphetamines, and Related Stimulants @

... They go about with small coca leaves in their
mouths, to which they apply a mixture, which they
carry in a calabash, made from a certain earth-like
lime. Throughout Peru the Indians carry this coca
in their mouths, and from the morning until they
lie down to sleep they never take it out. When

| asked some of these Indians why they carried
these leaves in their mouths . . . they replied that
it prevents them from feeling hungry, and gives
them great vigour and strength. | do believe that
it does have some such effect although, perhaps,
it is a custom only suited for people like these
Indians. (Streatfeild, 2001, p. 39)

The Spanish missionaries took a dim view of coca
because they saw it as idolatry and thus a barrier to
conversion. Because of its social importance, however,
the Spanish eventually took over coca production and
distribution and used coca as a tool to control the

elled, | have observed that the Indians take great

delight in having herbs or roots in their mouths. conquered population.

Thus, until the 1800s, the coca plant was relatively unknown in Europe. Then
European naturalists began to explore Peru and experiment with coca, and soon
strange and often conflicting tales began to circulate about coca. Some, such as the
German naturalist Edward Poeppig, viewed coca as deadly: “The practice of chewing
the leaf is attendant with the most pernicious consequences, producing an intoxica-
tion like that of opium. As indulgence is repeated the appetite for it increases and the
power of resistance diminishes until at last death relieves the miserable victim”
(Kennedy, 1985, p. 55). Others, such as the Italian biologist Mantegazza who
chewed coca while in Peru, were more positive: “I sneered at poor mortals con-
demned to live in this valley while I, carried on the wings of two coca leaves, went
flying through the spaces of 77,438 worlds, each more splendid than the one before”
(Mortimer, 1901, p. 137).

Neither of these quotes is a very accurate depiction of the effects of chewing the
coca leaf. Of the two, however, apparently Mantegazza’s was more compelling be-
cause nearly every historical reference attributes the rise of scientific interest in coca to
his praise. This scientific interest led to the increased availability of the coca leaf in
laboratories, and in the 1850s, European chemists were able to isolate the far more
potent active agent in the leaf, which they called cocaine. The extraction of cocaine
from the leaf'led to a new era in the history of stimulant drug use. This is because of
the greater potency of cocaine (a single coca leaf contains only a tiny amount of co-
caine) and because cocaine seems to produce different and more intense effects when
taken through intravenous injection or smoking methods of administration made pos-
sible only by the extraction of cocaine from the leaf. Presumably the more rapid deliv-
ery of large amounts of cocaine to the brain is responsible for the more intense actions
of cocaine when it is injected.
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“Cocaine produces . . .

exhilavation and lasting

euphoria. .. .”

Freud on cocaine

v

Pilar Olivares/Reuters /Landov

Andean woman harvests coca in Peru.

Early Use of Cocaine

The next chapter in the history of cocaine is fascinating because it involves an ambi-
tious young physician working in Vienna who was looking for some medical break-
through to make his mark. Though he is now best known for other contributions,
Sigmund Freud was first recognized for his writings on cocaine. Freud obtained a
sample of cocaine in 1884 and, after taking it a few times, felt he had come across a
miracle drug. In his first major publication, “On Coca,” he advocated cocaine as a local
anesthetic and as a treatment for depression, indigestion, asthma, various neuroses,
syphilis, morphine addiction, and alcoholism. Freud also thought cocaine was an aph-
rodisiac (Byck, 1974).

Only one of these therapeutic uses has turned out to be valid, and that is the use of
cocaine as a local anesthetic. When cocaine makes direct contact with peripheral neu-
rons, it prevents neural firing, which has the effect of “numbing” the area. This action
is unlike cocaine’s effects on the central nervous system. Cocaine was the first local
anesthetic and revolutionized surgery. Now, of course, related “-caine” drugs such as
procaine and xylocaine are used more frequently, but because cocaine also constricts
blood vessels, it is still used for surgery on areas such as the face, due to the fact that
it reduces bleeding as well as pain.

Freud was mistaken in his early suggestions about cocaine, and he helped launch a
major period of cocaine abuse. Ironically, an indication of what was to come was ob-
served in one of Freud’s friends, Ernst von Fleischl-Marxow. Fleischl-Marxow suffered
from chronic pain and had become a morphine addict. Freud prescribed cocaine, and
Fleischl-Marxow began to consume larger and larger doses of it. Although doing
quite well at abstaining from morphine, Fleischl-Marxow eventually was consuming a
gram of cocaine daily. Not only had he become the first European cocaine addict, but
he also began to show bizarre symptoms that we now recognize as characteristics of
cocaine overdose. These symptoms included paranoid delusions, which are often seen
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in paranoid schizophrenia, and a feeling of itching called the formication syndrome,
which is described as something like insects or snakes crawling just under the skin.
Today these symptoms are recognized as caused by cocaine overdose, but Fleischl-
Marxow was the first reported to experience these effects.

Surprised by the disastrous effects of cocaine on Fleischl-Marxow, Freud in his
later writings on cocaine was not quite so enthusiastic, but the damage had been
done. The cocaine epidemic of the *80s was on—the 1880s, that is! Not only was
cocaine prescribed by physicians but it also was readily available in patent medicines
that could be obtained without prescription, such as Mariani’s Coca Wine, a top seller
in Europe, and yes, Coca-Cola. Coca-Cola’s early advertising touted it as containing
the “tonic and nerve stimulant properties of the coca plant”—back when it was the
real thing! Cocaine was popularized in music and literature as well. Author Sir Arthur
Conan Doyle depicted the famous fictional detective Sherlock Holmes as using co-
caine to give him energy and aid his powers of deductive reasoning. Robert Louis
Stevenson apparently wrote the Jekyll and Hyde story while taking cocaine treat-
ments for tuberculosis, and others who provided testimonials to the value of cocaine
include Thomas Edison, Jules Verne, Emile Zola, Henrik Ibsen, Czar Nicholas of
Russia, and President Ulysses Grant (Grinspoon & Bakalar, 1976). An advertisement
from another coca product, Metcalf’s Wine of Coca, again illustrates how cocaine
became so popular:

Public Speakers, Singers, and Actors have found wine of coca to be a valuable tonic to the
vocal cords. Athletes, Pedestrians, and Base Ball Players have found by practical experience
that a steady course of coca taken both before and after any trial of strength or endurance
will impart energy to every movement, and prevent fatigue. Elderly people have found it a
reliable aphrodisiac superior to any other drug. (Siegel, 1985, p. 2006)

It is not hard to understand how cocaine became popular with this kind of public-
ity, and with so many people using cocaine, casualties began to emerge. By the end of
the 19th century, many users had discovered firsthand the hazards of cocaine, and

COCAINE
TOOTHACHE DROPS

Instantaneous Cure!

PRICH 15 CEINTS.
Prepared by the

LLOYD MANUFACTURING CO.

219 HUDSON AVE., ALBANY, N, Y.
For sale by all Druggists.

L i 2

Cocaine was a popular ingredient in many remedies and tonics of the late 1800s, as shown in this
advertisement for toothache drops.

Bettman/Corbis

formication syndrome
Symptoms of itching and
feeling as if insects were
crawling under skin,
caused by cocaine and
amphetamine.
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with cocaine psychosis, overdose death, and severe dependence becoming major
problems, popular sentiment turned against cocaine (Spillane, 2000).

One of the most influential works that changed ideas about cocaine was an article
that described the case of Annie C. Meyers, who had been a successful businesswoman
and a “well-balanced Christian woman” before becoming a “cocaine fiend.” The
depth of addiction to cocaine was well described by Meyers who, upon finally running
out of money for cocaine, recounted: “I deliberately took a pair of shears and pried
loose a tooth that was filled with gold. I then extracted the tooth, smashed it up, and
the gold went to the nearest pawnshop (the blood streaming down my face and
drenching my clothes) where I sold it for 80 cents” (Kennedy, 1985, p. 93).

Thus, beliefs and attitudes about cocaine continued to change. In addition to dra-
matic accounts of addiction to cocaine, reports of violent acts committed under the
influence of the drug led to a dramatic swing of public opinion, culminating in the
control of cocaine under the 1914 Harrison Narcotics Act. Although the Harrison
Act was primarily designed to control opiates such as morphine and heroin, cocaine’s
inclusion as a dangerous drug was no accident.

The Amphetamines

Use of cocaine in the United States declined during the years following the Harrison
Narcotics Act, but new stimulants soon entered the scene: the amphetamines. The
amphetamines are a class of drugs first synthesized in the late 19th century that in-
clude amphetamine, dextroamphetamine, and methamphetamine (see Table 6.1).
Although amphetamines had been available for research for many years, the first med-
ical applications were developed in the 1920s. Amphetamines have been used as a
treatment for cold and sinus symptoms (the original inhalers contained Benzedrine,
an amphetamine), obesity, narcolepsy (a disease in which the patient uncontrollably
falls asleep), and paradoxically, attention deficit/hyperactivity disorder. Amphet-
amines also have a high potential for abuse. Soldiers on both sides during World War
IT used these drugs for their stimulant properties. After the war, amphetamine abuse
reached epidemic proportions in Japan, Sweden, and other parts of Europe, yet the
drugs were not recognized as dangerous in the United States until the 1960s. Ironi-
cally, amphetamines became a major problem in the United States when physicians
began to prescribe methamphetamine as a treatment for heroin addiction. Like
Freud’s cocaine treatment of morphine addiction, this treatment backfired, resulting
in an explosion of amphetamine abuse, particularly on the West Coast during the early
1960s (Brecher, 1972).

TABLE 6.1 Controlled Stimulants

Generic Names Brand Names Slang Terms

Cocaine — coke, snow, freebase, base, crack
Amphetamine Adderall, Benzedrine bennies, white crosses
Dextroamphetamine Dexedrine, Biphetamine  black beauties, cadillacs, dexies
Methamphetamine Desoxyn speed, crank, ice, crystal, Tina
Methylphenidate Ritalin, Concerta Vitamin R

Methcathinone — cat
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The use of injected amphetamine resulted in a pattern of abuse reminiscent of the
cocaine problems seen at the turn of the century and again today. Users experience a
brief but intense “flash” or “rush” immediately after the drug is injected. The strongly
pleasurable feeling produced following amphetamine or cocaine injection is often de-
scribed as orgasmic in nature, but because it lasts only a few minutes, users are soon
craving a return to the heights of pleasure even though the level of the drug in the
body remains high. A series of injections often follows; users become more and more
stimulated but have difficulty obtaining a rush as pleasurable as the first. Because both
cocaine and amphetamines suppress appetite and prevent sleep, people may go for
days without sleep, eating very little and administering dose after dose.

In the 1960s, people who engaged in this pattern of use came to be called “speed
freaks.” When speed freaks burst onto the drug scene, it became clear that amphet-
amine shares virtually all the effects of cocaine. For example, when dose levels of am-
phetamine get large enough, users develop formication symptoms (called “speed
bugs” or “crank bugs” by users) and paranoid delusions. Thus, a psychosis is produced
not only by cocaine; amphetamines can cause an almost identical phenomenon. Here
is a description of a speed freak from the San Francisco street scene of the late 1960s:

He is a very nice person, and extremely generous; however when he gets all jacked up and
he is wired (stimulated with speed) . . . then he is in trouble. Because pretty quick he’s got
ashotgun . . . I’ve seen him out in front of . . . the freeway entrance herding the hitchhikers
away because he’s paranoid of them. At four o’clock in the afternoon with a full-length
shotgun, he’s screaming “move on, you can’t stand there, move on.” That’s just the way he
gets. (Brecher, 1972, p. 287)

So the paranoid psychosis produced by cocaine and amphetamine overdose is
properly called stimulant psychosis. By the late 1960s, the word was out on the
street—“Speed kills!” What was referred to in this slogan was not just death by over-
dose. Amphetamine overdose deaths did occur, but they were relatively rare. Far more
common was the development of a paranoid state that often led to acts of violence. In
addition, after a long binge of amphetamine abuse, users may crash (sleep for an ex-
tended period) and then awaken deeply depressed. The depression could last for days
and is now recognized as a common withdrawal symptom after heavy use of either
amphetamine or cocaine. The depression often leads users back to drugs to try to get
“up” again, and the cycle is repeated. Eventually, users’ physical and mental health
deteriorates badly unless they can break out of the cycle.

As the word spread about the hazards of amphetamine abuse, users tried to obtain
other stimulants they thought might be safer. For example, a compound related to the
amphetamines called phenmetrazine had a run of popularity in the 1970s, but soon
it was recognized that it, too, produced all the adverse effects of the amphetamines.
By the middle of that decade, a different trend was clear: A “new” stimulant drug was
on the scene, an “organic” or “natural” drug—surely there could be nothing wrong
with . . . cocaine?

Cocaine Epidemic I

It has been said that those who do not know history are condemned to repeat it, and
that certainly seems to be true with cocaine. Why did cocaine reemerge as a stimulant
of choice? One reason is that, in the early 1970s, cocaine was fairly difficult to obtain
and was quite expensive. It became glamorized as the drug of movie stars and pro
athletes (who were among the few who could afford to buy it), and thus acquired a

stimulant psychosis
Paranoid delusions and
disorientation resembling
the symptoms of paranoid
schizophrenia, caused by
prolonged use or overdose
of cocaine and/or
amphetamine.
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crack

A freebase cocaine
produced by mixing cocaine
salt with baking soda and
water. The solution is then
heated, resulting in brittle
sheets of cocaine that are
“cracked” into small
smokable chunks or
“rocks.”

reputation as the “champagne” of the stimulants. Most users during this period ex-
perimented with low doses taken intranasally and thus rarely encountered the prob-
lems associated with intravenous use. There were occasional exceptions: One of the
first of many athletes to admit to a major cocaine problem was former Dallas Cowboy
linebacker Hollywood Henderson, who acknowledged he had acquired a $1,000-a-
day habit in 1978. But this type of cocaine casualty was relatively rare. Cocaine was
believed to be a fairly innocuous drug. To give you a feeling of the times, Ashley
(1975) concluded in a popular book that cocaine was “not an addictive, especially
dangerous drug” (p. 186).

Unquestionably, the contemporary view is that cocaine is, in fact, a very dangerous
drug. Today Ashley’s comments seem naive because there have been many well-
documented deaths from cocaine overdose and, through the media, we have wit-
nessed the struggles of many famous personalities trying to recover from cocaine
dependence. Several factors led to the increase in cocaine-related problems. One has
been the increased availability of cheaper cocaine. This has led to changing patterns
of use, as more people were able to regularly use the drug in high doses. Another
critical factor was the practice of smoking freebase cocaine or crack. Although free-
basing cocaine seemed to emerge in the late 1970s, crack burst upon the national
scene in 1986.

The form in which cocaine is administered is an important determinant of abuse
liability (see Table 6.2). Street cocaine, which takes the form of a white powder, is
produced by combining a paste made from coca leaves with a hydrochloric acid solu-
tion to form a salt—cocaine hydrochloride. Because it is a salt, street cocaine is water-
soluble and can be injected or taken intranasally (sniffed or snorted). Intranasal
cocaine can produce intense effects, but because it causes constriction of blood vessels
in the nose, absorption is slowed. By the way, it is this vasoconstriction that results in
inflammation and tissue damage of the mucous membranes of the nose in chronic
intranasal users. Overdose deaths, psychosis, and dependence are all possible conse-
quences of intranasal cocaine but are less common than with injected cocaine.
Because sniffing was the major method of administration on the street until the late
1980s, the hazards of cocaine abuse were underestimated.

Freebasing is the term used to describe the practice of smoking cocaine, but as a
point of clarification, it should be noted that cocaine is not burned like tobacco but
rather is heated until it vaporizes. When the vaporized cocaine is inhaled, it is ab-
sorbed rapidly and completely in lung tissue and produces an intensely pleasurable
high of very short duration followed by a severe crash. However, cocaine is broken
down at the high temperatures necessary to smoke it when it is in the salt form. To
smoke cocaine, the hydrochloride salt must be separated from the cocaine base and
this is where “freebase” and crack come in.

Freebase cocaine is made by mixing street cocaine with a highly flammable
substance—ether. Many people have been badly burned by failing to handle the

TABLE 6.2 Types of Cocaine and Routes of Administration

Cocaine Form Method

Coca leaf — Oral

Coca paste (basuco) Cocaine sulfate Smokable

Street cocaine Cocaine hydrochloride Intranasal injection
Crack Freebase cocaine Smokable
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ether properly. The late comedian
Richard Pryor developed a popular
routine in which he spoofed the severe
burns he received in a freebase acci-
dent. Base cocaine can be produced
more simply and safely by dissolving
the cocaine salt in an alkaline solution
(for example, baking soda). When the
water in the solution is boiled off, what
remains is a hard, rocklike substance
called “crack” or “rock” cocaine. Crack
has a low melting point and thus can be
heated and the fumes inhaled while the
potency of the cocaine is preserved.
The name crack comes from the crack-
ling sound made by the baking soda
left in the compound when it is heated
(Inciardi, 2002). Smoking crack results
in rapid and concentrated delivery of cocaine to the brain, and the intense “rush” is
so pleasurable that addicts actually prefer it to comparable doses of injected cocaine
(Foltin & Fischman, 1993). The euphoria is short-lived, however, and within 10 to
20 minutes, users report a “crash” and begin to crave another hit.

Crack is cheaper and less dangerous to produce than other forms of freebase, so
dealers became attracted to it. Also it is so potent that it can be sold in small chunks
or rocks and so is relatively affordable. Because it pro-
duces such strong cravings and dependence, a large mar-
ket for crack developed almost overnight. Although there
is evidence of sporadic crack use in the 1970s, it came to
the attention of the media in late 1985, and by early 1986,
national media such as Time, Newsweek, and various tele-
vision documentaries reported that crack use had emerged
as a national crisis. By the late 1980s, millions of Ameri-
cans had tried crack, and overdose deaths were increasing.
Cocaine can kill, especially when smoked. Other cocaine
overdose emergencies, such as paranoid reactions, also in-
creased rapidly during this period. According to National
Institute on Drug Abuse (NIDA) statistics, more than
80,000 cocaine-related emergency room visits occurred
in 1990, up from 10,000 in 1985, and almost none in the
early 1970s (NIDA, 1991). Dependence on cocaine,
once viewed as a minor problem, came to be seen as one
of the nation’s major health problems with the introduc-
tion of crack. The National High School Senior Survey
reported peak levels of use in 1986, when 4.1% of stu-
dents reported using crack and 12.7% used powdered co-
caine during the past year. By 1992, these figures had
dropped to a low of 1.5% using crack and 3.1% using
powdered cocaine during the year, and use has remained i \
relatively stable .since then.. Th.e.2008 survey (the most Surmodel Kate Moss lost many of her high—prfile
current data available at this writing) revealed 1.3% using  ontracts when a video showing her snorting cocaine was
crack and 2.6% using powdered cocaine during the past released in 2005.
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Sniffing lines of cocaine through a rolled dollar bill.

Alessia Pierdomenico/Reuters/Corbis
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year (Johnston et al., 2009a). Contemporary use among
adults is somewhat higher, with 6.4% of Americans be-
tween the ages of 18 and 25, and 3.6% of those between
the ages of 26 and 34 reporting use of some cocaine dur-
ing the past year in a recent national survey (SAMHSA,
2008). Medical problems associated with cocaine use
continue to be quite high with over 548,608 cocaine-
related emergency department visits in the most recent
survey. In recent years, cocaine has accounted for more
drug-related hospital emergency department visits than
any other illegal drug (U.S. Department of Health and
Human Services, 2000).

Despite the intense war on drugs in the United States
and Latin America, it has proven difficult to prevent co-
caine from reaching the United States. Although the
United States has spent billions of dollars since 2000 on
a plan for drug eradication in Latin America, availability
of cocaine in the United States remains high, and the
street price has remained relatively low (Lacey, 2009).
Historically, the distribution of cocaine was controlled by
large and well-organized criminal groups based in Co-
lombia, and these Colombian cartels supplied most of the
cocaine that reached the United States. As the United
States and Colombian governments began to crack down

Robert Downey Jr. has had a history of problems with on cocaine smuggling in the 1980s, the war on drugs
cocaine. He is shown here in court on drug possession became a literal war. For example, the city of MCdCUlH,
charges. Colombia, was a quiet, conservative town; then the pow-

“You want to know why
1 grow coca, right? The
answer is: because I can
live on 1t.”

Colombian coca farmer
(Streatfeild, 2001)

erful Medellin Cartel emerged, and more than 2,000
murders were reported during the first six months of 1989 alone. Government offi-
cials, judges, and court employees were often targets of assassination, and the impact
of this terror on the fabric of the city and perhaps the entire country has been enor-
mous (Roldan, 1999; Streatfeild, 2001). Pablo Escobar, former head of the Medellin
Cartel, was eventually killed in a gunfight with police in 1993, but the decline of the

i Medellin Cartel simply allowed another group, the Cali Cartel, to take control. Dur-

ing the early 1990s, the Cali Cartel is thought to have made billions of dollars in the
cocaine trade annually and was rich enough that they once tried to lease their own
satellite to avoid eavesdropping by the Central Intelligence Agency (CIA) and U.S.
Drug Enforcement Administration (DEA). By the end of the decade, the Colombian
National Police working with the U.S. DEA had arrested virtually all the Cali Cartel
leaders. The cocaine trade did not vanish but simply became less centralized, with
former Cali Cartel members moving their operations to multiple sites (Inciardi,
2002). Cooperative efforts to control cocaine production in Colombia did result in
an 11% decline in production in that country, but this was offset by increased produc-
tion in Peru and Bolivia (Efron, 2005). Most of the cocaine entering the United
States comes through Latin America, so you might think that preventing access to
U.S. borders would be straightforward. But land, air, and sea routes provide many
possible entry points, and despite significant interdiction efforts, it continues to be
difficult to control the amount of cocaine that reaches the United States.

Once in the United States, cocaine distribution continues to contribute to crime
and violence. Organized gangs generally control the cocaine market. These highly
organized criminal elements pose a major threat to police and civilians alike. Unlike
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DRUGS AND CULTURE BOX 6.2

The Coca Leaf Today

The practice of chewing the coca leaf in the Andean
countries of South America was never eliminated,
despite the efforts of the early Spanish colonists. Use
of coca remains very popular today in the mountain-
ous regions of Argentina, Bolivia, Colombia, Ecuador,
and Peru. Today, populations in these countries are
all predominantly Catholic, so use of the coca leaf has
lost its religious significance, but rather is primarily
based on the desired stimulant effects. Chewing coca
and drinking tea brewed from coca leaves are com-
mon daily activities in the region, and these practices
are thought to stimulate alertness, reduce fatigue,
and combat altitude sickness, among other health
benefits. Despite pressure from the United States to
eradicate coca production, limited cultivation of coca
is legal in Bolivia, Colombia, and Peru, and coca leaves
and coca teabags are sold legally at local markets
throughout the region. Opposition to the U.S. coca
eradication policies has become a nationalistic issue in
several Latin American countries. As an example, Evo
Morales was elected president of Bolivia in 2006, in
part because of his pledge to decriminalize coca pro-
duction. President Morales spoke to delegates at the
Vienna meeting of the United Nations Commission on
Narcotic Drugs in March 2009, to demand that coca
be removed from the United Nation’s list of prohib-
ited drugs. He is not arguing for the legalization of
cocaine powder or crack, but rather argues that the
small amounts of cocaine absorbed by chewing coca
are not harmful, a position that has some scientific
support (Grinspoon & Bakalar, 1976). He dramatized
his speech by holding up a coca leaf and chewing it
after his presentation.

Bolivian President Evo Morales held up a coca leaf at a United
Nations conference to dramatize his defense of the traditional
use of coca in South America.

125

Spencer Platt/Getty Images

the traditional notion of the small-time drug dealer, modern drug criminals often pos-
sess high-tech weapons and sophisticated transportation systems. Many drive-by
shootings and other acts of urban violence are linked to cocaine.

Cocaine, particularly crack cocaine, has also been extremely destructive to users.
Because the allure of crack is so great, dependence on the drug leads many people
to tragic levels of desperation and self-destruction. The “crack house”—a place
where crack is sold and smoked—has become the contemporary den of iniquity, and
the media are filled with stories of degradation. When addicts run out of money,
sexual activities become the medium of exchange, and then the transmission of HIV
is an additional risk factor. Studies of crack house activities chronicle examples of
prostitution, murder, rape, child abuse, and other acts of violence (Inciardi, 2002).
Publicity about the dangers of crack is impossible to avoid. So why are people still
smoking crack?
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Consider this seductive and sinister description from a cocaine smoker:

Imagine you are on an island and offshore about a dozen yards is this orange-pink haze that
is glowing and extremely enticing. So you walk out into that cold, dark water and you swim
a ways to get near that glow and you’re out on the edge of it and it feels so good and so
warm, but it moves away a little. So you swim out into deeper water and this time you get
even closer to the center and it is so incredibly seductive. But now it’s moving a little faster
out into the ocean and you swim harder trying to keep up and you’re getting farther and
farther away from shore. That’s how with the first few tokes you feel pretty good and then
with a deep toke you are near the center and it’s so exhilarating but you come down and
keep wanting more. Pretty soon you are way the hell out in the cold black ocean and you’re
faced with keeping up swimming harder toward that warm, wonderful, glowing haze just
out of reach or turning back and swimming miles back to shore in that dark, cold water.
(Kirsch, 1986, p. 49)

Concerns about the dangers of smoking crack cocaine led to the passage of the
Anti-Drug Abuse Acts of 1986 and 1988, which specified penalties for sale (1986)
and possession (1988) of crack. These laws have become highly controversial, and
some discussion here is warranted. A conviction for selling large quantities (500 grams
or more) of cocaine powder (the salt form) triggers a minimum sentence of five years
in prison. The 1986 law created a five-year minimum sentence for selling only five
grams of crack—100 times less than that needed for cocaine in the powder form. The
1988 law extended the five-year minimum penalty to those convicted only of posses-
sion of five grams of cocaine. Although these extreme penalties were designed to curb
the very real crack problem in the United States, the laws were based in part on mis-
understandings about the actual potency of crack and overstatements regarding its
dangers. Today, inequities caused by these crack laws are increasingly seen as prob-
lematic. Basically, small-time crack dealers and users are often punished more severely
than major, high-volume dealers of cocaine powder. Ironically, powder dealers may
actually be the suppliers of cocaine for crack users, thus crack users are hit harder than
their suppliers! These laws also disproportionately affect African Americans, as blacks
represent more than 80% of crack prosecutions. Although these laws remain in effect
at this writing, there is reason to think change is coming, as the Obama administration
recently announced a Justice Department review of the policy. In the words of
Attorney General Eric Holder: “This administration firmly believes that the disparity
in crack- and powder-cocaine sentences is unwarranted, creates a perception of unfair-
ness, and must be eliminated” (Cose, 2009, p. 25).

The Return of Meth

Although the United States was coming to grips with the dangers of cocaine during
the 1980s, a “new” stimulant drug began to appear on the street called “ice,”
“crystal,” “crank,” or “meth.” Of course, this was really nothing new. The drug is
methamphetamine, and we reviewed its devastating impact on users in the 1970s
carlier in this chapter. Now the “speed freak” phenomenon is back. In the early 1990s,
methamphetamine (meth) reappeared on the West Coast and Hawaii, and it has
steadily spread east since then. Illegal methamphetamine laboratories began to spring
up with great frequency in the Midwest in the early 2000s, and by 2005, it began to
reach the East Coast as well. Some describe methamphetamine use as reaching epi-
demic proportions across the United States, but use today is relatively stable and still
remains most concentrated in the West and Midwestern regions of the country
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(Owen, 2007). Figure 6.1 shows the distribution of the methamphetamine abuse
problems by presenting methamphetamine treatment admissions as a percentage of
total drug admissions (excluding primary alcohol admissions) in 2008 (Community
Epidemiology Work Group, 2009). Clearly, meth problems are most prevalent in
Hawaii and on the West Coast, but note that high percentages were also seen in parts
of the Midwest and South as well—particularly in Texas, Minneapolis, and Atlanta.
Percentages were uniformly low in Eastern cities. Another indication of meth activity
is shown in Table 6.3, which lists the number of meth labs detected and /or seized in
selected states between 2004 and 2008. Meth labs were much more common in the
Western states in 2004, but the numbers declined by 2008. In contrast, meth lab ac-
tivity went up dramatically in the Midwest over the four-year period. In the Eastern
states, activity also went up but remains at a relatively low level (U.S. Drug Enforce-
ment Agency, 2009).

Some other aspects of the epidemiology of meth use are of interest. In the 1980s
and 1990s, meth was known as a “biker” drug, and it was associated with blue-collar
white males. Today, meth is often referred to as a “club” drug, and its use has become
more cosmopolitan. Methamphetamine use is now more common among women
and nonwhite populations and is very prevalent among gay and bisexual men
(Halkitis, 2009). However, the High School Senior Survey shows relatively low and
declining levels of meth use, with a peak of 4.1% in 1999 dropping to 1.3% in the
Class of 2008 (Johnston et al., 2009a).

Although overall levels of meth use have declined in recent years, the drug contin-
ues to have a significant social impact. As noted in Chapter 2, the 1996 Comprehen-
sive Methamphetamine Control Act was passed in the early stages of the problem to
increase penalties for meth manufacture and trafficking. At that time, meth trafficking
appears to have been controlled by organized criminal groups primarily located in
California and Mexico, and although these large-scale operations may have been
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Region (West to East)

FIGURE 6.1

Primary methamphetamine
treatment admissions as a
percentage of total
admissions (excluding
alcohol admissions) across
regions of the United States
(Community Epidemiology
Work Group, 2009)
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TABLE 6.3 Number of Meth Lab Seizures in Selected States

State 2004 2008
California 2,198 346
Washington 94 137
Minnesota 123 21
Missouri 889 1,471
lllinois 363 324
Tennessee 249 553
Florida 15 125
Virginia 1 19
New York 2 9

affected by the legislation, meth production then shifted to small “kitchen” labs,
which have been much more difficult to curb (Cunningham & Liu, 2005). It does not
require much space or sophisticated equipment to produce meth, and a meth lab can
be set up easily in a garage, shed, or trailer. As these “kitchen” meth labs proliferated
around the country, new problems emerged: The products they use pose a significant
O T public health problem bc.causc of risk of explosion and beFausc they produce toxic
E. Owen (2007, p. 3), on waste. Many of the chemicals used to produce meth are highly flammable, and the
meth .+ process also requires that the ingredients be heated with a burner; therefore, a signifi-
: cant risk of explosion and fire is present. Several of the chemicals used to make meth
are toxic, as are some of the by-products that can cause significant health hazards
wherever they are dumped; thus, meth labs represent a biohazard not only to those
making the drug but to nearby residents as well (Halkitis, 2009). Meth users are also
at risk for a number of health complications that we review in Contemporary Issue

Box 6.3.

“Meth was a call to action.
... I felt ultrasharp. Edgy
and exhilavated. Ready

“to roll. Equal to any task.
... Give me enough meth
and I was ready to

Methamphetamine and Health

In addition to the hazards associated with meth
production, heavy meth users risk a number of health
problems. Exposure to very high doses poses a risk of
seizures, convulsions, and cardiovascular collapse.
Overdose can also produce the paranoid symptoms of
stimulant psychosis often associated with violent
behavior. A study of young adults who were heavy
meth users found that over one-third of the respon-
dents reported committing acts of violence while
under the influence of meth (Sommers, Baskin, &
Baskin-Sommers, 2006). Chronic users face additional
problems. Depression is a common feature of
methamphetamine withdrawal syndrome. “Meth
mouth,” characterized by deterioration and loss of
teeth, is also common among heavy users (Halkitis,

2009). Another issue has surfaced recently: Several
studies in animals and humans suggest that metham-
phetamine may produce long-lasting damage to the
brain. Using PET scan technology to study chronic
methamphetamine users, two independent research
teams have reported damage in the dopaminergic
pathways. The brain damage may sometimes be
associated with long-lasting motor and memory
impairments. However, at least some studies have
shown improvement in brain and cognitive function
after extended periods of abstinence from meth, so
these changes may not be permanent (Caligiuri &
Buitenhuys, 2005; Iversen, 2008; Volkow et al., 2001;
Yuan et al., 2006).
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Most meth labs use pseudoephedrine (or
ephedrine) as a key chemical component. Pseu-
doephedrine is used in a wide variety of over-
the-counter cold formulations (see Chapter 14)
and, until recently, was easily obtained. In an
effort to shut down “kitchen” meth labs, the
federal Combat Methamphetamine Epidemic
Act went into effect in 2006. This act now regu-
lates sales of any products containing pseudo-
ephedrine and ephedrine. Sales are restricted to
pharmacies, and although no prescription is re-
quired, the drugs must be kept behind the
counter and pharmacists are required to record
each purchase and purchaser. The amount that
any individual may purchase is restricted to rela-
tively low levels. There are indications that this
act has reduced meth production. However,
when meth became more difficult to produce in
the United States, drug trafficking organizations
in Mexico returned to the ficld, and it is now
estimated that as much as 65% of meth con-
sumed in the United States is produced in Mex-
ican laboratories and smuggled across the
border (Owen, 2007). This is a good illustration
of the complexity of controlling drug availability
when a strong demand exists for the drug.

Pharmacokinetics of
Stimulants

As noted, stimulant drugs may be administered
and absorbed in a variety of ways, and their in-
tensity and duration of action vary accordingly.
Cocaine, amphetamines, and amphetamine- {appessee.

like stimulants (e.g., methylphenidate) are

readily absorbed after oral administration, but the onset of drug action is slower and the
peak effect somewhat less than with other methods. Both cocaine and the amphetamines
are commonly administered intranasally, and the absorption properties are similar to
those associated with oral administration (Iversen et al., 2009). In contrast to oral or
intranasal routes, which require 10 to 15 minutes for drug action to begin, intravenous
injection of stimulants results in intense effects within 30 seconds. When crack cocaine
and crystal methamphetamine are smoked in the form of crack or freebase, the onset of
action is even faster (Jones, 1987a).

In general, the effects of the drugs considered in this chapter are quite similar. One
important difference between cocaine and the amphetamines is their duration of action.
Cocaine is metabolized rapidly, with most of its effects dissipating 20 to 80 minutes after
administration (Newton et al. 2005). Cocaine or its metabolites (chemicals produced
when the drug is broken down in the body) are detectible in human urine for two to
three days after administration (Hawks & Chiang, 1986). Amphetamines are much lon-
ger acting, with effects that persist 4 to 12 hours (Newton et al., 2005), and they or their
metabolites are also detectible in urine for two to three days (Hawks & Chiang, 1986).
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Law enforcement officers clean up hazardous waste from a meth lab in rural

]

“...ats the best feeling
you ever had. 1t’s like
your mind is running
100 miles an hour, but
your feet aven’t moving.”
Meth user describing the
effects of “slamming”
(injecting) methamphet-

.. amine (Jefferson, 2005)
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Mechanism of Stimulant Action

As noted in Chapter 3, stimulant drugs such as cocaine and the amphetamines are thought
to affect the brain primarily through complex actions on monoamine neurotransmitters:
dopamine, norepinephrine, and serotonin. For example, both cocaine and the amphet-
amines block reuptake of dopamine, norepinephrine, and serotonin. In addition, the am-
phetamines and methylphenidate also increase the release of dopamine and norepinephrine
(Iversen et al., 2009). Thus, the initial effect of stimulants is to produce a storm of activity
in neural pathways that are sensitive to the monoamine transmitters. Because of this in-
creased activity, however, and particularly because reuptake is blocked so that enzymes
break down the neurotransmitters, the long-term effects of stimulant use involve deple-
tion of monoamines. If you remember that low levels of monoamines are linked to clinical
depression (see Chapter 3), then you have the basis for one theory of why the aftereftects
of heavy cocaine and amphetamine use involve depression (Dackis & Gold, 1985). To
explain this hypothesis, we must turn briefly to data from the animal laboratory.

It has been known for a long time that animals will self-administer cocaine and
amphetamines. Rats and monkeys given a choice between responses that produce co-
caine and other rewards will choose cocaine over other drugs and sometimes even over
food (Bozarth & Wise, 1985). The powerful reinforcing properties of cocaine and
amphetamines are thought to stem from their action on dopamine-containing neu-
rons in the mesolimbic dopaminergic pathway (Koob & LeMoal, 2006). As you may
recall from Chapter 3, this brain region is thought to mediate reward, and thus use of
these stimulants has been described as a chemical shortcut to the reward systems of the
brain. Because a depletion of dopamine (along with other transmitters important in
depression) may occur in the long run, however, users may then find that their ability
to experience normal pleasure is diminished. The feeling of depression and lack of joy
is so common during cocaine withdrawal that it is known as the “cocaine blues.”

Figure 6.2 illustrates the relationship between mood and cocaine use for moderate
and heavy use. The peak at the left shows the mood elevation that occurs upon cocaine
administration; the valley at right depicts the consequent depression. The depression
of mood is greater with heavy use. Note that these general observations seem to hold
for the dose in a single session and longer-term use. However, the depressive absti-
nence syndrome is thought to be stronger and last longer in those who have been
abusing the drug for an extended period. The function for amphetamines is of similar
shape, but is more extended because of their longer duration of action. Of consider-
able concern is that some alterations in the monoamine systems after chronic stimulant
use may be long-term or even permanent (Koob & Le Moal, 2006).

Acute Effects at Low and Moderate Doses
Physiological Effects

Stimulant drugs produce physiological effects that are observable outside the brain.
We discuss the effects of cocaine and amphetamines together because, for all practical
purposes, their measurable effects are identical. Although users often claim to notice
subjective differences between stimulants, even experienced stimulant users under
controlled laboratory conditions cannot discriminate among the effects of cocaine,
amphetamines, and methylphenidate except for the different durations of action
(Fischman, 1984; Sevak et al., 2009).

Stimulants are classic examples of sympathomimetic drugs; that is, they act to sti-
mulate or mimic activity in the sympathetic branch of the autonomic nervous system.
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Manic
Euphoric
Normal
Sad
Moderate
 use
Depressed

Cocaine “Crash”
administration

Thus, many of their physiological effects are the same as those seen during emotional
arousal: Heart rate is up, blood pressure is up, respiratory rate is up, and sweating
increases. Meanwhile, blood flow decreases to the internal organs and extremities but
increases to the large muscle groups and the brain. Finally, body temperature is ele-
vated and pupils are dilated.

Cocaine and amphetamines also produce appetite-suppressant or anorectic effects.
People simply do not feel hunger after taking these drugs. It is the anorectic effects that
were sought when amphetamines were prescribed as diet pills. Although patients defi-
nitely ate less and lost weight on diet pills, they had to take larger doses to maintain the
weight loss, and patients typically regained the weight when they went off the drugs.
Thus, the benefits of diet pills were outweighed by the risk of dependence and other side
effects. This approach to the treatment of obesity is now considered questionable at best.

Behavioral Effects

Moderate doses of cocaine and amphetamines produce a sense of elation and mood
elevation (Hart et al., 2008; Iversen, 2008). Individuals show increased talkativeness
and sociability (Higgins & Stitzer, 1988). Alertness and arousal are increased, and
marked insomnia often develops. These drugs also enhance performance on a wide
variety of tasks involving physical endurance, such as running and swimming, and they
increase physical strength. In a review of the literature on amphetamines and sports,
Laties and Weiss (1981) concluded that amphetamines confer a small but significant
edge to athletes. Consider the effects, shown in Figure 6.3, of methamphetamine on
performance on a stationary bicycle. Note that a control injection does little to reverse
the effects of fatigue on rate of cycling, but a methamphetamine (Methadrine) injection
administered at the three-hour point produces a large improvement that is sustained for
several hours. Although the data on cocaine are scantier, it appears to have the same
effects but is limited by its short duration of action (Grinspoon & Bakalar, 1976).

FIGURE 6.2
Relationship between
cocaine dose and mood

anorectic effects
Causing one to lose
appetite; suppression of
eating.
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Because stimulants increase resistance to fatigue and boredom, they have often
been used as a study aid, as in the amphetamine-induced “all-nighter.” Several prob-
lems result from this type of stimulant use. One is that information learned under the
influence of a drug is best recalled when the individual is in that same drug-induced

state-dependent  state. This phenomenon is called state-dependent learning, and it is true of a num-
When learning :er:j'::i,;g ber of drugs other than stimulants (Poling & Cross, 1993). Now we are not suggest-
influence of adrugisbest  ing that students should take the test “high” if they study high. Rather, the
=salied Wher;:m”: i,,ssigt?f phenomenon of state-dependent learning suggests that people will have problems
learning information when under the influence of a drug because the ability to retrieve

the information will not be as good when sober.

Stimulants can definitely enhance some types of cognitive performance. They have
consistently been shown to speed up performance on a variety of cognitive tasks, but
often with the cost of increased errors (Iversen, 2008). However, stimulants actually
may impair one’s ability to learn highly complex tasks (Fischman, 1984). Consider-
able anecdotal evidence suggests that stimulants may impair performance in complex
reasoning. Consider the case of William Halsted. Halsted became known as the father
of modern surgery for his pioneering work in the early 1900s. But later in his career,
while studying the anesthetic properties of cocaine, he was probably the first American
to become addicted to the drug. At one point during his cocaine dependency, he
published an article in the New York Medical Journal that begins with this sentence:

Neither indifferent as to which of how many possibilities may best explain nor yet quite at a
loss to comprehend, why surgeons have, and that so many, quite without discredit, could
have exhibited scarcely any interest in what, as a local anaesthetic, had been supposed, if not
declared, by most so very sure to prove, especially to them, attractive, still I do not think that
this circumstance, or some sense of obligation to rescue fragmentary reputation for surgeons
rather than the belief that an opportunity existed for assisting others to an appreciable extent,
induced me, several months ago, to write on the subject in hand the greater part of a some-
what comprehensive paper, which poor health disinclined me to complete. (Grinspoon &
Bakalar, 1976, p. 32)

Given the apparent effects of cocaine on Halstead’s writing style, it is frightening
to imagine how his surgery was going! So the notion that cocaine enhances intellec-
tual performance appears to be a myth.

FIGURE 6.3

Performance on a bicycle 3,000

machine after control and

methamphetamine 2800 ¢

injections '

Source: Adapted from “The
Amphetamine Margin in
Sports” by G. Laties and
B. Weiss, in Federation
Proceedings, 40(12), 1981.
Reprinted by permission.
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Another popular notion about cocaine and the amphetamines deals with their abil-
ity to enhance sexual prowess. The story with this one is complex. Although this has
not been well studied, surveys suggest that although some report enhanced sexual
feelings and performance with stimulants, most people do not. Men may experience
increased sexual desire under stimulant drugs, but these drugs can also interfere with
erectile function and often cause impotence (Iversen, 2008). However, in recent
years, a trend has emerged in the gay community to combine methamphetamine with
drugs designed to treat erectile dysfunction (e.g., Viagra). This drug combination ap-
parently allows users to maintain an erection while under the influence of metham-
phetamine and has been associated with high frequencies of risky sexual behavior and
an increased probability of testing HIV positive among men who have sex with men
(Halkitis et al., 2009).

Acute Effects at High Doses

As we noted earlier, when people take high doses of stimulant drugs, a characteristic
psychotic state emerges. This state can be produced in normal volunteers in a labora-
tory setting by amphetamines, cocaine, or methylphenidate (Ritalin) (Davis & Sch-
lemmer, 1980). Such psychotic reactions are currently a serious problem with
high-dose uses of methamphetamine or crack cocaine. Paranoid delusions are the
most common symptom of stimulant psychosis, but a second symptom commonly
noted is compulsive stereotyped behavior like rocking, hair pulling, chain smoking, or
“fiddling with things.” Other symptoms may include hallucinations and, as noted
earlier, formication. Interestingly, stimulant psychosis may be successfully treated
with chlorpromazine (Thorazine) or other drugs used in the treatment of schizophre-
nia (Davis & Schlemmer, 1980).

A risk of overdose death also accompanies high doses of cocaine or amphetamines.
Specifying the dose that places users at risk is difficult. With cocaine in particular,
when we speak of low to moderate doses, we refer to 15 to 60 milligrams (a typical
“line” contains 10 to 20 mg). But cocaine overdose deaths have been reported in
individuals who were given as little as 20 milligrams as a local anesthetic, apparently
because they suffered from a rare deficiency in the enzyme that breaks down cocaine
in the blood and liver (Weiss & Mirin, 1987). Such cases are certainly exceptional, and
generally much higher doses are taken before either stimulant psychosis or death re-
sults. When very high doses of stimulant drugs are taken, several complications may
produce a medical emergency or overdose death. These include convulsions or sei-
zures that may result in respiratory collapse, myocardial infarction (heart attack) due
to coronary artery spasm, and stroke (Sorer, 1992). To further complicate matters,
users often combine cocaine with other drugs to produce complex and often unpre-
dictable drug interactions (see Contemporary Issue Box 6.4).

Effects of Chronic Use

Tolerance

When stimulants are taken regularly over a long period (chronic use), several addi-
tional problems and issues arise. Users may develop a tolerance for the drug, and this
turns out to be fairly complex in the case of the stimulants. First, acute tolerance de-
velops for cocaine; that is, the effects obtained from the first administration of the
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Cocaine and Other Drugs

Cocaine and other stimulant drugs are often taken

in combination with other drugs, particularly alcohol
and opiates. Laboratory studies in humans have shown
that alcohol can enhance and prolong the subjective
pleasure associated with cocaine, and this is likely the
basis for their frequent association. Recent studies
have revealed that when cocaine is taken with alcohol,
a new compound called cocaethylene is formed in the
body. Cocaethylene has pharmacological properties
similar to cocaine, but it may be more toxic. Some
cases of cocaine overdose may in fact involve cocaeth-
ylene toxicity caused by combining cocaine and alcohol
(Raven et al., 2000; Rush, Roll, & Higgins, 1998). The

combination of cocaine (or amphetamine) and heroin
(or other opiate) is called a “speedball” and is parti-
cularly popular among heroin addicts. Morphine and
cocaine combinations have been studied in the
laboratory, and as with alcohol, morphine appeared
to enhance the pleasurable effects of cocaine but also
increased the cardiovascular effects. Combinations of
cocaine and heroin have sometimes been blamed for
drug overdose deaths (as in the deaths of comedian
John Belushi and actor River Phoenix), and the
synergistic effects on blood pressure and heart rate
may be a factor (Foltin & Fischman, 1992; Rush et al.,
1998).

“I need it. I need it. You
conldn’t possibly
understand.”

John Belushi on cocaine
(Woodward, 1984)

drug are not produced by a second administration shortly afterward, unless a higher
dose is used. This effect is described by a freebase user:

You can do enough freebase to kill you and not realize it because the base numbs your lungs
and you can keep sucking it in. After that first hit, you spend the rest of the night trying for
that same rush. You keep hoping the next hit will do it, and you add more to the pipe and
breathe in deeper, but it’s never the same and I mean never the same. Nothing compares to
that first hit. (Kirsch, 1986, p. 49)

Acute tolerance to the subjective effects of cocaine has been demonstrated in humans
in laboratory settings (Ward et al., 1997). This acute tolerance dissipates rapidly too,
usually within 24 hours. But studies of the development of long-term protracted toler-
ance to cocaine and amphetamines have not yielded consistent findings. Ward et al.
(1997) found both acute and chronic tolerance to the heart rate increases produced by
cocaine in the laboratory. That is, tolerance to the heart rate-increasing effects devel-
oped within a single session, and the tolerance persisted and developed further across
sessions. However, only acute tolerance was found with the eftects of cocaine on blood
pressure and subjects’ self-reports of stimulation and feeling high. On a given day, the
effects of the first cocaine injection were not matched by subsequent injections, but
strong effects could still be obtained the next day (Ward et al., 1997).

Comer et al. (2001) studied the effects of chronic methamphetamine use in a 15-day
residential study with seven volunteers. The participants lived in the dormitory-style lab-
oratory during the experiment and were given questionnaires several times each day
about their subjective state as well as computer-based cognitive and performance tasks.
On days 4 through 6 and 10 through 12, they were administered methamphetamine
tablets, and on all other days, they received identical placebo tablets. Participants reported
feeling a “good drug effect” and “high” on the first day of each methamphetamine run
(days 4 and 10), but they did not report these positive eftects on the second and third
methamphetamine days (days 5 and 6, and days 11 and 12). Instead, on the third meth-
amphetamine days (days 6 and 12), participants reported unpleasant eftects such as diz-
ziness and flu-like symptoms. Their food intake declined, and their sleep patterns were
also disrupted across each of the methamphetamine exposure periods. In sum, Comer
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etal. (2001) found that tolerance developed to positive subjective effects of methamphet-
amine use. The increase in negative effects with repeated administration was attributed in
part to the accumulation of sleep loss and reduction of caloric intake. Although there is
evidence of tolerance to both cocaine and the amphetamines, some studies have shown
the development of what might be termed reverse tolerance or sensitization following
repeated administration. In these cases, a given dose of cocaine produces a larger effect
after one or more repetitions (e.g., Kollins & Rush, 2002). In any case, the occurrence of
reverse or regular tolerance may depend on complex aspects of the situation and response
being studied (Hughes, Pitts, & Branch, 1996; Reed et al., 2009).

Dependence

For many years, drug dependence was defined by physical withdrawal symptoms like
those produced after heroin withdrawal (see Chapter 10). As a result, the severity of
cocaine and amphetamine dependence was underestimated because users do not
show dramatic signs of physical illness upon withdrawing from these drugs. The
broader definition of drug dependence provided by DSM-IV (see Chapter 1) has
helped to change perceptions about dependence on stimulants. Although the with-
drawal syndrome associated with cocaine or amphetamines does not involve life-
threatening physical symptoms, it is real and compelling. The primary symptoms are
depression, anxiety, changes in appetite, sleeping disturbances, and craving for the
drug (Schuckit, 2000). The temptation to resume use of the drug is described by
many as overpowering. Some individuals go through distinct phases of withdrawal,
but variability is considerable. The “crash” occurs first and involves several days of
intense craving and exhaustion alternating with agitation and depression. Particularly
in methamphetamine withdrawal, users may show greatly increased sleep time and
food intake during this phase (McGregor et al., 2005). For several weeks, addicts
continue to feel intense cravings, moderate to severe depression, and an inability to
experience normal pleasure (anbedonin). Although improvement gradually occurs,
addicts may continue to experience intermittent cravings for months or even years.
This phase has been called the extinction phase because the cravings seem to be caused
by exposure to particular cues in the environment that were associated with cocaine
use in the past and continue to “trigger” craving until eventually, perhaps via classical
conditioning, the craving response is extinguished to these cues (Halkitis, 2009).

Stimulant Drugs and ADHD

Some children (and adults) have trouble sitting still and paying attention. This problem
can be serious enough to interfere with a child’s ability to perform in school, and such
children are often diagnosed as suffering from attention deficit/hyperactivity disorder, or
ADHD. Children with ADHD are not necessarily hyperactive, and many suffer primarily
from symptoms of inattention. ADHD often leads to impaired academic performance,
misbehavior at school, and conflict with peers, siblings, and parents. Although some chil-
dren outgrow ADHD during puberty, more often these problems persist into adulthood.

In 1937, a physician named Charles Bradley discovered what appeared to be an ex-
traordinary paradox: Hyperactive children were calmed by a dose of the stimulant drug
amphetamine. Since then, many millions of children with ADHD have been treated
with stimulant drugs, and methylphenidate (e.g., Concerta and Ritalin) and amphet-
amines (Adderall) are now the most widely prescribed treatments for ADHD. The ef-
fects of methylphenidate are by and large the same as those of amphetamines reviewed
previously in this chapter. Whether stimulants are overprescribed in the United States
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DRUGS AND CULTURE BOX 6.5
Cocaine Babies: Legacy of the Crack Era?

Taking drugs during pregnancy creates additional
risks. Women who use cocaine during pregnancy
have higher rates of spontaneous abortion, fetal
death, and premature labor and birth. Infants born
of cocaine-using mothers had lower birth weights
and lengths and were more likely to die during
infancy. There has been widespread publicity and
concern that children exposed to cocaine in utero
would show permanent neurological damage with
attendant learning disabilities.

scores well below the national average. Perhaps for
children growing up under deprived environmental
circumstances, adding cocaine exposure makes little
long-term difference. If there is any good news here,
it is that the difficulties may not involve permanent
neurological damage induced by cocaine. Although
well intentioned, labeling children as “crack babies”
may stigmatize them and create a self-fulfilling
prophecy (see Schama, Howell, & Byrd, 1998; Zucker-
man, Frank, & Mayes, 2002, for reviews).

Many reports have indicated a higher percentage
of abnormal arousal patterns and other neurological
problems in “crack babies.” However, these effects
may be relatively short-lived. Some studies have
reported long-term learning and behavior problems
in children exposed to cocaine in utero, but the stud-
ies often lack an appropriate comparison or control
group. Remember that “crack babies” are likely to
suffer from maternal neglect and an impoverished
family and social environment as well. It is difficult
to separate the effects of prenatal cocaine exposure
from the other problems that the child faces after
birth. In studies that have controlled for such factors,
“crack babies” generally do not appear to perform
worse than the comparison group. Neither group
does very well on intellectual tasks, however, with 1Q

John Chiasson/Getty Images

Crack babies: Future at risk.

today has become controversial in part because of the enormous increase in prescrip-
tions for Ritalin and other stimulants. Since 1990, use of these stimulants increased by
nearly 500%, and it is estimated that over two million school-aged children in the United
States take Ritalin or some other prescription stimulant drug. Prescription drug sales for

ADHD exceeded $3 billion in 2004 (Cox et al., 2008; Kollins, 2005; Tyre, 2005).

One line of criticism holds that children with ADHD should not be prescribed

drugs because ADHD is not truly a medical disorder:

The collection of behaviors subsumed in the diagnosis of ADHD including squirming in a
seat and talking out of turn are not symptoms and do not reflect a syndrome. They are
behaviors that disrupt classrooms and can be caused by anything from normal childhood en-
ergy to boring classrooms or overstressed parents and teachers. We should not suppress these
behaviors with drugs; we should instead identify and meet the needs of our children in the
school and the home. (Breggin, 2001, p. 595)

But, here is another side of the issue:

Seemingly unknown to the experts du jour and talking heads of the popular media is that
ADHD handily meets the two simple yet elegant criteria for constituting a “real disorder.”
... It constitutes a failure or serious deficiency in a mental mechanism that is universal to hu-
mans (a psychological adaptation in the evolutionary sense), in this case, response inhibition
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and self-regulation. And it produces harm. That is, it leads to substantial impairment in major
life activities, including increased psychological and physical morbidity. (Barkley, 2001, p. ix)

We look at the diagnosis of psychological disorders in Chapter 13, but the ADHD
controversy is certainly a thorny one. What seems clear is that, although many of the
symptoms of ADHD (inattention, fidgeting, restlessness) are indeed common to vir-
tually all children (and adults), these problems are far more severe and debilitating for
some children.

One thing is certain: Stimulant drugs 4o improve performance in children with
ADHD. Numerous studies have evaluated the effects of Ritalin and other stimu-
lants on children’s performance, and it is well documented that these drugs im-
prove attention, time on task, and other measures of classroom performance, while
decreasing disruptive behavior (see Brown et al., 2005, for a review). A recent
study showed that children who received medication for ADHD scored higher on
standardized tests for mathematics and reading achievement than unmedicated
peers with ADHD (Scheffler et al., 2009). There are problems as well, however.
Some children experience physical side effects such as insomnia, loss of appetite,
and weight loss. Growth delays may occur but are usually managed by giving the
child a “drug holiday,” often during the summer months, and although some
“catching up” may then occur, there is evidence of continued mild growth sup-
pression (Lerner & Wigal, 2008). There are concerns about psychological eftects
as well. Some have argued that Ritalin is a gateway drug to other stimulants or to
other drug-abuse problems, but the literature on this indicates otherwise. Children
diagnosed with ADHD are more likely to develop substance-abuse problems as
adults, but several studies suggest that boys with untreated
ADHD are more likely to develop drug and alcohol problems
than are boys with ADHD who were treated with stimulants
(see Wilens et al., 2003, for a review).

The short duration of action of Ritalin can also lead to prob-
lems. Because the beneficial effects of the drug wear off in about
four hours, children often experience a midday loss of function-
ing and have to be given another dose. This entails a visit to the
school nurse or other school staft and can lead to compliance
problems. An extended-release methylphenidate preparation
(Concerta) with a 12-hour duration of action is now widely
used to solve this problem.

Another controversial aspect of ADHD is its increasing diag-
nosis in adults. This has led to increases in stimulant drug pre-
scriptions. For example, an estimated 1.5 million adults between
the ages of 20 and 64 in the United States are prescribed medi-
cation for ADHD (Tyre, 2005). Although ADHD used to be
thought of as a disorder that children “outgrew,” the symp-
toms may persist into adulthood for many individuals. Another
source of controversy is that prescription stimulants are increas-
ingly being diverted (illegally sold or traded). In fact, Ritalin
(vitamin R) has come to be one of the popular “club” or
“dance” drugs because, like amphetamines, it makes users feel
energetic and enhances mood (Hall et al., 2005).

In summary, Ritalin’s advocates view it as a nearly miraculous
treatment for ADHD, whereas its detractors argue that it is a
greatly overprescribed drug with substantial abuse potential. This

B
S
e
@
£
%
£
]
=y
o
=
=
S
=
=
3
2
15
2
=

Just say yes? Millions of children are given stimulant
drugs to treat ADHD.
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DRUGS AND CULTURE BOX 6.6

Khat: A Stimulant from the Horn of Africa

Cocaine and the amphetamines are the best known of tion and euphoria generally is followed by a period
the monoamine stimulants in North America, but the of depression. In a variety of laboratory studies, the
most popular stimulant from this group worldwide effects of cathinone are indistinguishable from those
may be khat (pronounced “kaht"”), a plant native to of cocaine and amphetamine, but khat effects appear
East Africa. Khat, or gat, is the local name for a small to be less intense in practice, perhaps because drug
shrub (Catha edulis) that is widely cultivated in the absorption is poor when khat is chewed.
countries of Yemen, Somalia, and Ethiopia. Among With the increased U.S. military presence in the
some Muslim cultures, it is considered a more accept- Middle East and East Africa, there has been concern
able drug than alcohol, and it is widely used through- that Americans may become addicted to khat and
out East Africa and the Arabian Peninsula. Some that the drug could gain a foothold in the United
estimates of khat use indicate as many as 5 million States. The fear that military personnel would be-
daily users throughout the region (Spinella, 2001). come addicted to the drug appears to have been

The most common route of khat administration is unfounded, but the drug has appeared in some large
chewing the fresh leaves of the plant. The juices are U.S. cities. Khat use in North America may be limited
swallowed and contain two stimulants: cathine and by the fact that leaves are pharmacologically active
cathinone. These substances produce effects that are only when fresh, so unless khat is smuggled in by air,
very similar to cocaine and amphetamine mediated by it is unlikely to be effective. Of greater concern in the
actions on the monoamine neurotransmitter systems. United States is the increased use of methcathinone
Users report that khat provides energy and a euphoric (“cat"”), a potent synthetic stimulant derived from
feeling. An initial period of several hours of stimula- khat (Anderson et al., 2007).

BT

Peter Smolka/dpa/CORBIS

Women sell khat leaves at a market in Ethiopia.

controversy cannot be resolved here and is expected to be a major research focus in the
next decade. Hopeful developments include the introduction of drugs such as atomox-
etine (Strattera) with different mechanisms of action that appear to be effective treat-
ments of ADHD, but that may present fewer problems to users (Prasad et al., 2009).
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Cocaine, Amphetamines, and Related Stimulants

Cocaine comes from the leaves of the coca bush,
and the practice of chewing coca leaves by South
American Indians goes back many centuries. The
Spanish introduced cocaine to Europe, and when
the process necessary to separate cocaine from
the leaf was developed in the 19th century, a
major epidemic of cocaine abuse swept the
world.

Amphetamines are synthetic stimulant drugs
discovered in the 1920s. They became major
drugs of abuse as well, but their popularity
waned in the 1970s and 1980s as cocaine re-
turned to favor.

Cocaine became one of the most frequently
abused drugs in the 1980s and '90s with the
introduction of an inexpensive smokable form—
crack.

Methamphetamine has returned to popularity in
recent years, moving from the Western United
States to the East, and methamphetamine abuse
and illegal production have once again become
significant social problems.

The effects of cocaine and the amphetamines are
virtually identical except that cocaine is metabo-
lized rapidly and thus has a short duration of
action (20 to 80 minutes), whereas amphetamine
effects are more prolonged (4 to 12 hours).

Both cocaine and the amphetamines act through
the monoamine neurotransmitter systems,
particularly by enhancing dopaminergic activity.
This action in the brain’s reward pathways may
account for the highly addictive nature of cocaine.

Both cocaine and the amphetamines are sympa-
thomimetic drugs that increase heart rate, blood
pressure, and respiratory rate, and cause pupil
dilation.

Other effects of stimulants include anorectic
effects, increased alertness and arousal, mood
elevation, and at low doses, enhanced perfor-
mance on a variety of tasks.

High doses of cocaine or amphetamines may
produce a paranoid state called stimulant
psychosis, or death through overdose.

Dependence may develop after chronic use of
cocaine or amphetamines. The abstinence syn-
drome is characterized primarily by depression
and craving with few measurable physiological
effects. Thus, a drug that does not cause severe
physical withdrawal symptoms can still be highly
addictive.

Ritalin (methylphenidate), amphetamines
(Adderall), and other stimulants are widely used
to treat attention deficit/hyperactivity disorder
(ADHD).

Answers to “What Do You Think?"

1. Cocaine is a synthetic drug developed during
World War II.
F Cocaine is derived from the leaves of the coca
bush.

2. Cocaine abuse was epidemic in the United

States in the 1880s.

T Cocaine was a legal drug in the United States
until the passage of the 1914 Harrison
Narcotics Act and was widely abused around
the turn of the century.

3. Stimulant drugs are often used to treat children
who have attention deficit/hyperactivity disorder.
T Ritalin (methylphenidate) and other stimu-
lants are actually effective in the treatment
of ADHD.

4. Amphetamine effects are very similar to cocaine

effects.

T Cocaine and amphetamine are virtually
indistinguishable in their major physical and
behavioral effects.

5. Overdoses of cocaine and amphetamine may

produce a psychotic state.
T The stimulant psychosis resembles paranoid
schizophrenia.

6. Amphetamine has been used medically as a

sleeping pill.
F Amphetamines cause insomnia. They have
been used as diet pills.

7. Crack is a smokable form of amphetamine.

F Crack is smokable cocaine.

8. The most common withdrawal symptom

associated with cocaine is depression.
T Depression following cocaine use is referred
to as the “cocaine blues.”
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9. Stimulant drugs enhance learning and intellec-
tual performance.

F Experimental evidence shows that stimulants
may impair learning ability and complex
reasoning performance.

10. One difference between cocaine and the
amphetamines is that cocaine has a longer
duration of action.

F Amphetamine effects last from 6 to 12 hours,
whereas cocaine is a relatively short-acting drug.

Key Terms

11. Severe physical withdrawal symptoms follow
heavy cocaine use.
F Cocaine produces no major physical with-
drawal symptoms.

12. Cocaine and amphetamines act by blocking the
reuptake of endorphins.
F Cocaine and amphetamines block dopamine
reuptake.

anorectic effects

formication syndrome

stimulant psychosis

crack state-dependent learning

4 :
Pl Essays/Thought Questions

1. Consider the different effects and risks associated
with the various forms of cocaine (chewing the
coca leaf, snorting cocaine, injecting cocaine,
smoking crack). Should different laws and
penalties be applied to the different forms?

Suggested Readings

2. Should drugs be prescribed to children who have
ADHD? What about adults?

Halkitis, P. N. (2009). Methamphetamine addiction:
Biological foundations, psychological factors,
and social consequences. Washington: American
Psychological Association Press.

Web Resources

Iversen, L. (2008). Speed, ecstasy, Ritalin: The science
of amphetamines. Oxford: Oxford University
Press.

Visit the Book Companion Website at www.cengage
.com/psychology/maisto to access study tools includ-
ing a glossary, flashcards, and web quizzing. You
will also find links to the following resources:

® Medline Plus: Cocaine abuse
® Cocaine Anonymous

National Institute on Drug Abuse (NIDA):
Methamphetamine

NIDA: Crack and Cocaine

History Channel special on cocaine video
NIMH site on ADHD

Video on ADHD treatment
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Chapter 7

What Do You Think? True or False?

Answers are given at the end of the chapter.

1.

Tobacco was once thought to have major 7. Nicotine’s calming effects are a main reason
medical value. for its use.
Throughout the age ranges, men have 8. Nicotine plays a secondary role to learning
higher smoking rates than women do. and social factors in maintaining tobacco use.
The prevalence of smokeless tobacco use 9. Health damage from cigarette smoking
among men is about three times that of use cost the U.S. economy about $25 billion in
among women. 2004.
Nicotine can be considered both a stimu- 10. Low-tar, low-nicotine cigarettes are less
lant and a depressant. damaging to health than cigarettes that do

. . not have reduced tar and nicotine content.
When using commercial tobacco products,
people reach the peak blood level of nicotine 11. Despite the media hype, passive smoking
most quickly by using smokeless tobacco. actually poses a serious health risk to few

. . Americans.

Though psychological dependence is com-
mon, no cases of physical dependence on 12. A large portion of ex-smokers quit on their

nicotine have been identified.

own.

In this chapter and in Chapter 8, we review two more stimulant drugs: nicotine and
caffeine. We cover these two drugs apart from other stimulant drugs because nicotine
and caffeine are used so prominently in societies around the world. Use of other
stimulant drugs has a small fraction of the prevalence that use of nicotine or cafteine
does.

This chapter is a review of nicotine and begins with some background information
about its source and the ways that nicotine is consumed, followed by a history of to-
bacco use. We then discuss the prevalence of nicotine use and the mechanisms of its
pharmacological action. We also review the acute and chronic effects of nicotine. The
chapter concludes with a description of professional services available to help indi-
viduals stop smoking.

Nicotine is found naturally in one source: the leafy green tobacco plant. The plant
belongs to the genus Nicotiana and has 60 species. Only two of these can be used for
smoking and other human consumption: Nicotiana rustica and Nicotiana tabacum.
The latter species provides all of the tobaccos typically consumed in the United States,
including burley, oriental, and cigar tobaccos. Ditferent types of tobacco result mostly
from differences in cultivation and processing. In this regard, tobacco leaves are har-
vested when still green and then undergo curing and fermentation. The tobacco then
is converted into commercial products—cigarettes, cigars, snuff, chewing tobacco,
and pipe tobacco (Blum, 1984).

Tobacco has many constituents, but nicotine is singled out as having the broadest
and most immediate pharmacological action. Nicotine is extremely toxic—about as
toxic as cyanide (Rose, 1991)—and only 60 milligrams are needed to kill a human.
When tobacco is burned, the smoke contains a small portion of nicotine, which the
body metabolizes to a nontoxic substance.

The tobacco products meant for smoking—in the form of cigarettes, cigars, or
pipes—are generally familiar. Not so familiar are the forms of smokeless tobacco, which
include snuff and chewing tobacco (Gritz, Ksir, & McCarthy, 1985). Snuft'is powdered
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These tobacco plants await conversion to commercial products such as cigarettes and chewing tobacco.

tobacco that is mixed with salts, moisture, oils, flavorings, and other additives. It is mar-
keted in two forms, dry and moist. Chewing tobacco is marketed in loose-leaf form,
pressed as a rectangle called a plug, or in a twist or roll. As with snuff, aroma and flavor-
ing agents are added to chewing tobacco. A quid (piece) of tobacco can be either
chewed or held between the cheek and gum. “Dipping” is holding a pinch of moist
snuff in the same place. In Europe, snuft is most commonly taken dry and intranasally.

History of Tobacco Use'

The West Discovers Tobacco

In the late 15th century, Columbus and other explorers found Native Americans in
the New World smoking dried tobacco leaves. The pleasant effects of nicotine caught
on like fire, and smoking quickly became popular among the Europeans. They brought
home seeds of the tobacco plant and spread them to other parts of the world on their
ventures. In these early years, the Spanish held a monopoly on the world tobacco
market because Nicotiana tabacum is indigenous to South America. However, the
English took a piece of the business when John Rolfe’s Nicotiana tabacum crop flour-
ished in the colony of Virginia.

At first, only the wealthy could afford tobacco. For example, in England, tobacco
was worth its weight in silver, and people paid that price. By the early 17th century,
however, tobacco use had become widespread and even the poor could afford it. In
1614, London had about 7,000 tobacco shops. By the middle of that century, to-
bacco use had spread throughout central Europe, and signs of the addictive nature of
the drug were evident. For example, African natives would trade land, livestock, and
slaves for tobacco.

"This section on the history of tobacco use is taken from Brecher (1972), Stewart (1967), and Blum (1984).
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“A custom loathsome to the
eye, hateful to the nose,
harmful to the brain,
dangerous to the lungs,
and in the black, stinking
fume thereof nearest
resembling the horrible

* Stygian smoke. of the pit
that is bottomless.”
James I of England,
Counterblaste to Tobacco,
1604

“Tust what the doctor
ordered.”

Advertisement, L & M
Cigarettes, 1956

Not everybody regarded tobacco so highly. In the middle 1600s, Popes Urban
VIII and Innocent X issued papal bulls against tobacco use, but clergy and laymen
alike continued to smoke. In 1633, in Constantinople, the Sultan Murad IV paid
surprise visits to his men in combat during war. If the soldiers were caught smoking,
the good sultan punished them by quartering, hanging, beheading, and worse. Yet
the soldiers continued to smoke. The Russian czar in 1634 also prohibited smoking.
He punished offending subjects by slitting their nostrils and by imposing other con-
sequences that might discourage them from smoking. However, the Russians did not
give up tobacco either.

Portuguese seamen gave tobacco to the Japanese in 1542. Like their Western
counterparts, the Japanese quickly took to smoking—so quickly that the emperor had
issued an edict against smoking by 1603. However, the Japanese did not stop. In
1639, smoking had become so established in Japan that a person was offered a smoke
with a ceremonial cup of tea. “From these days until today . . . no country that has
ever learned to use tobacco has given up the practice” (Brecher, 1972, p. 213). No
substance has replaced tobacco in people’s hearts, minds, and bodies. When tobacco
smokers discovered the pleasures of smoking marijuana or opium, even these drugs
did not displace tobacco; they were merely smoked in addition to it.

Tobacco as Panacea

From the time Columbus and his colleagues discovered tobacco use among the Native
Americans until about 1860, the tobacco plant was accepted widely as having medical
therapeutic value. Tobacco probably reached its peak of recognition as a medicinal
herb at the beginning of the 17th century, even though King James I of England
published his skepticisms about tobacco’s curative powers at the same time. The king
admonished that using tobacco for pleasure was morally wrong. To give you an idea
of how its reputation exceeded its critics’ influence, Table 7.1 lists some of the ways
tobacco has been used medically. During the 360 years the table covers, some people
believed it was literally possible to breathe life into another person as long as that
breath carried tobacco smoke. Tobacco was esteemed at one time as a panacea weed.

From Panacea to Panned
The promotion of tobacco as a therapeutic agent took a serious blow in 1828, when
two Frenchmen, W. H. Posselt and L. A. Reimann, isolated nicotine. The chemical

TABLE 7.1 Uses of Tobacco as Medical Treatment, 1492-1853

e Applied externally in various forms (such as ashes, hot leaves, balm, lotion, mush, oil,
and many more) for pain due to internal or external disorders and for skin diseases or
injuries of any kind

e Introduced into all openings of the head to treat diseases of the ears (such as smoke
blown into), eyes (juice to cleanse), mouth (such as small ball chewed), and nose (such
as snuff blown up nose of patient by physician)

¢ Introduced into the mouth to reach other organs, such as the lungs (such as smoke
introduced directly by the physician), the stomach (such as through juice, boiled or
uncooked), and the teeth (such as use of ashes to clean)

Introduced into the nostrils to reach lungs (such as inhaled odor of snuff powder)
Introduced into the intestinal canal (such as smoke or tobacco enema)
Introduced into the vagina by injection

Source: Adapted from Stewart (1967), Appendix 5.
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was named after a man named Nicot, who was the French ambassador to Portugal and
who conducted exacting experiments with tobacco as a medicinal herb. He published
his purported successes worldwide. The isolation of nicotine was damaging to its
medical reputation because the toxic and addictive properties of the compound began
to be understood.

During the years between 1830 and 1860, the use of tobacco for medicine and
pleasure in the United States was subject to a stream of attacks by clergy, educators,
and some physicians. This also occurred in Europe. Sometimes the ills attributed to
tobacco were not based in medical science. For example, perverted sexuality, impo-
tency, and insanity all were attributed to tobacco. In 1849, Dr. R. T. Trall denounced
the medical use of tobacco and illustrated his argument by describing a case of to-
bacco addiction. By the middle of the 19th century, tobacco had all but vanished from
the U.S. pharmacopoeia, and the dangers of tobacco as a drug were well known. As
the United States prepared for a civil war in 1860, the use of tobacco as a medical
agent had virtually ended. However, people continued to use tobacco for pleasure.

Prevalence of Tobacco Use

History shows that tobacco’s popularity can resist even the most severe obstacles. In
the United States today, cigarette smoking is by far the most common way to use to-
bacco. Six of every seven pounds of tobacco grown in the United States are used for
making cigarettes, and the other pound is used for making pipe and cigar tobaccos and
smokeless tobacco products (USDHHS, 1987b). That ratio remained unchanged in
2000, according to the U.S. Surgeon General’s report on reducing tobacco use. Fur-
thermore, cigarette smoking demands the most attention because it is the most toxic
way to smoke tobacco, followed in order by cigar and pipe smoking (Blum, 1984).
Accordingly, we begin this discussion with the prevalence of cigarette smoking.

Smoking in the United States

Many national surveys of smoking among American adults have been conducted.
These studies show that the percentage of men and women who smoke declined in
the latter part of the 20th century. Coupled with the decline in smokers is a steady
increase in the percentage of adults who identified themselves as former smokers
(Hughes, 1993; Molarus et al., 2001; USDHHS, 1987b). That is, increasing num-
bers of people have said they quit smoking, and most of them did so on their own
(Zusy, 1987). Self-quitters are thought to have been “lighter” smokers (smoking
fewer than 25 cigarettes a day). Nevertheless, many current smokers say they want to
quit but find it difficult to do so.

It probably is no coincidence that the peak of smoking among Americans was in
1963. In 1964, the U.S. Public Health Service’s Smoking and Health: Report of the
Advisory Committee to the Surgeon Generalwas published. It detailed the health haz-
ards of cigarette smoking in a way then unprecedented in scope and persuasion.

You learned in Chapter 1 that the overall prevalence of drug use masks important
differences among subgroups of the population. This also applies to smoking. Table
7.2 summarizes 2007 national survey data for cigarette use in the past month by age,
gender, and racial /ethnic subgroups (SAMHSA, 2008). One point that emerges
from Table 7.2 is that age is an important factor, with the highest rates of current
cigarette use among 18- to 25-year-olds. An interesting comparison within this age
group is individuals in college versus individuals not in college. Among individuals

Nicotine @

“We shall not vefuse
tobacco the credit of being
sometimes medical, when
used temperately, though
an acknowledged poison.”
Jesse Torrey (1787-1834),

The Moral Instructor,
Part IV
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“Smoking is one of the
leading causes of
statistics.”

Anonymous

aged 18 to 22, 25.6% who were enrolled in college full-time reported cigarette use in
the last month, compared to 41.2% of those who were not full-time college students.

On the other hand, there is some alarm over the resurgence in popularity among
college students and other young people of the “hookah” (or water pipe, among
other names). The water pipe, which is a device to deliver nicotine by smoking, is so
named because the smoke that is inhaled first passes through water (Maziak, 2008).
The water pipe first appeared in Africa and Asia over four centuries ago, but has
gained new popularity around the world since the 1990s. A main reason for the re-
emergence seems to be the perception among young people that the hookah is a
harm-free, pleasant way to smoke tobacco. Others feel this way also; according to a
Tobacco Regulation Advisory Note published by the WHO in 2005, the Indian phy-
sician who invented the water pipe billed it as a safer way to smoke tobacco. In addi-
tion, a proliferation of websites promoting the water pipe and retailing it in ways that
are highly appealing have fed what Maziak (2008) called a water pipe use “epidemic”
(p- 1763). Unfortunately, as with other alternatives to tobacco cigarettes that have
been promoted as “safe,” smoking from a water pipe is a threat to health, because the
smoke from a water pipe contains nicotine, tar, and carbon monoxide. We show later
in this chapter how tar and carbon monoxide are especially toxic. Although few stud-
ies have addressed this question, the prevalence of use of the water pipe among col-
lege students in the United States in the past month has been estimated to be in the
range of 15 percent to 20 percent (Eissenberg et al., 2008).

Note also that discrepancies between the genders in smoking prevalence vary across
the age groups. Rates of smoking for men and women are less different among indi-
viduals 12 to 17 years old and among those 26 and older, compared to individuals 18
to 25 years old. It warrants mention that differences in smoking rates between men
and women during the 1950s were considerably greater (around 20%) than they are
now. The rates of decline in smoking prevalence since that time have been steeper for
men than for women, but men started out at a considerably higher rate.

Racial /ethnic identity also relates to smoking rates. White individuals have the
highest rates of the three groups in Table 7.2 in the 12- to 17- and 18- to 25-year-old
age groups, but black individuals have a slightly higher rate among those who are 26
and older.

Two factors not included in Table 7.2 are education and employment status.
Although these variables are correlated, it is of interest to look at them separately.
Current smoking prevalence for all respondents 18 years and older consistently was

TABLE 7.2 Percentages of Individuals in Different Age, Gender, and

Racial/Ethnic Groups Who Reported Cigarette Use in the
Past Month, 2007

Age
12-17 18-25 26 and older Total
Gender
Male 10.0 40.5 27.1 271
Female 9.7 31.8 21.3 21.5
Race/Ethnicity
White 12.2 40.8 24.8 25.6
Black 6.1 26.2 25.7 23.2
Hispanic 6.7 29.5 21.0 24.8

Source: SAMHSA (2008).
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highest for individuals who were unemployed. The overall difterence was about 20
percentage points between the unemployed and those employed full- or part-time.
Regarding education among respondents 18 years and older, there was a negative
relationship between smoking and education: As years of education went up, preva-
lence tended to go down. Data such as these on education and employment are the
bases for arguments that the ills of smoking fall disproportionately on the least advan-
taged in U.S. society (Droomers, Schrijvers, & Mackenbach, 2002).

Initiation of Smoking

It is important to know who initiates smoking and the number of people who do so
because people tend to become dependent on nicotine quickly and before they are
20 years old. This point takes on practical significance because, once nicotine depen-
dence is initiated in adolescence, it tends to persist into the adult years (O’Loughlin
etal., 2009). For example, close to 90% of the people who die from smoking-related
causes in the United States began smoking when they were adolescents (Primack
et al., 2006). Moreover, the younger the age at which a person starts to smoke, the
harder it seems to be able to quit later (Breslau & Peterson, 1996). This tendency
can be seen during the undergraduate college years. One study (Wetter et al., 2004)
classified first-year college students as “nonsmokers,” “occasional smokers,” or “daily
smokers.” Four years later, these students were reassessed, and the findings showed
that the majority of students who smoked as freshmen still smoked as seniors—this
was true for 90% of the daily smokers and for 50% of the occasional smokers. Overall,
it seems a lot easier to start smoking than it is to stop (Colder et al., 2001). Data on
smoking initiation from the 2004 National Survey on Drug Use and Health (based
on the number of individuals who said that they first used cigarettes in the last year)
show that the increase registered over the decade of the 1990s masks a pattern of an
initial increase followed by a decrease. Among respondents younger than 18 years
old, the rate of cigarette smoking initiation from 1990 to 1995 increased 35%. From
1995 to 2001, however, the rate declined by 13%. Overall, for the period between
1990 and 2001, the rate of smoking initiation increased 14%. The data for individu-
als over 18 years old show a similar but less dramatic trend. From 1990 to 1995,
their rate of smoking initiation increased by 11%, but from 1995 to 2001, it dropped
by 15%. From 1990 to 2001, the rate increased by 0.9%. It should be noted that, as
might be expected, the absolute number of smoking initiates among respondents
younger than 18 consistently was about three times the number among those who
were older than 18. The survey data suggest that during the years between 2002 and
2004, there was a slight reduction in smoking initiation rates among individuals
younger or older than 18.

One reason the rate of smoking initiation has fallen among young people in the last
few years in the United States may be changes in the practices of advertising cigarettes
and other nicotine products. In this regard, historical studies show a strong relation-
ship between advertising campaigns targeted to specific subgroups of youth (such as
boys and girls) and increases in smoking prevalence among those subgroups (Pierce &
Gilpin, 1995). For this reason, the tobacco settlement package (discussed later in this
chapter) includes provisions for marketing tobacco products only to adults.

Despite the decline in smoking initiation in the United States that the national
survey data suggest, these same data show that, in the year 2000, 5,000 adolescents
tried smoking for the first time, and 2,100 adolescents became daily smokers. Given
the shorter- and longer-term health consequences of smoking, which we will discuss
later in this chapter, it is important to understand the high likelihood that, if smoking
is initiated, it will occur during adolescence, and the reasons why it is such a difficult
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“Have you ever experi-
enced the snuff sensation
yet? Wow, it’s heady stuff.
Well here’s your chance to

. delight in the sensual
pleasure of snuffing for
free.”

Promotion of Imperial
Tobacco, England

(Wilkinson, 1986, p. 62) J

behavior to stop once begun. Later in this chapter, we will discuss the strong push to
continue to smoke once the behavior starts and the ways people go about trying to
stop smoking. However, it is instructive here to comment on the factors that might
influence smoking initiation.

As you might guess, because of the enormous public health consequences of smok-
ing, a lot of research has been devoted to explaining smoking initiation. Consistent
with the approach to understanding human drug use that is taken in this text, the
reasons for smoking initiation are a complex interplay of biological, psychological,
and social /environmental factors. We will give you a few examples of findings that
have led to this conclusion. From the biological side, recent animal research suggests
a major reason why smoking tends to begin in adolescence is that teens’ brains are
more sensitive to the rewarding (reinforcing) effects of nicotine than are the brains of
older individuals (Belluzzi et al., 2004). In this same vein, biopsychological research
has used brain imaging (PET scans) to provide data suggesting that individuals who
score higher on the personality characteristics of hostility and aggression are more
stimulated by a dose of nicotine than are individuals who score lower on these char-
acteristics. This finding suggests that certain people not only are more likely to begin
smoking, but also are more likely to continue the behavior than are other individuals
(Fallon et al., 2004).

Psychological factors also may combine with environmental variables to affect
smoking initiation. One study found that adolescents who score high on the char-
acteristic of “novelty seeking” (they tend to be impulsive, to take risks, and to have
a high need for stimulation) are more receptive to tobacco company advertisements
than are people who score lower on novelty seeking (Andrain-McGovern et al.,
2003).

In summary, a complex of biological, psychological, and social /environmental
variables affect smoking initiation and its continuation. As we will discuss, the conse-
quences are substantial.

Smokeless Tobacco Use

Subgroup data on smokeless tobacco use in the past month also are available from the
2007 national survey (SAMHSA, 2008) and are presented in Table 7.3. As we have
seen for other drugs, smokeless tobacco use is most popular among 18- to 25-year-
olds. An even more striking difference is between men and women—men’s usage
rates exceed those of women by almost 16-fold.

TABLE 7.3 Prevalence of Smokeless
Tobacco Use in the Past Month

by Age and Gender, 2007

Prevalence (%)

Age
12-17 2.4
18-25 5.3
26 and older 3.0
Gender
Male 6.3
Female 0.4

Source: SAMHSA (2008).
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Pharmacology of Nicotine
Sites of Action

To understand the action of nicotine, it is essential to
understand the neurotransmitter acetylcholine (ACH),
which we reviewed in Chapter 3. Nicotine stimulates the
same receptors that are sensitive to ACH and therefore is
a cholinergic agonist drug (Julien, 2005). ACH stimu-
lates both the autonomic and central nervous systems.
Table 7.4 is a summary of the effects of ACH on biology
and behavior. Julien (2005) also noted that nicotine acts
to raise dopamine levels in the mesocorticolimbic system.

Nicotine is called a biphasic drug because it stimulates
ACH receptors at low doses but it retards neural trans-
mission at higher doses (Taylor, 2001). This biphasic ac-
tion partly explains the complex effects that humans
perceive when they ingest nicotine, which we discuss
shortly.

Pharmacokinetics

Absorption

Nicotine can be absorbed through most of the body’s
membranes. The drug is rapidly absorbed through the
oral, buccal (the cheeks or mouth cavity), and nasal mu-
cosa; the gastrointestinal tract; and the lungs (O’Brien,
1995). Russell (1976) related a story to illustrate how
readily nicotine can be absorbed: A florist was using a
pesticide spray that contained nicotine and soaked the
seat of his pants with it by accident. In only 15 minutes,
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The use of smokeless tobacco is most prevalent among young men.

the florist had nicotine poisoning and had to be hospitalized for four days. When he  nicotine poisoning

recovered and was dressing to return home, the florist put on the same pants, which

A consequence of nicotine
overdose characterized by

still had some nicotine on them. He was readmitted to the hospital an hour later with  palpitations, dizziness,

nicotine poisoning.

sweating, nausea, or
vomiting.

Nicotine absorption depends on both the site of absorption and how the nicotine
is delivered. Nicotine is most readily absorbed from the lungs, which makes inhaling
cigarette smoke an efficient way to get a dose of nicotine. Nicotine is not as readily
absorbed through the oral, buccal, or nasal mucosa. The nicotine in cigar or pipe
smoke, for example, is not as readily absorbed as the nicotine in cigarettes because
people usually do not inhale smoke from cigars or pipes. As a result, the nicotine is

TABLE 7.4 Effects of Acetylcholine on Biology and Behavior

Increases blood pressure

Increases heart rate

Stimulates release of adrenalin from adrenal glands
Increases tone and activity of the gastrointestinal tract
Facilitates release of dopamine and serotonin

mood, and rapid eye movement (REM) during sleep

Affects CNS functions of arousal, attention, learning, memory storage and retrieval,

Source: Adapted from A Primer of Drug Action, by R. M. Julien, W. H. Freeman and Company, 2005.
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absorbed through the mouth. When nicotine is taken by using snuff or by chewing
tobacco, it is absorbed through the mucosa of the nose and the mouth, respectively.
How nicotine is delivered also affects its absorption. You will recognize some of
the factors that affect absorption from reading Chapter 4. One factor is the acidity
of the medium (for example, smoke) of delivery. The more alkaline (basic) the me-
dium, the easier the absorption. Cigar or pipe smoke is more basic than cigarette
smoke, which compensates to some extent for the difference between the mouth and
lungs in ease of absorption. Length of contact of the nicotine-containing substance
with the absorption site also is important. The longer the contact, the greater the
amount of nicotine absorbed. For example, using snuff and chewing tobacco allows
considerable time for nicotine absorption at the nose and mouth (Blum, 1984).

Distribution

After nicotine is absorbed, the blood distributes it to a number of sites of pharmaco-
logical action. When a cigarette is inhaled, nicotine reaches the brain from the lungs
within 7 seconds. By comparison, it takes 14 seconds for blood to flow from the arm
to the brain, which is the typical route for intravenous injection. Therefore, in the
delivery of nicotine, brain levels rise rapidly and then decline just as quickly as the drug
is distributed to other parts of the body. The effects of nicotine can be observed rap-
idly because its distribution half-life is only 10 to 20 minutes (Heishman, Taylor, &
Henningfield, 1994). A study using PET scan methods illustrates this phenomenon
nicely. It showed that, with only one cigarette puff, almost one-third of the primary
nicotine receptors (nicotinic ACH) of the brain is occupied, and with three puffs, al-
most three-quarters of the receptors are occupied. After smoking two and one half
cigarettes, the receptors are saturated and the smoker feels satiated (Brody et al.,
20006). However, because nicotine levels in the brain also fall rapidly, we have a major
biological reason why smokers tend to reach for a cigarette so soon after they have
finished their last one. Average smokers of a typical cigarette manufactured in the
United States absorb between 0.1 and 0.4 milligram of nicotine for each cigarette
they smoke (Julien, 2005).

Metabolism and Excretion

The major organ responsible for metabolizing nicotine is the liver. The lungs and
kidneys also play a part in the body’s chemical breakdown of nicotine (Taylor, 2001).
Nicotine is eliminated primarily in the urine, and about 10% to 20% of nicotine is
eliminated unchanged through the urinary tract (Blum, 1984). Less important vehi-
cles of eliminating nicotine and its metabolites are saliva, sweat, and the milk of lactat-
ing women (Jones, 1987b; Russell, 1976). Nicotine’s elimination half-life in a chronic
smoker is about two hours (Julien, 2005).

One study compared blood nicotine levels over a course of two hours in 10 sub-
jects administered comparable doses of nicotine in cigarettes, oral snuff, and chewing
tobacco (Benowitz et al., 1988). The study showed that the peak nicotine blood lev-
els reached through the three sources did not differ. However, the rise in nicotine
level was steepest for smoking, with a quick and then a more gradual decline leveling
oft to about one-third the peak level. In contrast, with both snuff and chewing to-
bacco, the rise in blood level was slower, but higher levels of nicotine were maintained
considerably longer. These findings follow from the quicker nicotine absorption time
through inhalation but the increased nicotine exposure time in using chewing to-
bacco or snuff.

The course of nicotine blood levels by smoking gives additional insight into why
smokers often smoke many cigarettes a day. They need to smoke often to maintain
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a nicotine blood level that is not below a threshold for the beginning of withdrawal
symptoms. Figure 7.1 is a graph of the average level of nicotine in the blood of a
cigarette smoker over the course of a full day. The level of nicotine in the blood rises
during the 16-hour part of the day when people are awake, with a peak around mid-
night. The level then declines during sleeping hours, but there is a positive level upon
wakening in the morning.

Tolerance and Dependence

Tolerance

Tolerance to nicotine develops quickly. For example, a person’s first attempts at smok-
ing usually result in palpitations, dizziness, sweating, nausea, or vomiting (Russell,
1976). These are signs of acute nicotine poisoning. However, signs of tolerance to
these autonomic effects of nicotine are evident even within the time of smoking the
first cigarettes. Similarly, the effects of the nicotine in the initial pufts of the first ciga-
rette of the day are greater than those in the last few puffs of that cigarette (Jones,
1987b). The rapid development of tolerance to nicotine also is apparent in the short
time it takes some people to become seasoned smokers. The time from their unpleas-
ant first cigarette to pleasurable smoking of a pack a day or more can be as short as
several weeks. Besides tolerance to the effects of nicotine, dispositional tolerance devel-

ops. For instance, smokers metabolize the drug more quickly than nonsmokers do
(Edwards, 1986).

Blood nicotine level

8 AM 8 PM 8 AM
Hour

Nicotine @

FIGURE 7.1

Blood nicotine levels in a
typical cigarette smoker
over a 24-hour period
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“Recruits, you’ll find that
smoking will make you
nauseous at first, but you
will keep with it, and
smoke n little move with
each passing month until
you level out your

consumption, usually nt

. about 20 cigarettes n dny,
and hold this pattern for
years, maybe a lifetime.”
Drill sergeant, describing
smoking to new users of nico-
tine (Krogh, 1991, p. 74)

“Thank heaven, I have
given up smoking again!
... God! I feel fit.
Homicidal, but fit. A

. different man. Irritable,
moody, depressed, rude,
nervy, perhaps; but the
lungs are fine.”

A. P. Herbert

Physical Dependence

There is no question that people can become physically dependent on nicotine. The
major criterion for classification of a drug as one that induces physical dependence is
what ensues when the drug is taken away for long enough that the amount of it in the
blood drops considerably or is eliminated. When a consistent set of physical symptoms
results, it is said that the drug induces physical dependence. The reverse side of this
criterion of physical dependence is that readministration of the drug alleviates any
withdrawal symptoms that are present. In 1988, the U.S. Office of the Surgeon Gen-
eral issued a full report with the conclusion that physical dependence on nicotine de-
velops and that the drug is addicting. In 1989, the Royal Society of Canada came to
the same conclusion.

Actually, studies have shown for some time that users of nicotine may become
physically dependent on it. For example, Hughes, Grist, and Pechacek (1987) col-
lected smokers’ reports of the symptoms they experienced 24 hours after stopping
smoking. The most common report (73% of the smokers) was a craving for tobacco,
followed in order by irritability, anxiety, difficulty concentrating, restlessness, in-
creased appetite, impatience, somatic complaints, and insomnia. A range of what are
generally considered unpleasant symptoms results when dependent smokers stop
smoking. As we noted earlier, once people begin smoking cigarettes, they have a high
likelihood of becoming dependent on nicotine.

Acute Effects of Nicotine

You have seen that nicotine’s effects are pervasive and complex. Table 7.5 is a sum-
mary of nicotine’s acute pharmacological effects at “normal” doses, or at doses that
everyday smokers, tobacco chewers, or snuff users typically ingest, for example.
Because of nicotine’s biphasic effects, its effects at higher doses would tend to be more
depressant than are the effects listed in Table 7.5.

A major point to notice in Table 7.5 is that nicotine has ACH-like effects (see
Table 7.4), which agrees with its ACH agonist action. Table 7.5 shows that nicotine
has major CNS stimulant action, although these effects are not as intense as what is
observed with cocaine and amphetamines. Nicotine’s enhancing effects on alertness,

TABLE 7.5 Acute Pharmacological Effects of Nicotine

General CNS stimulant

Increases behavioral activity

May produce tremors

Stimulates vomiting center in brain stem (tolerance to this effect develops quickly)
Stimulates release of antidiuretic hormones from hypothalamus, increasing fluid
retention

Reduces muscle tone by reducing activity of afferent nerves from muscles

e Enhances alertness, learning, and memory

Other actions

e Increases heart rate, blood pressure, and contraction of the heart
e Initiates dilation of arteries, if they are not atherosclerotic, to meet heart's increased
oxygen demand caused by nicotine

Source: Adapted from Julien (2005) and Taylor (2001).
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learning, and memory are of considerable importance to us because these effects may
account for part of nicotine’s reinforcing effects in humans. It is important to note
that nicotine deprivation in smokers tends to result in impaired performance on cog-
nitive tasks, but administration of nicotine reverses that impairment. Reversal of cog-
nitive impairment, therefore, could play a part in maintaining cigarette use (Heishman,
Taylor, & Henningfield, 1994; Parrott, 1998).

Another point to notice in Table 7.5 is nicotine’s autonomic effects, particularly on
the cardiovascular system. The stimulation of the heart and its resultant increased
demands for oxygen underlie the association of nicotine and heart disease. In this re-
gard, a less-than-adequate supply of oxygen to the heart may result in chest pain
(angina) or a heart attack (Julien, 2005).

Nicotine is classified as a stimulant drug, but people who use it often report de-
creased arousal. That is, the perception is that nicotine has a calming effect, and nico-
tine users find this effect reinforcing (Todd, 2004 ). The reasons for this perception of
lowered arousal are complex. One factor may be nicotine’s acute effect of relaxing the
skeletal muscles (see Table 7.5; also see Jones, 1987b). Another pharmacological
reason is nicotine’s biphasic action: At higher doses, its effects are more depressant.

Pharmacology is only part of the explanation of how aroused people feel when they
use nicotine. One of the sedating psychological effects of smoking is the smoker’s
perception of successfully coping with stress while smoking, which suggests that indi-
viduals’ beliefs about nicotine’s effects influence their reaction to smoking cigarettes
(Abrams & Wilson, 1986; Juliano & Brandon, 2002). More fundamentally, personal-
ity research suggests that arousal and the perception of stress reduction are indepen-
dent factors, so they are positively related on occasion, not surprisingly (Parrott,
1998). Along these same lines, nicotine use often is associated with pleasant social
situations like parties. Many other secondary (associated) effects of nicotine use exist
and can contribute to users’ perceptions at times that the drug has calming eftects.

A final acute effect of nicotine is its relationship to lower body weight. Nicotine
decreases one’s appetite for sweet foods and increases the amount of energy the body
uses both while it is resting and while it is exercising (Jaffe, 1990; West & Russell,
1985). These effects of nicotine use help to explain the common finding that quitting
smoking is associated with weight gain. The nicotine-body weight relationship is
noteworthy to us for a couple of reasons. First, the association of smoking with body
weight may affect adolescents’ decisions to start smoking. Austin and Gortmaker
(2001) found that frequency of dieting among middle-school girls (which implies
concern about weight control) was directly related to the probability that they would
start smoking within the next two years. In addition, among adults who already
smoke, the perception that smoking controls weight is a powerful motivator for con-
tinuing to smoke and for resuming smoking after stopping for a period of time
(Pomerleau & Saules, 2007). The motivation seems to be particularly strong among
women (McKee et al., 2005), although weight gain also has been associated in men
who resume smoking after stopping for a period of time (Borelli et al., 2001).

Nicotine’s Dependence Liability

The U.S. Surgeon General’s 1988 conclusion that nicotine is physically addicting
stunned many people, although knowledge that physical dependence on nicotine can
develop had been around for years. The shock of the report probably lay in the pub-
lic’s failure to view nicotine as a “serious” drug like cocaine or heroin. Yet, the circum-
stances are most conducive for developing both psychological and physical dependence
on nicotine.

Nicotine @

“Reach for a Lucky instead
of & sweet.”

Lucky Strike advertisement,
1920 (Krogh, 1991, p. 69)
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Nicotine’s CNS-stimulating effects, coupled with the frequent perception that it is
sedating, are powerfully reinforcing to humans. Nicotine remains a highly accessible
drug in spite of the numerous taxes levied on its purchase over the years. In addition,
although the number of social settings where nicotine use is acceptable has decreased,
enclaves of social support for its use remain in the United States.

The rapid rise and fall of nicotine blood levels creates the demand for many nico-
tine reinforcements a day. For smokers, each inhalation results in a drug reinforce-
ment that must be replaced quickly because of a rapid fall in the blood level of nicotine.
For two-pack-a-day smokers, estimates average 300 nicotine reinforcements a day,
which equals about 110,000 a year.

Reasons such as these make psychological dependence on nicotine so likely once
use of the drug starts. Many social and environmental associations with nicotine use
strengthen the psychological dependence. Additionally, strong incentive to continue
using the drug is added when people become physically dependent on it. Use must
continue to avoid unpleasant withdrawal symptoms, or to escape such symptoms if
they begin. Use of nicotine under such conditions is strengthened through negative
reinforcement. Therefore, pharmacological, psychological, and social /environmental
variables combine to make nicotine a drug with high-dependence liability. Indeed, it
now is generally agreed that smokers smoke, tobacco chewers chew, and snuffers snuft
primarily for the effects of nicotine (Jarvik et al., 2000).

Effects of Chronic Tobacco Use

Chronic or long-term use of tobacco products is associated with life-threatening dis-
cases (see Figure 7.2). The seriousness of these consequences is reflected in prece-
dent-setting legislation enacted in Canada in 1997. As of 2000, part of the law re-
quires cigarette packs to display gruesome pictures of possible long-term consequences
of smoking, such as a lung tumor or a mouth with oral cancer. The pictures must
cover 50% of the front and back of each pack. The Canadian legislation is part of an
international trend to use the cigarette (and cigar and smokeless tobacco) package
itself to reduce the world’s health care burdens by helping people cither to stop smok-
ing or not to initiate it (National Cancer Council of Australia, 2000).

We begin this section with a discussion of the effects of chronic cigarette smoking
because that is the dominant way tobacco is used. Current estimates are that more
than 430,000 people in the United States who smoke die prematurely each year—
almost 1,200 people a day. Woloshin, Schwartz, and Welch (2002) made this figure

FIGURE 7.2

Four warnings that must
appear on cigarette
packages, according to a
1984 U.S. federal law. One
warning per package
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appears, with each SURGEON GENERAL'S WARNING: Quitting Smoking ) Kng by
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more personal by comparing rates of death from different diseases among adults 20
years of age and older who currently smoke or who never smoked. These researchers
computed the chances of dying in the next 10 years for a given medical problem for
different age groups, and used the 1998 National Center for Health Statistics Multi-
ple Cause-of-Death Public-Use files for their computations. For women, there were
some diseases for which the probability of dying in the next 10 years does not differ
at any age between smokers and nonsmokers. For example, at age 30, the chance of
dying of breast cancer in the next 10 years is 0.001 for both groups, and at age 45, it
is 0.004 . For other diseases, however, there are big differences between the groups.
At age 45, 6 of 1,000 (0.006) women smokers are likely to die of a heart attack com-
pared with 2 of 1,000 (0.002) nonsmokers. At age 55, the counterpart numbers are
24 (0.024) and 7 (0.007). The disparity continues with further aging; at age 80, the
numbers are 453 (0.453) and 90 (0.090). For all causes of death, at age 30, the num-
bers are 14 (0.014) for smokers and 7 (0.007) for nonsmokers; at age 45, they are 50
(0.050) and 26 (0.026); at age 55, 125 (0.125), and 66 (0.066); and at age 80, 950
(0.950), and 581 (0.581).

The picture is similar for men. Smokers and nonsmokers did not differ in projected
death rates from diseases like colon or prostate cancer, and they did not differ in rates of
death by accidents. However, for death by heart attack, stroke, or lung cancer, the dis-
parities in death rates were large and evident from age 30 to old age. The proportions of
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DRUGS AND CULTURE BOX 7.1

Smoking Overseas

As we discussed earlier, the prevalence of cigarette
smoking among adults in the United States has gone
down considerably over the last 40 years. This reduc-
tion has been attributed mainly to information about
the health hazards of smoking and to government
policies and laws that restrict access to smoking. In
western Europe, the rates of smoking also have gone
down in the past few decades, but the current preva-
lence of smoking still is considerably higher in some
of those countries than they are in the United States.
In the developing countries of Asia and elsewhere,
the prevalence of smoking actually has increased in
recent years.

Of course, the knowledge about the effects of
smoking on health that is available to Americans is
available to the governments of other countries as
well. Thus, it seems that cultural, social, and financial
factors account for the continued and sometimes
increased popularity of smoking around the world.
For example, one reason that sounds very American
is that smoking is viewed as a personal choice that
may cause some harm but not that much. As such,
society and governments alike should tolerate smok-
ing. In France, smoking is very much a part of café
life and lends an intellectual aura to smokers. In
China and Japan, smoking is a symbol of liberation

from restrictive female gender roles. Finally, in coun-
tries like Italy and China, the governments are at best
ambivalent about their citizens’ smoking. Although
these governments are aware of the health risks of
smoking, they also control tobacco product distribu-
tion and sales in their respective countries. Countries
with such monopolies on tobacco have a financial
incentive to keep people smoking.

The financial and health implications of smok-
ing trends overseas are profound. This is especially
true for developing nations. These countries offer
major new market opportunities for the American
tobacco industry, which faces increasing government
regulation and an uncertain adult market at home.
China, which is the largest cigarette producer and
consumer in the world, has an estimated 500,000 to
750,000 smoking-related deaths a year (Lam et al.,
1997; Lopez, 1998). The estimate reaches 3 million
deaths a year by the time today’s young smokers
reach middle and old age.

Given what is known about cigarette smoking,
what do you see as the major ethical, social, and
financial factors that must be considered in decid-
ing on a government’s smoking laws? How much
weight do you think should be given to each of these
factors?
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death from all causes at age 30 were 0.030 for smokers and 0.013 for nonsmokers; at
age 45, they were 0.091 and 0.039; at age 55, 0.125 and 0.066; and at age 80, 0.950
and 0.650. Statistics like these are represented in cost-of-illness studies: According to the
American Lung Association, in 2004, the cost of smoking to the U.S. economy was
$193 billion, or $4,260 for each adult who smoked.

All the data we cited on the health consequences of chronic cigarette smoking are
for the United States only. However, 4.3 million men and women worldwide die
prematurely due to their cigarette smoking (Ezzati & Lopez, 2003). The problem is
not estimated to resolve itself. In February 2008, the World Health Organization
(WHO) issued a report estimating that, in the 20th century, 100 million people
around the world died prematurely due to smoking; by the year 2100, the WHO
projects 10 times that number, or 1 billion premature deaths due to smoking world-
wide (see the Drugs and Culture Box 7.1).

Tar, Nicotine, and Carbon Monoxide

Cigarette smoking damages health because of the constituents of tobacco smoke. The
three main culprits are tar, nicotine, and carbon monoxide, and cigarette smokers face
continual exposure to them for years. For example, a two-pack-a-day smoker could be
seen with cigarette in hand, mouth, or ashtray 13.4 hours a day, taking about 400
puffs and inhaling as much as 1,000 milligrams of tar. Carbon monoxide appears to
facilitate many of the disease processes associated with smoking. This is due to carbon
monoxide’s advantage over oxygen in binding to hemoglobin, which carries oxygen
from the lungs to the tissues in the body. Exposure to even small amounts of carbon
monoxide reduces the amount of hemoglobin available for binding to oxygen and
thereby deprives the body’s tissues of oxygen. The brain and heart are especially vul-
nerable to this action of carbon monoxide because they depend on aerobic respiration
for proper functioning (Blum, 1984).

Most of the cancer-causing substances in smoke are in tar, which is the material that
remains after cigarette smoke is passed through a filter. A cigarette typically contains 0.3
milligrams to 2.0 milligrams of nicotine (cigars yield 9 to 12 times more). When ciga-
rettes are smoked and inhaled, about 20% of the nicotine is absorbed, compared with
2.5% to 5% when smoke is drawn into the mouth and then exhaled. That virtually all
cigarette smokers inhale is one reason (other than sheer numbers) that cigarette smoking,
as opposed to cigar or pipe smoking, is the major cause of diseases related to tobacco use.

Because of the importance of the tar and nicotine content of cigarettes, until the
mid-1980s, the Federal Trade Commission (FTC) published statistics on the tar and
nicotine yield of cigarette brands manufactured in the United States. The FTC used
to conduct its own yield tests by using smoking machines; today, tobacco companies
report the results of the same kind of tests, which the FTC requires them to do
(Cotton, 1993).

The amount of tar and nicotine delivered in U.S. brand-name cigarettes has de-
clined considerably. In 1968, the average tar and nicotine yields of cigarettes pro-
duced in the United States were 21.6 mg and 1.35 mg respectively. In 1978, these
contents were 16.1 mg and 1.11 mg; in 1988, they were 13.3 mg and 0.94 mg; and
in 1998, 12.0 mg and 0.88 mg (Federal Trade Commission, 2001). These averages
cover a range of values for “light” versus “regular” versus “ultra” brands. For example,
according to a report published by the Lorillard Tobacco Company in February 2009,
each Newport Lights Box 80s cigarette has 9.0 mg of tar and 0.80 mg of nicotine,
each Newport Medium Box 80s cigarette has 12.0 mg of tar and 1.00 mg of nicotine,
and each Newport Regular Box 80s cigarette has 18.0 mg of tar and 1.30 mg
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of nicotine. A similar range is evident in cigarettes manufactured in other countries
too. For example, Endo et al. (2009) reported the tar and nicotine levels of the 10
most popular cigarette brands in Japan. The tar and nicotine levels were determined
by following the testing procedures of the International Organization for Standardiza-
tion (ISO), whose protocol is aligned with that of the FTC. (It is interesting to note
that Canadian cigarette brands published tar and nicotine levels according to far more
strict protocol called “Health Canada Intense” that results in far higher estimates of
tar and nicotine levels than those of either the FTC or the ISO.) The findings for the
Japanese brands ranged from 0.90 mg of tar and 0.20 mg of nicotine for each “Pianis-
simo” cigarette, to 14.80 mg of tar and 1.11 mg of nicotine for each “Seven Stars”
cigarette.

Reduced delivery of tar and nicotine from cigarettes seems like a good thing, given
what we know about their contribution to serious disease. Indeed, the American pub-
lic perceives that cigarette brands with low tar and nicotine yields are healthier
(Cotton, 1993). However, an essential point to understand throughout this discus-
sion is that tar and nicotine delivery is measured by a smoking machine, which pufts
consistently in the same controlled way regardless of the cigarette content. Humans
are not so standardized. When the nicotine content of a cigarette is reduced, smokers
consciously or unconsciously either inhale the smoke more intensely or smoke more
cigarettes (DeGrandpre et al., 1992). The result is exposure to similar amounts of toxic
substances in the smoke from lower-yield and higher-yield cigarettes. This was con-
firmed empirically in a study of 298 smokers from New Mexico (Coultas, Stidley, &
Samet, 1993). It is a critical finding because the risk of death from smoking goes up
with increased exposure either by number of cigarettes smoked or by depth of inhala-
tions. Therefore, any implication that low-yield nicotine and low-yield tar cigarettes
are less hazardous is deceptive. Accordingly, in 2001 the National Cancer Institute is-
sued a report proposing that Congress pass a law banning the tobacco industry’s use
of terms like light, uitra light, and low-tar cigarettes. Such a law never was passed in
the United States, but U.S. tobacco companies do note in their public reports that
lower tar and lower nicotine cigarettes, when used by humans, are not less of a health
hazard than cigarettes that are of higher tar and nicotine content. Such a statement
has a biological basis as well. Brody et al.’s (2008) experiment showed that, when
smokers smoked a cigarette containing 0.6 mg of nicotine, which is at the lower end
of the range of quantities contained in commercial “light” brands, close to 80% of the
nicotinic-ACH receptors in their brains were occupied.

Diseases Linked to Cigarette Smoking

Cigarette smoking kills because it leads to the development of coronary heart disease,
cancer, and chronic obstructive lung disease. Heart disease is the single biggest killer in
the United States, and people who smoke have nearly twice the risk of contracting it
than nonsmokers do. Cancers of the larynx, oral cavity, esophagus, bladder, pancreas,
and kidney are associated with cigarette smoking—so associated that 30% of all cancer
deaths are caused by it, as are 80% to 90% of all lung cancer deaths. For the first time,
a study showing a link between smoking and lung cancer at the cellular level gave
strong support that smoking causes lung cancer (Denissenko et al., 1996). Finally,
smoking causes 80% to 90% of chronic obstructive lung diseases, such as emphysema.
Fortunately, the risk of contracting these diseases decreases with time away from ciga-
rettes. If smokers can manage to quit smoking, then their risk of illness and death drops
considerably and continues to decline with subsequent years of abstinence from smok-
ing (Huxley et al., 2007; Williams et al., 2002).

Nicotine @

emphysema

Disease of the lung
characterized by abnormal
dilution of its air spaces and
distension of its walls.
Frequently, heart action is
impaired.
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“Cigarettes ave killers that
travel in packs.”

Anonymous

“SURGEON GENER-
AL’S WARNING: Not
Quitting Smoking Now

* is Absurd.”
Hypothetical Surgeon
General’s warning, Letters

to the Editor page, The New
York Times, June 13,2009

“They don’t get your
wind.”

“Kent, the one cigarette
that can show you proof of
greater health protec-
tion.”

“Less tar’ than all
leading longs.”

Camels ad, 1935; Kent ad,
1953; L&M ad, 1979,
respectively (Viscusi, 1992,
pp. 38-39)

Many of the statistics on cigarette smoking and health in the United States have
been based on studies done with men. However, large numbers of women began the
habit after World War 11, and they soon fell prey to similar health damages (USD-
HHS, 1987b). This upsurge likely was due in part to the tobacco industry’s specific
targeting of women in their advertising campaigns and to their design of cigarettes to
suit women’s product preferences (Henningfield, Santora, & Stillman, 2005). The
rate of death due to lung cancer in women in 1990 was more than four times higher
than it was in 1960, and lung cancer displaced breast cancer as the leading cancer-
related cause of death for women in the 1980s (Center for Disease Control and
Prevention, 1993; Ernster, 1993). According to information that the University of
Michigan’s Comprehensive Cancer Center provided in 2006, the ratio of lung cancer
diagnoses in men to women in the 1970s was 3.5:1, and by 2000, it was 1.5:1. In this
regard, the rates of lung cancer in men in the United States began to fall in the 1980s,
as the rate for women began to climb.

Women also face some unique health consequences of smoking. For example,
women who smoke are at higher risk of cervical cancer, unwanted side effects of using
oral contraceptives, and early menopause (Ernster, 1993). Furthermore, smokers who
are pregnant incur a higher risk of spontaneous abortion, preterm births, low-weight
babies, and fetal and infant deaths. If the infant is born healthy, there still is risk from
nicotine present in the mother’s milk (USDHHS, 1987b; 2001).

Other Tobacco Products and Health

The use of other tobacco products is not risk-free. Pipe and cigar smokers also have
higher death rates than nonsmokers. The differences are not as large as the compari-
sons we cited for cigarette smokers, however, because pipe and cigar smokers tend to
consume less tobacco and tend not to inhale (World Health Organization, 1999). A
review of studies conducted around the world showed some mixed evidence, but,
overall, it appears that users of snuff and other kinds of smokeless tobacco are more
likely to get oral cancer and types of noncancerous oral disease than are nonusers and
nonsmokers (Bofetta et al., 2008). Another finding from the Bofetta et al. review was
that cigarette smokers who switched from cigarettes to “spit” (chewing) tobacco still
were at considerably higher risk to incur various cancers than were individuals who
changed from cigarette smoking to no tobacco use at all. It seems that the risk for
cancer is lower for smokeless tobacco users than for cigarette smokers, but smokeless
tobacco use is not risk-free for cancer.

Passive Smoking

It once was thought that smokers were harming only themselves. However, we know
now that if you merely stay in the vicinity of people smoking, then you absorb nico-
tine, carbon monoxide, and other elements of tobacco smoke, although in lesser
amounts than if you were actively smoking. You are essentially smoking passively if
your body is the recipient of the toxins of another person’s tobacco smoke.

Passive smoking (also referred to as “secondhand” smoking) is an active killer.
Researchers who followed 32,000 healthy nonsmoking female nurses for 10 years
found that regular exposure to cigarette smoke almost doubled the nurses’ chances
of contracting heart disease (Kawachi et al., 1997). Indeed, one review suggested
that passive smoking in households kills about 53,000 people in the United States a
year—most (74%) due to heart disease (Glantz & Parmley, 1991). Notably, Glantz
and Parmley’s (1991) estimate matches more recent estimates (Steenland et al.,
1996; University of California—Irvine Transdisciplinary Tobacco Use Research Center
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[UCI TTURC], 2005). This figure (53,000 deaths) makes passive smoking the
third-leading preventable cause of death in the United States, behind active smoking
and alcohol. More recent data are consistent with these findings. In 1993, the U.S.
Environmental Protection Agency declared environmental tobacco smoke (second-
hand smoke) a “Group A” carcinogen. For reference, other Group A carcinogens
include arsenic, asbestos, benzine, and radon. Such action has led to the widespread
restriction of smoking in public places. Passive smoking is no less of a problem in
other parts of the world. A report from the University of California—Berkeley showed
that, in 2002, over 48,000 women in China died from ischemic heart disease and
lung cancer caused by passive smoking (Yang, 2005). This compares to the 47,300
Chinese women who died that year from the same diseases caused by active smoking.

Age is no barrier to passive smoking; its effects can be felt by anyone from young
children to older adults. Moreover, research has shown that the fetus is exposed to sig-
nificant amounts of nicotine if a nonsmoking mother is regularly exposed to cigarette
smoke during the gestation period (Eliopoulos et al., 1994), and that such exposure can
harm the fetus (Grant, 2005). Children whose parents smoke are more likely than

Nicotine @

“If childven don’t like to be
in a smoky room, they’ll
leave.” When asked by o
shareholder about infants,
who can’t leave a smoky
room, Harper stated, “At
some point, they begin to
crawl.”

David Carrig about Charles
Harper (R.]J. Reynolds
chairman), in “RJR Wins
Fight,” USA Today, April
18, 1996 L

Cigarette Smoking and Health:
Who's Responsible?

In the 1950s, smokers began to file hundreds of
lawsuits against cigarette companies, claiming the
companies were responsible for the smokers’ poor
health. Until the 1980s, all these cases had failed,
and the tobacco industry never paid a cent in
damages. Their trump card was the 1965 Federal
Cigarette Labeling and Advertising Act that took
effect in 1966. (This is the same act that was ex-
tended to require the rotation of four warning
labels on cigarette packages.) Federal courts had
always claimed that this act preempted the tobacco
industry from responsibility for the health conse-
quences of smoking, at least for any smoking done
on or after January 1, 1966. Furthermore, juries had
tended to perceive that smokers were responsible for
their own decisions regarding smoking.

Great attention was given to a smoker’s lawsuit
filed in 1983 by a New Jersey woman. In 1988, a jury
awarded $400,000 to the husband of the woman,
who died in 1984 of lung cancer. This landmark
decision was overturned in 1990 by an appeals
court, which ruled that whether the woman had
seen or believed tobacco industry advertisements
before 1966 had not been proven. The woman's
family continued to fight, but they dropped their
suit in November 1992, at least partly due to the
great financial cost of pursuing it. Individual smokers
and their families filed other suits in the early to
mid-1990s. However, legal action brought against
the tobacco industry generally was unsuccessful.

Class action suits against the tobacco companies
have been more successful, perhaps in part because

groups of individuals tend to have more resources
than any one person does. In this regard, in 1997,
both Florida and Mississippi won damages ($11.3
billion and $3.3 billion, respectively) from the tobacco
industry to cover the states’ costs in Medicaid
payments for smoking-related illnesses. In 1999,
the omnibus tobacco settlement was reached as the
attorneys general of 46 states and five territories
signed an agreement totaling $206 billion, with
tobacco companies to settle Medicaid lawsuits.
This accord also has numerous other provisions
aimed at preventing young people from starting
smoking in the first place, as well as underwriting
the costs of treating individuals who already are
addicted to nicotine. The omnibus tobacco settle-
ment likely was due primarily to revelations that
the tobacco industry concealed early knowledge
about the relationship between smoking and serious
health problems. Overall, the consequences of legal
actions related to the chronic effects of cigarette
smoking have been profound for the tobacco
industry, for consumers of tobacco products, and
for our principles of choice and personal respon-
sibility. For example, if tobacco companies are held
liable for diseases that can be traced to the use of
their products, then what does that imply about
liability for the public’s use of alcohol—another
legal drug that could have chronic detrimental
effects? What would the companies’ liability imply
about the principle that individuals have the
freedom and responsibility for their actions?
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children whose parents do not smoke to
have bronchitis and pneumonia as well as
some impaired pulmonary function
(Rees, Gregory, & Connolly, 2006;
World Health Organization, 1999);
these childhood illnesses may extend

into adulthood (David et al., 2005). Of
further concern is “third-hand” smoke.
One study showed that the toxins in to-
bacco smoke linger (Winickoft et al.,
2009). Therefore, going outside of the
home to smoke a cigarette, for example,
does not eliminate the problem, because
the toxins in tobacco smoke are returned
with smokers in their hair or clothes,
even though the cigarette has been
extinguished. Third-hand smoke is espe-
cially a problem for young children,

KAYWOODIE PIPES...the gift that says Merry Christmas™ whose immune systems are not fully

to a man’ taste and throat hundreds of times a year! developed.
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nat-rany Kaywoodie.
ywoodie Pipes ase ssperbly

Image Courtesy of Advertising Archives

Cigar and pipe smokers also have higher death rates than nonsmokers.

relapse

A term from physical
disease; return to a
previous state of illness
from one of health. As
applied to smoking, it
means the smoker resumes
smoking after having
abstained for some amount
of time.

Bl sty bos to 5
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Treatment of
Cigarette Smoking

In this section, we consider ways to stop
smoking. Although stopping the use of
——e— other tobacco products also is an impor-
tant topic, we again focus on cigarette
smoking because it accounts for the vast
majority of tobacco use and because it has been the major subject by far in the litera-
ture on ways to stop nicotine use.

Note that nicotine is the only drug for which we consider treatment, outside of
Chapter 15, where we review treatment of other drugs and their abuse. This is because
such a large amount has been written on the subject compared to drugs other than al-
cohol. Furthermore, treatments for stopping smoking have been at the center of atten-
tion for health professionals and the public due to the health hazards of smoking.

In reviewing nicotine’s acute effects, you saw how easily a person might acquire
and keep the habit of tobacco use. In reviewing the health consequences of chronic
tobacco use, you may have wondered why anyone would continue to use tobacco
products. Yet, of course, many people do continue, despite wanting to quit; others
find quitting easier.

Adults say they quit smoking for a variety of reasons. These reasons may be catego-
rized broadly as “intrinsic motivation” and “extrinsic motivation” (Curry, Wagner, &
Grothaus, 1990). Examples of intrinsic reasons are a fear of getting sick, feeling in
control, and proving that quitting is possible (for the individual). Extrinsic reasons
include stopping others from nagging, being forced by others to quit, and saving
money (McBride et al., 2001). Researchers (e.g., Lichtenstein, 1982; Shiftman et al.,
1996) also have summarized the determinants of smoking relapse, which is a major
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problem in smoking treatment and in
treatment of the substance-use disor-
ders in general. Smoking relapse deter-
minants include nicotine withdrawal
symptoms, stress and frustration, social
pressure, alcohol use, and weight gain. Lady
Furthermore, Pomerleau (1997) sug-

gested that people with psychiatric 'Wlth aLamP

problems such as depression, anxiety, (1946 Version)
bulimia, and attention deficit/hyperac- v
tivity disorder have a higher prevalence :ﬁﬁ‘;‘:‘:“”

- . .. th names & EL
of smoking and a lower rate of quitting s N
smoking successfully than do people i ot

. g y pcop e
without such problems. o

. . . America ¥

We will examine how the determi- :-E-;d :

nants of stopping and resuming smoking i

have influenced the content of formal
treatments and their long-term effective-
ness. Before we get to that, there is the

a 4 . “ §

question of whether formal treatments :
fci ki ded. ccordi /
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The Necessity s THAN ANY OTHER CIGARETTE

of Formal Treatment

The survey studies we cited earlier in this

chapter show the decline in smoking

rates among U.S. adults beginning in i

the 1960s. About half of the living adults o

who have said they smoked have quit C
A

(USDHHS, 1989; Wray et al., 1998). AMEL &ggxm :

We noted that most of these people
stopped smoking on their own. This

raises the question of whether formal The health message of this 1930s advertisement stands in stark contrast to current
treatments for smoking are necessary. thinking.

In answering this question, we must consider several points. Although most people
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I.VC done it many times. Indf.:ed, with or W.1th0ut. formal treatment, SuCcess at stop- Mignon McLaughlin, The
ping smoking is more likely with more previous tries at quitting. Another important Neurotic’s Notebogk, 1960

statistic, which we discuss in more detail in Chapter 15, is the rate of “spontaneous
remission.” Briefly, this refers to the rate of “cure” (in other words, stopping smok-
ing) during a given time period without any formal treatment. Although data on
spontaneous remission are basic to evaluating treatment effectiveness, they unfortu-
nately are extremely hard to collect. For cigarette smoking, Abrams and Wilson
(1986) estimated that the rate of spontaneous remission ranges from 3% to 14%. For-
mal treatments have to do better than that rate to prove their worth.

Another set of statistics to consider in deciding whether formal treatments of smok-
ing are necessary are the economic and social costs of cigarette smoking: Earlier, we
cited the figure $194 billion in the United States in 2004. This figure does not begin
to reflect the human suffering of patients and their families that goes with contracting
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cancer, heart discase, and other diseases associated with chronic tobacco use. Also
noted earlier, almost 1,200 people die each day.

Add to this the finding of a 1991 study of men and women in three different com-
munities that showed that quitting smoking, even at a later age, prolongs life. The
increased longevity is due to a quick reduction in the risk of major smoking-influenced
illnesses (LaCroix et al., 1991). Similarly, Anthonisen et al. (2005) reported the find-
ings from a follow-up of adult smokers with chronic obstructive pulmonary (lung)
disease who had received intensive smoking cessation therapy 14.5 years earlier. The
results showed that over 21% of the individuals who had received smoking cessation
treatment sustained their status as nonsmokers, compared to about 5% of the indi-
viduals who had not received the treatment. Moreover, the percentages of individuals
who had died at 14.5 years from all causes were significantly lower in the smoking
treatment group compared to the rates for the group without treatment. Therefore, it
seems that if smoking treatments increase the rate of smoking cessation compared to
what people do on their own, then they would be more than worth their cost. We
return to this point later.

Treatment Effectiveness
Programs to help people stop smoking focus on controlling nicotine withdrawal
symptoms, breaking the habitual motor behavior involved in smoking, and learning
skills to cope with the emotions, thoughts, and situations in which smokers say they
use cigarettes to help them. People who stop smoking permanently have learned these
skills well; have incentives to abstain, such as poor health; and have help in staying off
cigarettes from family, friends, and others who care about them (Abrams & Wilson,
1986; Jones, 1987Db).

Smoking cessation approaches may be classified into two main categories: behav-
ioral programs and nicotine replacement therapies. Regardless of the type of treat-
ment, the usual treatment goal is total abstinence from nicotine.

Behavioral Programs

Behavioral programs to stop smoking have changed in major ways in the last 10 years.
Formerly, these programs involved ongoing, direct, often weekly contact with clinical
staft'in an individual or group format for a period of two or three months. The pri-
mary aims of these programs were to teach smokers to identify situations that pre-
sented a “high risk” for them to smoke, to apply techniques to weaken the habit
components of smoking, to teach smokers competing (with smoking) coping re-
sponses in high-risk situations, and to teach smokers to self-monitor their smoking
behavior (National Institute on Drug Abuse, 2002b).

Traditional behavioral programs still are offered and may be especially suited to
more severely dependent smokers. However, the format, intensity, and duration of
behavioral smoking cessation programs all have expanded from their original version
in recent years. For example, behavioral programs may involve direct contact with
professional staff, or they may involve telephone contact or the use of computer pro-
grams and the use of written materials. In addition, contact time may be limited to
once or twice, with additional consultation as needed, or it may be more extended.
Regardless of these variations, the aims of behavioral programs have stayed the same.
Overall, participation in behavioral programs is an effective way to stop smoking
(Hughes et al., 1999; National Institute on Drug Abuse, 2002b). It is incorporated
in the American Psychiatric Association’s guidelines for the treatment of cigarette
smoking.
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Nicotine Replacement Therapies
Although behavioral programs are effective relative to “placebo” or standard care
comparison treatments, the majority of individuals who complete such programs re-
sume smoking after six months to one year (Shiftman, 1993). This problem of relapse
has been attributed to the cravings that smokers experience when they abstain from
smoking or from other ways of ingesting nicotine (Naqvi et al., 2007).

To the extent that craving is due to physical withdrawal, a person would have a
better chance of quitting for good if nicotine could somehow be used in the treatment
of smoking. Based on this possibility, there has been major growth in the use of what
are called nicotine replacement therapies (NRTs). These treatments involve adminis-
tering nicotine to smokers as part of the effort to help them stop smoking. The vehi-
cles of nicotine replacement that have been studied are nicotine gum, the nicotine
patch, nicotine nasal spray, nicotine inhaler, and nicotine lozenges (Department of
Health and Human Services, 2008; Hajek et al., 1999; Hughes et al., 1999).

The growing literature on clinical trials of nicotine replacement therapies leads to
the following conclusions (Hajek et al., 1999; Hughes et al., 1999; National Institute
on Drug Abuse, 2002b): First, each of the nicotine replacement therapies raises the
chances of quitting smoking by a factor of 2, compared to placebo. Second, the re-
search that has compared different NRTs shows no differences in their effectiveness.
Third, smokers may have initial preferences for one
replacement therapy over another, but typically they
come to adapt to the one that they are using. Fourth,
combining NRTs with behavioral programs enhances
the quit rates that typically are achieved by either type
of treatment alone. The parts of behavioral programs
that are particularly important, skills building and so-
cial support, make sense in view of our earlier com-
ments on some of the characteristics of individuals
who are able to stop smoking and refrain from restart-
ing. Finally, there is little evidence of long-term nega-
tive consequences of the use of NRTs, assuming they
are used as intended. The general effectiveness of
these therapies led to the Federal Drug Administra-
tion’s approval of the five nicotine replacement medi-
cations listed ecarlier for helping people quit smoking
cigarettes, two by prescription of a medical provider
and three (patches, gum, and lozenges) available over
the counter (as opposed to prescribed by a medical
provider).

The finding that combining behavioral and nico-
tine replacement treatments leads to the best out-
comes raises important points about nicotine
replacement treatment. Why a person experiences
drug craving is extremely complex and is not just de-
pendent on biological factors such as physical with-
drawal. Craving also is a result of psychological,
social, and environmental factors. In this context, it
is not startling that craving for a cigarette may be
reduced only to a limited degree as a result of NRT
(Rose, 1991). Behavioral programs complement nic-

otine replacement by addressing facets of smoking therapy.

1634

Nicotine

“Nicotine patches are
yreat. Stick one over ench
eye and you can’t find
your cigarettes.”

Anonymous

“Pm telling you I wanted

- o cigarette so bad, I cried.

1 was so nervous I conld
hardly carry on at work,
and I conldn’t hide it.
After o while I wonld just
shake. People said they
couldn’t see it, but I could
feel it.”

Person trying to stay off
cigarettes (Krogh, 1991,
p-71)

The nicotine patch is a popular type of nicotine replacement
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behavior that administration of nicotine cannot. Behavioral programs help people
to cope better with the factors that encourage them to continue to smoke or to
resume smoking after stopping. Examples of these factors are social pressure to
smoke, general environmental cues that are strongly associated with smoking, and
psychological states like stress and frustration (Lichtenstein, 1982). As we discussed
earlier, people with mental disorders may be especially vulnerable to the nonphar-
macological aspects of smoking as well as to nicotine’s actions on the body that may
help to alleviate their psychiatric symptoms. Furthermore, Perkins’s (1996) review
suggests that women may have a more difficult time quitting smoking than men do,
and one hypothesis is that factors other than nicotine more strongly affect their
smoking . The results of a review by Cepada-Benito, Reynoso, and Erath (2004) are
consistent with this hypothesis. This review of studies of the effectiveness of NRTs
showed that, for men, NRTs with “low-intensity” behavioral support were effective
in reducing or stopping smoking throughout the follow-up period (12 months).
However, for women, NRTs with low-intensive support tended to be effective only
in the short term (3 or 6 months following treatment). However, longer-term ef-
fectiveness of NRT for women tended to require more intensive behavioral support.
These findings accentuate the importance of giving smokers ways other than nico-
tine to cope with feelings and situations that are powerfully connected to smoking.

We should add two FDA-approved pharmacological treatments for smoking that
do not work by replacing nicotine: the antidepressant drug bupropion and varenicline
(Department of Health and Human Services, 2008). Clinical trials have shown these
medications to be superior to placebo in treating adults with nicotine dependence,
and they are useful for nonpregnant individuals who request a pharmacological treat-
ment that is not nicotine based. It is important to note that although bupropion is an
antidepressant medication, and we mentioned earlier that individuals who are de-
pressed may find it more difficult than others to stop smoking, the effectiveness of
bupropion is not related to a history of depression (Lingford-Hughes, Welch, & Nutt,
2004). In this regard, other antidepressant medications, such as fluoxetine (Prozac),
have been tested as a treatment for nicotine dependence but have not been shown to
be effective. In contrast to buproprion, varenicline is a drug developed specifically for
the treatment of smoking and works by competing with nicotine in binding to nico-
tine receptors in the brain. Varenicline stimulates nicotine receptors as nicotine does,
so that smoking cravings are assuaged. Furthermore, if smokers smoke while on var-
enicline, they feel reduced nicotine effects compared to when not on the medication
so that smoking is less reinforcing.

Conclusions about the Treatment of Cigarette Smoking

Nicotine is a strongly reinforcing drug to humans and can be quickly addicting.
Nicotine does have some “adaptive” acute effects, such as improved sensory and
cognitive functioning, but most attention has been paid to the negative health con-
sequences of chronic nicotine use through smoking cigarettes. As a result, the em-
phasis today is on how to stop people from using nicotine. The best way to do this
is by continuing the information campaigns and other “macro-environmental”
methods, such as banning smoking in public places, which have advanced the over-
all decline in the prevalence of smoking and other use of tobacco among U.S. adults.
Along these lines, programs aimed at youth who have not begun to use tobacco are
the best investments because tobacco use is hard to stop once started. Promising
tobacco-use prevention programs are being developed, but a major counterforce is
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tobacco industry advertising. According to the Federal Trade Commission, in 2005,
the major companies in the tobacco industry spent $13.1 billion on advertising
campaigns. For both adolescents and adults, advertising strengthens the positive
associations that go along with smoking and other tobacco use. This is why the U.S.
government continues to try to impose greater restrictions on advertising by
tobacco companies, as prominently reflected in the omnibus tobacco settlement.

One direction for the future is the continued expansion of smoking treatment
formats. Such treatments are the best way to capture the widest segment of the
population that smokes. For example, smoking quit lines are becoming an increas-
ingly popular and cost-effective way to reach large numbers of people who want to
stop smoking but do not want to or cannot afford to access the traditional health
care system (Fiori, Keller, & Curry, 2007). Their popularity is evident by going
to http://www.tobaccofreehamiltoncounty.org/healthcare /resources.html, to see
quit lines available in several different states of the United States, as well as refer-
ences for other kinds of resources to help people quit smoking. In addition, new
treatments at work sites already have proved to be an effective way to help people
stop smoking. Brief behavioral or nicotine replacement treatment also may be deliv-
ered to adolescents or adults in the primary (medical) care setting (Hollis et al.,
2005). Future research should continue to refine and strengthen treatments for
heavily dependent smokers. A combination of behavioral and pharmacological treat-
ments seems to work best for these individuals. Improvements in treatment efficacy
can be realized, for example, by discovering what combination of treatment compo-
nents works best for different types of smokers. Along these lines, a study by Uhl
et al. (2008) identified several genes that marked individuals who were successful
versus unsuccessful in abstaining from smoking for up to 24 weeks after the respec-
tive “quit dates” of three different clinical trials of buproprion and nicotine replace-
ment treatment. Data such as these give information about one characteristic of
individuals who are likely or not likely to have successful outcomes if they are ad-
ministered buproprion or one of the nicotine replacement therapies, respectively, to
stop smoking. Finally, a percentage of people will probably simply not want to stop
smoking. In this regard, considerably more good research with longer-term follow-
ups of patients is needed, but data suggest that a reduction in smoking may have
some health benefits and may even be a step toward quitting smoking entirely for
some individuals (Hughes & Carpenter, 2006; Pisinger & Godtfredsen, 2007). De-
veloping a less hazardous cigarette or other ways of delivering nicotine would be
ways to ease the serious health consequences of chronic tobacco use. Cigarettes
with reduced tar and nicotine dominate today’s market, but this is only part of the
answer because smokers compensate for the reduction to some degree by inhaling
more deeply and by smoking more cigarettes. Smokeless tobacco products are a
smoke-free but controversial way to reduce the harm of using nicotine. Such an ap-
proach qualifies as “harm reduction” (see Contemporary Issue Box 7.3) because, as
we noted earlier, use of smokeless tobacco incurs lower risk of cancers developing
and likely a much lower risk of developing heart disease. Yet, this approach is con-
troversial because many fear it will not encourage people to stop the use of nicotine
entirely and likely would result in their return to cigarette smoking because it is a
more efficient way to deliver nicotine. Nevertheless, some preliminary evidence sug-
gests such fears may be unfounded (Tilashalski, Rodu, & Cole, 2005). The main
point to take away from this discussion is that creating and testing the effectiveness
of new ways to help people to stop or reduce their smoking can only advance the
health of the general public.
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Chapter 7

The traditional goal of treatments for cigarette
smoking is zero tolerance for nicotine, or abstinence
from any use of tobacco products. This is because most
smokers have trouble maintaining a “moderate” level
of cigarette consumption and because of the serious
health hazards of smoking. However, the increasing
availability and acceptability of nicotine replacement
products, along with the continued relatively high
prevalence of smoking among subgroups in society
such as those who suffer from psychiatric disorders or
those who are poorer and less educated, have raised
the possibility of an alternative to zero tolerance
called harm reduction (Hughes, 1996; Warner, Slade,
& Sweanor, 1997). Harm-reduction approaches view
as desirable any behavior change that results in the
reduction, if not the elimination, of negative conse-
quences associated with behaviors such as smoking.
For those who find staying off nicotine extremely
difficult or for those who do not want to, finding a
safer way to ingest nicotine than cigarette smoking
would be a positive step.

As you might have guessed, the nicotine replace-
ment methods mentioned in this chapter are one way
for individuals to ingest nicotine without exposing oth-
ers or themselves to the toxic compounds in cigarette
smoke.

Over the years, tobacco companies have pursued
the smokeless path, with varying degrees of enthusi-
asm, in the form of inventing a “smokeless ciga-
rette.” Smokeless cigarettes have been designed
to provide the nicotine and nondrug features of
cigarette smoking without most or any of the
toxic smoke. One of the more recent smokeless
cigarettes to appear is RJR Nabisco’s Eclipse, the
test marketing of which began in the United States
in 1996, and lasted for some time but with little
success. Smokeless cigarettes traditionally have
not caught on among smokers, but if the idea
of harm reduction were more widely applied, then
the tobacco industry would have greater incentive
to continue trying to create a smokeless cigarette
that is acceptable to the public. Along these lines,
in 2001, the Liggett Group introduced a “lower-
carcinogen” cigarette called the Omni. Like other
attempts at creating a less harmful cigarette that
smokers will buy, however, the Omni has had limited
success. Most recently, the “electronic cigarette,”
was introduced and now (2009) is available for sale
in several thousand retail outlets in the United
States as well as on websites. Electronic cigarettes
have been promoted as safer than traditional tobacco
cigarettes, because tobacco is not burned as a

Harm Reduction and Nicotine Dependence

vehicle for delivering nicotine to the body by
inhalation. Instead, a battery in a holder shaped
like a cigarette heats a solution of nicotine in
propylene glycol and produces a fine mist that
is inhaled for nicotine delivery to the lungs. The
Electronic Cigarette Association estimates that
sales of electronic cigarettes have grown from
$10 million to $100 million in the United States
between 2008 and 2009, presumably on the
premise that electronic cigarettes are less of a
health hazard than are tobacco cigarettes. Al-
though there is essentially no research on the
relative risks of longer-term use of electronic
cigarettes, in July 2009, the FDA released a draft
report of its analyses of 19 variations of electronic
cigarettes that revealed that half of the brands
contained nitrosamines, cancer-causing agents
found in traditional cigarettes, and that a number
of the brands contained diethylene glycol, an
ingredient of antifreeze. Such findings deflate
the idea that electronic cigarettes are safe.

The tobacco companies also have looked at
tobacco products that are not cigarettes as “safer”
alternatives to traditional cigarettes. Our earlier
review of smokeless tobacco products suggests
that they pose a lower health risk than do ciga-
rettes but that they are hardly risk-free. Another
smokeless tobacco product that has been preva-
lent in Sweden for 200 years and that has seen a
revival in the last 20 years because of its purported
lower risk to health is snus (rhymes with “loose”).
Snus is moist, ground tobacco that is placed be-
tween the gum and the cheek, but it does not
require spitting like chew tobacco. Tobacco com-
panies recently have moved to test-market snus
in the United States because of its great success
as a “harm reduction” product in Sweden. Unfortu-
nately, again, there are little scientific data about
snus; a recent clinical trial suggests that its use is
associated with higher risk of pancreatic cancer
but not with oral and lung cancers as cigarettes
are. Snus also delivers a potent dose of nicotine.

The harm-reduction approach to cigarette smoking
is highly controversial among health professionals
and other groups concerned with the consequences
of cigarette smoking. Harm reduction has implications
not only for nicotine use among individuals already
addicted to this drug, but also for those who are not
yet dependent. What do you see as the overall advan-
tages and disadvantages of the zero-tolerance and
harm-reduction approaches to changing behaviors
of cigarette smoking?
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Nicotine

Nicotine occurs naturally in only one source: the
tobacco plant. The major commercial tobacco
products are cigarettes, cigars, snuff, chewing
tobacco, and pipe tobacco.

Western Europeans discovered tobacco when
they saw Native Americans in the New World
smoking dried tobacco leaves. The Europeans
seized the idea and spread it throughout Europe
and Asia.

Until about 1860, tobacco was widely believed to
have medicinal properties. Nicotine’s “medical
cover” was blown when it was isolated in 1828,
and shown to have addictive properties.

Cigarette smoking is the most popular way to use
tobacco.

The prevalence of smoking among U.S. adults
began to decline in 1965, and continued on that
trend for the rest of the 20th century. A major
reduction in the number of current smokers and
an increase in the number of former smokers
seem to be related to the U.S. Surgeon General’s
1964 report, and subsequent publications, on the
negative health consequences of cigarette
smoking.

Trends in the overall prevalence of smoking vary
according to age, gender, racial/ethnic identity,
education, and employment status.

Overall, from 1990 to 1999, smoking initiation
among 12- to 17-year-olds increased 12.8%,
but the rate of smoking initiation among
teens decreased in the last five years of that
decade.

The use of smokeless tobacco products among
youths is a concern. The disparity in prevalence
between men and women is extremely large.

Nicotine is a cholinergic agonist that has biphasic
(stimulant and depressant) action.

Nicotine can be absorbed transdermally through
the oral, buccal, and nasal mucosa; the gastroin-
testinal tract; and the lungs.

By inhalation, nicotine in tobacco smoke reaches
the brain in seven seconds. Brain levels thus rise
rapidly, but then they fall rapidly because
nicotine is quickly distributed to other sites of
action. Nicotine is metabolized primarily in the
liver and eliminated mostly in urine.

Functional tolerance to nicotine’s effects is
acquired quickly. Dispositional tolerance to
nicotine also seems to develop.

Nicotine induces physical dependence. In 1988,
the U.S. Office of the Surgeon General's issued a
report with the conclusion that nicotine is a
physically addicting drug.

Nicotine’s acute effects involve the CNS and ANS.
It tends to have stimulant effects at lower doses
but more depressant effects at higher doses.

Despite its classification as a stimulant, users
often perceive nicotine as having calming,
relaxing effects.

Nicotine’s suppressant effect on body weight is
an important motivation for smoking, especially
in women.

Pharmacological, psychological, and social/
environmental factors combine to make nicotine
a drug with high dependence liability. The major
motivator in continuing tobacco use is nicotine.

Smoking kills because of the smoker’s chronic
exposure to carbon monoxide, tar, and nicotine
in tobacco smoke.

Cigarettes with reduced tar and nicotine levels
are not “healthier” because smokers make up for
the reduction either by smoking more cigarettes
or by inhaling them more deeply.

Major diseases linked to smoking are heart
disease, chronic obstructive lung disease, and
cancers of various types.

In the last three decades, women have had rates
of smoking-related diseases similar to those of
men. Some smoking-related health risks are
unique to women.

Because of the negative health consequences
of passive smoking, there has been an increase
in banning and restricting smoking in public
places.

Smoking treatment programs focus on stopping
nicotine-withdrawal symptoms, breaking the
behavioral or habit part of smoking, and teaching
stress-reduction skills.

In general, treatment approaches may be classi-
fied into two main types: behavioral programs
and nicotine replacement therapies.
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® Quitting smoking is one thing; “staying quit” is
another.

® A high rate of relapse follows smoking treatment.

® A major reason for relapse is that smokers
continue to crave nicotine long after they have
stopped smoking.

Nicotine replacement treatments and other
pharmacotherapies for cigarette smoking seem to
be most effective when used in combination with
behavioral treatments, especially for heavily
dependent smokers.

Answers to “What Do You Think?”

1. Tobacco was once thought to have major
medical value.
T From the time of Columbus until about 1860,
tobacco was widely thought to be a panacea
for medical problems.

2. Throughout the age ranges, men have higher
smoking rates than women do.
F Rates are higher for men in the 18- to
25-year-old range and (less so) among those
26 and older. Rates for boys and girls in the
12- to 17-year-old range differ little.

3. The prevalence of smokeless tobacco use among
men is about three times that of use among
women.

F The discrepancy is almost 16-fold; men use
smokeless tobacco products far more than
women do.

4. Nicotine can be considered both a stimulant and
a depressant.
T Nicotine is called a biphasic drug because it
tends to act as a stimulant at lower doses,
but it acts as a depressant at higher doses.

5. When using commercial tobacco products,
people reach the peak blood level of nicotine
most quickly by using smokeless tobacco.

F The quickest way to reach the peak blood
level for a dose of nicotine is by inhalation or
smoking.

6. Though psychological dependence is common,
no cases of physical dependence on nicotine
have been identified.

F Nicotine has been identified clearly as a drug
on which users can become physically
dependent.

7. Nicotine’s calming effects are a main reason for
its use.

T Even at doses associated with stimulant
action in the body, users often perceive
nicotine to have calming effects. Such effects
are identified as major reasons for continuing
to use nicotine.

8. Nicotine plays a secondary role to learning and

10.

1.

12.

social factors in maintaining tobacco use.

F Nicotine plays a substantial, and some think a
major, role; learning and social factors are
important too.

. Health damage from cigarette smoking cost the

U.S. economy about $25 billion in 2004.
F The health care cost estimate is $193 billion.

Low-tar, low-nicotine cigarettes are less damag-
ing to health than cigarettes that do not have
reduced tar and nicotine content.

F Although theoretically this is true, in practice,
smokers tend to increase the intensity of
inhaling or the number of cigarettes when
they smoke cigarettes of reduced tar and
nicotine content. Therefore, exposure to
these compounds is similar to what it would
be with cigarettes of unreduced content.

Despite the media hype, passive smoking
actually poses a serious health risk to few
Americans.

F One review in 1991, which more recent data
has supported, estimated that passive
smoking in households kills about 53,000
Americans every year, mostly due to heart
disease.

A large portion of ex-smokers quit on their own.

T Many people who quit smoking do so on
their own after three or four tries. Self-quit-
ters are thought to have been “lighter”
smokers.
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nicotine poisoning

relapse

1. Considering that adults in the lower socioeco-
nomic classes have a disproportionately high rate
of smoking, what do you think about the equity
of the high tax rates that the federal and local
governments impose on tobacco products? For
example, as of this writing, a pack of cigarettes in
New York City costs in the neighborhood of $10.

2. Nicotine’s dependence liability is high, and how
its chronic use affects health is widely known.
Why, then, do you think that use of this drug
remains legal in much of the world?

3. Based on our knowledge about the effects of
secondhand smoke, would a total ban on

[

=

Suggested Readings

smoking cigarettes in public places violate the
individual’s rights and freedoms in the United
States?

4. In June 2009, President Obama signed landmark
legislation passed by both houses of Congress
that gives the U.S. Food and Drug Administration
the authority to regulate tobacco products. Why
do you think that this legislation is considered
historic in the United States? If the FDA ap-
proached you for advice, what would your
priorities be for the regulation of tobacco
products? Why?

Brecher, E. M. (1972). Licit and illicit drugs. Mount
Vernon, NY: Consumers Union.

Cotton, P. (1993). Low tar cigarettes come under
fire. Journal of the American Medical Association,
270, 1399.

Fiori, M. C., Keller, P. A., & Curry, S. J. (2007). Health
system changes to facilitate the delivery of to-

Web Resources

bacco dependence treatment. American Journal
of Preventive Medicine, 33, S349-5S356.

U.S. Department of Health and Human Services.
(2008). Treating tobacco use and dependence.
Clinical practice guideline. Rockville, MD:
Author.

Visit the Book Companion Website at www.cengage
.com/psychology/maisto to access study tools includ-
ing a glossary, flashcards, and web quizzing. You will
also find links to the following resources:

® Quitnet: This site is dedicated to providing infor-
mation and resources to help people stop smoking.

® Tobacco Control Supersite: This website contains
links that provide extensive information on a

large number of topics relating to tobacco use in
the United States, Canada, Australia, England,
and other countries.

® U.S. Centers for Disease Control and Prevention:
This link offers a wealth of current research and
other information on smoking and other major
public health problems.
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Caffeine  @EED
What Do You Think? True or False?

Answers are given at the end of the chapter.

___ 1. About half the world’s population con- 7. Caffeine’s stimulant effects seem to be rein-

sumes caffeine regularly.

. There are major subgroup differences in
caffeine use in the United States.

. In dose of caffeine consumed, young chil-
dren have the highest exposure to cafteine,

forcing in humans.

There is evidence that people can get intox-
icated on cafteine.

Caffeine crosses the placenta and poses a
danger to the health of a fetus.

after adults 18 years and older. _10. Opverall, caffeine seems to be a safe drug for
4. Cafteine is a drug that, when consumed, is everybody.

distributed equally throughout the body. 11. Caffeine has little medical value.

— 5. Smokers tend to metabolize caffeine more 12. Caffeine’s long-term effects on children are
slowly than do nonsmokers.
well understood.
6. So many people use coffee and tea without
apparent difficulty that people obviously do
not become physically dependent on caffeine.

Cafteine, theophylline, and theobromine are three chemically related compounds that
occur naturally in more than 60 species of plants. These compounds are called the
methylxanthines and are classified as alkaloids. An alkaloid is a compound that is of bo-
tanical origin, contains nitrogen, and is physiologically active (Levenson & Bick, 1977;
Syed, 1976). Because of its overwhelming popularity, we emphasize caffeine in our
discussion. This should not be taken to suggest that the other methylxanthine drugs are
of no importance, however. Like caffeine, theophylline is a mild central nervous system
(CNS) stimulant, although it is less active than caffeine. Theobromine is the least active
of the three drugs as a CNS stimulant. Popular products that contain caffeine may also
contain different amounts of the other methylxanthines. Tea contains theophylline,
though in considerably smaller proportion than caffeine. Milk chocolate actually con-

“Coffee is the common
man’s gold, and like gold,
it brings to every man the

tains a higher proportion of theobromine than of caffeine. Table 8.1 gives the caffeine ﬁg[%‘.ﬂ 0]: luxury and
. . . 1y.
concentrations in coftee, tea, energy drinks, chocolate, and other foods and products. zzdz zlead
-al-Kadir,

We begin our review of caffeine by presenting the sources of cafteine and a brief
history of its use. We then discuss current prevalence statistics. Following that, we
describe caffeine’s pharmacological action, development of tolerance to and physical
dependence on caffeine, and caffeine’s acute and chronic effects. We conclude with a
review of some therapeutic uses of caffeine and other major methylxanthine drugs.

In Praise of Coffee,(1587)

Sources of Caffeine

Most people take their caffeine orally, as is apparent in Table 8.1, which highlights the
wide range of caffeine products that adults and children consume regularly. Com-
pounds synthesized to treat some medical problems also contain caffeine, even though
caffeine is not always of direct benefit in alleviating the problem symptoms. Table 8.1
does not present another source of caffeine—illicit street drugs (Gilbert, 1984). For
example, over-the-counter pain medications such as Anacin and Excedrin contain caf-
feine and frequently are used as filler to adulterate street drugs like heroin and cocaine.
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TABLE 8.1 Caffeine Concentration in Beverages, Energy Drinks,
Foods, and Medications

Caffeine
Concentration Total
Source (mg/oz) Caffeine (mg)
Beverages
Coffee, brewed (8 02) 13.5 108
Coffee, drip (8 0z) 18 144
Coffee, instant (8 oz) 7 56
Coffee, espresso (1.5 0z) 51 77
Tea, brewed (8 0z) 6 48
Tea, green (8 oz) 3 24
Coca-Cola Classic (12 oz) 2.9 35
Pepsi-Cola (12 oz) 3.2 38
Mountain Dew (12 oz) 4.5 54
Dr. Pepper (12 oz) 3.4 41
Canada Dry Ginger Ale (12 oz) 0 0
Energy Drinks
Red Bull (8.3 oz) 9.6 80
Monster (16 oz) 10 160
Rockstar (16 oz) 10 160
Full Throttle (16 0z) 9 144
No Fear (16 0z) 10.9 174
Amp (8.4 oz) 8.9 75
SoBe Adrenaline Rush (8.3 02) 9.5 79
Tab Energy (10.5 o2) 9.1 95
Higher Caffeine Energy Drinks
Wired X505 (24 oz) 21 505
Fixx (20 oz) 25 500
BooKoo Energy (24 oz) 15 360
Wired X344 (16 oz2) 215 344
SPIKE Shooter (8.4 0z) 35.7 300
Cocaine Energy Drink (8.4 oz) 33.3 280
Jolt Cola (23.5 o2) 11.9 280
Lower Caffeine Energy Drinks
Bomba Energy (8.4 0z) 8.9 75
Whoop Ass (8.5 oz) 5.9 50
High-Concentration Energy Drinks
Ammo (1 oz) 171 171
Powershot (1 0z) 100 100
Foods
Milk chocolate (1 oz) 6 6
Cooking chocolate (1 02) 35 35
Prescription Medications (1 tablet)
APCs (aspirin, phenacetin, caffeine) 32
Cafergot 100
Darvon Compound 32
Fiorinal 40
Migral 50
Over-the-Counter Preparations (1 tablet)
Anacin 32
Aspirin 0
Tylenol 0
Cope, Easy-Mens, Midol 32
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Vanquish 32
Excedrin 65
Pre-Mens 66
Dristan 30
Vivarin 200
No-Doz 100
No-Doz Maximum Strength 200
Dexatrim 200
Stay Awake 200
Ultra Pep-Back 200
Awake 100

Source: Adapted from multiple sources, including MedicineNet.com, the Vaults of Erowid (www.erowid.org), Energy Fiend
(www.energyfiend.com), and Reissig, Strain, & Griffiths (2009).

History of Caffeine Use

The plants that contain the methylxanthines have been used to make popular beverages
since ancient times. “Ancient” probably means at least back to the Stone Age (Rall,
1990a). Many stories, some mythical, attempt to ex