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Supervisor’s Foreword

The title of this dissertation summarizes concisely the importance of this research.
At hadron colliders, charged and neutral leptons with large components of
momentum transverse to the beam line originate from the decay of the weak
intermediate vector bosons—the W� and Z0—which are the cornerstone of the vast
majority of signatures of electroweak standard model processes and physics beyond
the standard model (BSM). This dissertation describes the methods used to identify
these so-called “prompt” electrons (and their antimatter counterparts positrons)
produced in the proton-proton collisions at the Large Hadron Collider (LHC) at
CERN in Geneva, Switzerland.

The research was performed using the ATLAS detector, one of two large
multipurpose experiments at the LHC. At present, approximately 3000 scientists
work on the ATLAS detector; about 1200 of these scientists are Ph.D. candidates
from 182 institutions located in 38 countries from six continents. Kurt Brendlinger
led the development and implementation of a new method used identify electrons,
and he made major contributions to the methods used to measure the efficiency
of the electron identification methods and to the techniques used to determine the
backgrounds from hadrons mimicking the signature of electrons. His method—
known as the “Likelihood identification”—replaced the selection-criteria-based
selection, and is now the default electron identification method used in both
real-time (or on-line) selection of the most potentially interesting proton-proton
collisions and the subsequent off-line analysis of data for physics results. In a
collaboration of 3000 physicists, it is still possible for a single individual to have a
profound impact on the scientific output of the experiment.

Electrons have a distinct way of interacting in the detector, and the combination
of various detector quantities are used to distinguish electrons from more commonly
produced charged particles such as pions, kaons and protons, collectively referred to
has “hadrons.” The distributions of some of these quantities look very different for
electrons and hadrons, so much so that it is possible to examine such a distribution
and draw a line or “cut:” on one side of the line the distribution is primarily
electrons and on the other side of the line the distribution is primarily hadrons.
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The “cut” or selection criteria can be used to distinguish electrons from hadrons.
The number of hadrons produced exceeds the number of prompt electrons by many
orders of magnitude, so a combination of several quantities must be used to ulti-
mately identify electrons. This cut-based method was the basis of the earlier
methods of electron identification with the ATLAS detector.

There are many detector quantities for which the distribution of these quantities
is different for electrons and hadrons, but not so different that it is straightforward to
draw a line that distinguishes the two distributions. The likelihood technique was
designed to address this problem. It is based on a product of the probability dis-
tributions of these various detector quantities for electrons and hadrons. More
quantities can be used in the identification, and the likelihood approach achieves a
better separation of the signal electrons from the background hadrons than the
cut-based approach. Specifically this means that for a given signal identification
efficiency, the likelihood identification achieves better background rejection than
the cut-based method, typically a factor of two better rejection.

Kurt used the likelihood in two physics analyses. The first was the measurement
of the coupling properties of the newly discovered Higgs boson in the H ! ZZ�

final state, where the Z bosons decay to either muon-antimuon pairs (l�lþ ) or
electron-positron pairs e�eþ . To maximize the size of the statistically-limited
sample of Higgs bosons in this decay mode, the minimum transverse momentum
required for the muons and electrons was made as low as possible, where back-
grounds become problematic. Introducing the electron likelihood identification
reduced the backgrounds to the prompt electrons by a factor of two. This work was
carried out using Run 1 data from the LHC, collected at center-of-mass energies of
ffiffi

s
p ¼ 7 TeV (in the year 2011) and

ffiffi

s
p ¼ 8 TeV (in the year 2012).

The second analysis used the first data from Run 2 of the LHC collected at
ffiffi

s
p ¼ 13 TeV in the year 2015. The discovery of a Higgs boson with a mass of 125
GeV opened up several rich avenues of investigation. Perhaps the most important
of these avenues is the search for BSM physics that would explain why the Higgs
boson has such a small mass. Quantum-mechanical corrections to this mass should
push its value to be many orders of magnitude larger than 125 GeV. One of the
most popular extensions of the standard model that offers an explanation to this
“hierarchy” problem is known as “supersymmetry.” In supersymmetry, each known
boson and fermion in the standard model has a supersymmetric partner that is a
fermion or a boson, respectively. The gauge bosons and the Higgs boson have
supersymmetric partners known as “gauginos,” and one of the most important
signatures of the production of gauginos is the production of W�Z0 boson pairs.
There is also standard model production of W�Z0, which forms the most important
background to these particular gaugino searches.

Insufficient data was collected in 2015 to make improvements on limits on
gaugino production from Run 1 data at the LHC. However, at the new
center-of-mass energy, it was imperative to measure the standard model production
rate ofW�Z0 boson pairs to quantify the expected contribution of this background in
searches for supersymmetry. Kurt was one of the main contributors to this analysis.
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Along with developing an expertise in electron identification, he also became a
leading specialist in determining the rate of background hadrons contributing to the
prompt electron signature. This work led to the first publication of the standard
model W�Z0 boson pair production cross section in proton-proton collisions at
ffiffi

s
p ¼ 13 TeV.

Kurt’s dissertation includes chapters on two other major pieces of work. As I
mentioned above, he was not only the leader in developing and implementing the
likelihood identification of electrons, he was also a major player in developing
improved methods to measure the efficiencies for identifying electrons using Z0 !
e�eþ decays reconstructed in the data collected by the ATLAS detector. In par-
ticular he led the improvement of the systematic uncertainties associated with these
efficiencies. Improvements in these systematics directly impact the precision of, for
example, cross-section measurements that are based on prompt electrons as part
of their experimental signatures.

Finally at the beginning of his tenure as a graduate student, Kurt also contributed
to the operations of the ATLAS detector by working on the alignment of one of the
three components of the ATLAS tracking detector or Inner Detector (ID).
Specifically he worked on the alignment of the Transition Radiation Tracker or
TRT, a tracking drift chamber constructed out of tubular drift-tubes (straws). The
University of Pennsylvania was a leading institution in the design, production and
commissioning of the 350,000 channels of on-detector electronics that read out and
process the electronic signals from the TRT. It was a natural place for us to
participate in the ID alignment.

The alignment refers to the process by which the precise locations of the various
individual components of the ID is determined using the data. It is performed in
stages. The initial stage focuses on large collections of detector elements, and then
proceeds to align smaller and smaller collections of detector elements. The TRT
alignment first adjusts the barrel and end cap detectors as whole rigid units; then it
adjusts the 96 modules in the barrel and 80 wheels in the two endcaps. Kurt’s con-
tribution was to implement a third level of alignment that focused on the individual
straws. This involved about 720,000 degrees of freedom—three orders of magnitude
larger than the second stage of TRT alignment. The result is an average knowledge
of the position of the individual straws to a level of about 100 lm, which is quite
remarkable considering that the overall scale of the ATLAS detector is tens of meters!

The length of this Foreword is a testament to the large number of areas where
Kurt contributed to the ATLAS experiment: detector operations, the building blocks
of physics analysis, and two physics results that were central to the flagship mea-
surements of the ATLAS experiment and the entire LHC physics program. The
dissertation documents these contributions thoroughly and at a level that should be
accessible to beginning graduate students in particle physics.

Philadelphia, USA
November 2017

I. Joseph Kroll
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Abstract

This thesis presents two diboson measurements with the ATLAS experiment. The
first is a differential measurement of Higgs boson observables in the four-lepton
decay channel at

ffiffi

s
p ¼ 8 TeV. The second presents a first measurement of the WZ

diboson production cross section in the three-lepton decay channel at
ffiffi

s
p ¼ 13 TeV.

Special emphasis is given to the identification techniques of prompt electrons,
particularly the likelihood identification first introduced in 2012 data taking, and
electron efficiency measurements in the ATLAS detector.
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Preface

This thesis presents my work on ATLAS from July 2010 to March 2016. The
central theme of my work was physics with electrons.

As a new member of the ATLAS collaboration I undertook a specific task to earn
the right to be an author of publication, a process we call “qualification.” My
qualification task involved the alignment of the straws of the Transition Radiation
Tracker, one of three subdetectors that compose the ATLAS Inner Detector (ID).
The ID is used to reconstruct the trajectories of charged particles. Together with the
ATLAS superconducting solenoid they form the spectrometer that is used to
determine the trajectories and momentum of charged particles produced in the
collision. The alignment of the TRT detector elements is a key ingredient for
ensuring a precise momentum measurement. This was a natural place for me to get
involved in ATLAS since the ATLAS group at the University of Pennsylvania
played a leading role in the design, production, installation, and commissioning
of the read-out electronics for the TRT.

The identification of electrons is a primary task of any general-purpose detector
at a particle collider. Electrons are used, for example, to identify W and Z bosons
through the decays W ! e” and Z ! eþ e� and to search for more massive
hypothetical partners of these intermediate vector bosons. The Penn ATLAS group
has played a leading role in the identification of electrons and photons, in part
because of the group’s involvement in the TRT, which plays a critical role in their
identification. In Fall 2011, I joined Penn graduate students John Alison and Chris
Lester on improving the ATLAS electron identification. We began with the goal of
developing a multivariate strategy to improve on the rectangular cut-based selection
in use at the time, and settled on a likelihood construction.

Around this time, hints of a Higgs boson signal around 125 GeV were appearing.
ATLAS and CMS reported modest excesses of events in the 115–130 GeV mass
range in a public seminar in December 2011. By July the following year, the
discovery of the Higgs boson with a mass of around 125 GeV was announced,
energizing the field. The relatively low mass of the Higgs means that its decays via
WW� and ZZ� feature leptons with low transverse momentum (pT), which
are harder to discriminate from background (which we call “fake” electrons).
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The electron likelihood is particularly well-suited for identifying low-pT electrons;
my goal then was to develop the electron likelihood for the 2012 data set, and
implement it in the H ! ZZ� ! 4‘ analysis.

During this time, I also began working on electron efficiency measurements.
These measurements are critical to make on new identification criteria before they
can be used by any analysis. As with any analysis, the efficiency measurement came
with its own challenges. Our efforts to improve the precision of electron efficiency
measurements reduced the uncertainty of all measurements with electrons in the
final state.

By the fall of 2013 we had completed the electron efficiency measurements; we
had also succeeded in implementing the electron likelihood in the H ! ZZ� ! 4‘
analysis. By then, I was also helping with the first Higgs fiducial and differential
cross section measurements in that channel, running the latest theoretical predic-
tions with which the data could be compared.

By the end of Run 1, the electron likelihood had improved the measurements in
many analyses, including H ! 4‘ [1], H ! WW� ! 2‘2” [2], and ttH multilepton
[3] analyses. I worked with a team of Penn grad students and post-docs to prepare
the likelihood for Run 2. That electron identification is now used by everyone on
ATLAS.

With the discovery of the Higgs boson, one of the central remaining unknowns is
the mechanism that stabilizes the Higgs mass. Supersymmetry (SUSY) offers one
possible explanation, and some particularly well-motivated SUSY models involve
“compressed” scenarios that have low-pT leptons in their signature. I was eager to
exploit my knowledge of electron identification to search for well-motivated SUSY
scenarios with soft lepton signatures. In the fall of 2014 and beginning of 2015, we
prepared to contribute to a sensitive three-lepton SUSY analysis using 2015 data.
The signature featured low-momentum leptons and potentially difficult back-
grounds from fake leptons. When it became clear that the LHC would fail to deliver
enough data in 2015 to surpass the Run 1 sensitivity to our target SUSY signature,
we pivoted toward measuring its largest Standard Model background,WZ. Studying
this process allowed us to continue developing the strategy to estimate the back-
grounds from fake leptons relevant to the SUSY search, and to understand WZ as a
background to potential new physics.

This thesis presents the fiducial and differential measurements of the recently
discovered Higgs boson decaying to two Z bosons in Run 1, as well as the Standard
Model (SM) WZ diboson cross section at 13 TeV in Run 2. A lot of attention is paid
to the construction and performance of the electron likelihood developed in 2012
data, and adapted for Run 2. Some of the motivation for measuring WZ is to prepare
for 3‘ searches; the theoretical motivations for these searches is presented as well.

The material presented in this thesis is based on a number of ATLAS conference
notes1 and journal publications. The improvements in TRT detector alignment are

1Conference notes document preliminary ATLAS physics results and undergo a similar level of
collaboration review as papers that are submitted to refereed journals.
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summarized in a 2012 conference note [4]. The Run 1 electron efficiency mea-
surements and a description of the electron likelihood identification are described in
a 2014 conference note [5], which is currently in preparation for journal submis-
sion. Run 2 methods of electron identification, including updates described in this
thesis, are described in a conference note prepared for Moriond 2016 [6]. The Higgs
production and couplings measurement in the 4‘ channel, for which I was involved
in electron identification optimization, was published in January 2015 in Phys. Rev.
D [1]. The H ! 4‘ fiducial and differential cross section measurements, featuring
the same event selection as in [1], were published in Physics Letters B in November
2014 [7]. Finally, the WZ measurement at 13 TeV described in this thesis has been
submitted to Phys. Lett. B and is currently available on arXiv.org [8].

June 2016 Kurt Brendlinger
CERN, Geneva, Switzerland
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Chapter 1
Outline

This thesis is divided into three main topics: the alignment of the Transition
Radiation Tracker subdetector, the performance of electron objects, and measure-
ments of diboson processes, including the Higgs boson decaying to four leptons, and
WZ diboson production.

The first topic covered is the alignment of the TRT. In order to reconstruct collision
events, the ATLAS detector gathers information on charged particles that traverse
the detector volume. Its Inner Detector is composed of high-granularity position
sensors that record hits from these particles; the hits are constructed into tracks
which are used to study the event. The TRT, which is composed of nearly 300,000
drift tubes (straws) containing an ionizable gas mixture, records track positions and
can also be used to help identify different types of particles. The position of the
straws in this subdetector must be known to a very high precision to deliver accurate
particlemomentummeasurements. This thesis describes themethodsused to align the
individual detector elements using collision data, and the subsequent improvements
in measured track parameters. In particular, I document our work to remove large-
scale detector deformations by individually aligning over 350,000 TRT drift tubes
using in-situ collision data.

The second part of this thesis is dedicated to electron performance. The electron
is one of the fundamental particles that the ATLAS detector was built to detect, and
it plays a critical role in many ATLAS physics analyses. The ATLAS Collabora-
tion maintains a group, the e/γ Combined Performance (CP) Group, dedicated to
the preparation of electron physics objects, including their reconstruction from the
raw detector data, discrimination against backgrounds with similar responses in the
detector, measurements of the efficiency of those discriminating criteria, and elec-
tron energy measurements. I worked on electron discrimination against backgrounds
and electron efficiency measurements. Improving these methods and measurements
can have a far-reaching effect because it can improve the sensitivity of any analysis
using electrons. The improvements outlined in this thesis have been demonstrated
to benefit ATLAS analyses, most notably measurements of the Higgs boson using
Run 1 data. The methods in this thesis are also currently in use as Run 2 continues.

© Springer International Publishing AG 2018
K. Brendlinger, Physics with Electrons in the ATLAS Detector, Springer Theses,
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2 1 Outline

Both of the physicsmeasurements presented in this thesiswere performed after the
Higgs discovery at the LHC, and both are examples of important areas of focus in the
field of experimental high-energy particle physics in the post-Higgs world. The first
goal is the description and characterization of the new particle, and comparison with
theoretical predictions. In this thesis, I presentmywork on thefiducial and differential
cross section measurements in the four-lepton decay channel, and comparisons of
kinematic observables with theoretical predictions. Deviations with respect to the
predictions can be an indicator of possible new physics. Though the differential
cross sections in the 4� decay channel suffer from large statistical uncertainties, our
measurement paved the way for more precise calculations in the future.

The second measurement presented in this thesis is the measurement of a well-
established SM process: WZ diboson production. Initially I had intended to work
on a search for new physics, motivated by a supersymmetry signature with decays
to leptons via intermediate W and Z bosons to a three-lepton decay channel. This
channel is one of the most sensitive to superpartners of the SM electroweak sector,
and the LHC was expected to deliver enough collision data in 2015 to surpass the
sensitivity of the Run 1 dataset. However, the delivered integrated luminosity fell
short of this projection.

Adjusting, we decided to turn our efforts to measuring the largest SM back-
ground to the 3� search, namely WZ diboson production. This process had not yet
been measured at this p–p collision energy, and previous measurements at smaller
center-of-mass collision energies had shown a discrepancy between theoretical pre-
dictions and measurements. The measurement is a means to constrain an important
background to our intended search, but SM diboson physics is interesting in its own
right as a test of the predictive power of the Standard Model.

Chapter2 provides the theoretical context for the following material, with a focus
on the Higgs boson and Standard Model diboson physics. Chapter3 describes the
experimental apparatus, namely the Large Hadron Collider and the ATLAS detector.
Chapter4 describes the straw-by-straw alignment of the TransitionRadiation Tracker
subdetector. Chapter5 introduces the subject of electron identification on ATLAS,
and describes the development, commissioning and performance of the electron like-
lihood identification. Chapter6 describes the in-situ electron identification efficiency
measurements using Z → ee events.

Chapter7 describes theHiggs fiducial and differential cross sectionmeasurements
in the 4� channel, made in 2014 using the Run 1 data set, with a focus on the impact
of analysis improvements in electron identification and comparisons of differential
distributions to theoretical predictions. Finally, Chap. 8 describes the fiducial cross
section measurement of WZ diboson production using

√
s = 13TeV data collected

in the first year of Run 2.

http://dx.doi.org/10.1007/978-3-319-73930-4_2
http://dx.doi.org/10.1007/978-3-319-73930-4_3
http://dx.doi.org/10.1007/978-3-319-73930-4_4
http://dx.doi.org/10.1007/978-3-319-73930-4_5
http://dx.doi.org/10.1007/978-3-319-73930-4_6
http://dx.doi.org/10.1007/978-3-319-73930-4_7
http://dx.doi.org/10.1007/978-3-319-73930-4_8


Chapter 2
Introduction to the Theory

This section presents the theoretical background necessary to motivate and under-
stand the content of the rest of the thesis. The focus is on the electroweak sector of the
Standard Model of particle physics, electroweak symmetry breaking and the Higgs
boson, and diboson physics with a focus on the WZ process. To further motivate
the study of diboson physics, the theory of supersymmetry and the prospects for its
discovery are briefly discussed, with a focus on signatures with diboson final states.

2.1 The Standard Model of Particles

The Standard Model (SM) of particle physics was constructed over the course of
roughly the last century and has successfully described the vast majority of particle
interactions. The SM is based on the existence of local (gauge) symmetries that
motivate the structure of interactions of fermions (quarks and leptons) by means of
force-mediating fields. Quantum field theories have been developed to describe the
behavior of low-energy electromagnetic interactions (quantum electrodynamics, or
QED), the strong nuclear force (quantum chromodynamics, QCD), and the weak
nuclear force, which in fact is unified with electrodynamics at higher energies.

The first quantum field theory, QED, was developed to describe the interactions
between electrons and photons, and its construction revealed features that are com-
mon to all field theories, as well as features characteristic of a “well-behaving”
theory. A key field theory concept is that requiring local gauge invariance under
Lorentz transformations of the fermionic field implies the existence of a spin-1
gauge field (the photon for QED). QED is also perturbative: the coupling constant
α = e2/4π is small enough that cross section calculations can be described as a
power series in orders of α, with small higher-order corrections. Another property of
QED (and of a “good theory” in general) is its validity at all energy scales; this prop-
erty was lacking in early versions of QED, with infinities (ultraviolet divergences)

© Springer International Publishing AG 2018
K. Brendlinger, Physics with Electrons in the ATLAS Detector, Springer Theses,
https://doi.org/10.1007/978-3-319-73930-4_2
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4 2 Introduction to the Theory

appearing in cross section calculations. This problem was solved by a process called
renormalization: physical parameters such as the masses and coupling constants of
the theory are redefined to absorb the infinities, resulting in a finite cross section
calculation.

The quantum field theory approach could be applied to the strong nuclear force.
The study of hadrons accelerated during the era of bubble and spark chambers in
the 1950s leading to an explosion of particle discoveries. These particles could be
arranged according to their properties in a way suggestive that they were in fact
composites of smaller constituents, later named quarks [1–3]. Because some of these
hadronic bound states seemed to be composed of multiple quarks in the same state, in
violation of the Pauli exclusion principle, itwas recognized that quarks required a new
quantum number, called color [4]. QCD theory is based on quark invariance under
color transformations, an SU(3) symmetry, where gluons are the massless generators
of the SU(3) group. An important feature of this gauge theory (and indeed any non-
Abelian gauge theory) is that while the coupling constants are high enough at low
energy scales to confinequarks to colorless hadrons, these “constants” in fact decrease
at higher energy scales [5, 6]. This feature transforms QCD into a perturbative field
theory at high energies, such as the energies accessible using today’s accelerators.

Difficulties arose when trying to cast the weak force into a gauge theory. Weak
interactions were proposed to explain nuclear β decay; the phenomenon has prop-
erties of an SU(2) symmetry, but its short interaction scale implies a massive gauge
boson mediator. However, this would break the Lorentz invariance of the theory,
which requires massless bosons. A solution was required to explain the masses of
the weak gauge bosons, and preferably one that preserved the nice properties of the
field theory: Lorentz invariance and renormalizability.

2.2 Electroweak Symmetry Breaking

The solution to the problems in the weak sector involved starting with a larger
SU(2)×U(1) symmetry groupwithmassless gauge bosons and spontaneously break-
ing this symmetry to obtain the structure of the electromagnetic and weak forces seen
in nature. To do this, a complex scalar field doublet is introduced. However, instead
of being invariant under SU(2) symmetry with a ground state (vacuum expectation
value or vev) at the origin, it has a non-zero vev, and SU(2) transformations change
the ground state—the symmetry is “spontaneously broken.”

The consequences of this complex scalar field breaking SU(2) symmetry are
profound. The generators of SU(2)×U(1) (Bμ for U(1) and W 0

μ , W
1
μ , W

2
μ of SU(2))

mixwith each other andwith degrees of freedomof the complex scalar field, resulting
in a massless gauge boson (the photon), two massive vector bosonsW+ andW− (the
charged weak currents) and a third massive, neutral vector boson (Z ) which had not
yet been observed, amounting to a prediction of the theory of electroweak symmetry
breaking (EWSB). The photon, a superposition of Bμ and W 0

μ , is associated with
an unbroken U(1) symmetry that reproduces QED. The mechanism also predicts a
massive scalar boson that couples to particles in proportion to their mass.
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Themechanismdescribed abovewas developed in the 1960s, including the sponta-
neous symmetry breakingmechanism (the Brout–Englert–Higgs or BEHmechanism
[7–9]) and the unification of the electromagnetic and weak forces [10–12]. The new
theory has all the desirable properties of a quantum field theory: the Lagrangian is
Lorentz invariant and the theory is renormalizable [13]. The theory also provides
mass terms (Yukawa couplings) for fermions in its Lagrangian, thus solving another
theoretical problem.

The predictions of the new theory were confirmed in the following years: weak
neural currents were observed in the Gargamelle bubble chamber experiment at
CERN in 1973 [14, 15], supporting the existence of the proposed Z boson. The
massive W and Z bosons themselves were discovered in 1983 at CERN by the UA1
and UA2 experiments using collisions at the Super Proton Synchrotron collider,
and their properties were extensively studied at the LEP and SLC colliders [16–19].
These discoveries fueled the success of the unified electroweak theory; the remaining
missing piece was the predicted massive scalar boson, the Higgs boson.

2.3 The Higgs Boson

One of the unknown parameters of EWSB was the mass of the Higgs boson, which
is not predicted by the theory. Previous to the construction of the LHC, various
constraints on the mass of the Higgs boson were placed. A Higgs with mass lower
than the TeV scale is required to keep the WW scattering probability below one
(or risk the electroweak theory becoming non-perturbative) [20]. Constraints from
LEP and the Tevatron provided a lower bound on the mass [21]. The discovery of
the Higgs boson was eventually made using collisions at the LHC. On July 4, 2012,
ATLAS and CMS experiments announced the discovery of a particle with Higgs-like
properties, with a mass of about 125GeV [22, 23].

The production modes of the Higgs boson at a hadron collider are depicted in
Fig. 2.1. At the LHC, Higgs production is dominated by gluon fusion (ggF), repre-
senting 87% of Higgs production at

√
s = 8TeV.1 Vector boson fusion has a distinct

signature featuring two forward jets and plays an important role in determiningHiggs
boson couplings [24]. Higgs production in association with top quarks (t t H ) offers
direct access to the top Yukawa coupling.

The decays of the Higgs boson are illustrated in Fig. 2.2; production and decay
modes are summarized in Table2.1.

Measurements of the Higgs boson using the Run 1 data set are so far consistent
with the SM predictions. Figure2.3 shows the measured couplings to vector bosons
and fermions in the ATLAS and CMS detectors, demonstrating their dependence on
the mass of the Higgs boson as predicted by the SM.

Part of the LHC program in the coming years will be to measure the prop-
erties of the newly discovered Higgs boson and compare them to the theoretical

1Higgs cross sections are quoted given a mass of 125.4GeV.
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Fig. 2.1 Leading-order Feynman diagrams of Higgs boson production modes. From left: gluon-
gluon fusion via heavy quark loops; vector boson (Z or W ) fusion with two forward jets; radiation
of a Higgs (Higgstrahlung) from a W or Z boson; Higgs production in association with top quarks
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Fig. 2.2 Higgs decay modes. Left: decay to WW or Z Z spin-1 boson pairs; middle: decays
to photons via virtual top and W loops; right: decays to fermion-antifermion pairs. Accessible
(distinguishable from background) f f̄ pairs at the LHC include τ+τ−, μ+μ−, and bb̄

Table 2.1 Predicted Higgs production cross sections (σ) and decay branching ratios, given a Higgs
with mass 125.4GeV

Production mode σ (pb) % of total σ

Gluon-gluon fusion 19.15 87

Vector boson fusion 1.573 7

WH 0.6970 3

ZH 0.4112 1.9

bbH 0.2013 0.9

t t H 0.1280 0.6

Decay mode Branching ratio (%)

H → bb̄ 57.1

H → WW 22.1

H → ττ 6.25

H → Z Z 2.74

H → γγ 0.228

H → Zγ 0.157

H → μμ 0.021

H → other 11.4

(gg, cc, ss, t t)
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Fig. 2.3 Measurements
combining ATLAS and CMS
analyses of best-fit couplings
to fermions and bosons,
using the coupling modifiers
κ = σ/σSM. The results
illustrate the mass
dependence of particle
couplings to the Higgs boson
[25]

vV
m

Vκ
  o

r 
 

vF
m

Fκ
4−10

3−10

2−10

1−10

1 Z

W

t

b
τ

ATLAS and CMS
LHC Run 1 Preliminary

Observed
SM Higgs boson

Particle mass [GeV]

1−10 1 10 210

R
at

io
 to

 S
M

   
 

0
0.2
0.4
0.6
0.8

1
1.2
1.4

predictions. Deviations in cross section measurements, or differences in differential
cross sections, can point to new physics. As an example, an additional heavy particle
that couples to the Higgs can add an additional production mode to the list in Fig. 2.1
and increase the production of Higgs bosons with a higher pT. It is for this reason
that the theory community has made efforts to improve the understanding of the SM
prediction of the Higgs pT spectrum.

2.4 Diboson Physics, Triple Gauge Couplings and WZ

The non-Abelian nature of the electroweak sector allows for triple and quartic gauge
couplings—vertices with three and four gauge bosons. The triple gauge couplings
(TGCs) allowed by the SM correspond to the WWZ and WWγ vertices, accessible
via the WW , Wγ and WZ production processes.2 Production of WW is available
at both hadron and e+e− colliders, whereas the Wγ and WZ processes are only
accessible at hadron colliders. Quartic gauge couplings (QGCs) can be probed using
vector boson scattering (VBS), including W±W± j j production, WWγ and WZγ
production, and the γγ → WW process [26]. Measurements of triple and quartic
gauge couplings and comparisons with theoretical predictions are an important test
of the predictions of the SM.

Any deviation from the SM predictions of diboson production rates can originate
from what are referred to as anomalous triple gauge couplings and can point to new
physics. Themost notable example of this was the dedicated search for and discovery

2Z Zγ and Zγγ vertices are disallowed by the SM; photons only couple to charged particles.
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W ∗ W ±

Z

W ±

ZZ

W ±

Fig. 2.4 Leading-order Feynman diagrams for WZ production at the LHC. From left, the t- and
u-channel production, and the s-channel production, which features a triple gauge coupling vertex

of the Higgs boson decaying toWW [27], which manifested in an increase of events
above the SM WW production cross section, and in differences between certain
kinematic observables and the theoretical prediction from SM WW production.

2.4.1 WZ Production and Decay Modes

The WZ diboson production process is particularly useful to study because its cross
section is influenced by a triple gauge coupling vertex in the s-channel. Furthermore,
its backgrounds are relatively small in contrast to the WW process, which has large
backgrounds due to t t̄ that can necessitate a jet veto requirement. Figure2.4 depicts
the three leading-order Feynman diagrams for WZ production at p–p colliders.

TheW boson decays to eνe,μνμ, τντ , and qq̄ ′, with branching fractions of roughly
11, 11, 11, and 67%, respectively. The Z boson decays to ee, μμ, ττ , νν, and qq̄ with
branching fractions 3.4, 3.4, 3.4, 20, and 70%, respectively. The WZ diboson cross
section is typicallymeasured using the �ν��

′�′ (“fully leptonic”) decay channels, with
�, �′ = e or μ, because leptons have fewer backgrounds compared to jets at hadron
colliders. The WZ channels including taus are typically excluded because the tau
is unstable and largely decays hadronically, and thus also has large backgrounds
compared to e and μ.

Searches for diboson resonances often use the ��qq ′ channel, with the Z decaying
leptonically and the W decaying to quarks. This channel has several advantages
compared to the purely leptonic channel: all decay products are visible which allows
for themass of a heavy resonant peak to be reconstructed, the branching ratio is much
larger than the fully leptonic decay modes, and backgrounds from multijet, Z + jet
and W + jet production are much smaller for the high-pT decay products of a heavy
resonant particle.

2.5 Supersymmetry and Diboson Physics

Diboson channels, and particularly signatures with both aW and a Z in the final state,
are a well-motivated place to search for new physics, and in particular for traces of
a theory known as supersymmetry (SUSY).
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The discovery of the Higgs boson was a milestone in particle physics, providing
an important piece of the SM. However, loop corrections to the Higgs mass are
divergent and suggest a Higgs mass on the order of the Planck scale (∼1019 GeV),
unless these corrections come in pairs that conveniently cancel in poorly-motivated
ways. Problems of this nature are suggestive of a new symmetry that protects the
Higgs mass scale. A symmetry which relates fermions and bosons and arranges the
SMparticles intomultiplets—supersymmetry—can effectively solve this fine-tuning
problem. In the past few decades a large number of theories have developed under
the basic SUSY assumptions to try to explain existing phenomena and suggest new
phenomenology beyond the SM.

The electroweakino sector—the superpartners to the electroweak force carriers
and the Higgs—is a well-motivated place to look at the LHC. Fine-tuning arguments
suggest that these SUSY particles must have masses at or near the electroweak
scale [28].

The electroweakino spectrum consists of the superpartners of the SU(2)×U(1)
gauge group: a neutral bino, and neutral and charged wino components; in addition,
it contains the superpartners to the two Higgs doublets, resulting in two neutral and
two charged higgsinos. These gauge eigenstates may mix; the mass eigenstates are
called neutralinos (χ̃0

1, χ̃0
2, χ̃0

3, χ̃0
4, in order of increasing mass) and charginos (χ̃±

1
and χ̃±

2 ). The electroweakino spectrum is controlled by four variables, M1, M2, μ
and tan β, which dictate the hierarchy of states (and degree of mixing) [29].

At the LHC, direct production of electroweakinos proceeds mainly through s-
channel production via W ’s and Z ’s, and cross sections can be on the order of
1–10pb. Searches focus on the production of lighter states, namely χ̃±

1 χ̃0
2 and χ̃±

1 χ̃±
1

production. As illustrated in Fig. 2.5, the primary decays are χ̃±
1 → χ̃0

1W and χ̃0
2 →

χ̃0
1Z , which can result in signatures with two or three leptons and large missing

transverse momentum. These signatures are very similar to the SM WW and WZ
processes—they can have on-shell W and Z bosons—and differ most significantly
in their additional Emiss

T . Because the production cross sections of electroweakino
pair production are typically at least two orders of magnitude smaller than those of

q

q̄

W ∓

W ±

χ̃0
1

χ̃0
1

q

q̄

Z∗ χ̃±
1

χ̃∓
1

Z

W ±

χ̃0
1

χ̃0
1

W ∗ χ̃±
1

χ̃0
2

Fig. 2.5 Direct s-channel production and decay of χ̃±
1 χ̃±

1 (left) and χ̃±
1 χ̃0

2 (right), resulting in two-
and three-lepton signatures (respectively) with Emiss

T . These signatures are the target of ATLAS
direct electroweakino production searches, for which the WW and WZ SM diboson processes are
the main irreducible backgrounds
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SM WW and WZ production, analyses gain sensitivity by imposing a high Emiss
T

requirement in their signal region.3 Understanding the SM backgrounds to these
searches, namely WW and WZ , are essential to the success of searches for these
SUSY signatures.

2.6 Physics at Hadron Colliders

Cross section calculations at hadron colliders require precise understanding of the
dynamics of the proton constituents and the nature of the strong force governing
quarks and gluons. Luckily, the high energies reached by modern-day colliders are
in the perturbative limit of QCD.

The parton model of high-energy interactions with the proton (or other hadrons)
takes the view that at relativistic energies, the proton length is contracted, resem-
bling a disc, and interactions between its constituents are slowed due to time dila-
tion such that it can be characterized as a collection of non-interacting constituent
quarks and gluons (“partons”) [30]. Then the proton can be described using form fac-
tors f (x, Q2) for each parton inside the proton, called parton distribution functions
(PDFs). Here, x is the fraction of the proton momentum carried by the parton and Q2

is the momentum transfer. The form factor has a strong dependence on x , and only
a small dependence on Q2. PDFs cannot be calculated perturbatively; instead, they
are fit to measurements from deep inelastic scattering, Drell–Yan, and jet production
cross section data, and evolved as a function of Q2 with what are referred to as the
DGLAP equations [31–33]. Several collaborations provide PDFs that can be used
to make QCD cross section predictions; Fig. 2.6 shows the PDF distributions for the
valence quarks, sea quarks, and gluons found inside a proton.

The cross section calculation of a p–p process can be factorized into two parts:
the perturbative QCD calculation in orders of αs of the hard-scatter process and the
physics of the proton described by the parton model. The perturbative calculation
can only be performed out to a few orders in αs , resulting in a scale dependence μR

related to the renormalization process required to remove ultraviolet divergences.
This scale dependence is typically set to the scale of the hard-scatter process (for e.g.
Higgs production μR is set to mH ) and varied by factors of 2 and 1/2 to get a sense
of the uncertainty related to this choice. The scale dependence should diminish if the
calculation is carried out to higher orders of αs .

Another complication arises in the calculation of corrections real and virtual gluon
emissions. These emissions can be thought of as either being part of the perturbative
calculation or as part of the proton structure and thus incorporated into the PDF. A
scale parameter μF is introduced to separate the physics of the proton and the hard
scatter process which should not affect the result (it is also typically set to the scale of
the hard-scatter process). Uncertainties due to this factorization scale are estimated

3Though it is possible that SUSY could appear in SMdibosonmeasurements, such signatures would
appear first in the dedicated searches commonly conducted by ATLAS and CMS.
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Fig. 2.6 PDFs from the MMHT14 NNLO prediction [34]

by varying it up and down, typically by factors of 2 and 1/2. The cross section can
then be written as such:

σAB =
∫

dxadxb fa/A(xa,μ
2
F ) fb/B(xb,μ

2
F ) × [

σ̂0 + αS(μ
2
R)σ̂1 + · · · ]ab→X ,

(2.1)
integrated across all possible momentum fractions xa and xb for each of the partons,
with associated scale and factorization dependences [35].
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Chapter 3
Experimental Apparatus

The following chapter describes the experimental apparatus used in this thesis. In
addition, the software techniques used to reconstruct1 and identify key particles are
described, including track reconstruction, jet, electron and photon reconstruction,
and muon reconstruction.

Special emphasis is placed on elements of the ATLAS detector and LHC collision
conditions that affect electron reconstruction and identification.

3.1 The Large Hadron Collider

The LHC [1] was built to meet the challenges facing particle physics in the post-LEP
(1989–2000), post-Tevatron (1987–2011) era. It is designed to produce a large variety
of physics processes with very high center-of-mass (c.o.m.) energies, and it collides
particles at a high rate to allow the study of rare processes. The LHC provides proton-
proton (p–p) and heavy-ion (Pb–Pb) collisions to four primary detectors: ALICE
[2], LHCb [3], CMS [4] and ATLAS [5].

Protons are injected into the LHC using a chain of particle accelerators as depicted
in Fig. 3.1. Hydrogen atoms are ionized and the protons are accelerated to 50MeV
with the Linac, a linear accelerator. The protons continue to the Proton Synchrotron
Booster (PSB), followed by the Proton Synchrotron (PS) and Super Proton Syn-
chrotron (SPS); each accelerates the protons to energies of 1.4, 25 and 450GeV
respectively, before they are delivered to the LHC. The PS and SPS deliver protons

1“Reconstruction” refers generally to the process of both determining the trajectory (position,
momentum and energy) of a particle and assigning a hypothesis of its fundamental origin using the
raw hit information from the detector. Typical particle hypotheses include photon, electron, muon,
and jet, or even kaon, pion, quark-initiated jet, and gluon-initiated jet (this is not a comprehensive
list).
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Fig. 3.1 The Large Hadron
Collider, its injection chain,
and the four main
experiments, ATLAS,
ALICE, CMS, and LHCb, to
which it delivers collisions

in “bunches” separated by roughly 25ns each; in total 2808 bunches can be injected
into the LHC ring.2 There are about 1011 protons per bunch.

Once inside the LHC, the proton bunches are kept circulating using supercon-
ducting magnets cooled to 1.9K with liquid helium. Radiofrequency cavities with a
maximum oscillation of 400MHz are used to accelerate the particles from 450GeV
to a maximum of 7TeV. Other magnets are dedicated to focusing and colliding the
beam in the center of each of the four detectors.

In order to rapidly collect data, theLHCmust deliver a high instantaneous luminos-
ity, the number of p–p interactions per second, to an experiment. Instantaneous lumi-
nosity is historicallymeasured in cm−2s−1. The instantaneous luminosity depends on
the square of the number of protons in a bunch, the number of circulating bunches, the
energy of the beam, the spread of particles in a beam (beam emittance), how tightly
the magnets are focused at the interaction points (β∗), and the crossing angle of the
beams. Figure3.2 shows the instantaneous luminosity delivered to ATLAS between
2010 and 2012, reaching nearly 8.0 × 1033 cm−2s−1. The peak instantaneous lumi-
nosity in 2015 was 5.0 × 1033 cm−2s−1; already in 2016 the peak luminosity has
exceeded 1 × 1034 cm−2s−1, its design luminosity [1]. For reference, the process
pp → W± → eν, with a cross section of about 10nb at 8TeV, occurred about
80 times per second at the end of 2012. Figure3.3 reports the integrated luminosity
delivered to ATLAS in each year of data taking from 2011 to 2016. In 2012 alone,
the process pp → W± → eν would have occurred at the ATLAS interaction point
around 230 million times.

As a consequence of the high instantaneous luminosity delivered by the LHC,
the number of inelastic p–p interactions in a single bunch crossing at the detector
interaction point is much greater than one. Figure3.4 depicts the average number of

2There is space for 3564 bunches in the LHC ring, but gaps are required to allow the “kicker”
magnets that inject beam into the SPS or the LHC to ramp up. A large gap (3µs) is required to
allow the LHC Dump Kicker to turn on and dump the beam.
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Fig. 3.3 Cumulative p–p
collision luminosity
delivered to the ATLAS
detector versus day of the
year, separately for years
between 2011 and 2016
(ongoing) [6]
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interactions per bunch crossing in 2011, 2012, and 2015. Themultiple interactions per
crossing poses a challenge for detectors that must resolve the properties of individual
interactions. Compounding the issue, the 25ns spacing between interactions is much
faster than the response time of many calorimeter systems, meaning the effects of
events from adjacent bunch spacings are present in an event as well. These conditions
introduce challenges with which the detector collaborations must cope.
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Fig. 3.4 Mean number of interactions per bunch crossing in 2011–2012 data taking (left) and 2015
data taking (right). The 2015 dataset is split into two periods: one in which the bunch spacing is
50ns, as in Run 1, and one in which the bunch spacing is decreased to 25ns, during which the bulk
of 2015 data was taken [6]

3.2 The ATLAS Detector

The ATLAS detector measures the energy and momentum of light, electromagnet-
ically interacting particles (electrons and photons), hadronic jets, and muons. To
achieve this, the detector is composed of several nested, cylindrical sub-systems.
Closest to the interaction point (IP), a tracking system is used tomeasure the momen-
tum of charged particles while absorbing as little of a particle’s energy as possible.
Next, a system of calorimeters is used to stop electrons, photons and hadronic jets,
measuring their energy in the process. An electromagnetic calorimeter is closer to
the IP, and absorbs nearly all the energy from electrons and photons. Hadronic jets
are fully stopped by the hadronic calorimeter. Muons escape the calorimeter; the out-
ermost layer of the ATLAS detector is a spectrometer composed of tracking detec-
tors and toroidal magnets designed to measure their momenta. The sub-systems are
designed in ways to make it easier to identify electrons, photons, hadronic jets and
muons and discriminate between the different classes in order to understand the
fundamental interaction in the p–p collision.

In some of the following schematic diagrams presented, ATLAS uses a right-
handed coordinate system with its origin at the nominal interaction point (IP) in the
center of the detector and the z-axis along the beam pipe. The x-axis points from the
IP to the center of the LHC ring, and the y-axis points upward. Because the detectors
are constructed using a cylindrical geometry, cylindrical coordinates (r,φ) are often
useful, where φ is the azimuthal angle around the beam axis. It is common in particle
physics to use φ and the pseudorapidity η, defined in terms of the polar angle θ as
η = − ln tan(θ/2), to describe the trajectory of particles.
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Fig. 3.5 View of the Inner Detector barrel detectors. The active elements of the Insertable B-Layer,
not pictured, is positioned at a distance R = 33.25mm from the interaction point

3.2.1 The Inner Detector and Solenoid

The inner detector (ID) is a tracking system designed to reconstruct the trajectories
of charged particles at pseudorapidities of up to |η| < 2.5. It is surrounded by a
solenoid coil delivering a 2T axial magnetic field that bends charged particles and
allows for a precisemeasurement of theirmomentum. The inner detector is composed
of three sub-detectors which use different technologies: a pixel detector, a silicon
strip detector and a transition radiation tracker. The position of a charged particle
traversing the inner detector will be measured about 41 times (3 hits in the pixel
detector, 8 hits in the SCT, and 30 hits in the TRT). Figures3.5 and 3.6 depict the
inner detector sub-systems.

3.2.1.1 Pixel Detector

The pixel detector consists of three layers of pixel sensors arranged in a barrel and
two endcaps, covering a range of |η| < 2.5. The plane of each pixel sensor is 50µm
× 400µm in size, and there are 1744 total pixel sensors with a total of 80 million
readout channels. The pixel sensors provide a resolution of 10µm in the r −φ plane,
and 115µm in the z direction (r direction) of the barrel (endcap) modules.
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Fig. 3.6 View of the Inner Detector endcap detectors

During the shutdown between 2012 and 2015 data taking periods, the Insertable
B-Layer [7] was installed, adding a fourth layer of pixel sensors. The beam pipe
inside the ATLAS detector was replaced, reducing its radius from 29 to 25mm, and
the newest layer is positioned at a radius of around 33mm from the interaction point,
compared to 50mm of the original closest layer. This layer allows higher-precision
tracking including an increased ability to detect displaced vertices from b-jets.

3.2.1.2 Silicon Strip Detectors

The silicon microstrip tracker (or SCT—standing for SemiConductor Tracker) con-
sists of four barrel and nine end-cap layers, located at radii between ∼288−560mm
and covering a range of |η| < 2.5. Each layer consists of silicon microstrip sensors:
two sensors are arranged back-to-back at a relative angle of 40mrad to provide pre-
cise position measurements, with a resolution of about 17µm in the r − φ plane.
The resolution in the z (r ) direction of the barrel (endcap) modules is worse—580
µm. The SCT has 6 million readout channels.

3.2.1.3 Transition Radiation Tracker

The Transition Radiation Tracker (TRT) is the outermost subdetector in the inner
detector, located at a radius of∼550–1100mm and covering a range of |η| < 2.0 [8].
The element providingmeasurements in the TRT is a proportional drift tube (“straw”)
with a diameter of 4mm. The straws consist of an aluminum cathode deposited on
electrically insulating Kapton; the straw is mechanically reinforced with carbon fiber
bundles. Running along the center of the straw is a gold-plated tungsten wire anode
fromwhich the signal is read out. A voltage difference 1500V is kept between anode
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Fig. 3.7 The high threshold probability in a region of the barrel (|η| < 0.625, left) and in the endcap
(1.752 < |η| < 2.0, right). Particles with a low γ factor such as pions have small high threshold
probabilities, and those with a high γ factor (electrons) have larger high threshold probabilities [9]

and cathode. The straws are filled with a mixture of gas (70%Xe, 27%CO2, 3%O2);
Xenon provides the ionizing radiation used to create the signal pulse.

In the TRT, a polyethelene fiber (barrel) or polypropylene foil (endcap) is arranged
between the straw layers. The material has a different dielectric constant than its sur-
roundings; and a particle traversing the matrix of foil boundaries has a probability of
emitting a photon (called “transition radiation”) proportional to the γ-factor of the
particle—lighter particles are more likely to emit transition radiation than heavier
particles. The radiated photons have ∼keV-scale energies that can ionize Xenon,
leading to larger signals in the TRT drift tube. The TRT has a ternary threshold
output: zero, low-threshold and high-threshold. Electrons—which are much lighter
than their backgrounds, are more likely to induce high-threshold hits along their tra-
jectory, as illustrated by Fig. 3.7. This phenomenon is used in electron identification
to discriminate against backgrounds.

3.2.2 The Calorimeters

ATLAS has two main calorimeter systems, the liquid Argon calorimeter (LAr
calorimeter) and the Tile Calorimeter (TileCal), for inducing and measuring electro-
magnetic and hadronic showers. Its system of forward calorimeters, designed based
on similar principles and instrumenting the region 1.5 < |η| < 3.2, are not described
in detail here. Calorimeter showers can be characterized according to their longitu-
dinal depth and its lateral width, which vary according to the type of incident particle
and the nature of the absorber used in the calorimeters.

Electrons and photons passing through an absorber will shower electromagneti-
cally: photons produce e+e− pairs and electrons emit bremsstrahlung photon radia-
tion; the daughter electrons and photons also interact, resulting in a particle shower.
Most of the energywill have been absorbed after traversing about 20 radiation lengths
X0 of absorber (longitudinal depth). The lateral width of the shower in a material is
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Fig. 3.8 The LAr and Tile calorimeters [11]

characterized by its Molière radius, the radius of a cone in which 90% of the shower
energy is contained.

Hadrons, on the other hand, shower mostly via strong interactions. The shower
develops in a similar cascade of decay products, about 1/3 of which are π0 which
decay electromagnetically, initiating an electromagnetic shower component to the
total shower. Hadronic showers are characterized by a core energy deposit, partially
due to the electromagnetic showering, and a larger tail of energy deposition [10].

The LAr and Tile calorimeters, depicted in Fig. 3.8, are both sampling calorime-
ters, alternating absorber and active layers. The LAr was specifically designed to
aid electron and photon discrimination against hadronic jets. It uses liquid argon as
an active material, whose relatively small Molière radius (10cm) results in compact
electromagnetic showers from electrons and photons. These local shower deposits
can be identified against the more diffuse showers of hadronic jets.

3.2.2.1 Liquid Argon Calorimeter

The Liquid Argon Calorimeter is an electromagnetic calorimeter consisting of alter-
nating lead+steel absorber sheets ranging from 1.1−2.2mm, liquid argon in a space
of 2.1mm, and copper-polyimide readout boards arranged in an accordion geometry.
The lead absorber has a small X0 (about 0.5cm) allowing for a compact calorime-
ter design. The LAr barrel is split into four layers: a presampler to correct for
upstream energy loss, a finely segmented first sampling layer for accurate η point-
ing (δη = 0.003), a second layer with interaction length X0 ∼ 16 and granularity
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Fig. 3.9 Left: schematic of the muon detectors, including MDT, CSC, RPC and TGC chambers
[13]. Right: view along the beam axis of the MDT chambers [5]

0.025 × 0.0245 (η × φ), and a final sampling to assist in characterizing the shower
development. Electrons and photons showering in the LAr calorimeter deposit most
of their energy in a cone contained in a 5× 5 block of cells in the second layer. The
entire LAr Calorimeter is encased in a cryostat held at around 90 K. The transition
region between the LAr barrel and endcaps located at roughly 1.37 < |η| < 1.52 is
dedicated to detector services and is thus not fully instrumented.

3.2.2.2 Tile Calorimeter

The Tile Calorimeter (TileCal) [12] is a hadron calorimeter located at a radius
∼2.3−3.9m from the IP, composed of alternating steel plate absorber and plastic
scintillators. Light from the scintillators is channeled through fiber optics, which run
to PMTs located in the outer structural element of the TileCal. The calorimeter bar-
rel (endcap) consists of 3 or 4 layers of cells of roughly 0.1× 0.1 (η × φ), allowing
for three-dimensional energy deposit readout. The TileCal material represents about
8–10 hadronic interaction lengths.

3.2.3 The Muon Spectrometer and Toroid

The muon spectrometer (MS) [5] is a system of tracking detectors surrounding the
calorimeters, designed for measuring muon momenta with the aid of three air-core
toroidal magnets to bend particles. Several detector technologies are used to record
spatial measurements of muons (Fig. 3.9). Three layers of Monitored Drift Tube
Chambers (MDTs) cover the region |η| < 2.7. Due to high radiation levels in the
region 2.0 < |η| < 2.7 the innermost layer of MDTs is replaced by multi-wire
proportional chambers called Cathode Strip Chambers (CSCs).
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Muons with |η| < 2.4 can be triggered using two technologies: Resistive Plate
Chambers (RPCs) cover the barrel region |η| < 1.05 and multi-wire proportional
chambers called Thin GapChambers (TGCs) are used in the endcap 1.0 < |η| < 2.4.
Muon triggers are based on coincidences in two or more layers with a pattern fitting
the description of a muon track above a minimum pT threshold.

During the shutdown between Run 1 (end of the 2012) and the beginning of Run 2
(2015), additional muon detectors were added to the barrel-endcap transition region,
1.0 < |η| < 1.4, and in additional regions to increase the acceptance compared to
Run 1 [14].

3.2.4 Reconstruction Algorithms and Identification
Techniques

ATLAS identifies electrons, photons, muons, jets and taus3 by converting raw detec-
tor data to fundamental physics objects using a dedicated set of algorithms, collec-
tively referred to as event reconstruction. The basic building blocks for constructing
these objects are the particle trajectories (tracks) reconstructed from hits in the inner
detector and muon spectrometer (in the case of muons), providing an estimate of a
particle’s momentum, and topological clusters constructed from energy deposits in
the calorimeters. A second clustering algorithm for determining local energy deposits
in the EM calorimeter, the sliding window algorithm, is used in the reconstruction
of electrons and photons.

Track Reconstruction. Track reconstruction can be characterized in terms of three
steps: a seeding step performedwith hits in the silicon detectors, a pattern recognition
step where the track seeds are extended to the rest of the ID, and a final track fitting
step using the result of the pattern recognition. The tracking makes specific accom-
modations to increase the efficiency of finding tracks from electrons and converted
photons.

The tracking steps are as follows:

• Segments of 3 silicon hits are found that meet basic pT and spatial requirements.
• The pattern recognition step is run with an algorithm based on the Kalman Filter
[15] with a pion track hypothesis (meaning that minimal energy loss is expected
as the particle traverses the ID material).

• If the first pattern recognition fit fails, a second fit is attempted with a modified
algorithm that allows for energy loss at each hit surface. This procedure recovers
electrons with significant energy loss due to bremsstrahlung.

• Successful tracks from the Kalman Filter are rerun using the ATLAS Global χ2

Track Fitter [16]. A pion or an electron hypothesis is used, depending on which
was used successfully in the previous step.

3Tau reconstruction and identification is not discussed here.
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The track reconstruction process described above can be described as an “inside-
out” algorithm, with tracking seeded by the silicon hits close to the interaction point
and extrapolated outward toward the calorimeters. A complementary “outside-in”
algorithm, in which tracks are seeded using segments in the TRT and extended
inward, is run to aid in the reconstruction of converted photons.

Topological Energy Clusters. Energy clusters used for defining jets are recon-
structed using a topological clustering algorithm [17, 18]. Topological clusters
are formed using the three-dimensional energy deposits in the EM and hadronic
calorimeters. The process is iterative: beginning with a list of seed cells with a high
signal-to-noise ratio |Ecell| > 4σnoise, all cells touching the border of a seed cell
(neighboring cells) are added to the cluster. If the neighboring cell has a signal-to-
noise ratio |Ecell| > 2σnoise then the border of the cell becomes part of the seed
border for the next iteration. The process repeats with the neighbors of the newly-
defined border, until the border stops increasing. Jets are then formed using the anti-kt
algorithm [19] with radius parameter R = 0.44 using the topological clusters as an
input.

The topological clustering algorithm is also used to construct lepton variables
describing how isolated the lepton candidate is in the calorimeter (described later).
For these applications the noise thresholds of the algorithm are slightly modified, but
the basic principle is similar.

The Sliding Window Algorithm. Electromagnetic clusters for electron and photon
reconstruction are formed using the sliding-widow algorithm [17]. Cells in the EM
calorimeter from all four layers are grouped into �η ×�φ towers of 0.025× 0.025,
and a window of 3× 5 towers is moved across the detector to identify local maxima
above 2.5GeV to form a collection of seed clusters. A rectangular tower with its
larger dimension in φ is preferred over a square template to accommodate electrons
with bremsstrahlung energy loss. The electron bends in the φ direction due to the
axial magnetic field, but its collinear photon emissions are unaffected by the field,
thus smearing the energy disproportionately in the φ direction. The 5 × 7 window
attempts to capture the full electron energy, including losses from bremsstrahlung.

Electrons. Electrons are formed by matching tracks reconstructed in the ID with
electromagnetic clusters found using the sliding window algorithm. Tracks and clus-
ters are required to be within a tolerance of |�η| < 0.05, and −0.2 < �φ < 0.05,
where positive values of �φ are associated with the case in which the fitted track is
bending away from the cluster barycenter.5 Failing these criteria, the track momen-
tum is rescaled to match the measured cluster energy, and tested for the tolerances
|�η| < 0.05 and −0.1 < �φ < 0.05 [20].

Tracks are then refit using the Gaussian Sum Filter tracking algorithm, which
further improves the track measurement in light of bremsstrahlung losses [21]. Infor-

4Other collections of jets defined with different radius parameters are available as well.
5As with the choice of a 5 × 7 window for the sliding window algorithm, the greater tolerance on
one side of the �φ distribution is to accommodate electron energy loss due to bremsstrahlung.



26 3 Experimental Apparatus

mation from the cluster and track are combined to measure the track momentum.
Further corrections are applied to fully calibrate the electron energy [22].

Photons. Electromagnetic clusters formed using the sliding window algorithm and
without an associated track are automatically classified as photons. However, roughly
30–50% of all photons convert inside the detector material, occurring more often in
the endcaps where the photons traverse more material. Clusters with an associated
track are initially classified as electrons, and a procedure is run to disambiguate con-
verted photons and electrons by trying to find a two-track vertex inside the detector,
or by checking whether the track leaves a hit in the innermost layer of the inner
detector. Converted photons classified as electrons are a main electron background.

Muons. Muons can be reconstructed in one of several ways, depending on the instru-
mentation of the detector in the region traversed by the muon:

• Combined muons: a MS track is matched to a reconstructed track in the ID, and
the measurements of the momenta are combined.

• Segment-taggedmuons: a partialMS track is matched to an ID track, and themuon
momentum is taken from the ID measurement.

• Standalone muons: MS tracks found outside the ID acceptance (2.5 < |η| < 2.7)
and momentum taken from the MS track.

• Calorimeter-tagged muons: in the non-active “crack” of the MS at |η| < 0.1
and dedicated to services, tracks in the ID with pT > 15GeV and an associated
calorimeter deposit consistent with a minimum ionizing particle.

A number of quality requirements can be imposed on the reconstructed muons,
includingminimum requirements on the number of hits in each of the ID subdetectors
and the MS, where applicable.

Prompt versus non-prompt leptons. Leptons (muons and electrons—excluding
taus) can be separated into two types. Prompt leptons are participants in the hard-
scatter process, such as decay products of the short-lifetime (�1µm) W , Z and
Higgs bosons. Non-prompt leptons are the weak decay products of b-jets and c-
jets, whose lifetimes are relatively long (cτ ≈ 450µm for b-jets, and as much as
cτ ≈ 300µm for c-jets). As a result, their decay products can be traced back to a
vertex that is displaced from the hard-scatter process. ATLAS lepton identification
is designed to identify the prompt leptons involved in electroweak physics and to
reject the non-prompt leptons from these heavy-flavor jets.

Lepton Impact Parameter Requirements. To reject non-prompt leptons, require-
ments are placed on the distance of closest approach between the lepton’s track and
the primary collision vertex.6 Two variables from the track fit are used. The first is the
transverse impact parameter, d0, defined as the track’s distance of closest approach
to the collision vertex in the transverse plane.7 This variable can also be formulated

6The primary vertex is defined as the vertex with the highest
∑

p2T summed over all tracks in the
vertex.
7In 2011 and 2012, the d0 is calculated with respect to the measured position of the primary vertex.
Beginning in 2015, the d0 is calculated with respect to the beam line (labeled dBL0 ).
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Fig. 3.10 Depiction of isolation cones (�R = 0.2, 0.3 and 0.4) in relation to detector element
sizes. The cone sizes are compared to LAr and Tile calorimeter cells, as well as the 7× 7 cell block
used to construct electron calorimeter variables. An artist’s rendition of energy deposits from an
electron and a hadron is depicted, simulating energy deposits in the 2nd layer of the LAr calorimeter
(green) and energy deposits in the hadronic calorimeter (red)

into an impact parameter significance: |d0/σd0 |, where σd0 is the defined by the error
matrix of the track fit. The second variable used is |z0 sin θ|, where z0 is the distance
between the z-position of the vertex and the z-position of the point on the track at
which d0 is defined, and sin θ is the polar angle of the track. The d0 and |z0 sin θ| of
non-prompt leptons will have distributions with large tails, allowing many of them
to be rejected.

Lepton Isolation. Calorimeter and track isolation variables reflect the ambient
energy in a cone surrounding a lepton candidate, and are used as a powerful discrim-
inant for selecting prompt leptons against the non-isolated lepton decay products
in heavy-flavor jets, or from light-flavor jets (including u, d, and s-quark-initiated
jets or gluon-initiated jets). Figure3.10 relates the cone sizes used to describe these
isolation variables, and their relation to calorimeter cell sizes.

For both electrons and muons, track isolation is defined as the scalar sum of all
track momenta above a certain pT threshold (typically around 0.4–1GeV) in a cone
�R = 0.2, 0.3 or 0.4 around the electron candidate, excluding the track matched
to the lepton candidate. Track isolation variables are typically formulated relative to
the pT of the associated object, e.g. pisoT /pT to improve the efficiency of isolation
requirements for higher-pT objects.

There are two types of calorimeter-based isolation: “cell-based” and “topological”
isolation. Cell-based calorimeter isolation is computed using the energy in the elec-
tromagnetic and hadronic calorimeters in a cone of �R = 0.2, 0.3 or 0.4, excluding
energy in the calorimeter associated with the lepton.8 This energy in the surround-
ing cone is referred to as the “isolation energy,” E iso

T . The small amount of electron

8In the electron case, the energy in the 5 × 7 cell window surrounding the cluster in the EM
calorimeter is associated with the electron (corresponding to 0.125× 0.172 in η − φ space). In the
muon case, the energy associated to the muon object is optimized on a layer-by-layer basis in the
EM and hadronic calorimeters [23].
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energy leaking out of its 5 × 7 window, typically just a few percent, is subtracted
from E iso

T . Furthermore, a correction term representing the ambient energy density of
the event due to underlying event and pileup events is also subtracted from E iso

T [24].
As in the case of track isolation, calorimeter isolation variables are often formulated
relative to the ET of the associated object, e.g. E iso

T /ET to improve the efficiency of
isolation requirements for high-ET objects.

Topological isolation is an improvement over cell-based isolation, which has a
dependence on out-of-time pile-up that changes the variable’s behavior as a function
of the position of the collision in the bunch train. The topological isolation vari-
able, which constructs topological clusters in a cone �R = 0.4 around the electron
candidate and computes the isolation using these clusters, is much more stable as a
function of bunch train position [25].

3.2.5 The Trigger System

ATLAS cannot save all 40 million brunch crossings (“events”) delivered per second
for further analysis; it would take too long to reconstruct every event and too much
storage space. The collaboration has resources to save about 1000 events per second,
and itmust prioritize the events that it saves in the development of its physics program.
To achieve this, the ATLAS trigger system is a dedicated system of hardware and
fast-processing algorithms run immediately after the event occurs to determinewhich
events to save. (If the event is deemed interesting enough for further study, it is said
to have “fired” a trigger.)

The trigger system consists of algorithms that run in three consecutive
decision-making steps. The first step, called the “Level 1” (L1) trigger system, is run
on coarse-grained information from the sub-detectors using fast-processing electron-
ics. Decisions on candidate electrons, photons, muons, jets, and missing transverse
energy must be made by the L1 trigger within 1µs, and reduce the 40MHz collision
rate down to 75–100kHz events passed to the next step.

Events passing the L1 trigger are passed to the L2 trigger step. Fragments of
the detector data that had been waiting in buffers are read out to a computer farm
for further analysis. The data correspond to regions of interest (ROIs) in cones of
η × φ space of the detector volume. The data is unpacked and more sophisticated
algorithms are run. The L2 system has a latency of 40ms and an output rate of around
3–5kHz.

The final step is the event filter (EF—the L2 and EF steps are collectively referred
to as the HLT). The full event is read out from the detector buffers, and the algorithms
used to reconstruct and select objects are as close to the offline reconstruction software
as possible. The EF step reduces the output to 500–1000Hz in about 4 s. Figure3.11
shows the output trigger rates of the HLT in 2015. The plot indicates the prioritization
of the ATLAS physics program; about 1/3 of the program is dedicated to physics
with electrons and muons.
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Fig. 3.11 Output trigger rate at the HLT in 2015. The total output (“Main Physics Stream”) is less
than the individual physics group rates due to events firing more than one trigger [26]

Fig. 3.12 The components of the Level 1 Calorimeter Trigger [27]

3.2.5.1 Electron Trigger Algorithms

Because of the emphasis in this document on electrons, the electron trigger strategy
is briefly reviewed. The Level 1 Calorimeter trigger [27] used to select electrons and
photons at L1 (“EM” objects) is executed using the analog sums of cells grouped
into coarsely-grained “towers” of size η × φ = 0.1 × 0.1. The basic building block
of a L1EM trigger is a 2 × 2 block of electromagnetic trigger towers, depicted in
Fig. 3.12.

A L1EM trigger is fired if any two adjacent trigger towers (“vertical sums” and
“horizontal sums”) in the 2 × 2 block satisfy a certain energy threshold. L1EM
triggers can have variable thresholds as a function of η. An isolation requirement can
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also be applied at L1 by requiring that the 12 cells of the surrounding electromagnetic
isolation ring not be above a maximum programmable value. Finally, the amount of
hadronic activity can be limited by requiring that the energy in the 2 × 2 hadronic
core behind the EM towers be below a threshold.9
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Chapter 4
Alignment of the TRT

The actual position of detector elements in the inner detector (ID) will differ from
the design geometry and the perfect description of the nominal position in the sim-
ulation software. Several effects can cause detector misalignments. Some activities
cause entire detectors to move, such as turning on and off the ATLAS magnetic
fields or changes in temperature conditions. Other sources of misalignment, such as
limitations in precision during the detector machining process, can affect the relative
position of individual detector elements with respect to one another. The purpose of
alignment is to correct the position of the detector elements, whatever the cause, to
improve the momentum measurements of particles traversing the ID.

Several survey systems have been developed to understand the position of subde-
tectors within ATLAS. However, an in-situ alignment procedure using tracks from
cosmic rays or p–p collisions is a much more effective way to correct the posi-
tion description of detector elements. The procedure relies on the collection of large
samples of reconstructed tracks from particles that traverse multiple detector ele-
ments. A key characteristic of the reconstructed track is its track-to-hit residual, the
distance between the position of the hit registered in the detector according to its cur-
rent estimated location and the closest point on the trajectory describing the track.
The alignment procedure updates the location description of detector elements with
respect to one another (the “alignment constants”) in order to minimize the residuals
in the collection of tracks.

The ATLAS alignment constants have been updated many times to improve the
ID geometry description. Before LHC collisions, The ID was aligned using cosmic
ray data in preparation for first collisions [1]. The alignment was repeated using
collision data in 2010 using

√
s = 900GeV collision data [2]. Using collisions

collected at
√
s = 7TeV, the alignment was repeated with much larger numbers of

tracks, allowing more degrees of freedom to be individually aligned, and resulting
in a significant improvement in key indicators of track parameter uncertainties.

Alignment can be performed at three different granularities of detector elements.
The smallest detector unit in the pixel and SCT detectors is the siliconmodule; for the
TRT, the smallest unit is the straw. These units are assembled into larger “modules”
such as barrel layers or endcap discs. Modules are combined to form a full barrel or

© Springer International Publishing AG 2018
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endcap sub-detector. ID alignment can be performed at three levels of granularity.
Full subdetector barrels and endcaps can be aligned with respect to one another;
this is referred to as Level 1 alignment. At a courser level, the modules inside each
sub-detector can be aligned independently, referred to as Level 2 alignment. Finally,
alignment can be performed at the level of the smallest units (siliconmodules or TRT
straws), called Level 3 alignment.

This chapter focuses on the alignment of theTRTduring 2010 and 2011 to improve
the TRT detector description. In particular, a full Level 3 alignment of the TRT was
performed in 2010, correcting misalignments due to mechanical deformations in the
detector that cannot be fixed using Level 1 or 2 alignment procedures. Following
this, a Level 2 alignment of the endcap wheels was performed to correct translation
misalignments along the beam axis and affecting low-pT tracks. The result is an
overall improvement in the track residuals in the TRT barrel and endcaps. Preceding
the description of these alignment campaigns is a brief introduction to the alignment
procedure and a review of the effects of Level 1 detector alignment.

4.1 Introduction to the Inner Detector Alignment

Track reconstruction requires a precise knowledge of the position of each active
detector element in the tracking system. Figure4.1 demonstrates the effect of a
detector element that is misaligned compared to the perfect geometry description.1

Misalignments, especially those in the plane perpendicular to the particle trajectory,
impact the parameters of the reconstructed track and degrade the quality of the track
fit.

Tracking is performed in the ID using the ATLAS Global χ2 Track Fitter [3].
The track in the uniform magnetic field of the ID has a helical trajectory and can be
defined by five parameters [4]:

τ = (d0, z0,φ0, θ, q/p), (4.1)

where d0 and z0 are the transverse and longitudinal impact parameters of the track
with respect to the origin, φ0 is the azimuthal angle of the track near the origin, θ is
the polar angle, and q/p is the charge of the track divided by its momentum.

The residuals r of the track fit depend on the description of the track τ and on the
alignment constants describing the detector hit locations, a:

r = r(τ , a). (4.2)

1The “perfect geometry” is the description of the detector in the software which assumes that it was
constructed to match its exact specifications.
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Reconstructed trajectoryTrue trajectory

Perfect geometry 

True position 

Detector hit (true position) 

Detector hit (perfect geometry) 
Residuals

Misalignment

Fig. 4.1 Depiction of a detector element that is misaligned with respect to the perfect geometry,
and the impact on the track fit to the particle trajectory

The χ2 of the residuals associated with all tracks is defined as

χ2 =
∑

tracks

rT V−1r, (4.3)

where V is the covariance matrix of the residuals, as calculated by the Global Track
Fitter. The correct track parameters and alignment constants can be found by mini-
mizing this χ2, or solving dχ2/da = 0, leading to the following formula:

2
∑

tracks

(
dr
da

)T

V−1r = 0. (4.4)

The residuals are a complex function of the track parameters and detector positions,
so instead of solving this equation exactly, the residual can be Taylor expanded out
to first order:

r = r0 + dr
da

δa, (4.5)

where dr/da includes both the direct effect of the change in position of the detector
element and the effect of the first-order change in the track parameter with the new
detector position. Combining Eqs. 4.4 and 4.5 yields the following:

[
∑

tracks

(
dr
da

)T

V−1

(
dr
da

)]
δa +

∑

tracks

(
dr
da

)T

V−1r0 = 0, (4.6)

which is of the form Maδa = νa , a system of equations that can be solved by
inverting the matrix Ma .

The alignment constants a above refer to every degree of freedom involved in the
alignment procedure, e.g. seven for a Level 1 alignment of all subdetectors; in this
case, the matrixMa is a 7× 7 matrix that can easily be inverted. The alignment with
full matrix inversion is referred to as the Global χ2 procedure. In the case of many
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Table 4.1 Description of alignment Levels 1, 2 and 3, the number of aligned structures at each level,
and a description of the degrees of freedom [5]. The degrees of freedom correspond to the ATLAS
coordinates described in Chap.3. The TRT Level 3 alignment degrees of freedom are described in
Sect. 4.4

Alignment
level

Detector Structures Degrees of freedom

Used Number

Level 1 Pixel: whole detector 1 All 6

SCT: barrel and 2 end-caps 3 All 18

TRT: barrel 1 All (except Tz) 5

TRT: 2 end-caps 2 All 12

Total 7 41

Level 2 Pixel barrel: half shells 6 All 36

Pixel end-caps: disks 6 Tx , Ty, Rz 18

SCT barrel: layers 4 All 24

SCT end-caps: disks 18 Tx , Ty, Rz 54

TRT barrel: modules 96 All (except Tz) 480

TRT end-caps: wheels 80 Tx , Ty, Rz 240

Total 210 852

Level 3 Pixel: barrel modules 1456 All (except Tz) 7280

Pixel: end-cap modules 288 Tx , Ty, Rz 864

SCT: barrel modules 2112 Tx , Ty, Rz 6336

SCT: end-cap modules 1976 Tx , Ty, Rz 5928

TRT: barrel wires 105088 Tφ, Rr 210176

TRT: end-cap wires 245760 Tφ, Rz 491520

Total 356680 722104

degrees of freedom (a large matrix) with complex correlations among alignment
constants, the inversion is computationally prohibitive. Instead, correlations among
detector elements are discarded; the matrix becomes block diagonal, and elements
are aligned locally. This is referred to as the Local χ2 alignment procedure. Both
Local and Global alignments require multiple iterations, to account for the Taylor
expansion simplification. Typically Local alignment requiresmore iterations because
of the neglected correlations among detector elements [5].

Table4.1 summarizes the degrees of freedom used for alignment at levels 1,
2 and 3. Typically alignment at level 3 requires the use of the Local χ2 algorithm,
while levels 1 and 2 can be performed using the Global χ2 procedure.

The alignment procedure described above is susceptible to weak modes: system-
aticmisalignments that do not negatively impact theχ2 of the procedure.Weakmodes
can be removed by applying additional constraints to the alignment procedure; the
efforts to remove weak modes are documented in [6].

An alignment procedure is run as follows: after determining which degrees of
freedom to align, ATLAS reconstruction is run over a collection of tracks (either

http://dx.doi.org/10.1007/978-3-319-73930-4_3
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from collision data or using cosmic ray tracks) and the terms in Eq.4.6 are populated.
(This step can be parallelized across many sub-jobs). Once the matrix is constructed,
it is inverted, resulting in a new set of alignment constants. This process is repeated
with the new set of alignment constants. The following qualities or quantities are
used as tools to assess the success of the alignment procedure:

• Convergence: the total χ2/nd.o.f should gradually decrease after successive itera-
tions, until �χ2 approaches 0 (meaning that χ2 is approaching its minimum).

• Mean residuals: if the mean residual, averaged over many detector elements, is
nonzero, then likely somemisalignment remains.Amean residual of 0 is consistent
with ideal alignment constants.

• Residual RMS (or σ of a Gaussian fit): similar to themean, the RMS is an indicator
of the behavior of level of accuracy of the constants. A large residual RMS can
point to persistent misalignments.

• Position of elements before and after alignment: often visualizing the detector
movements or “straw displacements” can confirm whether the alignment is cor-
recting an expected effect, or if e.g. weak modes have been introduced.

These criteria are each addressed in the following discussion of the Level 2 and 3
TRT alignment campaigns.

4.2 TRT Geometry

Figure4.2 depicts the layout of the ATLAS ID. Each TRT Endcap consists of 80
“wheels” of straws, each one straw in thickness and consisting of 3072 straws each.
Straws are assembled in groups of four wheels; this mechanical group is referred to
as a “four-plane wheel” or occasionally “endcap ring.” There are two types of four-

Fig. 4.2 Schematic of theATLAS inner detector. The first twelve divisions in the endcap correspond
to the six Type A-wheels, and the last eight divisions correspond to the eight Type B-wheels [7]



38 4 Alignment of the TRT

Fig. 4.3 End-view schematic of a single φ sector of the TRT Barrel [8]

Fig. 4.4 The TRT Barrel (left) and a single four-plane wheel of the TRT Endcap (right) [7]

plane wheel—in which the straw wheels are separated by either 8 or 15mm. Four
groups of four-plane wheels with 8mm spacing are referred to as “Type A-wheels”
and positioned closer to the interaction point. Two groups of four-plane wheels with
15mm spacing are referred to as “Type B-wheels,” farther from the interaction point.
A TRT Endcap consists of six Type-A wheels and 8 Type-B wheels.

A cross section of the TRT Barrel is depicted in Fig. 4.3. Three types of module
are shown, which represent one of the 32 φ-sectors of the barrel. The barrel contains
96 modules in total. Collectively there are 73 layers of straws in the TRT Barrel,
arranged to maximize the number of hits along a particle track. Straws run along the
entire length of the barrel (144cm); an insulating glass wire joint is placed at the
center of each wire to split the readout into two sides (A side and C side). Because
of the expected high occupancy, the nine innermost layers of the barrel are split into
three sections by glass joints, where the center section is inactive.

The Level 2 alignment structures correspond to the 96 modules in the TRT Barrel
and the 40+40 four-plane wheels in TRT Endcap A+C. Level 3 alignments occur at
the individual straw level. Crucially, it is important to note that the TRT straw is not
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sensitive to the location of the hit along the length of the straw. Therefore, the Level
3 alignment omits translations and rotations along the straw axis. This is also the
reason why Level 1 and 2 alignments of the TRT barrel modules omit the translation
degree of freedom along the beam (z) axis.

Figure4.4 displays images of the TRTbarrel before being lowered into theATLAS
cavern and a four-plane wheel of the endcaps during assembly.

4.3 Level 1 Alignments

Level 1 alignments are designed to correct large-scale subdetector shifts relative
to one another. Beginning in 2012, time-dependent Level 1 alignment constants
were introduced to correct for detector movements between LHC collision runs. The
result provides a good illustration of the level of detector movements relative to one
another over time. Figure4.5 shows the evolution of the Tx degree of freedom in the
alignment constant in 2012. The alignment constants were re-derived for each run,
and movements are depicted with reference to the pixel subdetector, taken during a
period of relative stability indicated on the image with two dashed lines [6].

Detector movements are on the order of 10µm in 2012. These movements can be
attributed to changes in the detector conditions and environment: turning on and off
theATLASmagnetic fields, changes in cooling conditions, power failures, andhuman
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Fig. 4.5 Time-dependent alignment constants in the Tx degree of freedom during 2012 data taking,
relative to the pixel detector. The Level 1 alignment procedure is repeated for every run in 2012;
error bars on the detector movements reflect the statistical uncertainty due to the number of events
in each run [6]
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technical interventions can all cause detector movements on the scale observed.
Gradual movements have been attributed tomechanical relaxation after a subdetector
experiences a larger movement. Beginning in 2012, a Level 1 alignment procedure
is performed on data collected in a dedicated “express stream,” and new alignment
constants are available a within 48 h of data collection. If the procedure detects large-
scale shifts in the alignment constants, the online database used for collecting events
is updated to reflect the new detector positions.

4.4 TRT Straw-Level Alignment

The Level 1 alignment procedure addresses large-scale misalignments and move-
ments of the TRT with respect to the rest of the ID sub-detectors, and Level 2 align-
ment can correct the position of modules in relation to one another inside the barrel
or the endcaps induced during their assembly. However, these procedures cannot
correct other forms of mechanical deformation, including individual straw place-
ment, deformations in the support structure, or from stress applied to the module
after assembly. The Level 3 alignment can thus be viewed as correcting two different
types of misalignment: the randommisalignment of individual straws and systematic
deformations. The latter, often referred to as “Level 2.5” effects, are recognizable by
observing mean residuals as a function of the geometric position of collections of
straws.

To simplify the Level 3 alignment process, only the straw degrees of freedom are
aligned that most affect the track fit. These are the degrees of freedom that move
the straw perpendicular to the particle trajectory, and correspond to one rotation
and one translation in the barrel and endcaps, depicted in Fig. 4.6. The four other
degrees of freedom (two translations and two rotations) have little or no effect on
the measurement of the track parameters. The Level 3 TRT alignment procedure is
executed using the Local χ2 procedure described in Sect. 4.1.

dx 2dx1

barrel layer

IP rotation

translation

endcap wheel

dx 2

dx1

rotation

translation

Fig. 4.6 Depiction of the local straw-level rotation and translation degrees of freedom in the barrel
and endcap. The displacements dx1 and dx2 of the ends of each straw are referenced later in the
text
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Fig. 4.7 Mean residuals of straws in Endcap A, grouped into four-plane wheels and as a function
of radius from the beam pipe (left) and phi sector (right). Below, sketches of the deformations that
can explain the behavior of the residuals

4.4.1 Level 3 Endcap Alignment

Before performing the Level 3 alignment procedure it is instructive to understand
trends in the track residuals. Figure4.7 depicts the mean residuals in each four-plane
wheel of Endcap A, both as a function of the residual’s radial distance from the beam
pipe and as function of its φ sector position. Coherent trends can be seen in both
dimensions, and the residual behavior changes sharply at the boundaries between
four-plane wheels. Residuals in localized areas are as large as ±150µm.

Thebehavior as a functionof radial distance is consistentwith aφ rotation (“twist”)
of the inner support wheel with respect to the outer support structure. The sketch
below depicts the deformation of the wheel and the effect on the residual positions.
This behavior is consistent with an imperfection in the assembly table transmitted to
the wheel geometry. Adjacent wheels were constructed on the same table and glued
back-to-back, explaining the fact that the direction of the rotation is often inverted
in neighboring four-plane wheels.

The residual behavior as a function of φ resembles an oscillation with two periods
around the entire wheel, consistent with an elliptical deformation as depicted in the
accompanying sketch. (Four-plane wheel number 30 best exhibits this behavior, for
example.) Both of these “Level 2.5” deformations should be corrected by the Level 3
alignment procedure, moving the individual straws tomatch the deformation patterns
and thus removing the structures visible in the mean residual distributions.

The Level 3 alignment procedure was performed using 4.3million collision tracks
fromdata collected in 2010 at

√
s = 900GeVc.o.m. energy. The detectorwas aligned
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Clockwise / Counterclockwise

dx2

dx1

dx1 - dx2
2

Fig. 4.8 Summary of straw movements during Level 3 Endcap alignment for a single plane in
Endcap A. Left: At the (x ,y) position of the outer (x1) and inner (x2) end of each straw, the
magnitude of the tangential displacement is indicated in the radial direction. Clockwise movement
is indicated using a green line pointed outward and counterclockwise movement with a red line
pointed inward. Right: the rotational displacement (dx1 − dx2)/2 of each straw as a function of φ

at Levels 1 and 2 before conducting the Level 3 alignment, and only TRT degrees of
freedom were allowed to float. The local χ2 alignment algorithm was used, and the
procedure converged was found after around 15 iterations.

The effects of the Level 3 Endcap alignment can be visualized by illustrating the
magnitude of straw movements in each endcap plane. Figure4.8 illustrates the straw
movements of a straw plane suffering from a twist deformation. The ends of the
straws on the inner edge of the wheel move in a counterclockwise direction while
the outer straw ends move coherently clockwise.

Figure4.9 illustrates the movements of straws in a plane suffering from an ellip-
tical deformation. Straw displacements are mostly translational, with the inner and
outer ends of each straw moving in the same direction. The oscillating displace-
ment pattern completes the two periods characteristic of this deformation. Finally,
Fig. 4.10 depicts themovement in eight consecutive strawplanes. Strawplaneswithin
the same four-plane wheel have coherent patterns of movement, and different four-
plane wheels have different movements. This effect is consistent with the Level 3
alignment correcting mechanical deformations at the four-plane wheel level.

The coherent residual patterns as a function of radius and φ are revisited in
Fig. 4.11,with the residuals plotted using the same z-axis scale. The structures present
in residuals using the previous alignment constants have been corrected, with varia-
tions in the residual means on the order of tens of microns instead of hundreds.

The effects of the Level 3 alignment on the overall hit resolution can be summa-
rized in the aggregate residual distributions. Figure4.12 displays the mean residual
in each endcap ring (four-plane wheel) before and after the alignment procedure.
The intrinsic resolution of straws in the endcaps improves from 166µm to∼148µm
as a consequence of the Level 3 alignment.
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Fig. 4.10 Straw movements in eight consecutive plane wheels in Endcap A

4.4.2 Level 3 Barrel Alignment

The Level 3 alignment procedure was also applied to straws in the TRT barrel. Again,
one rotation and one translation degree of freedom were allowed to float during
the procedure, corresponding to straw displacements in the plane perpendicular to
the particle path from the interaction point. The procedure was run using the same
collection of tracks as were used for the endcap Level 3 alignment; convergence was
achieved after 6 iterations.
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Fig. 4.11 Mean residual position as a function of φ sector (left) and radius from the beam line
(right) in each end-cap 4-plane wheel of Endcap A, after TRT Level 3 alignment [5]
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Figure4.13 depicts the mean track residuals as a function of the z position and φ
sector of each hit residual. In contrast with the TRT Endcaps, straws in the barrel do
not display large coherent residual structures above the 50µm level, though some
distortions can be seen in the center of the barrel. After alignment, these small
structures disappear.

Since the barrel modules do not display significant coherent residual patterns
indicative of a mechanical deformation, movements of the individual straws during
the Level 3 alignment procedure can be viewed as an in-situ measurement of the
straw placement accuracy during assembly. Figure4.14 reports the translational and
rotational displacements of the straws in the barrel, indicating that the individual
straw placement accuracy during assembly is better than 50µm.
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Fig. 4.13 Mean residuals in the TRT Barrel as a function of the z and φ position of the hit residual,
before (left) and after (right) Level 3 barrel alignment

Fig. 4.14 Translational (left) and rotational (right) displacements of straws in the TRT barrel.
Translations are defined as (dx1 + dx2)/2 and rotations as (dx1 − dx2)/2, where dx1 and dx2 are
the tangential displacements of the two ends of each straw

4.4.3 Level 3 Alignment Summary

The result of Level 3 alignment is summarized in Fig. 4.15. In comparing with the
previous (“Spring 2010”) set of alignment constants, the new (“Autumn 2010”) align-
ment constants improves hit resolutions, particularly in the Endcaps. These constants
are the result of Level 3 TRT alignment along with alignment improvements in the
other sub-detectors. The figure also compares TRT residuals with Monte Carlo sim-
ulation using a perfect geometry. In the barrel, the hit resolution has exceeded the
simulation, while the resolution is still less ideal in the endcaps.

4.4.4 TRT Endcap Misalignment Along Beam Axis

In early 2011, studies of residuals in the endcaps revealed unexpected behavior.
The average residual in each endcap was close to 0µm, however the widths of the
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Fig. 4.15 Summary of residual distributions in the TRT Barrel (left) and Endcap (right). Top,
improvement in residuals between the Spring 2010 alignment constants and the Autumn 2010
constants after TRT Level 3 alignment. Bottom, a comparison with Monte Carlo simulation

Gaussian fits to residuals were larger in some endcap wheels than in others.
Figure4.16 shows the endcap residual widths in individual endcap wheels; large
structures are seen, particularly around wheels 0 and 24. When the residual σ was
calculated in separately in sub-samples categorized according to track pT, the struc-
tures disappear in samples of pT > 10GeV tracks and become more pronounced
using pT < 5GeV tracks.

The type of misalignment that disproportionately affects low-pT tracks is a mis-
alignment of the endcap wheel structures along the beam (z) axis. Figure4.17 illus-
trates the effect on low-pT and high-pT tracks, resulting in larger residuals for low-pT
tracks. The beam-axis misalignment hypothesis should also affect positively- and
negatively-charged tracks differently. The effect is also shown in Fig. 4.17, result-
ing in a shift in the mean residual in opposite directions for oppositely-charged
tracks. Figure4.18depicts themean residual separately for positively- andnegatively-
charged tracks, confirming the suspicion of a z misalignment.

The z misalignments in the endcaps also manifest in physics measurements.
Figure4.19 shows the measurement of the J/ψ mass in J/ψ → μμ events, as a
function of the η of each muon. Measurements made with “combined tracks” (tracks
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Fig. 4.16 Resolution (σ of the Gaussian fit of residuals) in each endcap wheel of Endcap A. Left:
the resolution of all tracks. Center: resolution of tracks with pT > 10GeV. Right: resolution of
tracks with pT < 5GeV [9]

Fig. 4.17 Sketches
depicting the effects of
endcap misalignments in the
z direction. Left, the
track-to-wire distance has a
small dependence on the z
position of the straw for
high-pT tracks, but a large
dependence for high-pT
tracks. Right,
mismeasurements of the
z-coordinate of the track hit
position has the opposite
effect on positively- and
negatively- charged tracks

Z

Nominal

Aligned in Z

Low vs High-pT

High-pT

Low-pT

Z

Nominal

Aligned in Z

Charge Asymmetry

calculated using Silicon and TRT hits) are low in a specific positive η region, cor-
responding to the region with the large residual RMS in the TRT. When the J/ψ
mass is recalculated by omitting TRT tracks (“silicon only”), the feature disappears,
indicating an isolated problem in the TRT geometry.

To correct the z position of the TRT endcaps in the geometry description, a level
2 alignment of the TRT endcap wheels was performed allowing only the z-axis
translation degree of freedom to vary. The χ2 converged after roughly 6 iterations,
though 38 iterations were performed to obtain the final constants. Figure4.20 shows
the change in the description of the detector position of each straw plane wheel after
the alignment procedure. The corrections are large: as many as 5mm, and the largest
corrections correspond to the straw plane wheels that showed the largest differences
in residuals between positively and negatively charged tracks.
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Fig. 4.18 Mean of residuals in Endcap C (left) and A (right) for low-pT tracks (pT < 5GeV)
shown separately for positively-charged (blue) and negatively-charged (red) tracks [9]

Fig. 4.19 J/ψ → μμ mean
reconstructed mass in an
alignment geometry with z
misalignments in the TRT
endcaps. “Combined tracks”
(tracks calculated using
Silicon and TRT hits) in
black have anomalous
η-dependent features that are
not present in “silicon only”
tracks (where the track is
recalculated without TRT hit
information) in red [10]

Figures4.21 and 4.22 confirm that the alignment procedure corrected the effects:
tracks with pT < 5GeV no longer have a large charge asymmetry in the residual
mean, and the RMS of residuals decreased significantly in areas where the bias had
been the largest. Figure4.23 revisits the J/ψ mass measurement as a function of
the η of the muons; the new alignment removes the large mismeasurement in the
1.3 < η < 1.5 region.
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Fig. 4.20 Change in the alignment constant description of the z position of each straw after aligning
endcap C (left) and A (right) at Level 2. Straws are visibly grouped into coherently moving straw
plane wheels. The direction and magnitude of the movements correspond to the regions exhibiting
large residual differences between positively and negatively charged tracks

Fig. 4.21 Mean of residuals in Endcap C (left) and A (right) after the alignment procedure to
correct endcap z misalignments, shown separately for positively-charged (blue) and negatively-
charged (red) tracks [9]
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Fig. 4.22 RMS of residuals as a function of endcap ring (four-plane wheel) before (red) and after
(black) aligning the TRT endcaps in the z direction

Fig. 4.23 J/ψ → μμ mean
reconstructed mass before
(black) and after (red)
aligning the TRT endcaps in
the z direction [10]
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Chapter 5
Electron Identification

5.1 Introduction to Electrons

Electrons are excellent probes for studying physics at the LHC. Prompt electrons
are a signature of weak decays such as the decays of the W and Z bosons (on-shell
or off-shell). Electrons were instrumental in the discovery of the Higgs boson in
the H → WW ∗ and H → Z Z∗ decay channels. They are low-background and
have well-measured momenta, and thus they are an indispensable tool for ATLAS
precision electroweak measurements. Finally, searches for additional gauge bosons,
supersymmetric partners to the Higgs and electroweak bosons, and numerous other
BSM particles have signatures that include electrons. Figure5.1 highlights electrons
used in W , Z , and Higgs boson physics.

5.1.1 Electron Reconstruction

The detectors and algorithms used to reconstruct electrons are described in detail
in Chap.3 but are briefly revisited here. Figure5.2 shows a depiction of an electron
traversing elements of the ATLAS detector.1 An electron traveling through the inner
detector typically hits the IBL pixel layer (2015+), 3 pixel layers, 4 double-sided
silicon strips, and it has an average of around 30 straw hits in the TRT, a large
number of which are high-threshold hits. It traverses the solenoid and deposits its
energy in four successive electromagnetic calorimeter layers: the presampler, then
a layer finely segmented in η (“strips”), followed by a layer of roughly 16 radiation
lengths and a backplane layer. Only small amounts of the electron’s energy reach the
hadronic calorimeter.

1The lowest-pT electrons used during Run 1 data taking are 7GeV; the following discussions refer
to electrons satisfying roughly this threshold.

© Springer International Publishing AG 2018
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Fig. 5.1 Flagship analyses: events in the W → eν, Z → ee and H → Z Z → 4e channels of
electroweak and Higgs boson production cross section measurements [1, 2]

Fig. 5.2 Depiction of an electron traversing the ATLAS detector. The TRT extends to |η| < 2.0,
and the SCT and pixel detectors out to |η| < 2.47. Electron discriminating variables are described
in the text

Electron clusters are reconstructed using the sliding window algorithm [3], which
searches for small-radius energy deposits contained in the EM calorimeter. A cluster
matched to a track reconstructed in the inner detector is labeled an electron candidate.
The electron track is refit using a Gaussian Sum Filter tracking algorithm which
allows for large energy losses along the track due to bremsstrahlung radiation [4].

5.1.2 Electron Backgrounds

Once electrons are reconstructed they must be distinguished from backgrounds of
other particle types. The largest backgrounds to electrons are charged hadrons, the
most abundant of which are from light quarks jets (u, d, s) or gluon jets. These
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Fig. 5.3 Left: electron candidates in a H → Z Z∗ → 4� candidate event [5]. Middle: a converted
photon [6]. The inset reveals a conversion vertex formed with two tracks. Right: two hadronic jets
[7]

backgrounds, called light-flavor (LF) jets, are distinguishable from electrons by their
hadronic shower, which is more diffuse than the narrow electromagnetic shower
of an electron. Hadronic showers also deposit energy in both EM and hadronic
calorimeters, where the electron’s shower is typically fully contained inside the EM
calorimeter.

The next most abundant background is from photon conversions. A photon that
converts to an e+e− pair via interactions with material in the detector can have one
of its electrons misidentified as a prompt electron from the p–p collision. (The
π0 → e+e−γ Dalitz decay can also mimic the electron signature.) Conversion back-
grounds typically have a larger impact parameter, poor track-calorimeter matching,
and slightly different shower signatures that can be used to distinguish them from
electrons.

Finally, hadronic jets with a b- or c-quark that decay weakly to a non-prompt
electron, called heavy flavor or HF jets, also serve as background. The real electron
from the heavy-flavor decay typically has a large impact parameter compared to a
prompt electron, which can be used to distinguish the two. The non-prompt electron
will also be surrounded by the hadronic shower activity from its underlying jet.

Figure5.3 contrasts the detector signatures of electrons, photons and jets in the
ATLAS detector. The identification variables used to select electrons and reject the
three types of background (LF jets, HF jets and converted photons) are described in
the following sections.

5.1.3 Electron Identification

TheATLAS tracking and calorimetry detectors and the software reconstruction algo-
rithms are designed specifically for the task of discriminating fundamental particles
from one another. A set of tracking and calorimeter variables was developed to
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discriminate electrons from background. The following sections describe the suite
of variables used for electron identification, followed by a brief introduction to the
multivariate discriminating techniques available to combine the variables into a sin-
gle “menu” for identifying electrons.

5.1.3.1 Calorimeter Variables

Table5.1 provides a description of the calorimeter variables calculated using the
reconstructed electron cluster. The variables are designed to capture the differ-
ence in behavior of electrons and hadrons in the calorimeters, namely that elec-
trons deposit their energy in a narrow shower contained inside the EM calorimeter,
whereas hadrons showers are more diffuse and penetrate into the hadronic calorime-
ter. Calorimeter isolation variables used to identify electrons are described in Chap.3.

Table 5.1 Definition of electron discriminating variables using the ATLAS calorimeters [8, 9]

Type Description Name Rejects

LF γ HF

Strip layer of EM
calorimeter

Total shower width,√
(�Ei (i − imax)2)/(�Ei ), for all strips i

in a window of �η × �φ ≈ 0.0625 × 0.2
(typically 20 strips in η). imax is the index of
the highest-energy strip

Wstot � � �

Ratio of the energy difference between the
largest and second largest energy deposits
in the cluster over the sum of these energies

Eratio � �

Ratio of the energy in the strip layer to the
total energy

f1 �

Middle layer of
EM calorimeter

Ratio of the energy in �η × �φ = 3 × 7
cells over the energy in 7×7 cells EM
centered at the electron cluster position

Rη � � �

Ratio of the energy in 3×3 cells over the
energy in 3×7 cells centered at the electron
cluster position

Rφ � � �

Lateral shower width,√
(�Eiη

2
i )/(�Ei ) − ((�Eiηi )/(�Ei ))2,

with energy Ei and pseudorapidity ηi of
cell i and the sum is calculated in a window
of 3 × 5 cells

Wη2 � �

Third layer of EM
calorimeter

Ratio of the energy in the third layer to the
total EM calorimeter energy

f3 �

Hadronic leakage Ratio of ET in the first layer of the hadronic
calorimeter to ET of the EM cluster (the
other hadronic layers are added for
0.8 < |η| < 1.37)

RHad � �

http://dx.doi.org/10.1007/978-3-319-73930-4_3
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The ratio of energy deposited in the hadronic calorimeter to the energy deposited in
the EM calorimeter, RHad, is used to distinguish electrons and hadrons based on their
shower depth.Other depth ratio variables inside theEMcalorimeter, f1 and f3, seek to
characterize the evolution of the shower as it traverses theEMcalorimeter. The energy
width variables Wstot, Wη2, Rη, and Rφ distinguish narrow electron showers from
diffuse hadronic showers. Finally, the difference between the two largest maxima (if
two maxima exist) in the finely segmented strips layer of the cluster, divided by the
sum of the two maxima, is calculated to check for multiple incident particles.

5.1.3.2 Tracking Variables

Table5.2 summarizes the variables associated with the tracking detector, the track
fit, and the track-calorimeter match. Tracking variables include the number of hits
associated with the track for the pixel, strip, and TRT subdetectors. Variables related
to the track’s transverse and longitudinal impact parameters (d0, d0/σd0 and |z0 sin θ|)
help to distinguish electrons from b- and c-jets as described in Chap.3, Sect. 3.2.4.
The�p/p variable associated with the GSF track fit characterizes the track’s energy
loss due to bremsstrahlung and can help discriminate electrons from charged hadrons
that do not lose as much energy in the ID. Variables that describe the quality of the
match between the track and the cluster can be used to distinguish electrons from
primarily converted photons or charged hadrons.

To further reject converted photons faking electrons, a tool is run during recon-
struction to resolve electrons and photons. If the electron and any nearby track are
consistent with an e+e− pair joined at a vertex inside the inner detector, then the
electron is flagged as the product of a converted photon. This disciminant, called the
ConvBit, was used in 2011 and 2012 data taking periods but not recommissioned for
2015 data taking.

The TRT provides discrimination between electrons and heavier objects based on
the principle of transition radiation described in Chap.3, Sect. 3.2.1. Particles with
larger γ-factors (light particles, e.g. the electron) radiate more photons than those
with lower γ-factors (heavy particles, such as pions and muons) when traversing the
radiator foil inside the TRT. Those photons in turn induce more high-threshold hits
in the detector. The high threshold ratio (FHT) is the ratio of high-threshold hits to
the total number of TRT hits along the reconstructed track, and should be larger for
electrons than its hadronic backgrounds.

Beginning in 2012, cracks in the TRT gas system resulted in leaks and large losses
of expensive xenon gas. To cope with this problem, the gas in some TRT modules
was switched from xenon to argon, which is less expensive, for the 2015 data taking
period. More modules will be switched to argon in the 2016 data taking period.

The use of argon gas leads to a lower high threshold probability. To compensate
for the subsequent loss of performance, a tool was developed to calculate a likelihood
ratio between electrons and backgrounds based on the high threshold hit information
[10]. The high threshold probability of each hit is determined as a function of the
location of the straw in the detector and the track-to-wire distance of the hit; the

http://dx.doi.org/10.1007/978-3-319-73930-4_3
http://dx.doi.org/10.1007/978-3-319-73930-4_3


58 5 Electron Identification

Table 5.2 Definition of electron discriminating variables using theATLAS tracking system (includ-
ing variables matching the extrapolated track to the calorimeter cluster) [8, 9]

Type Description Name Rejects

LF γ HF

Pixel Number of hits in the B-Layer nBlayerHits �
Number of hits in the pixel detector nPixelHits �

Pixel+SCT Number of total hits in the pixel
and SCT detectors

nSiHits �

TRT Total number of hits in the TRT nTRTHits

Ratio of the number of
high-threshold hits to the total
number of hits in the TRT

FHT �

Likelihood of the quality of TRT
hits-on-track, including straw
position, track-to-wire distance,
and high-threshold status

eProbabilityHT �

Track parameters Transverse impact parameter d0 � �
Significance of transverse impact
parameter, d0/σd0

σd0 � �

GSF track momentum loss
between the perigee and the last
measurement point, divided by the
track momentum at perigee

�p/p �

Track–cluster
matching

�η between the cluster position in
the strip layer and the extrapolated
track

�η1 � �

�φ between the cluster position in
the middle layer and the
extrapolated track. In the �φRes
case, the track momentum is
rescaled to the cluster energy
before extrapolating.

�φRes (�φ2) � �

Ratio of the cluster energy to the
track momentum

E/p � �

Particle flow Veto electron candidates matched
to reconstructed photon conversion

ConvBit �

probability is calculated separately for electron and pion hypotheses. The ratio of
probabilities between the electron hypothesis and pion hypothesis is the discrimi-
nating variable. (In 2016 the high threshold probability will also be corrected as a
function of the TRT occupancy local to the track.)
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Fig. 5.4 Cross section of the ATLAS inner detector, electromagnetic calorimeter (green), and
hadronic calorimeter (red). White lines indicate η bin boundaries, whose values are reproduced on
the right

5.1.3.3 Detector Geometry Considerations

The shape of the calorimeter variable distributions, and of the TRT discriminating
variables, varies according to the detector geometry, whose features in η are dictated
by the cylindrical nature of its barrel subdetectors, the transition to endcap detectors,
the space dedicated to services, and the amount of material before the calorimeters.
Consequently, electron identification is typically split into nine regions, or “bins” in
η. Variable distributions also vary as a function of object ET; thus, the phase space
is split further into ET bins, typically in 5GeV increments. Variable distributions are
roughly uniform across a single η × ET bin, and each region treated as a separate
optimization problem for the purposes of defining an identification menu. Figure5.4
shows a cross section of ATLAS subdetectors, with η bin boundaries indicated.

5.1.3.4 Multivariate Discrimination Techniques

A large range of classification techniques exist, and the field of classification is
growing. Several classification methods are made readily available to the physics
community via the Toolkit for Multivariate Data Analysis with ROOT (TMVA) [11].
Many of the methods implemented in this software have been tested for the problem
of electron identification, including neural networks, boosted decision trees, and
k-nearest neighbor methods.

Typically, the ATLAS e/γ Combined Performance Group provides a set of three
“all-purpose” menus for identifying electrons, described as Loose, Medium, or
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Tight in order of decreasing electron efficiency, and increasingbackground rejection.
These menus are intended to service all ATLAS analyses, and thus provide rejection
for all types of electron backgrounds.

From 2010 to 2012, electrons were identified by the use of simple cuts on a set
of electron variables (referred to as a “cut-based menu”), optimized using TMVA
tools. The cut-based menu was re-optimized in 2011 to improve its performance
and to account for differences between simulation and data. The menu was again
re-optimized in 2012 to reduce the efficiency loss as a function of pile-up. The cut-
based menus also served as the basis for the electron triggers during the 2010–2012
data taking periods.

The electron likelihood, which will be discussed in detail in the following section,
was developed for offline reconstructed electron candidates in the 2012 8TeV dataset.
The likelihood was re-optimized for use in 2015, and was also adapted to trigger
electrons in the HLT in 2015.

Nearly all variables can be combined in a multivariate analysis (MVA). However,
track- and calorimeter-based isolation variables (described in Chap.3) are typically
regarded as a special discriminating variable that should be treated outside an MVA.
This is because some physics processes (for instance t t̄) have more particle activity
(jets) in the event than other signatures, and thus may require specific isolation cuts
(for instance, using a smaller cone size or a looser cut). Additionally, the isolation
variable is an integral part of the current electron efficiencymeasurement (the “Z-Iso”
method, described in Chap.6), and correlations between the method and an isolation
variable in the identificationmenumay bias that menu’s efficiencymeasurement. For
these reasons, isolation is kept outside of the standard ATLAS electron identification
menus provided to the collaboration.

5.2 Samples for Electron Likelihood Menu Construction
and for Performance Studies

The following section describes the data and MC samples used to develop electron
identification criteria.

5.2.1 Electron Data Samples Using the Tag-and-Probe
Method (2012)

To study electrons for the purposes of developing an identification menu, an unbi-
ased selection of electrons is required. Unbiased electrons are obtained using Z
boson events decaying to two electrons, by exploiting the tag-and-probe method. In
the tag-and-probe method, described in detail in Chap.6, events are collected using
the single-electron trigger. Z boson candidate events are found by selecting pairs of

http://dx.doi.org/10.1007/978-3-319-73930-4_3
http://dx.doi.org/10.1007/978-3-319-73930-4_6
http://dx.doi.org/10.1007/978-3-319-73930-4_6
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same-flavor, opposite-charge electrons: a triggered “tag” electron passing tight iden-
tification and isolation requirements, and a second, “probe” reconstructed electron
candidate object passing basic track quality criteria cuts. (These events also include
the subset in which the probe also passes the tag criteria, and in this case both elec-
trons are counted as probes.) The tag-probe pair is required to be within 10GeV of
the PDG Z mass. Below a probe pT of 20GeV, the tag is required to originate from
the barrel (|η| < 1.37). The set of electron probes is an unbiased, relatively clean
source of electrons, at the reconstructed electron candidate level.

For the construction of PDFs in 2012, events were collected using the
e24vhi_medium1 and e60_medium triggers in 20.3 fb−1 of 8TeV data. To further
reduce the amount of background in this sample, a loose calorimeter isolation cut is
applied to the probe electrons:

∑
ET/ET < 0.5 in a cone of�R = 0.3. The effect of

this cut is small in the high-ET region, but significantly reduces background contam-
ination for electrons below pT = 20GeV. In principle, this isolation cut is correlated
with other calorimeter variables; however, the cut value is more than 99% efficient
in all bins, so the bias on the PDFs is minimal and has been shown to be negligible
using MC. Additional steps to reduce background contamination in low-pT electron
candidates are discussed in Sect. 5.3.4.2.

5.2.2 Background Data Samples Using Supporting Triggers
(2012)

The current formulation of the electron likelihood takes the simplistic approach of
using a single set of PDFs to represent all sources of electron background, despite the
fact that there are multiple types of electron background, each with their own distinct
set of PDFs. (In the classification literature this is referred to as a one-against-one
approach, as opposed to a one-against-all classifier.) In the one-against-one case, the
exactmixture of background types (composition) of thePDFs affects the performance
of the likelihood discriminant. As an example, if two background types have distinct
sets of discriminating variables with equivalent discriminating power, and if their
PDFs are combined in a single-background approach, then the type that is more
represented in the PDFs will be rejected at a higher rate than the less represented
type.

For the 2012 electron likelihood, the inclusive background is modeled using
20.3 fb−1 of 8TeV data, collected using the electron and photon supporting trig-
gers e5_etcut, e11_etcut, g20_etcut, and g24_etcut. The number represents the ET

threshold (in GeV); “g” triggers are photon triggers requiring only a reconstructed
trigger cluster, and “e” triggers require a track matched within a loose �R window.
To remove contamination by prompt electrons from Z boson production, a back-
ground candidate is rejected if it forms an invariant mass within 50GeV of the PDG
Z mass with any other electron candidate in the event. To remove prompt electrons
fromW boson production, events with Emiss

T > 25GeV are rejected, and background
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candidates with MT > 40GeV are rejected. Basic track quality criteria, matching the
criteria required of the signal electron sample, is also applied on the offline recon-
structed object. The offline reconstructed electron candidate that matches the trigger
object firing the event within �R < 0.15 is used as the background candidate. The
composition of this sample is predicted by MC to be roughly 80–85% LF hadrons,
15–20% conversions, and ∼1% background electrons from HF decays.

5.2.3 Signal and Background MC Samples (2015)

In preparation for the 2015 data taking period, a new electron likelihood was neces-
sary to adapt to the expected changes in conditions, including updates to core recon-
struction algorithms; a newly-installed IBL and its corresponding tracking improve-
ments; new gas conditions in the TRT; and a 25ns LHC bunch spacing instead of
50ns, causing changes to calorimeter responses. Since a version of the likelihood
was required for the start of data taking, the 2015 electron likelihood would need to
be constructed using PDFs obtained from MC.

For this purpose, a sample of Z → ee MC is used to obtain signal PDFs for
electrons with pT > 15GeV. Electrons are selected using the tag-and-probe method,
and by requiring that the probe electron is matched to a true electron using the MC
truth record. To obtain unbiased electrons below 15GeV, a sample of J/ψ → ee
is used as a source, with electrons identified by finding two reconstructed electrons
whose invariant mass satisfies 2.8 < mee < 3.3GeV that bothmatch to true electrons
from the J/ψ in the MC truth record. Furthermore, to suppress highly collinear
J/ψ electron pairs in which the electrons interfere with each other’s shower shape
variables, selected electrons must be a distance �R > 0.1 away from any other
electron candidate.

For background, PDFs are obtained using simulation of 2 → 2 QCD processes,
including multijet, qg → qγ, qq̄ → gγ, electroweak and top production processes.
The MC is filtered at truth level to enrich the sample in electron backgrounds: events
are kept in which particles in the event (excluding neutrinos and muons) deposit
> 17GeV of energy into a square area η × φ = 0.1 × 0.1, mimicking the highly
localized energy deposits characteristic of electrons. The filter increases the number
of high-pT electron backgrounds; background objects with energy below 17GeV are
also abundant in this sample. The electron background constitutes objects in this
sample that are reconstructed as electrons and that are not matched to a true electron
in the truth record.

After obtaining signal and background samples from MC, differences between
MC and data variable distributions must be corrected. These differences are from
imperfect detector modeling in the MC, and are discussed in Sect. 5.3.4.3.
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5.3 The Electron Likelihood

This section describes the electron likelihood discriminant as developed for use with
the 2012, 2015 and 2016 ATLAS dataset.

5.3.1 The Generic Likelihood Method

The Neyman–Pearson Lemma [12] states that, for a set of variables x, the most
powerful discriminant between two hypotheses H0 and H1 that can be constructed is

d(x) = p(Hs |x)
p(Hb|x) (5.1)

where p(H |x) is the conditional probability of the hypothesis H given x for signal s
and background b. In practice, the conditional probability is found by constructing a
set of one-dimensional probability density functions (PDFs), usually histograms, that
are developed from clean sources of signal and background (the “training sample”).
For a set of uncorrelated variables, the total conditional probability is the product of
the PDFs evaluated at values xi for each of the n variables in x:

p(H |x) =
n∏

i=1

p(H |xi ). (5.2)

The likelihood can be transformed using a convenient function that is monotonically
increasing for values > 0, namely x → x/(x + 1) [13], allowing the signal to peak
at 1 and background to peak at 0:

dL(x) = p(Hs |x)
p(Hs |x) + p(Hb|x) , (5.3)

where dL is the likelihood discriminant. An additional transform is applied to dL(x)
to allow the events to be more evenly distributed; this simplifies the technical aspect
of choosing likelihood discriminant cut values [11]:

d ′
L = −τ−1dL ln(d−1

L − 1) (5.4)

where τ = 15 is used in this case.2 A cut can placed on this discriminant to separate
signal from background; any electron whose discriminant is higher than this value
passes the likelihood selection, while the rest fail. The cut on the likelihood can be
combined with other rectangular cuts to define a full selection menu.

2τ = 15 is the default value in TMVA.
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Fig. 5.5 Left: An example likelihood discriminant output, after having been transformed byEq.5.4,
for data signal and background distributions. Right: The corresponding ROC curve, illustrating the
continuum of operating points. A cut-based menu is plotted for comparison

An example likelihood discriminant and the continuum of corresponding signal
efficiencies/background rejections are shown in Fig. 5.5 in the form of a receiver
operating characteristic (ROC) curve. The corresponding optimized cut-based menu
operating point is shown for comparison.

The benefit of the likelihoodmethod of classification as compared to a rectangular
cut-based method is two-fold. First, because it draws its discriminating power from
many variables, the likelihood recovers electrons in the tails of some distributions,
that otherwise look reasonable in other distributions. Cut-based menus naturally lose
efficiency by removing electrons in the tails. Second, it becomes possible to use
certain variables in a likelihood whose overlap between signal and background is
sufficient to prevent applying hard cuts in a cut-based menu (due to excessive loss of
efficiency), but that nonetheless have significant discriminating power. This opens
up the opportunity for this type of electron variable, which had never been used in
a cut-based menu, to be fully exploited by a likelihood particle identification. In
the case of electrons, FHT,3 f1 and Rφ are three such variables; Fig. 5.6 shows the
largely overlapping signal and background Rφ PDFs. The signal tail is too long for
an efficient cut, but the PDFs contain a great deal of discriminating power that can
be harnessed in the likelihood.

The likelihoodmethod is themost powerful test if the set of variables is completely
uncorrelated. In the case of electron classification this is not true, and more power-
ful techniques (boosted decision trees, neural networks, etc.) should outperform the
likelihood. However, the simplicity of the likelihood is an asset: the method requires
no training step, and the only parameters for its construction relate to the determi-
nation of the one-dimensional PDFs. The likelihood method is less susceptible or
completely immune to smaller testing samples, over-training, training convergence
at a local minimum, and other issues that more complicated multivariate techniques

3The FHT variable is used in cut-based menus, however its cut is inefficient.
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Fig. 5.6 An example of an
electron variable, Rφ, which
is inefficient when applied as
a cut, but which nonetheless
has significant discriminating
power against background.
Variables such as this can be
used in a likelihood to
improve the performance of
the identification
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must overcome. As such, it is much more easily maintainable, which is an asset in a
field of study with continually changing personnel. These considerations shaped the
decision to develop a likelihood electron identification.

The task of developing a likelihood test discriminant consists of the following
steps: finding suitable sources of signal and background events for creating PDFs;
constructing from these sources the PDFs of all variables that have some discrimi-
nating value; calculating the likelihood discriminant using different combinations of
these variables; and finally settling on a likelihood with a list of variables that has
the most discriminating power. The following sections discuss details related to how
the electron likelihood performance was optimized.

5.3.2 Structure of the ATLAS Electron Likelihood Menu

Because the shape of the calorimeter and tracking PDFs vary as a function of the
electron ET and η, the likelihood menu is composed of 6× 9 independent likelihood
discriminants, each with its own set of variable PDFs and discriminant cuts. The
η bin thresholds are influenced by detector geometry, as described in Sect. 5.1.3.3:
[0.0, 0.6, 0.8, 1.15, 1.37, 1.52, 1.81, 2.01, 2.37, 2.47]. The ET bins are: [7, 10, 15,
20, 30, 40, ∞]GeV.4 The granularity of the discriminant cuts is slightly different,
splitting the high-ET bins further: [7, 10, 15, 20, 25, 30, 35, 40, 45, ∞].

The likelihood PDFs are obtained in 2012 using a data-driven method: unbiased
electrons over a range of 10 < ET < 100GeV are gathered using the tag-and-probe
method applied to Z → ee events, as described in Sect. 5.2. Thus, the 2012 likelihood

4A 4 < ET < 7GeV bin was added beginning in 2015.
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is described as a “data-driven” likelihood. In 2015, the likelihood was constructed
using PDFs derived from MC, and is described as a “MC-based” likelihood.

Several likelihood menus (Loose, Medium and Tight) are provided to allow
flexibility in optimizing the S/B ratio for a wide variety of ATLAS analyses using
electrons. In 2012, Loose (alternately referred to as Loose_BL_Pix), Medium,
Tight (which is not used in analyses but which nonetheless appears in this text)
andVery Tightmenus exist. Loose,Medium andVery Tight likelihood menus
were designed to match the efficiency of Loose++, Medium++, and tight++ cut-
based menus, respectively, and improve upon their background rejection. In 2015,
the likelihood menus Loose, Medium, and Tight were provided to roughly match
the historical signal efficiencies of these menus.

An additional menu called VeryLoose, tuned to a higher efficiency than Loose,
is provided as a tool for analysis background estimates which make use of a relaxed
electron identification.

5.3.3 List of Likelihood Menu Details – Variable Content

The offline electron likelihood variable content is listed in Table5.3, with 2012 cut-
based menus listed as well for purposes of comparison. The choice of likelihood
variable content, unless otherwise stated, is aimed at optimizing the likelihood per-
formance; its optimization will be discussed in Sect. 5.3.5. The details of the 2012
and 2015 electron likelihood menus requiring additional explanation are enumerated
below:

• nBlayerHits: 1 B-layer hit is required, if the expected hit is not masked in the
detector. In 2012, nBlayerHits refers to the number of hits in the first pixel layer;
in 2015, after the IBL was installed in ATLAS, it refers to the number of hits in
the IBL.

• nPixelHits: at least 2 pixel hits are required. (For the VeryLooseLH menu only
one pixel hit is required.)

• nSiHits: at least 7 silicon hits are required.
• In 2012, the d0 and σd0 variables were removed from Loose to accommodate the

H → Z Z → 4� analysis, whose reducible background estimation method relied
on an anti-identification cut on these variables.5

• The f3 variable is removed from the likelihood discriminant definition in the
highest η bin (2.37 < |η| < 2.47) because of a large MCmismodeling that affects
the data-MC efficiency agreement. The slightly reduced performance is preferred
over a large data-MC scale factor. This approach is taken both in 2012 and 2015.

5Such requests were accommodated early in the development of the likelihood, since the number of
customers was limited and experience with reducible background estimates with likelihood iden-
tification had not been studied. Experience has shown that background estimates do not generally
require a special likelihood configuration.
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Table 5.3 The variables used in the different selections of the electron identification menus, span-
ning 2012–2015. Cut-based,Multilepton (ML) and likelihood menus are shown for comparison.
Dashes indicate variables omitted because another nearly identical variable is already used in the
menu. The �φRes variable outperformed and replaced �φ2 in 2012. The eProbabilityHT variable
replaced FHT in 2015 due to improved performance and compatibility with changing gas mix-
tures. The ∗ refers to the fact that the E/p and Wstot variables are used as cuts for electrons with
ET > 125GeV in a version of the 2015 Tight likelihood designed for high-mass exotic searches

Cut-based Likelihood

Name 2012 ML 2012 2015

Wstot C C ∗

Eratio C C L L
f1 L L
Rη C C L L
Rφ L L
Wη2 C C L L
f3 C!L C L L
RHad C C L L
nBlayerHits C!L C C C!L

nPixelHits C C C C

nSiHits C C C C

nTRTHits C!L C

FHT C!L C L −
eProbabilityHT − − − L
d0 C!L L!L L
σd0 L!L L
�p/p C L L
�η1 C C L L
�φ2 C!L!M − − −
�φRes − C L L
E/p C!L!M ∗

ConvBit C!L!M C!L!M

• Due to inefficiencies identified in high-pT electrons and associated with the f3
variable, f3 is removed from the likelihood for electrons with pT > 100GeV in
2015, and electrons with pT > 80GeV in 2016.

• Because of the limited coverage of the TRT, TRT variables are omitted in the range
2.01 < |η| < 2.47. In 2015, gas leaks in the TRT caused certain barrel and endcap
modules to be switched from Xe to Ar, degrading the FHT discriminating power.
Also in this year, the eProbabilityHT discriminant became available, partially
compensating for the loss in FHT performance. FHT was used in the likelihood in
2012 and replaced by eProbabilityHT in 2015.
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• The ConvBit variable was not recommissioned in 2015, and thus was not used in
the 2015 likelihood menu.

5.3.4 Electron Probability Density Functions

The probability density function description of electron discriminating variables
is essential to a well-performing electron likelihood identification menu. In 2012,
electron signal and background PDFswere determined using the data-driven Z → ee
event (signal) and supporting trigger (background) samples that are described in
Sect. 5.2. In 2015, MC samples analogous to the 2012 data-driven ones are used as
input samples to construct the likelihood.

To ensure that the one-dimensional PDFs are nonzero everywhere, raw histograms
from data or MC must be “smoothed.” The electron likelihood PDFs are smoothed
using the kernel density estimation technique. Background contamination in data-
driven PDFs can degrade the performance of the likelihood; therefore, additional
criteria are added to the data Z → ee event selection for the probe sample to reduce
this contamination, particularly for low-pT electrons. Finally, data-MC differences
due to imperfect modeling of the detector geometry and response require adjustment
of MC PDFs to match data distributions–these corrections are applied to the MC-
based PDFs for the 2015 likelihood. The following section describes the process of
smoothing PDF distributions for constructing the likelihood, the additional selection
applied to Z → ee signal to reduce background contamination, and the corrections
applied to MC PDFs to construct MC-based likelihoods.

5.3.4.1 Smoothing PDFs Using the KDE Method

To first approximation, PDFs can be obtained by simply building a histogram of
each variable using the signal and background samples described above. However,
logistical issues of bin granularity and limited statistics could adversely affect the
performance of the likelihood.

The electron likelihood should be constructed from PDFs containing only mean-
ingful physical features. Random statistical fluctuations, particularly in the PDFs of
likelihoods covering regions of η×ET where signal or background statistics are low,
can cause suboptimal behavior, such as nearly identical electrons being assigned
vastly different discriminant values. Likewise, the PDFs should be nonzero every-
where, to avoid undefined or unphysical results. Thus, raw histogram PDFs must be
transformed to solve these issues. Adaptive kernel density estimation (KDE) is used
to convert the histogrammed signal and background samples into PDF inputs for the
likelihood.

The KDE method smooths a variable distribution in the following manner: first,
the variable’s values in the sample set are treated as a collection of δ-functions. Each
δ function then replaced by a “kernel” function (in this case a Gaussian distribu-
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Fig. 5.7 TheKDEmethod. Left: a cartoon depiction of theKDEandAdaptiveKDEPDF smoothing
technique. The adaptivemethod smooths areas of lower statistics.Right: an example of a rawvariable
distribution (Rη) and its KDE-smoothed PDF

tion) with a tunable width parameter, and the collection of Gaussian distributions
are summed to form the final PDF. The adaptive KDE method follows the same
procedure, but the Gaussian width parameter is increased in regions of low event
yields (see Fig. 5.7) [11]. The PDFs developed for the electron likelihood tool were
created using the TMVA adaptive KDE tool. In practice, the tool uses very finely
binned histograms to approximate the δ functions of an unbinned dataset, in order
to increase the algorithm speed, without loss of performance.

PDFs were hand-tuned to ensure that no real features were lost by the KDE-
smoothing. This includes the choice of histogram range for each variable as well as
the KDE smoothing parameters. In addition, certain variables ( f1 and Eratio among
them) exhibit discontinuities in their distributions, driven by detector geometry (e.g.
a missing calorimeter layer in certain η regions for f1, or no second maximum in
the calorimeter cluster for Eratio). These discontinuities were preserved by removing
the discontinuity before applying KDE smoothing, and subsequently adding the
discontinuity back into the KDE-smoothed distribution. Histogram overflow and
underflow bins are treated in the same manner. Experiential evidence indicates that
likelihood performance does not degrade significantly if the KDE approximation
deviates somewhat from the true PDF.

5.3.4.2 Data-Driven PDFs at Low-ET

The tag-and-probemethod is effective at obtaining a sample of unbiased electrons for
signal PDFs for the purposes of constructing a likelihood; however at low-ET (below
20GeV), background contamination significantly biases the PDFs. Figure5.8 shows
an example of an output discriminant in the 10 < ET < 15GeV bin, illustrating
the amount of background contamination in the PDFs. As mentioned earlier, an
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Fig. 5.8 Left: A plot of the output likelihood discriminant for probes (data and Z → ee MC) at
10–15GeV, 0.80 < |η| < 1.15. The data peak at high discriminant values comes from electrons
(consistent with the Z → ee MC distribution), and the larger peak at low discriminant values is
background, illustrating the high amount of contamination in the data sample at low-pT. Right: the
likelihood discriminant at 40–45GeV, 0.80 < |η| < 1.15; the fraction of background in the data
sample is negligible

additional isolation cut is applied on the probe to reduce this background, but the
signal PDFs remain polluted.

It is important to note that a likelihood constructed with contaminated PDFs can
still provide adequate discrimination. Figure5.8 is an illustration of this point. As a
means of further improving the likelihood by obtaining purer PDFs, one can use a
cut on the output discriminant itself (guided by the response of theMC) to drastically
reduce the background contamination,while avoiding a cut on any one discriminating
variable. This strategy was employed in constructing the 2012 likelihood with data-
driven PDFs, in the following manner: A (data-driven) likelihood is constructed with
the Tight-level likelihood variables (excluding the cuts). A Z → ee MC sample
is then used to find the discriminant value that preserves 99.5% of the signal, to
be used as the preselection. The procedure for obtaining the PDFs is then rerun on
data, applying this discriminant cut, as well as additional tracking cuts (nSiHits≥
7 and nPixHits≥ 1), before the KDE smoothing step. The resulting PDFs have
significantly less background (see Fig. 5.9), and their bias is negligible because of
the high efficiency of the pre-selection cuts.

While the low-ET bins benefit the most from preselected PDFs, the method
reduces the background contamination of the signal PDFs in all ET regions. The
procedure is therefore used for PDFs in all ET ×η bins. The final PDFs have a purity
of 98% or higher for electrons above 20GeV, 85–98% between 10 and 20GeV and
50–80% in the 7–10GeVbin, depending onη. For the lowest-pT bin in the calorimeter
crack, 7 < pT < 10GeV and 1.37 < |η| < 1.52, electron PDFs are highly con-
taminated with background, and signal and background contributions are difficult to
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Fig. 5.9 Left: Rη distributions in data in the 10 < ET < 15GeV, 0.80 < |η| < 1.15 bin,
before and after removing background contamination using the procedure described in the text. The
background PDF is plotted for reference. Right: A plot of the output discriminant for probes (from
top to bottom: data, background, and Z → eeMC), from the same bin, comparing the performance
of likelihoods with contaminated and cleaner PDFs

resolve. Thus, the PDFs have been replaced by PDFs from the 10 < pT < 15GeV
crack likelihood, resulting in improved performance.

The result of less contaminated signal PDFs is a better performing likelihood: the
likelihood background rejection increases by 5–10%, compared to a likelihood tune
with the same signal efficiency but using the original data PDFs.

5.3.4.3 Correcting MC Variable Mismodeling Using Constant Shift
and Width Parameters

Imperfections in detector modeling causes differences between data and MC in the
likelihood input variables. In order to use MC PDFs in place of data in a likelihood
tune composed of MC PDFs, a correction must be made to bring the MC description
closer to that of data. This can be achieved in two ways: one can investigate the
source of the mismodeling (e.g. incorrect detector material descriptions, imperfect
showering tune parameters, etc.), correct them, and re-simulate the propagation of
particles through the detector in each MC sample; or one can find ways to manip-
ulate the end-result variable distribution to more closely match data. In short-term
identification development, the latter option is chosen due to time constraints.

Data-MC differences can typically be classified as constant offsets or as differ-
ences in the width (e.g. the full width at half-maximum, FWHM) between data and
MCdistributions, though there are exceptions to this rule. Comparisons between data
and MC revealed that the variables f1, f3, Rη, Wη2 and Rφ have constant offsets in
bins of η; �η1 and �φRes have different FWHM between data and simulation. Other
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variables used for identification are sufficiently well-modeled by MC that they do
not require adjustment.

The corrections are applied as follows: each electron’s variable entry v is altered
according to v∗

MC = vMC −a for constant offset a, or v∗
MC = (vMC − v̄data,MC)∗w for

width parameterw and mean value v̄data,MC (in the electron variables shifted, v̄data,MC

is 0). To find the optimal corrections a, the following χ2 test statistic is minimized:

χ2 =
∑

bins

(ndata − nMC)2

σdata + σMC
(5.5)

To find the width corrections w, the ratio of the FWHM between data and MC
is used. Correction parameters are derived using the same tag-and-probe datasets
described in Sect. 5.2; to remove background, particularly among low-pT electrons,
theVeryLoose identification is applied to electrons (this reduces background while
not significantly affecting the shape of input variables, since the menu is >95%
efficient). This χ2 minimization and FWHM ratio can be performed on PDFs either
before or after the PDFs have been smoothed using theKDEprocedure; the difference
in results between the two approaches was found to be negligible.

The 2015 likelihood was developed using MC PDFs corrected using the above
procedure using shifts and widths derived from 2012 8TeV data that was reprocessed
using the 2015 reconstruction software. The parameters derived using this procedure
are reproduced inAppendixA.3. Corrections are derived and applied in each bin of η;
the same corrections are assumed not to be dependent on electron ET. The corrections
derived in signalMC samples are also applied to the backgroundMC samples used in
constructing the 2015 likelihood. Figure5.10 shows the data-MC agreement before
and after applying the corrections. Note that corrections are η-dependent, however
the distributions in the figure integrate over all η bins.

5.3.5 Likelihood Variable Menu Optimization

There are several ways to find the optimal likelihood given a list of variables, and
they typically should all yield the same result. In constructing the 2012 electron like-
lihood, the “n− 1” optimization method is used to determine the electron likelihood
variables. In the method, a likelihood consisting of all n variables is evaluated using
a sample of signal electrons and background, and a ROC curve is built from the
output discriminants. Next, the process above is repeated on n likelihoods, each of
which having the same likelihood construction as the original, minus one variable. If
no n − 1 likelihood performs better than the nominal, then the likelihood is already
optimal. If one or more n − 1 likelihoods performs better than the original, then the
variable associated with the best-performing n − 1 likelihood is removed from the
list of variables, and the process is repeated with the new nominal menu. Variables
are removed one-by-one until an optimal likelihood is reached.



5.3 The Electron Likelihood 73

1
ηΔ

0.01− 0.005− 0 0.005 0.01

E
nt

rie
s

0

20

40

60

80

100

120

140

160

180

200

220
310×

Data
 ee MC→Z 

 ee MC→Corrected Z 

 lanretnIATLAS
-1 = 13 TeV, 3.2 fbs

 > 15 GeVTE

 probesLoose

res
φΔ

0.03− 0.02− 0.01− 0 0.01 0.02 0.03

E
nt

rie
s

0

20

40

60

80

100

120

140

160

180

200

220

240
310×

Data
 ee MC→Z 

 ee MC→Corrected Z 

 lanretnIATLAS
-1 = 13 TeV, 3.2 fbs

 > 15 GeVTE

 probesLoose

1f

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

E
nt

rie
s

0

20

40

60

80

100

120

140

310×

Data
 ee MC→Z 

 ee MC→Corrected Z 

 lanretnIATLAS
-1 = 13 TeV, 3.2 fbs

 > 15 GeVTE
 probesLoose

3f
0.05− 0 0.05 0.1 0.15

E
nt

rie
s

0

50

100

150

200

250

300

350

310×

Data
 ee MC→Z 

 ee MC→Corrected Z 

 lanretnIATLAS
-1 = 13 TeV, 3.2 fbs

 > 15 GeVTE
 probesLoose

ηR

0.8 0.85 0.9 0.95 1 1.05 1.1

E
nt

rie
s

0

20

40

60

80

100

120
310×

Data
 ee MC→Z 

 ee MC→Corrected Z 

 lanretnIATLAS
-1 = 13 TeV, 3.2 fbs

 > 15 GeVTE

 probesLoose

2ηw
0.006 0.008 0.01 0.012 0.014 0.016 0.018 0.02

E
nt

rie
s

0

20

40

60

80

100

120

140

160

180

200

310×

Data
 ee MC→Z 

 ee MC→Corrected Z 

 lanretnIATLAS
-1 = 13 TeV, 3.2 fbs

 > 15 GeVTE

 probesLoose

Fig. 5.10 Data and MC electron variable distributions obtained using the Z → ee tag-and-probe
method, and integrated over ET and η. MC is shown before and after applying the constant shift
and width corrections described in the text

Figure5.11 shows a baseline likelihood and a few corresponding n−1 likelihoods
for some of themore powerful discriminating variables. If a particularmenu performs
much worse than the original, it indicates that the variable is a powerful discriminant.
When removing a variable increases the likelihood’s performance, it can be due to
correlation effects with another variable in the likelihood, or problems with the PDF
description of the variable.
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Fig. 5.11 The n − 1 method
used to optimize the choice
of variables to use in the
electron likelihood.
Individual variables are
removed from the nominal
list of likelihood variables,
and the likelihood
recalculated to assess the
relative power of each
variable. The example shows
the importance of FHT,
Eratio, RHad and Rη ; the
performance of the
likelihood decreases when
each is removed. The Tight
cut-based operating point is
shown for comparison
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In theory, each of the 54+ likelihoods in bins of η × pT can have an individually
optimized list of variables; in practice, the list of optimal variables is assumed to apply
to all bins, and the performance of the full menu is used to determine the optimal list.
Separate optimizations of the barrel and endcap do not result in significantly better
performance, and thus for simplicity all likelihood bins feature the same variable
content. Studies in which variables (such as tracking variables) are added as cut
requirements, or a variable is removed and instead applied as a cut, were performed
as well.

The n − 1 variable optimization study was performed on the 2012 electron likeli-
hood. The procedure was applied separately forLoose,Medium andTight regimes,
as they lead to slightly different menus (particularly with regard to the cuts applied).
Table5.3 of Sect. 5.3.3 shows the resulting list of variables used in the likelihood and
applied as cuts. (The removal of the d0 and σd0 variables from the Loose likelihood
was found not to significantly affect the menu’s performance.)

Discriminant operating points in 2012 were determined the following way: For
a certain operating regime (Tight, Medium, Loose, or Multilepton), operating
points were selected to replicate the signal efficiency or background rejection of the
corresponding cut-based menu. Typically, a likelihood constructed to have the same
signal efficiency as a cut-based menu will have a better background rejection, and
one which has the same background rejection as the cuts will have a higher signal
efficiency. Discriminant cuts are determined on a bin-by-bin basis.

The five final likelihood menus in 2012 were adjusted slightly to have more
natural spacing in overall efficiency: roughly 95% (VeryLoose), 92% (Loose),
87% (Medium), 82% (Tight) and 77% (Very Tight), to accommodate the needs
of a wide range of analyses.
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5.3.6 Electron ID Pileup Dependence

Electron discriminating variables aremade less effective by several sources of activity
(mostly jets) in the detector. Two types of activity exist: in-time pileup is the activity
from the other p–p collisions in the same bunch crossing, and affects tracking and
calorimeter detector response alike. Out-of-time pileup is the overlapping detector
response from previous bunch crossings; this source only affects calorimeter detector
responses. (Underlying Event (UE) is the activity from the same p–p collision point;
this is typically small and can be ignored in the optimization process.)

Figure5.12 shows the typical LAr calorimeter cell response, both before and after
shaping. In 2011 and 2012, the bunch spacing was 50ns (corresponding to a 20MHz
collision rate), arranged in Proton Synchrotron trains of 36; in 2015 and beyond the
bunch spacing is 25ns (40MHz), arranged in PS trains of 72.

Pileup in the detector has increased in every year of ATLAS data taking (account-
ing for the change from 50 to 25ns bunch spacing). Pileup affects a number of dis-
criminating variables, typically degrading their discriminating power. The shower
shape variables RHad and Rη (see Fig. 5.13) are among the most affected variables,
becoming wider (more background-like) and thus less discriminating with higher
pileup. TRT variables (FHT, eProbabilityHT) become more signal-like with higher
pileup, in both signal and background; this variable is also less discriminating in
dense environments.

The likelihood, whose PDFs are an average of pileup conditions over associated
data orMC sample, is also affected by change in its input variables due to pileup. The
efficiency of the likelihood operating points, which use RHad, and Rη, has a depen-
dence on npv (one which largely disappears when these two variables are removed

Fig. 5.12 Response of a
LAr calorimeter cell, before
(triangle) and after (curve)
shaping [14]



76 5 Electron Identification

Rhad, Npv < 11
Mean  0.0006569
RMS  0.004953

HadR
-0.02 -0.01 0 0.01 0.02 0.03

Ar
b.

 U
ni

ts

50

100

150

200

250

300

350

400
310×

Rhad, Npv < 11
Mean  0.0006569
RMS  0.004953

 11≥Rhad, Npv 
Mean  0.0009979
RMS  0.005536

 11≥Rhad, Npv 
Mean  0.0009979
RMS  0.005536

Rhad, Npv < 11

 11≥Rhad, Npv 

Rhad, Npv < 11
Mean  0.0006569
RMS  0.004953

 11≥Rhad, Npv 
Mean  0.0009979
RMS  0.005536

Reta, Npv < 11
Mean  0.9491
RMS  0.02154

ηR
0.8 0.85 0.9 0.95 1

Ar
b.

 U
ni

ts

20

40

60

80

100

120

140

160

180

200

310×

Reta, Npv < 11
Mean  0.9491
RMS  0.02154

 11≥Reta, Npv 
Mean  0.9483
RMS  0.02209

 11≥Reta, Npv 
Mean  0.9483
RMS  0.02209

Reta, Npv < 11

 11≥Reta, Npv 

Reta, Npv < 11
Mean  0.9491
RMS  0.02154

 11≥Reta, Npv 
Mean  0.9483
RMS  0.02209

Fig. 5.13 The RHad and Rη shower shapes, integrated over η, for electrons with ET > 20GeV,
divided into npv < 11 and npv ≥ 11 regions. The electrons are obtained from data using the nominal
tag and probe sample

from the likelihood menu). These two variables are among the most powerful, as
shown in n−1 likelihood studies (see Sect. 5.3.5), and thus indispensable in the like-
lihood variable menu. However, the likelihood discriminant is systematically lower
in higher pileup conditions, leading to a negative efficiency slope as a function of
npv. (This negative slope is partially compensated by FHT (2012) or eProbabilityHT
(2015), which has the opposite effect on the likelihood discriminant, making the
slope more positive as a function of npv.)

During the development of the likelihood, two approaches were considered to
account for pileup conditions. The first approach is to make likelihood PDFs change
as a function of npv. This approach replaces the η × ET binning of the likelihood
with a set of likelihoods binned in η × ET × npv, increasing the complexity of the
tool. Furthermore, this approach leads to discontinuities in the electron efficiency as
a function of npv. The second approach is to keep a single PDF set that is constant
and averaged over all values of npv, but to correct the output likelihood discriminant
as a function of npv. This is possible because most variables affected by pileup tend
to simply have wider distributions, rather than having a changing mean. The effect
on the output likelihood discriminant is smooth and can be approximated by linear
corrections. Thus, the latter approach is taken, for its simplicity and smooth behavior.

In order to correct the efficiency for pileup dependence, the discriminant cut
is made linearly dependent on the number of vertices, with the form d ′′

L(npv) =
d ′
0 − a · npv, where d ′

0 is the original likelihood discriminant output, transformed by
Eq.5.4. In each η/ET bin, d ′

0 and a are chosen to meet the following condition:

ε = ε(npv<11) = ε(npv≥11) (5.6)
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Fig. 5.14 An illustration of the npv dependence of the likelihood output discriminant. Errors on
the left plot are estimates of the error on the discriminant, and are only meaningful relative to one
another. The right plot shows the efficiency as a result of a constant discriminant cut. The bottom
plots are the result of applying the npv correction. Efficiencies are roughly flat with npv

where ε is the desired operating point efficiency, and npv = 11 is roughly the central
value of the npv distribution in 2012.

Introducing this discriminant dependence on npv softens the resulting effect of
pileup on the signal efficiency (Fig. 5.14). It should be noted that the RHad and
Rη distributions are broader in the background, and the background response is
less dependent on npv. As a result, correcting the signal efficiency might cause the
background to develop an npv dependence, with worse rejection at higher npv. And
in fact, a perfectly corrected signal efficiency in the Tight regime results in an
untenably strong npv dependence in background rejection. The chosen values for
d ′
0 and a balance these competing effects and the resulting behavior matches that
of the corresponding 2012 cut-based menus (which still have a slight dependence
- see Fig. 5.15). The corresponding background efficiencies are shown in Fig. 5.16.
In the end, these npv-dependent cuts on the likelihood output are only applied for



78 5 Electron Identification

vtxN
5 10 15 20 25

ef
fic

ie
nc

y

0.75

0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2
VeryLoose LH
Loose
Loose LH
Medium
Medium LH
Tight
Tight LH
VeryTight LH

vtxN
5 10 15 20 25

sc
al

e 
fa

ct
or

0.92

0.94

0.96

0.98

1

1.02

1.04

1.06 VeryLoose LH
Loose
Loose LH
Medium
Medium LH
Tight
Tight LH
VeryTight LH

Fig. 5.15 Z → ee tag-and-probe data (left) efficiencies, as well as scale factors (right) as a function
of npv for cut-based and likelihood operating points, for electrons with 20 < ET < 50GeV. The npv
correction procedure for the likelihood has been applied to the Medium, Tight and Very Tight

likelihood menus
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Fig. 5.16 Background efficiencies for likelihood and cut-based menus, as estimated in data using
supporting triggers. The npv correction procedure for the likelihood has been applied to theMedium,
Tight andVery Tight likelihood menus. The backgrounds for these menus exhibit up to a∼40%
efficiency increase across the bulk of the npv range

MediumLH, TightLH, and Very Tight operating points. The dependence of the
efficiency on the pile-up for the VeryLoose and Loose_BL_Pix operating points
is small enough to not warrant a correction.

The 2012 electron likelihood menus are not arranged as exact subsets, for two
reasons: the list of variables in the Loosemenu is different fromMedium and Tight
menus, and the npv-dependent cuts cross each other at high values of npv. The effect is
small: electrons passing tighter operating points are almost entirely contained within
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looser ones (the level of non-overlap in electrons has been found to be no larger than
0.05% between any two menus, for the 2012 pileup profile). However, to remove
a chance of unexpected pathology caused by this effect, all 2015 likelihood menus
have the same variable content, and the pileup dependence strategy has been changed
slightly, as described below.

In 2015 we use a pileup-dependent correction that is not applied at all for the
loosest electron menu, one that is applied maximally for the tightest menu, and
whose effect turns on linearly between the two. Thus, the 2015 menus are corrected
for npv dependence by applying a piecewise linear transformation in two dimensions
(in the d ′

L–npv plane), ensuring a continuous output discriminant distribution d ′′
L.

The Tight menu in 2015 is corrected in the same way as in 2012, by finding dtight
and atight satisfying the condition in Eq.5.6; this npv-dependent line is then taken as
a reference point. The VeryLoose line (dloose), with no npv correction, is taken as a
second reference point; the correction will start here, increase linearly until it reaches
a maximum at the Tight menu line, and then decrease linearly until it is again 0 at
d ′
L = 2. The magnitude of the correction is 0 at npv = 0, and reaches a maximum at
npv = 50, where it remains constant at npv > 50.

The transform described is illustrated in Fig. 5.17. The mathematical description
as implemented in the electron likelihood follows. Defining for convenience the
following quantities:

n′
pv = min(npv, 50) (5.7)

and

d ′
tight = dtight − atight · n′

pv (5.8)

Fig. 5.17 The transform applied to the discriminant to correct for pileup dependence. Drawn are
lines of equivalent d ′′

L(npv) on the d ′
L–npv plane. The transformed discriminant and the original

discriminant are equal at npv = 0. The highlighted lines are the VeryLoose (orange) and Tight

(blue) discriminants, and dmax (green) from Eq.5.9
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The transform to correct for pileup dependence is then

d ′′
L(d ′

L, npv) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

d ′
L, d ′

L ≤ dloose (I)

dloose + (d ′
L − dloose) × dtight−dloose

d ′
tight−dloose

, dloose < d ′
L < d ′

tight (II)

dtight + (d ′
L − d ′

tight) × dmax−dtight
dmax−d ′

tight
, d ′

tight < d ′
L < dmax (III)

d ′
L, d ′

L > dmax (IV)
(5.9)

with the regions corresponding to Fig. 5.17 indicated. Using this procedure, the npv
dependence of Loose and Medium operating points are determined automatically.
The pileup correction described above was found to have nearly identical perfor-
mance as compared to the 2012 strategy, with the added benefit that the menus now
are exact subsets.

5.4 Electron Likelihood Menu Performance

The following section describes the performance of the 2012 electron likelihood, as
measured in data and described by MC. The differences in response in data and MC,
and the tools to understand their origin, are discussed here as well.

5.4.1 Performance in 2012 Data

The performance of the likelihood tool in 2012 was assessed using similar meth-
ods as were used for the construction of the signal and background PDF samples,
described in Sect. 5.2. The electron signal efficiencies are measured using the Z , Zγ
and J/ψ tag-and-probe methods, as described in Chap.6. Background efficiencies
were determined using the supporting trigger sample described in Sect. 5.2; the sig-
nal contamination in this sample is subtracted using Z → ee and W → eν MC
satisfying the selection criteria and scaled to the appropriate luminosity. Electron
and background efficiencies are shown with respect to electron container objects
that have additional track quality cuts applied (nSiHits ≥ 7, nPixelHits ≥ 1). In
2012, special attention is given to comparing cut-based menu and likelihood perfor-
mance, to assess the utility of moving toward the more complex likelihood-based
identification.

The electron efficiencies are shown inFig. 5.18 as a function ofη and ET, alongside
the cut-based menus. Likelihood menus in 2012 were tuned to roughly match the
signal efficiency structures of their cut-based analogs; the ratios of efficiencies of
backgrounds in the supporting trigger sample, comparing likelihood and cut-based
menus with the same electron efficiency, is shown in Fig. 5.19. Background rejection

http://dx.doi.org/10.1007/978-3-319-73930-4_6
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Fig. 5.18 Efficiencies of electron identification menus, measured by the tag-and-probe method in
Z , Zγ and J/ψ events using 2012 data. Likelihood Loose,Medium and Very Tightmenus, and
cut-based Loose,Multilepton, Medium and Tight menus are shown
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Fig. 5.19 Ratios of the background efficiencies of electron identification menus, comparing menus
with the same electron efficiencies in 2012. The ratio is measured using a sample of background
collected by electron supporting triggers

is typically improved by a factor of 2. Equalizing the efficiencies of cut-based and
likelihood menus allows for easier comparison between the two approaches.

The VeryLoose likelihood (not shown in Fig. 5.18) features signal efficiencies
close to 98% (as compared to ∼96% for the Loose cuts), with roughly 35% more
rejection than the Loose cuts. The LooseLH operating point closely resembles
the Multilepton cuts in efficiency, but reduces the backgrounds by around 40%.
In the Medium regime, the likelihood and cut-based menus have the same signal
efficiency, but the likelihood reduces the background by half. The Very Tight

likelihood menu has signal efficiencies that are equivalent to the cut-based menu, but
with half the background. (An additional likelihood menu, Tight, provided slightly
better rejection than the cut-basedTight, butwith roughly 5%more signal efficiency;
this menu was not supported with scale factors.)
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Beyond 2012, likelihood menus are assumed to out-perform cut-based menus;
comparisons thus far have upheld this assumption, however the performance of both
cut-based and likelihood menus can be affected by the specifics of their development
or training, and thus cannot be assumed a priori to have the same behavior as in
2012. Nevertheless, comparisons between the 2015 cut-based and likelihood menus
are not reproduced here.

5.4.2 Menu Characteristics Described by MC

The performance of a data-driven likelihood on simulated signal and background
objects is nuanced. However, MC can in general be used to further understand the
behavior of the likelihood. In particular, the composition of the background passing
an identification menu can be studied using truth information from MC. (No com-
prehensive study has been made to verify the background composition of the MC
samples or the response of different types of backgrounds to the Likelihood in data;
studies of this nature will have to wait for another document.)

For the following composition studies, the jf17 MC sample (jf17) described in
Sect. 5.2.3 is used; it contains 2 → 2QCDprocesses and an emulated trigger require-
ment, enriched in electron backgrounds. The composition of the surviving candidates
is categorized according to truth information: isolated electrons from electroweak
processes, non-isolated electrons from heavy-flavor decays, background electrons
from conversions and Dalitz decays, and hadrons.

Table5.4 contains the compositions of surviving backgrounds for both cut-based
and likelihoodmenus. The loose cut-basedmenus generally have equal parts hadrons
and background electrons, with a small contribution due to electrons from heavy-
flavor decays. As the cut-based menus get tighter, the heavy-flavor decays begin to
dominate the remaining background, followed by background electrons. In contrast,
the looser likelihood menus have much less hadronic background compared to their
cut-based counterparts; instead, background electrons dominate in this regime. As
the menu tightness increases, the hadron and background electron fractions decrease
and the heavy flavor fraction increases.

Figure5.20 shows the likelihood discriminant response for the different back-
grounds; light-flavor jets are rejected most efficiently, followed by conversions. This
behavior is driven mainly by the composition of the likelihood PDFs, which are
dominated by light-flavor hadrons. Heavy flavor jets can contain real electrons from
semi-leptonic decays and are therefore not effectively rejected. However, heavy fla-
vor rejection is typically improved at the analysis level by adding an isolation cut on
top of the likelihood identification criteria.

Figure5.21 shows a comparison of background efficiencies between the Loose
likelihood and the Multilepton cut-based menu, which has the same signal effi-
ciency. It can be seen that the likelihood provides most of its additional background
rejection through suppression of light-flavor jets, although it also rejects more con-
versions.
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Table 5.4 Background efficiencies (eff) of ID menus taken from an MC sample (jf17) containing
all 2 → 2 QCD processes. The composition of the surviving candidates is categorized according
to truth information: isolated electrons from electroweak processes, non-isolated electrons from
heavy-flavor decays, background electrons from conversions and Dalitz decays, and hadrons. The
background category efficiencies are also quoted. For the background efficiency numbers, prompt,
isolated electrons are removed using the MCClassifierTool. All efficiencies are quoted with respect
to a denominator of objects passing track quality requirements

Menu 20 < ET < 50GeV

Data eff (%) MC eff (%) Surviving candidates (%) Category efficiencies (%)

Z → ee no sig electrons non-

iso

bkg had non-

iso

bkg had

Track quality 100.0 100.000 1.1 16.1 82.8 100.00 100.00 100.00

Loose cuts 95.68 ± 0.17 4.757 ± 0.039 7.4 48.4 44.2 32.46 14.27 2.54

Multilepton cuts 92.91 ± 0.16 1.643 ± 0.023 22.5 34.5 43.0 34.17 3.51 0.85

Medium cuts 88.09 ± 0.22 1.108 ± 0.019 25.8 50.5 23.7 26.50 3.46 0.32

Tight cuts 77.48 ± 0.24 0.456 ± 0.012 54.5 29.9 15.6 22.99 0.84 0.09

VeryLoose LH 97.77 ± 0.14 2.805 ± 0.030 16.2 69.5 14.3 42.06 12.07 0.49

Loose LH 92.82 ± 0.18 0.937 ± 0.018 40.2 42.0 17.9 34.79 2.44 0.20

Medium LH 87.79 ± 0.25 0.513 ± 0.013 48.8 40.6 10.7 23.14 1.29 0.07

Tight LH 84.15 ± 0.27 0.389 ± 0.011 59.6 29.2 11.1 21.47 0.71 0.05

Very Tight LH 76.97 ± 0.29 0.287 ± 0.010 63.7 28.9 7.4 16.93 0.51 0.03

Fig. 5.20 Likelihood
response for three categories
of electron background in
MC, for a Loose operating
point. The sample (jf17)
contains all relevant 2 → 2
QCD processes, and
background objects are
categorized using truth
information. Shown are the
backgrounds within the bin
20 < ET < 25GeV,
0.0 < |η| < 0.6, as well as
the likelihood cut
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Fig. 5.21 MC efficiencies for light-flavor jets (left) and conversions (right) from the jf17 sample,
comparing a cut-based menu (Multilepton) to a likelihood with a similar electron efficiency.
Heavy-flavor jet efficiencies are not shown due to low statistics

The purpose of Figs. 5.20 and 5.21 is in part to illustrate the very different effi-
ciencies of different types of background. Thus, efforts to estimate background pro-
cesses with one or more fake lepton using data-driven methods cannot a priori treat
the electron background inclusively. Efforts to measure a background efficiency in a
background-rich control region will encounter problems if the control region and the
signal region have different compositions of light-flavor, heavy-flavor and conver-
sion backgrounds. The analyzer is presented with two options: either he can carefully
choose the numerator and denominator of his control region such that its composi-
tion matches that of his signal region, or he can choose numerator and denominator
such that light-flavor, heavy-flavor and conversions all have the same efficiency in
these regions. The latter can be achieved, for instance, by imposing additional iso-
lation or other cuts on the denominator. Failing this, multiple background control
regions would be required to effectively predict fake efficiencies which span over
two orders of magnitude. The issue of predicting background processes with a back-
ground object faking an electron is discussed at length in a “real-world” scenario
(the WZ cross section measurement) in Chap.8.

5.5 Data-MC Comparisons and Tools

This section describes the general structure of the likelihood data-MCefficiency scale
factors, how they differ from cut-based identification scale factors, and what causes
these trends. Scale factor trends as a function of η are driven by MC mismodeling
variations caused by a changing detector geometry. Likelihood and cut-based menu
scale factors are both determined using the methods described in Chap. 6. Scale
factors in this section are determined using the Z → ee tag-and-probe method.

http://dx.doi.org/10.1007/978-3-319-73930-4_8
http://dx.doi.org/10.1007/978-3-319-73930-4_6
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Understanding the source of differences in data andMC responses to identification
menus is important for building confidence in the electron program. Ideally, every
scale factor trend should be matched to a known detector mismodeling, as a means of
validating the efficiency measurement itself; otherwise, the efficiency measurement
could instead be incorrect.

Another important reason for understanding data-MC differences is to improve
identification performance. This is particularly important for a likelihood constructed
using MC (as in 2015). Likelihoods built with MC PDFs will perform non-optimally
if disagreements exist between the data and the MC input PDFs; a symptom of this
type of problem would be data-MC disagreements in the scale factor.

First, it is prudent to address the scale factors being less than 1 for the likelihood,
as can be seen in Fig. 5.22. As with the cuts, this can be explained by mismodeling
resulting in narrower shower shape distributions inMC. For most cases this mismod-
eling will lead to better likelihood performance in MC, and thus a lower scale factor.
This effect is especially evident for low-pT electrons.

However, this is a simplified description, and shifted MC distributions can lead
to scale factors both greater than and less than one, depending on the nature of the
shift and the behavior of the background in that particular distribution. Figure5.23
illustrates the possible MC mismodeling characteristics, and their effect on a likeli-
hood scale factor. For cut-based menus, a mismodeling in MC will be reflected in
the scale factor only if it occurs around the cut value. In the case of the likelihood,
a mismodeling anywhere in the distribution can affect the scale factor. Furthermore,
the effect also depends on the background distribution.

In the first example of Fig. 5.23, the MC is shifted with respect to data and the
background distribution is flat. In this case, the peak of the MC distribution will be
given a poor likelihood score, resulting in fewer passedMC events and a higher scale
factor. However, the situation becomes more complicated if the background is not
present in the region of non-overlap between MC and data (as is the case for Wη2
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Fig. 5.22 Left: Comparing the scale factors of the five likelihood menus, as a function of η (left)
and ET (right)



86 5 Electron Identification

MC
Data

MC
Bkg

Data

Denominator

MC
Bkg

Data

Numerator

MC
Bkg

Data

Denominator

MC
Bkg

Data

Numerator

Presence of bkg 
in non-
overlapping 
region kills MC

No signal or bkg in 
non-overlapping 
region; MC response 
depends on details of 
region

MC
Bkg

Data

Denominator

Bkg

Numerator

MC may be artificially 
boosted by lack of bkg, 
but presence of data 
tail

Case 3: Enhancement in 
MC from data tail. SF < 1

Case 2: Loss of variable 
power in MC. SF slightly > 1?

Case 1: Reduction of MC due to 
presence of bkg in non-overlapping 

region. SF >> 1

Result after Lhood:

?

Fig. 5.23 A cartoon detailing variable distribution effects and how they can affect the scale factor.
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and f3). In this situation, which is shown as a second example, the behavior of the
likelihood depends crucially on the ratio of signal to background in this previously
unimportant region. In the third example, the peak of theMC distribution is enhanced
by a tail in the data, because there is no background in the region. This will result in
a scale factor <1.

The scenarios above describe the effect of a single distribution on the scale fac-
tor; however with 11–13 variables in the likelihood, competing effects obscure the
underlying causes of a scale factor shape.

As previously mentioned, scale factors will generally be low for the likelihood if
the MC shower shapes are narrower than in data. The problem can be compounded
when cutting hard on the likelihood distribution. Figure5.24 illustrates the potential
for a scale factor very different from 1 when cutting hard on a particular discrimi-
nant. TheVery Tight operating point, which requires cutting into the discriminant
distribution by as much as 30%, can be considered a hard cut value. In the figure,
a shift can be seen between MC and data, more pronounced in the right plot; both
regions have a scale factor <1, moreso in the right plot.

5.5.1 Probing Scale Factor Trends Using n− 1 Menus

To understand the scale factor trends as a function of the electron η and ET in the
likelihood and cut-based menus, ad-hoc menus with special configurations were
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Fig. 5.24 Left: a plot of the Very Tight output discriminant for the region 45 < ET < 50GeV,
0.6 < |η| < 0.8. The vertical line represents the cut value for the Very Tight operating point.
Right: the same plot, for the region 45 < ET < 50GeV, 2.37 < |η| < 2.47. In both cases, the MC
is shifted with respect to the data (the effect is more pronounced in the right plot), consistent with
a low scale factor. The discriminant distributions above support the scale factors measured by the
Z → ee tag and probe methods

developed. The cut-based tight menu is compared to the same menu with the FHT

cut removed. For the likelihood menus, a menu is made with the same content as
theVery Tight likelihood, but with roughly 80% efficiency (and 65% efficiency at
2.37 < |η| < 2.47). Then a second likelihood is produced, with the same configu-
ration but removing a single variable from the likelihood training, to understand the
effect of this variable on the scale factor trends in η. Figure5.25 shows the results of
this study for a few representative variables. The FHT variable seems to be responsi-
ble for much of the structure in the cut-based menus, while for the likelihood menus
FHT seems to have little impact on the scale factor trend. Instead, shower shapes such
as Rη seem to have more of an effect on the trend. The competing effects of each
variable must be aggregated to gain a complete understanding of the scale factor
trends; the issue is further complicated by correlations between variables.

5.5.2 Probing Scale Factor Trends by Shifting MC Input
Variables

Perhaps a more powerful way to understand the behavior of the electron likelihood
in data and MC is to compare scale factor trends before and after applying the shift
and width adjustments described in Sect. 5.3.4.3.

Figure5.26 shows the efficiency of the MC compared to data in the case where
the mismodeled MC variables are shifted according to the methodology described in
Sect. 5.3.4.3. The study shows that large data-MCdifferences in the unshiftedMC are
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Efficiencies measured using
the Z → ee tag-and-probe
method, for electrons with
35 < ET < 40GeV, using
the shifts and width
adjustments described in
Sect. 5.3.4.3, using 1.7 fb−1

of 13TeV data in 2015
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reduced when the shifts are then applied, particularly in the region 0.6 < |η| < 2.01.
The regions |η| < 0.6 and |η| > 2.01 show persistent differences, requiring further
study. Note that a scale factor that is exactly one does not guarantee that data and
MC agree perfectly, and competing effects in two or more different variables can
partially or completely cancel. Careful study of variable PDFs can be carried out
alongside scale factor studies to obtain a full picture of the MC modeling.

Most importantly, manipulating distributions to improve data-MC efficiency
agreement can improve the performance of a likelihood based on MC PDFs. In
this scenario, MC PDFs that are shifted and widened to more closely match the data
distributions will be verified by scale factors that are closer to one. The original MC-
based likelihood can be rebuilt using themore accurateMCPDFs; the new likelihood



5.5 Data-MC Comparisons and Tools 89

should outperform the original when applied to data. Similar procedures were run
in preparation for the 2015 data taking period using 2012 data and MC, resulting in
better-performing MC-based likelihoods.

5.6 Electron Quality Comparisons with Cut-Based Menus

Likelihood and cut-basedmenus differ qualitatively in both data andMC.Because the
likelihood does not put a hard cut on any one distribution, a likelihood tuned to have
the same signal efficiency as a cut menu will recover the tails of some distributions
while discarding other electrons that fall within all of the cut values, but nevertheless
appear more background-like. As a result, assuming the same signal efficiency, some
fraction of events will fail the likelihood but pass the cuts, and an equal amount will
do the opposite. For high-efficiency menus this fraction is small (a few percent),
while at the tightest level this number approaches 10%.

An illustration of this concept is shown in Fig. 5.27, which shows distributions of
electrons that pass the Very Tight likelihood and fail the Tight cut-based menu,
and vice-versa. The second of these two examples also shows the inefficiency of the
f3 cut, and illustrates the source of the low scale factor at high-η in the cut menus.
Efficiencies and scale factors for the Tight likelihood and the Tight cut-based

menu were obtained using a very fine granularity in η to check for anomalies.
Figure5.28 shows the results of the efficiencies and scale factors binned in steps
of �η = 0.1. The source of cut-based and scale factor differences were discussed
previously in Sect. 5.5.
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Fig. 5.27 Top: Comparing TRT high-threshold hits ratio (left; 40< ET <50GeV; 0.00 < η <

0.60) and f3 (right; 40< ET <50GeV; 2.37 < η < 2.47) for electrons which pass theVery Tight

operating point but fail the Tight cuts, and vice-versa. Both the likelihood and cut-based menu have
the same signal efficiency. The likelihood recovers some of the high-threshold hits ratio/ f3 tail that
fail the Tight cut. Bottom: For reference, the raw signal and background distributions are shown. The
particular sample is taken from a high-ET bin, and thus has very little background contamination
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Fig. 5.28 Data efficiencies (left) and scale factors (right) from Z → ee tag-and-probe measure-
ments, for 50 bins across η in the range 45 < ET < 50GeV. The menus shown are Tight cuts
and Very Tight likelihood. The Very Tight likelihood was tuned to have roughly the same
efficiency as the Tight cuts menu, but using a coarser binning than shown here

5.7 The Likelihood at Trigger Level in 2015

The motivation for using the electron likelihood to trigger electrons is straightfor-
ward: it improves the signal-to-background ratio for all analyses using triggered
electrons, compared to a scenario where cut-based triggers are used, and it allows
for a more pure electron trigger, allowing ATLAS to collect more events triggered
by prompt electrons, or collect electrons with a lower pT threshold. Trigger purity is
especially essential given the luminosity increases expected in 2015 and beyond.

Because the likelihood derives its power by recovering signal efficiency normally
lost in the tails of variable distributions, applying a likelihood to triggered objects,
when the trigger is cut-based, will lead to inefficiencies. In 2012, the lowest single-
electron trigger was e24vhi_medium1.6 Figure5.29 shows the loss in efficiency if
one requires the electron to pass both the trigger requirements and the likelihood cut;
a 5–8% loss in efficiency is seen. Figure5.30 illustrates the inherent loss of efficiency
when constructing a likelihood after requiring that electrons first pass a cut-based
trigger. These studies suggest that the likelihood works best when it can be applied
both online and offline.

However, there are challenges inherent in adapting the established offline electron
likelihood to an online environment, caused by constraints in the trigger system.
ATLAS analyses typically apply offline identification criteria on triggered electrons
during event selection, on top of the (implicit) online identification criteria. Thus,

6Despite its name, this menu actually has an implicit online ET threshold of 25GeV.
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Fig. 5.29 Top left: A plot showing electron efficiencies in data for the Medium cuts, Medium

likelihood, and the AND of the two in electrons with 25 < ET < 30GeV. The Medium (offline)
cuts used in this study are nearly identical to the ones used online. A 5–8% efficiency loss can
be seen when requiring that electrons pass both menus. Top Right: The same plot, with the Very
Tight likelihood. A 4–5% loss is seen. Bottom: The corresponding background efficiencies (also
estimated using data) of these menus

minimizing online-offline differences to reduce inefficiencies is a priority. These
issues, and their resolution, are discussed in the following sections.

5.7.1 Online Reconstruction Algorithm Differences

During the reconstruction of electromagnetic clusters in the LAr calorimeter, certain
cell corrections that are applied offline, such as the correction applied as a function
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of the collision’s position in the LHC bunch train, are not applied online, leading to
differences in the calorimeter discriminating variables.

Another source of inefficiency is the L2 trigger decision. At L2, only a “fast
algorithm” version of the cluster is available (in 2012—beginning in 2015 a track
from a fast algorithm is available as well). The L2 trigger decision must take 100K
events fromL1 and reduce it to 10K events. Since tracking information is unavailable
at L2, rectangular cuts are used to reduce the rate. In particular, the cuts mixed with
a likelihood at HLT will cause inefficiencies. (These inefficiencies could be reduced
in the future by replacing the rectangular cut approach with an MVA, such as a
likelihood using only calorimeter variables.)

The time between a collision and the final ATLAS trigger decision is about 4 s.
As a result, trigger reconstruction algorithms that are CPU-intensive must be altered
with respect to their offline equivalents. The Gaussian sum filter tracking algorithm,
used offline to reconstruct electrons, is too CPU intensive (as of 2015) to be run
at the HLT. Instead, the standard tracking algorithm is applied with a pion particle
hypothesis, and as a consequence the quality of the track fit degrades for prompt
electrons. This impacts the resolution of the d0 and σd0 tracking variables, as as well
as the track-cluster matching variables �φRes and �η1, as seen in Fig. 5.31. The
variable �p/p, which is output by the GSF algorithm, is unavailable altogether at
the HLT.

Appendix A.5 includes a comparison of all electron identification variables and
their online-offline differences. Differences in the construction of online and offline
likelihoods, such as missing input variables, or differences between the online and
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Fig. 5.31 Comparison of track parameter resolution at trigger and offline (2015 reconstruction)

offline input variables, leads to differences between the online and offline likeli-
hood discriminants, which in turn causes inefficiencies during analysis selection.
Figure5.32 illustrates the online–offline inefficiencies induced by the different like-
lihood construction.

5.7.2 Pile-Up Conditions

The availability of pileup-related information is also limited online. Full event recon-
struction is required to determine the number of primary vertices; this variable, which
is used offline to correct for the electron likelihood’s pileup dependence, must be
replaced at the HLT with a different variable.

A reasonable replacement for npv at the trigger is the average number of collision
vertices 〈μ〉, measured online by a set of luminosity detectors (one dedicated detector
LUCID, the Beam Conditions Monitor (2012), plus measurements from the Tile and
Forward calorimeters and the ID. While the actual number of interactions in a bunch
crossing fluctuates, and can depend on the location of the colliding bunch in the
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Fig. 5.32 Two-dimensional
plot showing the online and
offline output likelihood
discriminants for a single
η × ET bin, for an MC
Z → ee sample. The z-axis
scale shows the number of
events, and the red lines
indicate online and offline
cuts of roughly equal
efficiency. The online–offline
inefficiency is the bottom
right quadrant delineated by
the cuts

bunch train, the 〈μ〉 is the average over all BCIDs in a lumiblock (one minute of data
taking) and acts as a reasonable proxy for the in-time and out-of-time activity in the
detector.

5.7.3 Implementing the Likelihood at the HLT in 2015

The 2015 electron likelihood is constructed using data sets from MC simulation.
For signal, the tag-and-probe method is applied to the Z → ee sample to obtain a
set of unbiased offline electrons; these electrons are matched to HLT objects within
�R = 0.15. Since MC emulates all triggers, with no prescale, these correspond to
electrons passing the basic “etcut” requirements at HLT. For background, the jf17
MC sample described in Sect. 5.2 is used, selecting candidates that pass an “etcut”
trigger requirement and match to an HLT object. The MC signal and background
samples are used to construct the likelihood PDFs, after applying the constant shift
and width corrections derived using the offline selection. The samples are also used
to derive discriminant cuts to achieve target signal efficiencies in bins of η × ET.7

The likelihood is corrected for pileup using the linear transformation described
in Sect. 5.3.6, using 〈μ〉 in place of npv to make the correction. The difference in
approach between the online and offline likelihood leads to a small inefficiency.

In 2015, the lowest unprescaled single-electron trigger is e24_lhmedium (trig-
gered at L1 by L1EM20VH). The identification is relaxed at high-ET using e120_
lhloose. Multi-electron triggers 2e12_lhloose (dielectron, triggered at L1 by
2EM10VH) and e17_lhloose_2e9_lhloose (3-electron) round out the main trigger
list. Supporting triggers for collecting backgrounds are listed in Appendix A.4. This

7In hindsight, the MC used to derive discriminant cuts should also be corrected using the shift and
width parameters; however, this was not done in 2015.
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Fig. 5.33 Trigger performance of likelihood and cut-based menus. Shown is a trigger efficiencies
of data and MC, collected using the tag-and-probe method, for cut-based and likelihood Medium

triggers, with respect to offline Medium cut-based and likelihood identification (respectively);
b trigger efficiencies with respect to true reconstructed electrons in MC; and c trigger rates for in
6.4 pb−1 of data taking, for likelihood and cut-based trigger menus [15, 16]. Likelihood trigger
menus have higher electron efficiencies and lower trigger rates, indicating higher electron purities
than cut-basedmenus. Inefficiencies in a are caused byL1 andL2 selection, and differences between
the online and offline electron likelihood

list was developed in part to provide data backgrounds for the development of a
data-driven likelihood for the 2015 data set.

During the 2015 startup, additional backup triggers were prepared in which the
d0 and σd0 variables are removed from the likelihood. These triggers are intended
as backup to collect signatures such as long-lived particles decaying to electrons, or
even taus decaying leptonically to electrons.8 Removing these two variables causes
a 10% increase in trigger rate, for a menu with the same electron efficiency.

5.7.4 Performance of the Likelihood Trigger in 2015

Figure5.33 shows the performanceof the likelihood trigger,with the cut-based trigger
for comparison, in early 2015 data taking. The electron efficiency inMCwith respect

8The τ has a lifetime of 87 µs, and electron triggers are traditionally used to collect electrons from
taus. Tau efficiencies are not significantly affected by the inclusion of d0 and σd0 in a likelihood.
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to all truth electrons is about 7% higher in the likelihood menu compared to the cut-
basedmenu. The trigger rate, however, is about 20% higher in the cut-basedMedium

trigger than in theMedium likelihood trigger.
The trigger inefficiency in Fig. 5.33a ranges from 20% at low-pT to 5% at high-pT.

The inefficiency is caused by L1 and L2 trigger decision inefficiencies; the effect of
missing �p/p at the HLT as a likelihood input variable; differences in the online
and offline tracking and calorimeter algorithms, causing differences in the likelihood
input variables; and the inefficiency due to the effect of using 〈μ〉 instead of npv for
the likelihood pileup correction.

5.8 Recent Improvements and Prospects

This section describes recent improvements in electron identification techniques in
2015, as well as ongoing projects and ideas.

5.8.1 High- pT Electrons in 2015 MC-Based Likelihood

High-pT electrons are used in searches for Z ′ and W ′ resonance searches. In 2015,
the behavior of the electron likelihood Tight operating point became inefficient at
high-pT (starting around 500GeV). The cause the inefficiency was traced to a non-
ideal tuning of the eProbabilityHT input variable, as well as MC mismodeling of the
Rφ distribution affecting the likelihood performance. These imperfections worsen
the performance, especially with the hard cut of the Tight discriminant cuts.

To improve the behavior of the Tight operating point at high-pT, the Tight dis-
criminant cuts were relaxed to theMedium discriminant values; to improve rejection,
cuts on E/p and Wstot, variables that have stable behavior at high pT, are added to
the menu. The cuts applied to these two variables are summarized in Table5.5. Addi-
tional uncertainties are added to the efficiency measurement of this menu, to account

Table 5.5 The E/p and Wstot cuts added to the Tight operating point in 2015, for electrons
with pT > 125 GeV. These cuts, combined with the loosening of the likelihood discriminant cuts,
maintain a stable efficiency and an adequate background rejection for very high-pT electrons, and
provided a solution to the large inefficiencies in the originally proposed Tight operating point

|η| range
Variable 0.00–

0.60
0.60–
0.80

0.80–
1.15

1.15–
1.37

1.37–
1.52

1.52–
1.81

1.81–
2.01

2.01–
2.37

2.37–
2.47

E/p 10 10 10 10 10 10 10 10 10

Wstot 2.45 2.70 3.00 3.10 – 3.05 2.10 1.45 –
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for the non-ideal behavior when extrapolating out to electron energies where the
number of events is too low to make an efficiency measurement.

5.8.2 Reducing Pileup Dependence Using the TRT
Occupancy

So far, two variables have been used to estimate the amount of in-time and out-of-
time activity in the detector: npv, the number of reconstructed primary vertices in
an event, and 〈μ〉, the average number of interactions in an event, as measured by
ATLAS luminosity detectors. Only the latter is available at the trigger level, and it is
averaged over all events in a one-minute lumiblock. However, electron identification
is affected only by local tracking and calorimeter activity, and variables that average
activity over the entire detector or across millions of events do not give information
related to a particular region of the detector inside a particular event.

A proposed measurement of local activity in the detector in a single event is the
local occupancy of the TRT detector. The TRT can be divided into 192 regions (two
barrel regions, and two endcap regions on each side of the detector, multiplied by 32
phi modules). The occupancy of a region is defined as the number of hits recorded in
that region, divided by the total number of straws in that region. The track occupancy
is defined as the average of the occupancies of each region, weighted by the number
of hits associated with the track in question from that particular region. This quantity
represents the activity in a local detector region near the track, inside a single event
(and thus it describes only in-time pileup activity). The local track occupancy has
the added benefit that it is available both offline and online, at the time of the HLT
electron trigger decision.

Local TRT occupancy was commissioned starting in mid-2014 and incorporated
into ATLAS reconstruction in preparation for the 2016 data taking period. It will be
studied as a means to efficiently account for pileup effects in electron identification,
potentially replacing npv and 〈μ〉.

5.8.3 Extending the Likelihood to Include Multiple
Background Hypotheses

In the current implementation of the electron likelihood, a mixture of electron back-
grounds collected using supporting electron triggers is used for the backgroundPDFs.
The mixture includes backgrounds from light-flavor hadrons, non-prompt electrons
in heavy flavor decays, and converted photons. Each of these backgrounds has a dif-
ferent detector response; a good variable for discriminating hadrons from electrons
may be a poor one for separating electrons and converted photons, for example. Typ-
ically, photons have a similar calorimeter response to electrons, but different tracking
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signatures, owing to their displaced vertex; non-prompt background electrons from
heavy flavor have slightly displaced vertices, and are typically non-isolated, which
can affect calorimeter shower shapes and isolation variables. Light-flavor hadrons
are also non-isolated, but typically do not have displaced vertices. Treating all three
backgrounds using the same PDFs will make the likelihood less optimal.

The Neyman–Pearson lemma from Eq.5.1 can be extended to a scenario in which
the background is multi-source:

d(x) = p(Hs |x)
fb1 · p(Hb1|x) + fb2 · p(Hb2|x) + ...

, (5.10)

where fb1 and fb2 are the relative abundances of each background in the sample.
Following the same approach as before, the optimal likelihood discriminant is (sub-
stituting HF , LF and γ as the relevant electron backgrounds):

dL = LS

LS + fLFLLF + fγLγ + fHFLHF
(5.11)

A multi-background likelihood can be understood as having two benefits: first,
PDF descriptions for individual background sources will become more pure. Thus,
signal rejection with respect to LF background will perform more optimally for a
likelihood constructed as LS/(LS + LLF) as compared to LS/(LS + Linclusive). The
performance with respect to LF degrades when the additional LHF and Lγ terms are
added to the denominator in Eq.5.11; however, the overall performance with respect
to all backgrounds should be more optimal.

There is flexibility in choosing the factors fLF, fγ and fHF—fractions that can
vary depending on the analysis. For an all-purpose set of Loose, Medium, and
Tightmenus made available to the ATLAS community, these factors can be chosen
to reflect the general adage that light-flavor backgrounds are often most abundant,
followed by conversions and heavy-flavor backgrounds, in the typical analysis with
electron final states. In any case, even choosing fLF = fγ = fHF could improve
the likelihood performance compared to the current inclusive single-background
scheme. The optimization of background fractions f would then be another tunable
parameter in the η × ET likelihood optimization procedure.

One potentially paradigm-shifting benefit to a multi-background likelihood
construction is the possibility to construct additional likelihood menus to aid in
background studies, namely a likelihood constructed to distinguish conversion back-
grounds from hadrons or electrons, Lγ/(Lγ + ∑

i fiLi ), and a hadron likelihood,
LLF/(LLF+∑

i fiLi ) (whereLi also includes electrons). With these tools, analyzers
can quickly obtain control samples that are highly enriched in the three different elec-
tron backgrounds, and perform much more accurate reducible background estimates
using these pure control samples.
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Chapter 6
Electron Efficiency Measurements Using
Z → ee Events

6.1 Overview of Electron Efficiency Measurements

Physics measurements with electrons in their final state signature usually require
knowledge of the efficiency of electrons satisfying the identification criteria used to
select them. Since we often use MC simulation to determine the fiducial acceptance
or background rates of certain processes, we need to ensure that the simulation uses
the correct efficiency. This is accomplished by measuring the efficiency in-situ using
a relatively pure sample of electrons and then scaling the prediction of the Monte
Carlo simulation so that the electron identification efficiency in MC matches the
electron efficiency in the data.

In ATLAS the development of electron reconstruction and identification algo-
rithms is carried out within one of the combined performance (CP) groups known as
the e/γ CPgroup. This group determines several sets of electron identification criteria
called “menus” at different levels of electron efficiency and background rejection. In
2012, the menus available were named Loose++, multilepton,1 Medium++, and
tight++ cut-based identificationmenus, andLooseLH andVery Tight likelihood-
based menus.2 As part of the support for analyses using electrons, the e/γ CP group
measures efficiencies of these electron menus, as well as the “scale factors” of the
form εdata/εMC, with which analyses can correct prompt electrons in MC simulation.

The following description of the electron efficiency and scale factormeasurements
applies to the 2012 measurement of electron efficiencies; however, the major details
(unless otherwise stated) are similar for electron efficiency measurements using data
from 2011 and 2015.

1The multilepton menu is designed to have similar electron efficiency as Loose++ but with
better background rejection. The better performance is achieved by optimizing rectangular cuts on
variables that allow for electron energy loss due to bremsstrahlung.
2
MediumLH and TightLH likelihood-based menus were also derived but efficiency and scale
factor measurements were not derived due to lack of demand from analyses.

© Springer International Publishing AG 2018
K. Brendlinger, Physics with Electrons in the ATLAS Detector, Springer Theses,
https://doi.org/10.1007/978-3-319-73930-4_6

101
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The total efficiency for an electron used at analysis level is defined as the product
of the efficiency of electron reconstruction, identification efficiency, the efficiency
of any additional requirements, and (if the analysis electron is required to satisfy an
online electron identification requirement as part of the trigger) the trigger efficiency:

εtotal = εcluster × εreconstruction × εidentification × εadditional × εtrigger (6.1)

The cluster efficiency is the efficiency with which an electron is found by the sliding
window algorithm and reconstructed as an electromagnetic cluster. This efficiency is
predicted byMC tobe between95%(7GeVelectrons) and99.9% (45GeVelectrons),
and more efficient in the barrel than in the endcaps [1]. No data-MC scale factor is
measured for this efficiency. The reconstruction efficiency is the rate for reconstructed
clusters to be reconstructed as electrons, e.g. to have a matched track that satisfies
basic track quality requirements. Reconstruction-level electron tracks must have at
least one pixel hit and at least seven silicon hits. All electrons must pass the same
cluster and reconstruction requirements.3

The identification efficiency is the efficiency of any of the several identification
menus designed to reject backgrounds, e.g. the cut-based and likelihood-basedmenus
mentioned above. The efficiency of additional requirements, such as impact param-
eter and isolation requirements,4 is measured with respect to electrons that satisfy
(“pass”) the criteria specified in the identificationmenu. Finally, the trigger efficiency
is the rate at which an electron passing all cluster, reconstruction, identification and
additional requirements will also satisfy the online requirements of a specific trigger.

To measure electron efficiencies in data, we must have a source of data enriched
in electrons that are not biased by any electron identification. An electron collected
using electron triggers are biased by the strict identification criteria applied by those
triggers. However, in the di-electron resonances J/ψ → ee and Z → ee, one
electron can satisfy the trigger requirements and the other electron can serve as the
unbiased source.5 This method is referred to as the “tag-and-probe” method—the
electron that satisfies the trigger selection is the “tag”, and the other electron, on
which the efficiency measurement is carried out, is the “probe”.

The tag-and-probe method using J/ψ → ee, Z → ee, and Z → eeγ events
is used to measure electron efficiencies at varying electron pT. The J/ψ → ee
events measure identification efficiencies of electrons with 7 < pT < 20GeV;
Z → eeγ events measure identification efficiencies in the range 10 < ET < 15GeV.
The remaining electron range, ET >15GeV, is measured using Z → ee events.
Reconstruction efficiency ismeasured for electronswith ET >15GeV using Z → ee
tag-and-probe. These methods are described in [1]. Figure6.1 illustrates the number
of probes available that pass Tight identification in the 2012 data set, as a function

3In addition, the e/γ CP Group recommends that isolated electrons not overlap with jets: in 2012,
jets within�R(e, jet) <0.2 are removed, as they are considered to be the same object; electrons are
required to have �R(e, jet) > 0.4 with the remaining set of jets, to ensure they are well-isolated.
4Impact parameter and isolation criteria are described in more detail in Chap.3, Sect. 3.2.4.
5Some math, described momentarily, is required to make this work out.

http://dx.doi.org/10.1007/978-3-319-73930-4_3
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Fig. 6.1 Number of electron candidates used for the efficiency measurement passing Tight cut-
based identification criteria using 20.3 fb−1 of 8TeV data, for J/ψ → ee, Z → ee and Z → eeγ
events

of ETand η, to give a sense of the number of real electrons available for measurement
in the ET × η phase space.

The remainder of this section is devoted to efficiency measurements using the
tag-and-probe method with Z → ee events, and using the mee spectrum to estimate
the background; this method is referred to as the Zmass method. Another method
called the ZIso method uses isolation to differentiate between the electron signal
and background. The two methods use the same electrons from Z decays and thus
are statistically correlated, but serve as cross-checks for each background subtrac-
tion technique. Both methods are combined for the final efficiency measurement, as
described in Sect. 6.8.

6.2 Outline of Z-Mass Method

The Zmass method is a tag-and-probe method using Z → ee events to measure
electron efficiencies, with mee as the discriminating variable used to estimate and
subtract background. The following section describes the event selection and the
formalism of the tag-and-probe method using background templates derived from
data.

Event Selection

The selection requirements are listed in Table6.1 and described below. Events are
selected by requiring that one of the main single-electron triggers fired (e24vhi_
medium1 || e60_medium1). The event must have a primary vertex with at least three
tracks and pass LAr calorimeter data quality requirements. In each event, a tag is
sought that matches to an HLT object associated to the electron trigger(s) that fired
the event. The tag must be a high-quality electron, with pT > 25GeV and passing
strict identification and isolation criteria. (The specific tag selection criteria is varied
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Table 6.1 The Z → ee tag-and-probe event selection
Event preselection

LAr detector data quality

Trigger: e24vhi medium1 || e60 medium1

At least 1 primary vertex (>= 3 tracks)

noitceleseborPnoitcelesgaT

ET > 25 GeV ET > 15 GeV

|η| <2.47, !(1.37< |η| <1.52) |η| <2.47

detector data-quality criteria detector data-quality criteria

trigger matched (ΔR < 0.15)

ID

⎧
⎪⎪⎨

⎪⎪⎩

Medium++ && Econe40
T < 5 GeV

Tight++

Tight++ && Econe40
T < 5 GeV

track quality (nPixelHits ≥ 1, nSiHits ≥ 7)

pcone20T /pT < 0.1

ΔR(e, jet) > 0.4

Further event selection

At least 1 Tag, 1 Probe (opposite sign)

Mass Window Requirement

⎧
⎪⎪⎨

⎪⎪⎩

80 < mee < 100 GeV

75 < mee < 105 GeV

70 < mee < 110 GeV

as part of the determination of systematic uncertainty, as described in Sect. 6.6.)
A second electron candidate (the probe) must exist in the event as well, falling
inside the tracker volume and passing basic track quality criteria (nPixelHits ≥1,
nSiHits ≥7). Both the tag and probe must satisfy data-quality criteria related to
the proper functioning of the inner detector and calorimeters. The Zmass method
measures probes with ET > 15GeV. If an opposite-charge tag-probe pair is found,
then the probe is considered for the measurement. If both the objects pass the tag and
the probe requirements (including the trigger matching), then both are considered as
probes for the measurement.

This last point is a key detail required to ensure that the efficiency measurement
is unbiased. An electron probe should be considered based only on the identification
quality of the other electron in the event. If electron (a) satisfies the tag requirement,
then electron (b) is counted as a probe. If electron (b) satisfies the tag, then electron
(a) is a probe. If both are tags, then both are also probes.
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If more than one tag-probe pairs are found, then the tag-probe pair with the highest
mee is used, and the other tag-probe pairs are ignored.6 Finally, to ensure that the
tag-probe pair is consistent with a Z boson, theirmee is required to fall within a mass
window around the PDG Z mass (91.188GeV).

Table6.1 presents three options for the tag identification and the mass window
requirement. Variations of the event selection are used to assess systematic uncer-
tainties on the efficiency measurement. The uncertainty strategy is discussed later in
Sect. 6.6.

Once the probes are selected, the efficiency of an identification selection menu
can then bemeasured: out of the electron probes considered for the measurement, the
efficiency is simply the number of electrons passing the identification menu divided
by the total number of probes in the Z -mass peak:

εID = nelectrons passing ID

nelectron probes
. (6.2)

This formula is in keepingwith the principle that both electrons are counted as probes
if both satisfy the tag criteria, as described earlier. A demonstration of the unbiased
nature of the above equation can be found in Appendix B.1.

The above picture is simplified; in reality, non-electron background contaminates
both the numerator and the denominator of the efficiency measurement. The equa-
tion can be rewritten to reflect the presence of background (real electron counts
nelectrons passing ID and nelectron probes are replaced by SID and Sprobe, respectively, and
background terms are labeled with B):

εID ≡ SID
Sprobe

= N peak
ID − Bpeak

ID

N peak
probe − Bpeak

probe

(6.3)

Background Subtraction Using Templates

Estimating the background in this efficiency measurement requires (1) obtaining a
template shape of the mee spectrum to describe the background, (2) normalizing this
shape in a background-enriched region, making sure to correct for signal leakage
in that region, and (3) using the normalized template to determine the amount of
background in the Z -peak. This procedure must be carried out for both the numerator
and the denominator of Eq.6.3.

The non-electron background satisfying the tag-and-probe criteria is due to
hadrons and comes primarily from two sources. This first is multijet events in which
two jets are misidentified as electron candidates, that is, as the tag and the probe. The
second source isW bosons produced in association with jets. In this second case, the

6The choice to use one tag-probe pair per event should have a small impact on the result, especially
since the same choice ismade consistently throughout the procedure, e.g. when defining background
templates or applying the same selection to MC.
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W decays leptonically producing a prompt electron that is typically the tag electron
candidate and a jet is misidentified as an electron candidate (usually the probe).

To estimate these backgrounds, a selection of the probes collected using the
tag-and-probe method is enriched in background events using inverted electron iden-
tification requirements. This sample of probes is used to generate a templatemee back-
ground shape. The template is normalized to background events in themee spectrum
of the numerator or the denominator in a region of the invariant mass spectrum that
does not include the peak of the Z boson resonance, called the normalization region
(abbreviated n.r.).

For determining the amount of background in the numerator, the same template
used for the denominator is normalized to a selection of probes obtained using the
same selection as above but requiring a same-charge tag-probe pair (these are referred
to as “SS” probes):

Bpeak
ID = N peak

templ ×
(
N n.r,SS
ID

N n.r.
templ

)
. (6.4)

The mee spectrum of same-charge probes should be dominated by background away
from the Z -peak; it should also roughly have the same magnitude as the opposite-
charge background probes.7 The subtraction of the background in the numerator is a
small correction in comparison to the subtraction of background in the denominator.

The amount of background in the denominator can be estimated to first approxi-
mation by

Bpeak
probe ∼ N peak

templ ×
(
N n.r.
probe

N n.r.
templ

)
. (6.5)

However, the normalization region can have contamination from signal; this con-
tamination is approximated by taking the number of (cut-based) tight events in the
normalization region and dividing by the tight efficiency measured in data. The
background estimate in the denominator is then:

Bpeak
probe ≡ N peak

templ × ftempl = N peak
templ ×

(
N n.r.
probe − 1

εtight
N n.r.
tight

N n.r.
templ

)
. (6.6)

where ftempl has been defined as the template normalization factor. The efficiency is
then found using Eq.6.3, with backgrounds estimated using Eqs. 6.4 and 6.6.

The astute reader will have noticed that the Tight efficiency is apparently used in
Eq.6.6, before it can be calculated using Eq.6.3. In practice, the Tight efficiency is

7This is in general not the case for the W+jet background, which can have larger opposite-charge
probe contributions fromW+cwhere the c-quark decays weakly to a non-prompt lepton.W produc-
tion in association with a quark-initiated jet will also produce more opposite-charge probes because
of a correlation between the charge of the quark and the charge of the associated reconstructed
probe electron. However, normalizing the background to the SS distribution is preferable to using
the OS distribution, where signal contamination is much too high.
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calculated iteratively—first using Eq.6.5 to estimate the denominator background,
and then using Eq.6.6 with εtight taken from the first estimate. Additional iterations of
this procedure result in negligible changes; thus, a single iteration is used to calculate
theTight efficiency. This finalTight efficiency is usedwhen calculating efficiencies
of other menus; for these menus, no iterative procedure is required.

For the 2012 data set, the efficiency measurement is made in bins of η × ET:

η = [−2.47, −2.37, −2.01, −1.81, −1.52, −1.37, −1.15, −0.80, −0.60, −0.10, 0.00,

0.10, 0.60, 0.80, 1.15, 1.37, 1.52, 1.81, 2.01, 2.37, 2.47 ]
(6.7)

ET = [7, 10, 15, 20, 25, 30, 35, 40, 45, 50, 60, 80, ∞] (6.8)

Figure6.2 demonstrates the application of the method described above. To mea-
sure the number of signal electrons in the denominator (probe level), a template
describing background is normalized to the 120 < mee < 250GeV tail of the distri-
bution. For illustrative purposes, the MC Z → ee signal is normalized to the signal
estimate in the Z -peak; the sum of MC Z → ee signal and template background
describes the total distribution well.

The numerator (ID level) distribution features the same template, normalized to
the distribution of same-sign probes passing Tight cut-based identification. Again,
when MC Z → ee is normalized to the signal estimate in the Z -peak, the sum of
MC and background describes the full mee spectrum well.

Figure6.2 is an example of the final result obtained after finding the optimal
background templates to minimize potential biases. The following sections describe
the process of template optimization, and the tools used to quantify and reduce bias
in the measurement.
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Fig. 6.3 Depiction of the
Zmass method regions: the
three windows used in event
selection, as well as the
background normalization
regions (labeled n.r.). The
plot contains the mee of each
probe used for the efficiency
measurement, and shows the
Z → ee and W → eν +
jet/multijet background
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6.3 Choice of Background Normalization Region

The choice of normalization region is deeply connected to the choice of background
template. In themeasurement using the 2011data set, a normalization regionof 120 <

mee < 250GeV is used, since it is sufficiently far away from the Z -peak and enriched
in background. However, studies in 2012 indicated that certain templates can have
mee shape biases, causing too little background subtraction from the denominator
distribution when normalized in the high-mee tail. The nature of these biases will be
discussed during the description of the background templates.

To test these biases, a second normalization region is also considered: 60 <

mee < 70GeV. Figure6.3 depicts the Z -peak windows and background normaliza-
tion regions; both background normalization regions are used to assess systematic
errors (see Sect. 6.6).

6.4 Template Optimization

Background templates are obtained by inverting the electron identification and isola-
tion requirements on the selection of probes.8 This template selection will naturally
be contaminated with signal electrons. The signal contamination in the template
Stempl is estimated using Z → ee MC, by applying the template selection to MC.
These events are scaled to the correct luminosity/cross section, approximated by
taking the ratio of Tight data events to Tight MC events in the in the Z -peak:

8“Inverting” a selection requirement designed to identify prompt electrons means to take the logical
negation, i.e. inverting the Loose cut-based menu is to take !Loose, and inverting the isolation
requirement Econe40

T /ET < 0.05 is to take Econe40
T /ET > 0.05.
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Table 6.2 Identification
menus considered for the
background template criteria.
They are ordered according to
tightness (lowest to highest
electron efficiency). Inverted
identification menus are
combined with inverted
isolation requirements to
obtain templates

ID Menu

!multilepton

!Loose

!VeryLooseLH

!VeryLooseLH || !multilepton
!2multilepton

!VeryLooseLH || !Loose
!2Loose

Stempl = NMC
templ ×

N peak
tight,data

N peak
tight,MC

(6.9)

Once this distribution of MC events passing the template requirement is correctly
scaled, it is subtracted from the template distribution, resulting in a template corrected
for signal contamination.

Table6.2 lists the identification criteria—built from various loose identification
menus—that are considered in the template selection. Templates are built using
identification and isolation criteria: events passing a template are required to fail an
identificationmenu and fail an isolation requirement (for example, fail Econe40

T /ET <

0.05). New selectionmenus that more efficiently select background can be created by
requiring that at least two selection criteria in the menu fail; these menus are referred
to as !2Loose and !2multilepton.9 The templates that produce the most unbiased
efficiency measurement are sought from this list of available template criteria.

The choice of background template is a balance between two competing effects:

1. An adequate description of the background in the full mee spectrum
2. Minimal signal contamination in the templates.

The latter is crucial because the signal contamination is estimated using MC, and
thus has a scale factor associated with it that is assumed equal to 1 in the method.
However, the scale factor of inverted identification requirements has the potential
to be very large compared to scale factors of the traditional (non-inverted) electron
identification menus, because small modeling differences in the tails of identification
variable distributions can have a fractionally large effect on the efficiency. Thus,
keeping the signal contamination to a minimum is critical.10

9A list of selection criteria in the Loose and multilepton cut-based menus can be found in
Table5.3 of Sect. 5.3.3.
10An alternative would be to develop a means of assigning a systematic uncertainty on the signal
contamination in the templates. In lieu of this, however, the uncertainty due to signal contamination
must be as close to negligible as possible.

http://dx.doi.org/10.1007/978-3-319-73930-4_5
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Fig. 6.4 An estimate the
signal contamination in the
official templates, presented
as a fraction. The numerator
of this fraction is the signal
contamination yield estimate
in the peak from MC, and the
denominator is the
denominator (base) signal
estimate, also in the peak.
Below 30GeV, the template
is !multilepton,
Econe30
T /ET > 0.02. Above

30GeV, the template is
!2Loose,
Econe40
T /ET > 0.05; the

other high-ET template will
have less signal
contamination than this one
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Following the two criteria above, the template chosen should exhibit good agree-
ment with the background in the probe-level distribution across the entire mee spec-
trum (60 < mee < 250GeV), with minimal signal contamination. To quantify the
potential signal contamination bias, the following metric is used:

• The fraction ξ = Speaktempl · ftempl/Sprobe, which is the size of the template signal
contamination component as a fraction of the total signal in the denominator,
should be kept as close to 0 as possible to minimize the effect of template signal
contamination. This quantity is used because it roughly corresponds to the percent
effect on the efficiency measurement. In other words, if ξ is estimated by MC to
be 1%, and in data the true value is 2%, then the measured efficiency is biased by
∼1%. (This quantity is demonstrated in Fig. 6.4.)

To evaluate template shape bias, two different metrics were used:

• The template shape can be compared to a reference template requiring !Loose,
with no isolation requirement. While the !Loose template has too much signal
contamination to be used itself, it should faithfully reproduce the shape of the
background in the off-peakmee regions: the !Loosemenu’s efficiency for selecting
background is very high, so the bias on the background shape is low. (Demonstrated
in Figs. 6.5 and 6.6.)

• An unbiased template should give the same efficiency measurement regardless
of the region in which it is normalized. Thus, the measurement is performed
twice, using 120 < mee < 250GeV and 60 < mee < 70GeV normalization
regions, and the result is compared. Good agreement between the measurement
with low-mee and high-mee template normalization indicates a less biased template.
(Demonstrated in Fig. 6.7.)
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Fig. 6.5 Templates for the 20 < ET < 25GeV, 0.1 < η < 0.6 efficiency measurement. Each
template is normalized in the 120 < mee < 250GeV region to the probe-level distribution. The
template signal contamination is estimated and subtracted in the plots above, as described in the text.
Templates are compared to the !Loose template, which is generally regarded as a good description
of the background because it is highly efficient for all types of background
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Fig. 6.6 Templates for the 35 < ET < 40GeV, 0.1 < η < 0.6 efficiency measurement. Each
template is normalized in the 120 < mee < 250GeV region to the probe-level distribution. The
template signal contamination is estimated and subtracted in the plots above, as described in the text.
Templates are compared to the !Loose template, which is generally regarded as a good description
of the background because it is highly efficient for all types of background
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Fig. 6.7 The effect of using low- versus high-mee normalization regions on themeasured efficiency,
for electrons with 15 < ET < 20GeV. The ID menu studied here is a high-efficiency VeryLoose
likelihood menu. The left (right) plot shows results using the !2Loose && Econe40

T /ET > 0.05
(!2multilepton && Econe40

T /ET > 0.05) template. The different results between normalization
methods indicates a template bias; additionally, a >100% efficiency signals a problem with the
background subtraction. !2multilepton-based template has less of a bias given these metrics

With these tests, we developed a better understanding of template behavior. In
particular, it makes sense to treat template optimization separately for measurements
of high- and low-ETelectrons. At low-ET(<30GeV), the background is large com-
pared to signal, and thus template biases have large impacts on the measurement.
At high-ET, the background is much smaller; template biases have a smaller effect
on the measured efficiency, and instead signal contamination in templates can be a
dominant effect. Below, the optimal template attributes are discussed.

Signal contamination. Figure6.4 illustrates the template signal contamination
metric ξ described above. Tests of this nature were performed to understand which
template candidates keep ξ well below 1% at for high-ETelectron measurements,
and below a few percent at low-ET(<30GeV). Using this metric, we determined
that each of the proposed identification menus (see Table6.2) on its own has too
much signal contamination to be considered as a template. Signal contamination can
be reduced to an acceptable level by inverting both identification menu and isolation
selection requirements.

Template bias. Figure6.5 illustrates templates for low-ETbins, combining
inverted identification menu and inverted isolation requirements to define the tem-
plates. The templates are compared to the !Loose template, which has signal contam-
ination in the Z -peak, but should be unbiased in the normalization regions of themee

spectrumbecause it is very efficient for background.By comparing the candidate tem-
plates to the !Loose template, biases can be exposed. Using, this, we determined that
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applying an inverted isolation requirement (of the form EconeXX
T /ET > Y ) causes a

shape deficit in the low-mee region of the template,with respect to the real background
shape. Increasing the isolation threshold Y worsens the deficit at low-mee. Figure6.5
(left) illustrates this effect, which is particularly visible for low-ETelectrons. Like-
wise, the !2Loose identification (whichwas the default in 2011) has a shape deficit at
low-mee. !2multilepton also exhibits this feature, but the bias is smaller. Figure6.5
(right) illustrates the effect.

Figure6.6 shows the same comparison of templates with !Loose, but for mea-
surements of higher-ETelectrons. The signal contamination mismodeling is evident
in this plot—these templates are shown after correcting signal contamination using
MC. The isolation bias effect is still evident, but the difference between !2Loose and
!2multilepton templates is smaller. In addition, the background itself is smaller
with respect to the amount of signal probes, so bias effects have a smaller impact on
the measured efficiency.

To better quantify the effect of template bias on the efficiency measurement, we
can compare the measured efficiency using the low-mee normalization region to the
one using the high-mee normalization region. If no template bias exists, then the two
efficiency measurements should agree. If the templates above indeed have a deficit
at low-m��, then the efficiency measurement will be too low when normalizing back-
ground at high-m��, and too high when normalizing at low-m��, and the magnitude
of the difference is a measure of the bias. Figure6.7 shows this test, performed on the
measurement of the VeryLoose likelihood menu. Measuring a very efficient menu
has the added benefit that efficiencymeasurements above 1 (an unphysical efficiency)
must be unequivocally flawed. The results expose the ET×η bins where the choice of
template normalization dramatically affects the efficiency measurement, and allows
the degree of template bias to be quantified.

The tools described above were developed to understand the characteristics of
templates and their effect on the efficiency measurement, and to help choose tem-
plates with the least amount of bias. Based on the insights gained using these tools,
we chose the template

!2multilepton && Econe30
T /ET > 0.02 (6.10)

for efficiency measurements of electrons with ET < 30GeV, to minimize template
bias. For electrons with ET > 30GeV, where template bias is less important but
signal contamination is a concern, we chose to use the same two templates as were
used in 2011:

!2Loose && Econe40
T /ET > 0.05

!2Loose && Econe40
T /ET > 0.20 (6.11)
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Understanding the Underlying Cause of Template Bias

What could be the cause of template biases causing a deficit at lower values of
the mee spectrum? Two effects would have to contribute: a specific component of
the background must have a different mee shape (more abundant at low-mee), and
the template selection criteria must be less efficient for this background component
than for the rest of the background elements.

Since the background is dominated by multijet and W → eν + jet, it is nat-
ural to investigate the difference between these two backgrounds. First, note that
W → eν + jet LO production features quark jets; by comparison, multijet events
at the LHC have a higher fraction of gluon jets. Quark-jets and gluon-jets have dis-
cernible differences, namely quark jets typically have a narrower shape and fewer
tracks. These characteristics (narrower and more isolated energy deposits) are more
closely aligned with electron signatures, and thus jets from W production may fail
the template criteria more frequently than multijet events.

Studies using MC also indicate that, in the regions of ET × η with the largest
template bias, W → eν + jet events have a more steeply falling mee spectrum than
the rest of the background. Figure6.8 shows the mee shape of W → eν + jet MC
events that fail the template selection (and are thus not represented by the template),
compared to the template (from data). Indeed, it appears that the missing W → eν
+ jet events are primarily at low-mee, supporting the postulate that quark jets from
W production are the cause of the template bias.

Of course, the underlying cause of template bias is not critical to its treatment;
however, it is useful to confirm the hypothesis, in case the apparent template bias
was caused by some other unknown effect.

Fig. 6.8 Comparison of the
mee shapes of the
background template from
data with the W → eν + jet
events (from MC) failing the
template criteria. The shape
of the W → eν + jet events
missing from the template is
more steeply falling than the
shape of the template
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6.5 Shared Templates at High-ET

When measuring electron identification efficiencies in two dimensions, a dedicated
background template is used in each (ET, η) bin. The high granularity of themeasure-
ments in η leads to background templates with low event yields in the normalization
regions—particularly for bins with ET > 30GeV.

In order to decrease the statistical uncertainty in this region, templates from adja-
cent η bins are added to the nominal template for the measurement in a particular
ET × η bin—the new template is referred to as a “shared template”.

The shared template technique is employed for efficiency measurements above
ET = 30GeV. The result is reduced statistical uncertainties, with a very small price
in systematic uncertainty due to increased template bias. The boundaries for the
templates used for these measurements are as follows:

η = [−2.47, −2.01, −1.52, −1.37, −0.80, −0.10, 0.10, 0.80, 1.37, 1.52, 2.01, 2.47 ]
(6.12)

6.6 Systematic Uncertainties

Systematic uncertainties on the efficiency measurements in each bin are assessed
by varying a number of selection parameters. Table6.3 summarizes the variations
in background template, background normalization region, Z -mass window require-

Table 6.3 Event selection and background subtraction parameters in the Zmass efficiency measure-
ment that are varied to assess systematic uncertainties. For efficiency measurements of electrons
with ET > 30GeV, two template variations are used and normalized in the high-mee region; for
ET < 30GeV electrons, a single template is used, and the template normalization region is varied.
The systematic treatment has 18 total variations

Variation Probe ET < 30GeV Probe ET > 30GeV

Background template !2multilepton &&
Econe30
T /ET > 0.02

{
!2loose && Econe40

T /ET > 0.05

!2loose && Econe40
T /ET > 0.20

Background normalization
region

{
120 < mee < 250 GeV

60 < mee < 70 GeV
120 < mee < 250GeV

Z -mass window

⎧⎪⎪⎨
⎪⎪⎩
80 < mee < 100 GeV

75 < mee < 105 GeV

70 < mee < 110 GeV

Tag identification pcone20T /pT < 0.1 &&

⎧⎪⎪⎨
⎪⎪⎩
Medium++ && Econe40

T < 5 GeV

Tight++

Tight++ && Econe40
T < 5 GeV
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ment, and tag identification criteria. For efficiency measurements of electrons with
ET < 30GeV, a single background template is used, and no systematic variation
is applied. For electrons with ET > 30GeV, the background normalization region
60 < mee < 70GeV is omitted due to an insufficient number of events in that region.
The efficiency measurement is repeatedly performed using a “grid” of all combina-
tions of measurement parameter choices, resulting in 2×3×3 = 18 measurements.
The mean of these 18 measurements is taken as the central value of the efficiency
measurement, and the RMS of the variations as the systematic uncertainty.

This method of making a measurement and assessing systematic uncertainties is
not standard. Typically the central value of a measurement is determined using a
single event selection that minimizes the background as much as possible. Here, the
measurement with the smallest background, corresponding to the variation with the
tightest tag identification requirements and smallest Z -peak mass window, is aver-
agedwithmeasurements havingmore background (looser tags, largermasswindows)
to obtain the central value. Likewise, when making a measurement it is common to
assess individual, uncorrelated sources of systematic uncertainty and add them in
quadrature. In the efficiency measurement presented here, the individual variations
are correlated; taking the RMS of the full grid of variations is more appropriate than
adding the effect of each variation in quadrature, which would double-count sources
of uncertainty.

Each variation is intended to capture certain effects that affect the electron effi-
ciency measurement. All four variations effectively test the robustness of the back-
ground subtraction, either by increasing the amount of background (tag ID, Z -mass
window), by slightly modifying the background subtraction procedure (normal-
ization region), or by varying the background description (background template).
Changing the tightness of the tag identification varies the relative contribution of
W → eν + jet and multijet backgrounds (a tighter tag will reduce the multijet con-
tribution, which consists of two background objects, compared to theW → eν + jet
contribution, whose tag is a real electron). The only effect not related to background
is the impact of electrons with large efficiency losses on the measured efficiency
and data-MC scale factor. Increasing the Z -mass window variation includes more
electrons with sufficient energy loss to decrease the measured mee, thus probing this
effect.

Of the four types of variations, the background normalization variation is new as
of the efficiency measurements at 8TeV, and requires further discussion. Previously
for electron efficiency measurements below ET < 30GeV, the template variation
was used to test the robustness of the background subtraction. However, as discussed
in Sect. 6.4, all templates suffer from a deficit at the low end of the mee spectrum.
As a result, both variations subtracted too little background from the denominator
of distributions, and the efficiency measurements of both variations were lower than
the true central value. Furthermore, in this scenario the systematic uncertainty band
does not cover the true efficiency central value, since all variations are biased in the
same direction (with efficiencies lower than the true value).

The low- and high-mee normalization variations are intended to correct the bias
and non-coverage of the true central value. Figure6.9 illustrates the effect of normal-
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Fig. 6.9 Left: high-mass normalization, showing normalized templates plus signal contamination.
The result is a deficit in the background subtraction under the Z peak, and thus a lower measured
efficiency. A deficit is also seen in the low-mass region. Right: low-mass normalization, with
templates plus signal contamination normalized in the low-mass tail. The result is an excess of
background subtracted from the Z peak, and leading to a higher measured efficiency. An excess is
also seen in the high-mass region
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Fig. 6.10 Denominator mee distributions describing the method, for the tight scale factors, using
an exemplary bin: 20 < ET < 25GeV, 0.1 < η < 0.6. The left and right plots show cases where
the templates are normalized to the high-mee (120 < mee < 250GeV) and low-mee (60 < mee <

70GeV) regions, respectively. The ratio plotted below is between the base distribution and the final
MC+template estimate, where the MC is scaled to match the total estimated signal yield in the
Z -mass window. The variation shown here has tag cut-based Medium + isolation

izing a template with a deficit at low-mee with respect to the true background shape.
Normalizing to the high-mee region, the result is that too little background is sub-
tracted from the denominator. Normalizing instead to the low-mee region, too much
background will be subtracted from the denominator. The result is that the two vari-
ations should “straddle” the true value of the background under the Z -peak, and the
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true efficiency will lie inside the uncertainty band of the subsequent efficiency mea-
surement. This method effectively removes the issue of “bias in the same direction”
of the template variations, in which the true efficiency value lies outside the uncer-
tainty band of the measurement. Therefore the normalization region variation is used
for ET < 30GeV electron measurements, where template biases are the dominant
systematic effect. Figure6.10 demonstrates in data the effect of using two different
normalization regions to estimate background in the denominator distribution.

6.7 Statistical Uncertainties

Formula 6.13 is used to calculate the statistical uncertainties [2]:

�ε = 1

Sprobe

√
(1 − 2ε)�S2ID + ε2 �S2probe (6.13)

In the case of thismeasurement, however, events in the templates used for background
subtraction are a subset of the total number of probes, and thus statistically correlated.
We can rewrite these components into two uncorrelated quantities: events that fall
into the template and events that fail the template selection:

N!templ = Nprobe − Ntempl (6.14)

Then the equation for the number of signal probes can be rewritten in terms of these
statistically uncorrelated quantities:

Sprobe =N peak
probe − N peak

templ ×
(
N n.r.
probe − 1

εtight
N n.r.
tight

N n.r.
templ

)

=N peak
!templ − N peak

templ ×
(
N n.r.
!templ − 1

εtight
N n.r.
tight

N n.r.
templ

)
(6.15)

We neglect the correction term N n.r.
tight/εtight in the calculation of the error; applying

standard error propagation gives:

�Sprobe =
√√√√N peak

!templ +
(
N n.r.
!templ N

peak
templ

N n.r.
templ

)2 (
1

N peak
templ

+ 1

N n.r.
templ

+ 1

N n.r.
!templ

)
(6.16)

For efficiency measurements with probes with ET > 30GeV, the shared tem-
plate technique is used to improve the statistical uncertainty. In this case, we make
the assumption that the template events and the probe events are uncorrelated; the
statistical uncertainty is then:
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�Sprobe =
√√√√N peak

probe +
(
N n.r.
probe N

peak
templ

N n.r.
templ

)2 (
1

N peak
templ

+ 1

N n.r.
templ

+ 1

N n.r.
probe

)
(6.17)

The statistical uncertainty of the numerator is straightforward, since the template
and numerator are disjoint selections:

�SID =
√√√√N peak

probe +
(
Bpeak
ID

)2
(

1

N peak
templ

+ 1

N n.r.
templ

+ 1

N n.r,SS
ID

)
. (6.18)

Eqs. 6.18 and 6.16 (or 6.16) are input into Eq.6.13 to obtain the statistical uncertainty.

6.8 Measurement Combination and Results

The Zmass method and the ZIso method (whose background subtraction is illustrated in
Fig. 6.11) are statistically correlated. Thus, the Zmass and ZIso methods are treated as
variations of the samemeasurement. The central value of the efficiencymeasurement
is the average of the 18 Zmass and the 72 ZIso systematic variations, where the 18
Zmass variations are given four times the weight of the ZIso variations such that the
two methods are treated on equal footing. The systematic error is the RMS of the
systematics (with Zmass variations again given four times the weight); this value is
multiplied by 1.2 to envelope roughly 68% of all variations, accounting for the fact
that the systematic variations are not normally distributed. The joint Zmass and ZIso

measurements are used for the measurement of efficiencies and scale factors for
ET > 20GeV electrons.
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Fig. 6.11 Depiction of the ZIso method for measuring efficiencies. Left: background subtraction
using templates in the denominator of the efficiency measurement. Right: the numerator of the
efficiency measurement
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Fig. 6.12 Summary of the range of efficiency measurement methods, and the region in which
measurements are combined using a χ2 minimization

 E
ffi

ci
en

cy

0.4

0.6

0.8

1

1.2

1.4

-1 L dt = 20.3 fb∫
s  VeT 8 = 

ATLASPreliminary : 7-10 GeVTE
LooseLH
MediumLH
VeryTightLH

Data: full, MC: open

: 7-10 GeVTE
LooseLH
MediumLH
VeryTightLH

|η|
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4

D
at

a/
M

C

0.8

0.9

1

 E
ffi

ci
en

cy

0.4

0.6

0.8

1

1.2

1.4

-1 L dt = 20.3 fb∫
s  VeT 8 = 

ATLASPreliminary : 10-15 GeVTE
LooseLH
MediumLH
VeryTightLH

Data: full, MC: open

: 10-15 GeVTE
LooseLH
MediumLH
VeryTightLH

|η|

D
at

a/
M

C

0.8

0.9

1

 E
ffi

ci
en

cy

0.4

0.6

0.8

1

1.2

1.4

-1 L dt = 20.3 fb∫
s  VeT 8 = 

ATLASPreliminary : 15-20 GeVTE
LooseLH
MediumLH
VeryTightLH

Data: full, MC: open

: 15-20 GeVTE
LooseLH
MediumLH
VeryTightLH

|η|

D
at

a/
M

C

0.8

0.9

1

 E
ffi

ci
en

cy

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3
-1 L dt = 20.3 fb∫

s  VeT 8 = 

ATLASPreliminary : 20-25 GeVTE
LooseLH
MediumLH
VeryTightLH

Data: full, MC: open

: 20-25 GeVTE
LooseLH
MediumLH
VeryTightLH

η
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

D
at

a/
M

C

0.8

0.9

1

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4

Fig. 6.13 Electron efficiency and scale factor measurements at 7 < ET < 25GeV. Measurements
at ET < 10GeV use J/ψ → ee measurements; 10 < ET < 15GeV measurements are made
using a χ2 combination of J/ψ → ee and Z → eeγ measurements. Measurements between
15 < ET < 20GeV are made using the combination of J/ψ → ee and Z → ee measurements.
ET > 20GeV measurements use Z → ee methods
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Fig. 6.14 Electron efficiency and scale factor measurements at 25 < ET < 45GeV. The ET >

20GeV measurements use Z → ee methods

In the range 10 < ET < 20GeV, electron efficiencymeasurements from Z → ee,
Z → eeγ and J/ψ → ee methods, in the ranges of validity shown in Fig. 6.12 are
combined using a χ2 minimization method [3]. All measurements in ET × η are
rebinned to the coarser granularity of J/ψ → ee, using |η| instead of η:

|η| = [0.00, 0.10, 0.80, 1.37, 1.52, 2.01, 2.47 ]. (6.19)

Within each method, systematic uncertainties are correlated across ET × η bins and
treated as nuisance parameters in the χ2 minimization. The combined measurement
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Fig. 6.15 Electron efficiency and scale factor measurements at ET > 45GeV. The ET > 20GeV
measurements use Z → ee methods

and uncertainty resulting from theminimization are are taken for 10 < ET < 20GeV,
and the pulls of the systematic uncertainties are propagated to the 7 < ET < 10GeV
J/ψ → ee measurements.

The plots of all efficiency and scale factor measurements for 2012 likelihood
menus are displayed in Figs. 6.13, 6.14 and 6.15.
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6.9 Prospects for Electron Efficiency Improvements

In the future, two goals should be prioritized: ensuring that the central value of mea-
surement is not systematically biased in one particular direction, and improving the
treatment of systematic uncertainties. For the former, the normalization region sys-
tematic uncertainty at low-ET, as described in Sect. 6.6, represents a major improve-
ment. Experience has shown that simply using one normalization region, and two
templates that have the same bias, does not suffice to envelope the true efficiency
central value. This principle should be kept in the forefront, and perhaps applied to
the ZIso method, which suffers similar uni-directional template biases; in the case
of ZIso, however, only one normalization region is available (the isolation tail), so
solving the issue in this case requires some cleverness.

The latter goal, the treatment of systematic uncertainties, should have a focus of
choosing reasonable variations, particularly for low-ET measurements. Figure6.16
shows the estimated s/b ratio as themasswindow is increased,with arrows indicating
windows of 20, 30 and 40GeV used in the analysis for systematic variations. The
extreme variations increase the s/b by a factor of two in some bins; although themass
window variation is intended to probe effects of electron energy loss on efficiency
results, that subtle effect is drowned out by the background increase. Furthermore,
the average of all variations is used as the central value for the measurement, instead
of taking the variation with the lowest s/b as the central measurement.

The typical analysis does not assess the uncertainty on its background estimate
by increasing the background by a factor of two in its signal region; furthermore,
measurements are made in a signal region with an optimized s/b. A similar approach
is warranted for the Z → ee efficiency measurements, and most likely one that
changes as a function of electron ET, to account for the varying impact of background
at low- and high-ET.

Fig. 6.16 The estimated s/b
ratio for various choices of
the Z mass window selection
requirement
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Chapter 7
Higgs Decaying to Four Leptons

This chapter presents the Higgs fiducial differential and inclusive cross section
measurements in the H → Z Z∗ → 4� channel using 20.3 fb−1 of

√
s = 8TeV

data collected in 2012. The differential measurements are the first of their kind in
this channel; the measurements are statistically limited, but the analysis represents
the beginning of a program to measure the Higgs boson properties to a high degree
of precision as more data is collected by the ATLAS detector. The final section of
this chapter is dedicated to the prospects of the differential measurements in Run 2.

The details presented in this chapter represent only those required to understand
the ingredients of the fiducial differential and inclusive cross section measurements.
Other measurements of the Higgs properties in the Z Z∗ channel are omitted, includ-
ing theHiggsmass, cross sectionmeasurements in different categories corresponding
to different production modes, measurements of coupling parameters, and spin prop-
erties.

The H → Z Z∗ → 4� decay channel is particularly well-suited to study the
properties of the Higgs boson because all of the decay products are visible, meaning
the kinematics of the Higgs boson can be fully reconstructed. Six differential distri-
butions are chosen for study due to their sensitivity to interesting physics, including
potential sensitivity to physics outside the standard model. Any deviation from a
theoretically accurate SM description of the Higgs pT could be an indication of new
physics; for instance, if the Higgs boson were produced in association with a dark
matter particle, its pT spectrumwould be modified. As a result there has been intense
theoretical effort to describe the transverse momentum of the Higgs boson. Other
quantities of interest include the distribution of the angles between the various decay
products of the Higgs boson. In particular, the magnitude of the angle between the
beam axis and the leading Z boson decaying the Higgs rest frame, | cos θ∗| is sen-
sitive to the spin properties of the particle; this angle is illustrated in Fig. 7.1. The
Njets and pT, jet1 are sensitive to associated jet radiation, and to the relative cross
section magnitude of different Higgs production modes. The Higgs rapidity |yH | is

© Springer International Publishing AG 2018
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https://doi.org/10.1007/978-3-319-73930-4_7

125



126 7 Higgs Decaying to Four Leptons

Fig. 7.1 The θ∗ variable is
the angle between the beam
axis and the leading Z boson
in the Higgs rest frame

affected by the parton distribution function. Finally,m34 is sensitive to the Lagrangian
structure [1].

A fiducial cross section measurement (differential or inclusive) is organized in
such a way that the data and theoretical predictions can be directly compared with
one another with minimal dependence on any particular physics model. The cross
section is measured in a phase space of accessible events called the fiducial volume.
The selection requirements defining the fiducial volume can be geometric or kine-
matic: geometric requirements select events whose decay products fall inside the
detector’s instrumented region, and kinematic requirements are imposed to remove
backgrounds that are difficult to determine with sufficient precision.Within this fidu-
cial volume, the selection can be subdivided as a function of one or more kinematic
properties—this is referred to as a “differential” measurement.

After selecting events satisfying the fiducial requirements and subtracting the esti-
mated background, the data must be corrected to account for detector-level effects
such as lepton identification inefficiencies and imperfect momentum resolution in a
process called unfolding, which relates reconstructed quantities to their true under-
lying distributions. The unfolding step is ideally performed with as few assumptions
as possible on the underlying physics model (referred to as “model-independent”
unfolding). In an inclusive fiducial cross section measurement, the unfolding cor-
rection is a single number called the correction factor. For differential fiducial cross
sections, the unfolding is complicated by the possibility of event migration between
differential bins that can bias the measurement.

To compare with theory, theoretical calculations are often accompanied by a
Monte Carlo generator for producing individual events, and the fiducial selec-
tion can be applied to the simulated (“truth”) particles. The subsequent prediction
after applying the fiducial selection can be directly compared to the unfolded data.
Figure7.2 summarizes each step of the fiducial differential and inclusive measure-
ments described above.

The H → 4� channel has a small cross section times branching ratio compared
to other Higgs boson decay channels, but it also has a high signal-to-background
ratio. The main backgrounds in the analysis are continuum Z Z∗ decaying to four
prompt leptons, and Z+jet and t t̄ backgrounds with two real leptons and two objects
misidentified as leptons (“fake” leptons). The Z Z∗ background is called “irreducible”
because it has the same prompt lepton multiplicity as the Higgs signal; Z+jet and
t t̄ are “reducible” in the sense that stricter identification requirements applied to
the leptons can reduce their abundance in the signal region. The yield, uncertainty
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Fig. 7.2 Schematic of a fiducial differential (or inclusive) cross section measurement. On the left,
fiducial requirements are applied to the reconstructed objects in data, resulting in a reconstruction-
level distribution (or an inclusive yield). Background estimates are subtracted, and the data are
unfolded to relate the reconstructed quantity to the true physical quantity comparable with the
theoretical prediction. On the right, the fiducial requirements are applied to events generated using
a theoretical prediction, resulting in a prediction of the fiducial cross section

and kinematic shapes of the Z Z∗ background are predicted using simulation; the
reducible backgrounds Z+jet and t t̄ are estimated using data-driven methods.

The differential measurement procedure can be summarized as follows: events
satisfying the fiducial selection requirements are used to populate the bins of each
distribution. (The inclusive measurement can be considered a single-bin distribution
containing the entire fiducial phase space.) The backgrounds are estimated in each
bin of the distribution, and the data is unfolded using a simple correction factor
procedure. The cross section is extracted using a profile likelihood ratio, allowing
sources of systematic uncertainties to be correlated across bins; the result of max-
imizing the likelihood ratio produces an estimate of the signal yield in each bin of
the fiducial differential cross section distribution. The differential measurement is
compared with leading theoretical predictions, and the compatibility between theory
and measurement is tested.

7.1 Fiducial Phase Space

The fiducial phase space, imposed on the truth-level decay products of the Higgs
boson, is defined primarily to limit the kinematic range of the four leptons in the decay
such that they fall inside the instrumented region of the detector. Other event-level
criteria are imposed to match requirements imposed on the data to reduce sources of
background. The fiducial selection is intended to be reproducible by theorists at the



128 7 Higgs Decaying to Four Leptons

Table 7.1 Definition of truth particles and the fiducial region for the fiducial and differential cross
sections

Fiducial requirements for the H → Z Z∗ → 4� channel

Particles

� Muon kinematics pT,μ > 6GeV, |ημ| < 2.7

� Electron kinematics pT,e > 7GeV, |ηe| < 2.47

(Jet definition for jet variable observables) pT, jet1 > 30 GeV, |yjet| < 4.4, �R( j,μ) >

0.2

Event level

� Lepton multiplicity At least 4 leptons (electrons or muons)

� Lepton kinematics p�1
T > 20GeV; p�2

T > 15GeV; p�3
T > 10GeV

� Lepton separation �R(�, �′) > 0.1 (0.2), same (different) flavor
leptons

� Z boson pairs Require two same-flavor, opposite-charge
(SFOC) lepton pair

(Lepton association with
Z12 and Z34 bosons)

Associate remaining SFOC lepton pair with
subleading Z boson (Z34)

Associate SFOC lepton pair having smallest
|m�� − mZ | with leading Z boson (Z12)

� Z mass windows 50 < m12 < 106GeV; 12 < m34 < 115GeV

� J/ψ veto m�� > 5GeV for all SFOC lepton pairs

� Higgs mass window 118 < m4� < 129GeV

generator level and to closely match the reconstruction-level requirements in order
to minimize extrapolations.

At particle (truth generator object) level, electron and muon kinematics are deter-
mined at the Born level—at level of the matrix element, before any QED correc-
tions are applied. Muons must have pT > 6GeV and |η < 2.7|, and electrons have
pT > 7GeV and |η < 2.47|. The pT requirements are imposed because backgrounds
become larger at lower pT. Particle-level jets are constructed from all stable particles,
excluding muons and neutrinos, using the anti-ktalgorithm with distance parameter
R = 0.4. Jets are defined as having pT > 30GeV, |y| < 4.4, and must be a distance
�R > 0.2 from any truth electron. The Born-level electrons, muons and jets are
collectively referred to as “truth” particles.

Table7.1 summarizes the selection used to define the fiducial region, including
the additional event-level requirements intended to match the reconstruction-level
selection imposed on the data to reduce backgrounds. At the particle level, all Born
final state leptons originating from a W or a Z , but not hadrons, are considered as
possible Higgs boson decay products. They are paired to the Z bosons by finding
same-flavor, opposite-charge pairs; the pair closest to the Z boson mass (PDG) is
labeled Z12 with mass m12, and the second pair is labeled Z34 with mass m34. The
mass windows imposed on the Z boson pairs and on m4� mirror the reconstruction-
level requirements, as do the lepton �R and J/ψ veto requirements.
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No explicit requirement is made on the parent boson of the particle-level leptons
(from the generator truth record). As a result, leptons can bemispaired when forming
Z12 and Z34 in the 4e and 4μ channel, and leptons that do not originate from the decay
of the Higgs boson in the WH , ZH and t t̄ H processes can be incorrectly assigned
to the Higgs. Kinematic quantities including m12 and m34 are affected by mispairing
or mis-assignment, affecting the number of events passing the fiducial selection.1

These effects also affect the m34 and | cos θ∗| differential distribution predictions.
The choice not to make a parent boson requirement is motivated by the need to
keep the definition of the particle-level fiducial selection applied to the generator
prediction close to that applied to the data, in order to make them as comparable as
possible. Since no such boson assignment is possible in the data, it is omitted at the
particle level.

7.2 Data Set and Simulated Signal Samples

The cross section anddifferential distributionmeasurements aremadeusing 20.3 fb−1

of data collected from the ATLAS experiment in 2012, from LHC collisions with√
s = 8TeV c.o.m. energy. Cross sections and differential distributions change with

the energy of the p–p collisions; therefore, the
√
s = 7TeV data collected in 2011

are not included in this measurement.
The following simulated signal samples are used in the differential analysis to

determine the correction factors used to extrapolate from the reconstruction-level to
the particle-level differential distributions, as described in Sect. 7.3.5. The simulated
events are propagated through a Geant4 description of the ATLAS detector, with
corrections applied to objects and event properties in order to more closely match the
behavior of the data. Thedescriptions belowdonot apply to the theoretical predictions
Powheg,Minlo andHRes2 used to compare with unfolded data; Sect. 7.4 describes
those samples.
ggF and VBF. The Higgs gluon-gluon fusion (ggF) and vector boson fusion (VBF)
production processes are simulated using Powheg with NLO matrix elements. For
the calculation of the correction factors (see Sect. 7.3.5), events are re-weighted
with a generator tune designed to match the Higgs transverse momentum distribu-
tion with that of a calculation performed with NNLL+NLO accuracy, including soft
gluon resummation [2]. Pythia is used to simulate showering, hadronization and
the underlying event of this sample [3].
VH and t t̄ H . Higgs production in association with a W or Z boson (VH ), or with
two top quarks (t t̄ H ), is simulated using Pythia.

1This will have an effect on the fiducial acceptance and correction factors discussed in Sect. 7.3.5.
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7.3 Analysis Overview

The object and event selection is identical to an ATLAS paper published around the
same time measuring the signal strength and couplings of the Higgs in the H →
Z Z → 4� decay channel [4]. A brief description of the object and event selection is
presented in this section, with a focus on the lepton identification requirements used
for the

√
s = 8TeV data set.

7.3.1 Object Selection

Electrons are ID tracks matched to calorimeter clusters in the EM calorimeter,
and identified using the likelihood identification technique described extensively in
Chap.5 using the Loose criteria. The identification criteria includes a nBlayerHits
requirement on the ID track. Electronsmust satisfy the impact parameter significance,
track isolation, and calorimeter isolation requirements detailed in Table7.2. Several
improvements have been made to the reconstruction and identification of electrons
compared to the previous measurement [5]. First, the track reconstruction of electron
candidates has been modified to use a Gaussian Sum Filter to model bremsstrahlung
losses in electrons [6], resulting in higher electron reconstruction efficiencies. The
second improvement is the use of the Likelihood identification method mentioned
above, which improves the rejection of backgrounds typical for this analysis by
roughly a factor of 2. Figure7.3 illustrates the effect of these improvements: higher
electron efficiencies, and higher rejection power for sources of reducible background.
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Fig. 7.3 Left: the electron reconstruction efficiencies measured in 2011 and 2012 data. The main
difference between the twodata sets is the improved track reconstruction using aGaussianSumFilter
to model bremsstrahlung losses. Right: ratio of background efficiency using the Loose likelihood
requirement (including a requirement on nBlayerHits) to that using the cut-based multilepton
identification requirement on a sample of representative electron background sources [7]

http://dx.doi.org/10.1007/978-3-319-73930-4_5
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Table 7.2 Highlights of the electron and muon selection for the H → 4� analysis

Electrons Muons

pT > 7GeV pT > 6GeV

|η| < 2.47 |η| < 2.7

LooseLH+BLayer identification Loose quality tracking requirements

|d0/σ(d0)| < 6.5 |d0/σ(d0)| < 3.5

pcone20T /pT < 0.15 pcone20T /pT < 0.15 (stand-alone)

Econe20
T /ET < 0.20 pcone20T /pT < 0.30 (all other types)

Muons are reconstructed and identified using the techniques described in Chap.3,
Sect. 3.2.4. The analysis uses all four types of reconstructed muon: combined,
segment-tagged, standalone, and calorimeter-tagged. Because of their higher back-
ground rate, at most one segment-tagged muon or calorimeter-tagged muon can be
used in each event. Muons must also satisfy the impact parameter significance and
calorimeter isolation requirements listed in Table7.2.

Jets used for the Njets differential distributions are reconstructed using the anti-
ktalgorithm [8] with distance parameter R = 0.4 using energy clusters in the hadronic
and electromagnetic calorimeters. Jets are defined to have pT > 30GeV and |y| <

4.4, and must be �R > 0.2 from signal electrons.

7.3.2 Event Selection

Events in 2012 data are collected using the lepton triggers summarized in Table7.3.
The efficiency of this collection of triggers with respect to events passing the final
offline selection is between 97 and 100%.

The event selection applied to reconstructed objects in data matches the fiducial
selection criteria listed in Table7.1 of Sect. 7.1, including the lepton multiplicity,
lepton pT thresholds, lepton �R separation, and Z , Jψ and Higgs mass window
requirements. A few additional procedural details, related to which leptons are asso-
ciated to the Higgs in the case of more than four leptons in an event, are discussed

Table 7.3 Triggers used for collecting candidate events in 2012 data. More details on the triggers
are described in Chap.3, Sect. 3.2.5

Single electron e24vhi_medium1 || e60_medium1

Di-electron 2e12Tvh_loose1

Single muon mu24i_tight || mu36_tight

Di-muon 2mu13 || mu18_tight_mu8_EFFS

Electron-muon e12Tvh_medium1_mu8 || e24vhi_loose1_mu8

http://dx.doi.org/10.1007/978-3-319-73930-4_3
http://dx.doi.org/10.1007/978-3-319-73930-4_3
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below. Finally, kinematic corrections are applied to the leading Z boson to improve
the measurement of the Higgs observables; these are summarized below as well.

Events in data are categorized into “channels” according to the flavor of the
leptons associatedwith the leading and subleading Z bosons. Events with fourmuons
(four electrons) associated to the two Z bosons are called 4μ events (4e events);
events in which the leading Z boson is formed from muons (electrons) and the
subleading from electrons (muons) are labeled 2μ2e (2e2μ). Leptons are paired to
leading and subleading Z bosons, forming a quadruplet, in the same way as in the
fiducial definition. The leading SFOC pair is taken as the Z -pair closest to the PDG
Z mass, and the subleading SFOC pair that is next-to-closest to the Z mass in the
range 12 < m�� < 115GeV is taken as the subleading Z -pair. If more than four
leptons are identified in an event, the formation of lepton quadruplets proceeds on
a channel-by-channel basis: first, a 4μ quadruplet satisfying the event selection is
sought; if no such quadruplet exists, then the 2e2μ channel is tested, followed by
the 2μ2e and 4e channels. The first quadruplet found to satisfy the event selection is
selected in the event.

After the selection of the quadruplet, a series of corrections on the kinematics of the
four-lepton system is applied. To improve the measurement of the Higgs kinematics,
photons from final-state radiation (FSR) off of the leading Z boson are recovered by
searching for a reconstructed photon consistent with an FSR hypothesis and adding
its four-momentum to the calculation of the invariantmass of the leading Z boson [9].
Reconstructed photons collinear with muons �R < 0.15, pT > 1.5GeV, consistent
with a photon calorimeter signature are used for this correction. If no collinear photon
is found, non-collinear photons (�R > 0.15) with pT >10GeV and satisfying strict
photon identification requirements are considered for the correction: if m�� < 81
GeV and m��γ < 100GeV, the FSR-corrected leading Z boson is used to define the
Higgs kinematics.

Finally, the leading Z bosonmass is recalculated using a fit combining themomen-
tum resolution of the individual leptons with the Breit-Wigner shape hypothesis of
the Z mass. The momentum resolution of each lepton is parameterized as a Gaussian
distribution with a width equal to that measured in data; a likelihood combining the
probability density functions of the leptonmomenta and the Z mass shape hypothesis
is maximized to find the constrained Z boson mass. The result is an improvement in
the Z mass resolution of about 15%.

7.3.3 Backgrounds

The following section describes the methods used to describe the differential distri-
butions (yield and shapes) of the Z Z∗, Z+jet and t t̄ backgrounds. They are described
only briefly here, and discussed more deeply in [4]. The Z Z∗ continuum background
is produced mainly through the qq̄ annihilation process, with a small (<2% in the
analysis m4� mass window) contribution from gluon fusion production. The for-
mer is simulated using Powheg-Box [10], and the latter using gg2ZZ [11]. The
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reducible backgrounds from Z+jet and t t̄ are estimated using data-driven methods.
These backgrounds are split according to the flavor of the subleading Z -pair, either
�� + ee for a subleading electron pair, or �� + μμ for a subleading muon pair. These
contributions are estimated separately as described below.

The ��+μμ is dominated by Z+bb̄, Z+2 j with two light-flavor jets, and t t̄ events
in which both accompanying b-jets decay leptonically to muons. Their abundance
near the signal region is estimated using a fit of four control regions, defined by the
following:

• Removing the isolation requirement on the subleadingmuons, and requiring at least
one of the subleading muons to fail the impact parameter significance requirement

• Requiring at least one of the subleading muons to fail the isolation requirement
• Choosing an eμ pair as the leading pair, instead of a same-flavor, opposite sign
pair, enriching the sample in t t̄

• Requiring two muons of the same charge for the subleading muon pair.

A simultaneous maximum likelihood fit of all four regions is used to obtain the
yields of these backgrounds, which is expressed in terms of a yield estimate in a
control region applying all signal selection criteria except for the isolation and impact
parameter requirements of the subleading muons. This estimate is then extrapolated
to the signal region by multiplying by the efficiency of the fake muons to satisfy the
isolation and impact parameter criteria. That efficiency is calculated using simulation
and validated in Z+jet events with a fake muon; the uncertainty due to the agreement
between data and MC is very small. The shape of the �� + μμ background is taken
from simulation.

The ��+ee background events in the signal region are estimated by extrapolating
from a 3�+ X control region, where the three leading leptons are required to pass the
signal selection and the fourth object is a reconstructed electron with most identifi-
cation criteria relaxed. In addition, the subleading Z pair is formed using same-sign
electrons, to reduce contamination from Z Z in the sample. The object X is enriched
in fake electron backgrounds, composed of three sources: light-flavor hadrons, con-
verted photons, and heavy-flavor hadrons. A Z + X control sample is used to derive
the efficiencies of each of these contributions, and to derive the shapes of two dis-
criminating variables, FHT (the TRT ratio of high-threshold to low-threshold hits)
and nBlayerHits, for each background type. The shapes are used in a simultaneous fit
of both variable distributions in the 3� + X control region to obtain the background
composition in that sample, and the yield of each background is multiplied by the
efficiencies derived in the Z + X region to obtain the final reducible background
estimate.

7.3.4 Summary of Event Yields and Estimated Background

A summary of the expected signal, irreducible Z Z∗, reducible Z+jet and t t̄ back-
grounds is presented in Table7.4 for both 7TeV data collected in 2011 and 8TeV
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Table 7.4 Summary of the expected signal and background event yields and the observed number
of events in the region 120 < m4� < 130GeV from the 2011 and 2012 data taking periods. The√
s = 7TeV data is presented as a means of drawing comparisons of the signal-to-background

ratios in electron channels.

Final state Signal Z Z∗ Z+jet, t t̄ Expected
S/B

Expected
yield

Observed
yield√

s = 7TeV, 120 < m4� < 130GeV

4μ 0.91 ± 0.09 0.46 ± 0.02 0.10 ± 0.04 1.7 1.47 ± 0.10 2

2e2μ 0.58 ± 0.06 0.32 ± 0.02 0.09 ± 0.03 1.5 0.99 ± 0.07 2

2μ2e 0.44 ± 0.04 0.21 ± 0.01 0.36 ± 0.08 0.8 1.01 ± 0.09 1

4e 0.39 ± 0.04 0.19 ± 0.01 0.40 ± 0.09 0.7 0.98 ± 0.10 1

Total 2.32 ± 0.23 1.17 ± 0.06 0.96 ± 0.18 1.1 4.45 ± 0.30 6√
s = 8TeV, 120 < m4� < 130GeV

4μ 5.28 ± 0.52 2.36 ± 0.12 0.69 ± 0.13 1.7 8.33 ± 0.6 12

2e2μ 3.45 ± 0.34 1.67 ± 0.08 0.60 ± 0.10 1.5 5.72 ± 0.37 7

2μ2e 2.71 ± 0.28 1.17 ± 0.07 0.36 ± 0.08 1.8 4.23 ± 0.30 5

4e 2.38 ± 0.25 1.03 ± 0.07 0.35 ± 0.07 1.7 3.77 ± 0.27 7

Total 13.8 ± 1.4 6.24 ± 0.34 2.00 ± 0.28 1.7 22.1 ± 1.5 31

data collected in 2012. Only the latter is used for the differential and fiducial cross
section measurements presented here, however a comparison between the two data
sets is instructive to illustrate the improvements in electron identification presented
in the text. In particular, electron reconstruction using the Gaussian Sum Filter and
the electron likelihood identification were introduced in the 8TeV data set, and are
not present in the 7TeV data set. The former improves the signal yields for channels
with electrons in the final state, and the latter improves the S/B ratio for events with
a subleading ee pair (in the 2μ2e and 4e channels), as can be seen by comparing the
two data sets.2

The table quotes signal yields in the region 120 < m4� < 130GeV; the mass
range used in the differential cross section measurements is 118 < m4� < 129 GeV,
but the expected background yields there are similar: 6.7 irreducible Z Z∗ and 2.2
reducible background events are expected in the 2012 data set. Figure7.4 shows
the m4� spectrum after all signal selection criteria are applied, combining data from√
s = 7TeV and

√
s = 8TeV data sets.

2The Higgs cross section is expected to increase by about 7% in the ggF channel between
√
s = 7

and 8TeV; however, the gains in signal yield are larger than this.



7.3 Analysis Overview 135

 [GeV]l4m
80 90 100 110 120 130 140 150 160 170

 E
ve

nt
s 

/ 2
.5

 G
eV

0

5

10

15

20

25

30

35 Data

 = 1.51)μ = 125 GeV 
H

Signal (m

Background ZZ*

tBackground Z+jets, t

Systematic uncertainty

l 4→ ZZ* →H 
-1

Ldt = 4.5 fb∫s   VeT 7 = 

-1
Ldt = 20.3 fb∫s   VeT 8 = 

ATLAS

 [GeV]l4m
100 200 300 400 500 600

 E
ve

nt
s 

/ 1
0 

G
eV

0

10

20

30

40

50

60

70

80
Data

 = 1.51)μ = 125 GeV 
H

Signal (m

Background ZZ*

tBackground Z+jets, t

Systematic uncertainty

l 4→ ZZ* →H 
-1

Ldt = 4.5 fb∫s   VeT 7 = 

-1
Ldt = 20.3 fb∫s   VeT 8 = 

ATLAS

Fig. 7.4 The m4� spectrum after all signal selection criteria are applied, shown for all channels.
The low-mass range is shown on the left, and the full mass range up tom4� = 600GeV is shown on
the right. The Z Z∗ background is estimated using simulation, and the reducible background from
Z+jet and t t̄ are estimated using the data-driven methods described in the text. The plot combines
data from

√
s = 7TeV and

√
s = 8TeV data sets

7.3.5 Unfolding Procedure

Procedures to unfold the differential distributions without introducing bias are dis-
cussed in [12]. In this analysis, bin-by-bin correction factors are used to unfold the
distributions to the truth level. The response matrices, relating the reconstructed to
the true quantities for each distribution, are sufficiently diagonal that the simple
correction factor procedure does not introduce large biases. The correction factor
uncertainties are small compared to the statistical precision of the measurement. The
Bayesian iterative unfolding method is used as a cross-check to the correction factor
procedure.

A fiducial cross section is calculated in each bin of each differential distribution
using a correction factor, defined as the number of reconstructed events passing the
signal event selection divided by the number of events at the particle (Born) level
passing the fiducial requirements of Table7.1, as described by simulation:

C = NMC
reco

NMC
true

. (7.1)

The correction factor is calculated by combining the simulated samples for each
Higgs production mode (ggF, VBF,WH , ZH and t t̄ H ) according to the SM predic-
tion of their relative production cross sections, and calculating the correction factor
inclusively. The correction factors are similar for each production mode, except for
t t̄ H , which is smaller because of the reconstruction-level isolation requirements
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Fig. 7.5 Correction factors
for each bin used in the pT,H
differential cross section
measurement
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distribution.
The fiducial cross section in each bin is:

σfid
i = Ndata − Nbkg

Lint · Ci
, (7.2)

where σfid
i is the fiducial cross section, of Higgs decays to 4μ, 2e2μ, 2μ2e, and 4e,

in each bin i of a variable distribution. The differential fiducial cross section with
respect to variable x in bin i is simply

(
dσfid

dx

)
i

= σfid
i

�xi
, (7.3)

where �xi is the width of the bin.

7.3.6 Systematic Uncertainties

The systematic errors can be split into two types of sources: uncertainties arising from
the estimation of the background processes, and uncertainties in the unfolding pro-
cess, mainly associated with the correction factors used to unfold the reconstruction-
level distributions to the corresponding truth quantities. Furthermore, many of the
uncertainties associated with backgrounds are decomposed into normalization and
shape uncertainties, where the total integral of the shape uncertainty variations are
equal. The decomposition of uncertainties in this way allows for anti-correlations
between bins of the differential measurements.
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Uncertainties on lepton efficiency, energy scale and momentum scale are evalu-
ated for their effect on both the background processes and the correction factor. Jet
energy scale and resolution uncertainties, and an uncertainty on the jet vertex fraction
selection requirement, are assessed for the jet variable measurements only.

The Z Z∗ background predicted by simulation has PDF and scale uncertainties.
One PDF uncertainty is evaluated using the eigenvectors of the CT10 PDF set, and
another is assessed by taking the envelope of the differences between the CT10 PDF
set and the NNPDF and MSTW sets. The two uncertainties are added in quadrature.
The scale uncertainty is evaluated by varying μR and μF by factors of 0.5 and
2 around their nominal value mZ , in all combinations satisfying 0.5 < μR/μF < 2.
The PDF and scale uncertainties are both factorized into normalization and shape
uncertainties.

To validate both the yield and the shape of the Z Z∗ kinematic distributions in the
signal region of the Higgs at 125GeV, the Z Z∗ background distributions and data
distributions are compared in the region m4� > 190GeV, where the Z Z∗ process is
dominant (at over 99%). The yields and most background shapes are found to be in
good agreement. The Njets distribution shows some disagreement, partially due to
the low number of events in data, so an additional uncertainty is added to the Z Z∗
Njets and pT, jet1 shapes. These shape uncertainty are taken to be either the difference
between the shape of the simulation and the data, or the statistical uncertainty in the
data, whichever is larger in a given differential bin.

Uncertainties on the reducible background describing t t̄ and Z+jet processes are
assessed independently for the �� + ee and �� + μμ estimates. For the �� + μμ
estimate, the normalization uncertainty is dominated by the uncertainties of the fit
and of the factors used to extrapolate to the signal region. The shape uncertainty is
obtained by relaxing or tightening the isolation and impact parameter selections used
in the method. For the �� + ee estimate, the normalization systematic uncertainty is
dominated by uncertainties on the efficiencies used to extrapolate from the 3� + X
control region for each background type. Shape systematic uncertainties are assessed
by varying the requirements on the 3� + X control region and taking the resulting
shape difference of the variation. Another variation is assessed by comparing the
shape estimate of a cross-check method used to estimate �� + ee (the “reco-truth
unfolding method” described in [4]) with that of the nominal method.

The correction factors are intended to be a model-independent means to extrapo-
late to truth-level differential distributions. However, the calculation of the correction
factors is performedusing an admixture of productionmodes of simulatedHiggs sam-
ples, mixed according to the SM prediction of their relative cross sections. In order
to quantify the dependence of the correction factors due to production mode cross
sections, the relative cross sections are varied up and down within the experimental
uncertainties from [13]: the VBF and VH fractions are scaled up and down by factors
of 2 and 0.5, and t t̄ H is varied by factors of 0 and 5, all independently. The largest
of these variations in each differential bin is taken to be the systematic uncertainty
due to signal production mode composition.

Model dependence can also arise from the choice of Higgs mass at which samples
are simulated. The experimental uncertainty of Higgs boson mass, calculated in
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Table 7.5 Summary of the systematic uncertainties

Systematic uncertainties (%)

Background estimate

Luminosity 1.4–2.3

Reducible background 1.6–34

Experimental, leptons 1.3–2.3

PDF/scale 3.0–24

Correction factors/conversion to σ

Luminosity 2.8

Experimental, leptons 2.1–2.6

Experimental, jets 2.7–13

Production process 0.1–15

Higgs boson mass 0.4–2.7

[13], is 0.4GeV. To assess the uncertainty in the correction factor due to incomplete
knowledge of the exact Higgs mass, correction factors are calculated using Higgs
samples simulated with a mass of 125 and 126GeV. The difference in correction
factors leads to systematic uncertainties between 0.4 and 2.7% on the different bins
of the differential cross section measurement.

Table7.5 summarizes the range of systematic uncertainties in each bin of the six
differential cross section distributions.

7.3.7 Signal Extraction with Profile Likelihood

The number of signal events in each of the n bins of a distribution (s0, s1, ...sn = s)
can be extracted simultaneously by maximizing a profile likelihood ratio based on
[14, 15], and summarized in [16]. Given a list of nuisance parameters θ from the
systematic uncertainties, the likelihood is defined as:

L(s,θ) =
n∏

i=0

Poisson
(
nobsi ; si +

∑
bexpi

)
·
Nsyst∏
i=0

Gaussian(θ j ; 0, 1), (7.4)

where the background in each bin
∑

bi , consisting of Z Z and reducible backgrounds,
is affected by the nuisance parameters according to

bexpi = bnomi

Nsyst∏
j=0

(1 + αi, j · θ j ), (7.5)
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where bnomi is the nominal background estimate, and αi, j is the relative effect that
varying systematic j up or down by 1σ has on b in bin i . Note that the shape system-
atics described in Sect. 7.3.6 will have bins with positive and negative αi, j , encoding
the anti-correlations between bins. The maximum likelihood estimate is obtained by
maximizingL and denoted byL(ŝ, θ̂), where ŝ and θ̂ are the unconditionalmaximum
likelihood estimators (one hat for “unconditional” estimator).

The profile likelihood ratio �(s) for a fixed signal hypothesis s is defined as

�(s) = L(s, ˆ̂
θ)

L(ŝ, θ̂)
, (7.6)

where L(s, ˆ̂
θ) is the conditional maximum likelihood at fixed value s, i.e. the θ are

chosen to maximize L for the given s (two hats for “conditional” estimator). To
obtain statistical and systematic uncertainties, the quantity −2 ln�(s) is used; in the
asymptotic assumption, this test statistic follows a χ2 distribution with n degrees of
freedom [16]. The 68% confidence level limits are obtained by finding the values of
s at which −2 ln�(s) = 1.

Note that the above formulas are obtained for finding the central value and total
uncertainty of s; to find the total uncertainty of the differential measurements in each
bin of a distribution, accounting for correlations between systematic uncertainties in
the correction factor and luminosity, the likelihood from Eq.7.4 is modified to test
each bin of (dσfid/dx) as the parameters of interest, using Eqs. 7.1, 7.2, and 7.3:

L(s,θ) → L
((

dσfid

dx

)
0

,

(
dσfid

dx

)
1

, ...

(
dσfid

dx

)
n

,θ

)

si →
(
dσfid

dx

)
i

· Lint · Ci · �xi . (7.7)

Pseudo-experiments are performed to cross-check the results from the profile like-
lihood ratio. In each pseudo-experiment, a random number is drawn from a Poisson
distribution with mean equal to the number of expected events for each bin of a given
differential distribution. The results (dσ/dx)i are computed by minimizing the pro-
file likelihood ratio, taking into account correlations between bins; this procedure is
repeated 100k times and the 68% CL errors are compared to those obtained using
−2� ln� using the asymptotic assumption. In most cases, the differences between
the two approaches are very similar, however they disagree in bins where the num-
ber of expected events is small, and thus the asymptotic assumption breaks down. In
these cases, the 68%CL errors from pseudo-experiments are used in which a random
number is drawn from a Poisson distribution with the observed cross section as its
mean.
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7.4 Theory Predictions

The unfolded fiducial differential distributions are compared to the shape of leading
theoretical predictions in the fiducial region. The shapes of Powheg,HRes2 [17, 18]
and Minlo [19] predictions are compared with data; the total cross section of each
prediction is normalized to the best NNLO total cross section times branching ratio
prediction of a Higgs boson with mass 125.4GeV [20], such that the differential
shapes of three generators are truly compared. These calculations predict Higgs
production via gluon fusion; the sub-dominant productionmodes are calculated using
Powheg (VBF) and Pythia 8 (VH , t t̄ H ) and account for only about 13%of the total
Higgs cross section. These additional processes are scaled to the best predictions of
their cross section times branching ratios [20].

The three generators chosen for comparison with the data are chosen for dis-
tinct reasons. Powheg is an NLO calculation of Higgs production interfaced to
Pythia; similar implementations of Higgs and other processes are extensively used
by the ATLAS collaboration to model physics at the LHC. The Minlo (Multi-scale
improved NLO) prediction presented here is also interfaced to Pythia, and accu-
rately describes observables of Higgs produced in association with a jet with NLO
accuracy. The HRes2 prediction includes resummation of gluon emissions at small
transverse momenta up to next-to-leading logarithmic accuracy (NNLL); this cor-
rection has a large impact on the prediction of the Higgs pT spectrum. HRes2 was
expanded to account for finite top and bottom quark masses up to NLO, which also
impact the Higgs pT.

Each of the three theoretical calculations consists of or is accompanied by aMonte
Carlo generator for producing individual events, such that the fiducial requirements
of Table7.1 can be applied on an event-by-event basis to determine the fiducial
acceptance of the sample and the Born-level kinematic differential distributions. For
the Powheg and Minlo predictions, jet showering, hadronization, and multiparton
interactions are performed by interfacing to Pythia 8 [3, 21]. Jets are reconstructed
fromall stable particles, excludingmuons and neutrinos, and clustered usingFastJet
[22] with the anti-ktalgorithm with a distance parameter of 0.4. Born leptons from
the truth particle record of Pythia 8 and originating from a W or Z are used to
define the Higgs kinematics. For the HRes2 prediction, leptons are generated at the
born level; parton showering and hadronization are not performed, and jet variables
are therefore not available.

Uncertainties are assessed on each theoretical prediction, and consist of uncer-
tainties due to choices of QCD scale in the calculation, and due to the description
of the proton PDFs. The total uncertainty is the quadrature sum of scale and PDF
uncertainties, described below. A complete account of scale and PDF uncertainties
for each theoretical prediction is listed in Appendices C.1, C.3 and C.2.
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7.4.1 Scale Uncertainties

The factorization scale μF is the cutoff scale under which gluon emissions are
accounted for inside the parton distribution, and over which they are handled in
the calculation of the hard scatter. The renormalization scale μR is a parameter used
in the renormalization of the running αs coupling; varying this scale gives indication
of the magnitude of terms of higher order in αs . Both scales are nominally set to
mH for all three theory predictions; for Powheg and Minlo this is a fixed scale,
and for HRes2 the scale is dynamic. The renormalization and factorization scale
uncertainties are evaluated by varying μR and μF up (×2) and down (×0.5) from
the nominal value in all six combinations satisfying 0.5 < μR/μF < 2, and taking
the envelope of the variations as the scale uncertainty. In all three predictions, the
renormalization scale uncertainty dominates.

The HRes2 prediction has two additional scale parameters associated with the
soft gluon resummation: Q1 is nominally set to mH/2, and Q2 controls the bottom
quark contribution and is nominally set to the mass of the bottom quark, Q2 = mb.
To evaluate the HRes2 QCD scale uncertainty, first μR and μF are varied as in the
description above, keeping Q1 and Q2 fixed to their nominal values; next, Q1 and
Q2 are varied up and down (×2 and ×0.5 for Q1, ×4 and ×0.5 for Q2) keeping μR

and μF both fixed. The envelope of these 15 variations is taken as the QCD scale
uncertainty. As in the Powheg and Minlo cases, the renormalization variations
dominate the uncertainty here as well.

Figure7.6 illustrates the effect ofQCDscale variations on theHiggs pT differential
distributions, for thePowheg andHRes2generators. Scale uncertainties for Powheg
andMinlo are typically on the order of 20%; forHRes2, scale uncertainties are about
10% at low-pT,H , increasing to 20% at high-pT,H .
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Fig. 7.6 Left: scale variations for the Powheg NLO prediction. Right: scale variations for the
HRes2 prediction
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To evaluate the QCD scale uncertainty in the Njets distribution for Powheg and
Minlo samples, the Stewart-Tackmann (ST) procedure is used to account for the
additional perturbative uncertainty associated with a minimum jet pT requirement
[23]. The ST scale uncertainty is used in place of the QCD scale uncertainty, and
added in quadrature with the other uncertainties.

7.4.2 PDF Uncertainties

The nominal PDFs used in the theoretical cross section predictions are CT10 [24]
(Powheg and Minlo) and MSTW2008 [25] (HRes2); NNPDF [26, 27] is also
used to evaluate systematic uncertainties. The uncertainty on the PDF description is
determined with two approaches. First, the differential cross sections are calculated
using several available PDF sets (CT10, MSTW, and NNPDF), and an uncertainty
band corresponding to the envelope of the three predictions is used to quantify the
uncertainty due to the choice of PDF description. This uncertainty probes the effects
of the different assumptions used to construct each PDF description.

The second uncertainty is the intrinsic uncertainty of the PDF, associated with
the free parameters of the PDF description that are fit using data from deep inelastic
scattering, Drell-Yan and jet production measurements. The CT10 set contains 26
such parameters, andMSTW2008 has 20. Since parameter uncertainties are typically
correlated, the Hessian method is used to transform the parameters to an orthonormal
eigenvector basis. The PDF collaboration provides a set of PDFs corresponding to the
up and down (+ and −) variations of each uncorrelated error in this basis, allowing
the differential cross section calculation to be repeated for each variation. It is not
known a priori whether a given + or − variation will increase or decrease the cross
section; thus, the variations (+ or −) that decrease the cross section are summed in
quadrature to determine the lower error bound �X−, and the variations that increase
the cross section are summed in quadrature to determine the upper error bound�X+,
according to:

�X+ =
√√√√ n∑

i=1

[
max(X+

i − X0, X−
i − X0, 0

)2]
,

�X− =
√√√√ n∑

i=1

[
max(X0 − X+

i , X0 − X−
i , 0

)2]
,

(7.8)

where X0 is the nominal PDF estimate and X±
i are the individual variations (26× 2

for CT10 and 20 × 2 for MSTW) [28].
Figure7.7 depicts the three PDFs used to determine the “PDF choice” uncer-

tainty, and the CT10 eigenvector variations used to determine the “eigenvector”
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Fig. 7.7 Left: variations due to PDF choice for the Powheg prediction. Right: each of the eigen-
vector variations for the Powheg prediction, combined as described in the text

uncertainties for the Powheg prediction. The eigenvector and PDF set choice uncer-
tainties are added in quadrature.

7.5 Results

Figure7.8 depicts the event yields in each bin used for the differential measurement,
and Fig. 7.9 presents the differential cross section measurements in each of the six
variables of interest, alongside the theoretical predictions.

There are visible differences between the data and predictions; to assess the
degree of tension, a compatibility test equivalent to a χ2 test is used. As described
in Sect. 7.3.7, the statistical observable −2 ln� follows a χ2 distribution with n
degrees of freedom [16]; the difference between −2 ln�(ŝ) at the best-fit value
obtained using data and the −2 ln�(s) where s is set to the predicted theoretical
values is used to obtain the p-value3 between the data and the prediction. Table7.6
shows the p-values comparing the unfolded data and the three different theoretical
predictions, which range from 16–60%. If the fiducial cross section of the theoretical
predictions is roughly normalized to the fiducial cross section observed in data, then
the compatibility of the shapes improves, with p-values ranging from to 53–96%.
In either case, the data and theoretical predictions are statistically compatible; more
data is required to resolve their potential differences.

The inclusive fiducial cross section is calculated in two ways. In the first method,
the number of data events in the range 118 < m4� < 129GeV is counted, and a
profile likelihood ratio is maximized as described in Sect. 7.3.7. The result of this

3The p-value is the probability that the agreement between the data and the prediction is worse than
the observed agreement when the experiment is repeated.
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Fig. 7.8 Observed event yields, binned in each observable variable measured differentially. The
background estimate and its systematic uncertainty are depicted, as is the signal estimate assuming
a SM Higgs boson with mH = 125GeV

method, called the “counting method,” is:

σfid = 2.21+0.56
−0.48 (stat)

+0.14
−0.10 (syst) fb. (7.9)

A second method, referred to as the “fit method,” takes a similar approach but fits the
shapes of the signal and background in the m4� distribution; this result is compatible
with the counting method result:

σfid = 2.11+0.53
−0.47 (stat) ± 0.08 (syst) fb. (7.10)
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Fig. 7.9 Differential cross section measurements in pT,H , |yH |, | cos θ∗|, m34, Njets and pT, jet1,
and comparisons to the leading theoretical predictions from HRes2, Powheg and Minlo

Table 7.6 Compatibility tests between the data and theoretical predictions

Variable p-values

Powheg Minlo HRes2

pT,H 0.30 0.23 0.16

|yH | 0.37 0.45 0.36

| cos θ∗| 0.48 0.60 −
m34 0.35 0.45 −
Njets 0.37 0.28 −
pT, jet1 0.33 0.26 −
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The NNLO theoretical prediction from [20] is 1.30± 0.13 fb; the measured fiducial
cross section is roughly 1.5 times larger than the theoretical prediction.

7.6 Combination with H → γγ Channel, and Future
Prospects

A more precise measurement of the differential fiducial cross sections can be made
by combining the differential measurements from two or more Higgs final states. In
2012, a combination of H → Z Z∗ → 4� and H → γγ channels was performed
[29]. For this combination, the fiducial differential cross sections of each channel
must be extrapolated to a common total cross section using an acceptance factor
AH→X for each channel, derived using a simulated sample of SM Higgs production:

AH→X = NMC,H→X
total

NMC,H→X
fiducial

. (7.11)

The total cross section in each channel is then the fiducial cross section corrected by
the acceptance factor and the branching ratio:

σtot.
H→X = σfid.

H→X

BH→X AH→X
. (7.12)

The twomeasurements are combined bymaximizing a profile likelihood ratio similar
to the one described in Sect. 7.3.7, to calculate both a total cross section and to cal-
culate the differential measurements. The combined total cross section measurement
at

√
s = 8TeV is

σtot = 33.0 ± 5.3 (stat) ± 1.6 (sys) pb. (7.13)

Figure7.10 presents the combined differential measurement of pT,H and a com-
parison with the Nnlops generator [30, 31]. Even when the H → Z Z∗ → 4�
and H → γγ are combined, the statistical uncertainty of both measurements still
dominates.

The prospects for this measurement improve beginning in 2015, when the LHC
begins to collect a large data set with an increased center-of-mass energy at 13TeV.
To evaluate the prospects of H → Z Z∗ → 4� and H → γγ differential mea-
surements and their combination in the future, a study was performed to extrapolate
the measurement to higher energy and integrated luminosity, using the Asimov data
set—a simulated data set that has statistical properties similar to the expected data
that can be used in place of pseudo-experiments [16]. Figure7.11 reports the expected
differential measurements with an integrated luminosity of 80 fb−1 of data collected
at

√
s = 13TeV. In the Asimov data, the Higgs cross section is set to be 1.5 times the

SM predicted cross section. After combining the channels, a statistical uncertainty of
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Fig. 7.10 Combination of differential cross section measurements in the H → Z Z∗ → 4� and
H → γγ channels at

√
s = 8TeV [29]
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around 10% can be achieved, competitive with the current theoretical uncertainties.
Differential cross section measurements of the Higgs boson will be very exciting in
Run 2, allowing careful comparison with the SM prediction and potentially offering
hints of new physics beyond the SM.
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Chapter 8
Measurement of WZ Boson Pair Production
at

√
s = 13 TeV

Diboson production processes offer a powerful means to measure the triple and
quartic gauge couplings in the electroweak sector, an important test of the Standard
Model theory. Any deviation from the predicted couplings could give an indication
of physics beyond the Standard Model.

The WZ process is a particularly useful probe of diboson physics. Figure8.1
shows the leading-order diagrams for WZ production at the LHC. Both WW and
WZ receive contributions from leading-order triple gauge coupling vertices, how-
ever WZ is an experimentally cleaner signature than WW with fewer backgrounds.
TheWW process must cope with a large t t̄ background, which can require imposing
a jet veto leading to large experimental uncertainties. In addition, WZ has only one
invisible particle (rather than two in theWW case)whichmakes physical observables
easier to reconstruct. Finally, its cross section times branching ratio is larger than the
Z Z production process. Theoretical predictions forWW , WZ and Z Z diboson pro-
cesses have been calculated to NNLO precision in QCD [1–3], allowing for a precise
comparison with the SM prediction. Previous measurements of WZ production and
decay via leptons have been made at the Tevatron collider [4, 5] and at the LHC by
the ATLAS collaboration in 7 and 8TeVp–p collisions [6, 7], as well as by CMS at
7, 8 and 13TeV [8, 9] (preliminary).

The analysis presented in this chapter measures the fiducial cross section1 of the
WZ diboson process decaying to three leptons in the eee, eμμ, μee and μμμ decay
channels using 3.2 fb−1 of ATLAS data collected at

√
s = 13TeV c.o.m. energy.

The measurements from all four channels are combined using a χ2 minimization
technique to obtain a fiducial cross section measurement. Finally, the measurement
is extrapolated to obtain the total cross section. The paper on which these results are
based also presents a jet multiplicity differential cross section measurement [10].

The three-lepton channels composed of electrons and muons are used to measure
the WZ cross section because their backgrounds are small compared to other final

1The fiducial cross section of a process is defined in the introduction to Chap.7.
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Fig. 8.1 Leading-order diagrams for WZ production in p–p collisions

states. Final states with the W and/or Z decaying to hadrons have larger branch-
ing ratios, but much larger backgrounds from a wide array of processes, including
multijet, t t̄ , Z + jet and W + jet production.

Final states including taus are not measured directly either; the tau decays primar-
ily to hadronic final states (about 65%) which are not easily separated from jet back-
grounds. The remaining taus decay to e ν̄eντ or μ ν̄μντ , with a lifetime cτ = 87µm,
and are nearly indistinguishable from prompt leptons from the collision vertex (apart
from having lost energy to the neutrinos). Thus, events with one or more leptonically
decaying taus in the final state contribute to the signal regions of the four measured
channels. Their fractional contribution to each channel is estimated using simulation
and accounted for using a special correction during the calculation of the fiducial
cross section, in a way that does not assume a priori the WZ cross section.

8.1 Overview of Backgrounds

The backgrounds to WZ in this analysis can be categorized into two broad types:
irreducible and reducible background. Irreducible backgrounds feature exactly three
prompt leptons in the fiducial detector volume; they include certain Z Z event topolo-
gies, aswell as the rare processes t t̄ +V , t Z , andVVV . These processes are estimated
using simulation.

Reducible backgrounds include those inwhich one ormore particles reconstructed
by the ATLAS software is incorrectly identified as a prompt, isolated signal lep-
ton. Objects that are misclassified as leptons are alternately referred to as “fake” or
“misidentified” leptons. The main backgrounds with a fake lepton in this measure-
ment are the Z+ jet, Zγ, and t t̄ processes, depicted in Fig. 8.2. In the Z+ jet process,
a jet can bemisidentified as an electron or amuon, or a b- or c-quark decayingweakly
to a lepton can be misidentified as a prompt lepton from the hard scatter. The Zγ
process can have its photon convert to an e+e− pair inside the detector volume, and
one of the electrons can bemisidentified as prompt.2 In the t t̄ decay t t̄ → �ν�′ν ′+bb̄
one of the two b-jets decays weakly and its lepton is misidentified as prompt. These

2Typically the Zγ background in this analysis features an initial-state radiation photon (ISR photon)
instead of a final-state radiation photon (FSR). The signal selection requires a lepton pair with a
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Fig. 8.2 Reducible backgrounds to the WZ process: Z + jet, Zγ (including FSR, top, and ISR,
bottom) and t t̄ , respectively. Each process has one object that fakes a lepton

backgrounds are called “reducible” in the sense that applying stricter lepton identi-
fication criteria can reduce the size of the background relative to signal in the signal
region, thus increasing the signal-to-background ratio.

While the detector response to jets is typically modeled quite well by simulation,
the response to the small subset of jets satisfying lepton criteria, about 1 in every
100,000 jets, is understandably imperfect; the situation is similar for photons. As
a result, the MC prediction of backgrounds with jets and photons faking leptons
is unreliable. Thus, these processes are estimated using data-driven techniques. To
reduce the impact of these backgrounds in the signal region, strict lepton identifi-
cation criteria are applied to remove most events with a fake lepton. The remaining
contribution is estimated using a specific control region for the t t̄ background and a
technique known in ATLAS as the “Fake Factor Method” for estimating Z + jet and
Zγ backgrounds.

Other sources of background that can be reduced by means of lepton selection
criteria are processes whose decay chains result in four leptons, all of which enter the
fiducial detector volume, but with one that fails lepton identification requirements.
In the WZ analysis this is dominantly the Z Z → 4� background; a dedicated four-
lepton veto constructed using relaxed lepton identification criteria is used to reduce
this background. The remaining background is estimated using simulation, with a
special correction for the MC modeling of prompt leptons that fail identification.

The signal selection is designed to efficiently remove background events. A tight
m�� window on the leptons associated with the Z boson is enforced to suppress t t̄
background. Lepton identification criteria are made restrictive, particularly on the
lepton associated in the event selection with theW boson, to reduce the contribution
from Z + jet and Zγ. A requirement on mW

T reduces backgrounds with low amounts
of real Emiss

T ; however, no explicit requirement is placed on Emiss
T , in keeping with

the fiducial region definition in the ATLAS 8TeVmeasurement.

mass close to the Z boson mass. In the ISR scenario the invariant mass of the lepton pair is close to
the Z mass, but in the FSR scenario the ��γ system reconstructs the Z mass, and typically the ��

system has a mass that falls below the selection requirement.
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Table 8.1 Summary of the fiducial and total phase spaces. Quantities are constructed using dressed
lepton kinematics

Fiducial phase space WZ → �′ν�� Total phase space WZ Production

81.188 < m�� < 101.188GeV 66 < m�� < 116GeV

Z leptons: pT > 15GeV, |η| < 2.5

W lepton: pT > 20GeV, |η| < 2.5

�R(�Z , �W ) > 0.3

�R(� lead
Z , � sublead

Z ) > 0.2

mW
T < 30GeV

8.2 Total and Fiducial Phase Space

The cross section is measured in a fiducial phase space defined to ensure that WZ
decay products fall within the fiducial volume and to reject backgrounds whose
magnitude is difficult to measure accurately. The fiducial selection is applied both to
events in data and to the Powheg and SHERPA event generator predictions in order
to directly compare them. The fiducial definition, described below, is identical to the
one used in the ATLAS WZ measurement using 8TeVdata collected in 2012 [7].

In defining the total phase space of WZ at the particle level, kinematic quantities
from so-called “dressed” leptons (e orμ) are used to determine event-level properties.
Leptons are dressed by adding nearby four-vector collinear FSR photons within a
cone �R ≡ √

�φ2 + �η2 < 0.1. Neutrinos that do not originate from hadronic or
tau decays are also considered at particle level. The neutrinos and dressed leptons are
assigned to their parent bosons before applying the fiducial selection,whose selection
requirements depend on the assignment. A procedure called the Resonant Shape
algorithm makes this assignment based on the kinematic quantities of the leptons by
minimizing the following estimator among all allowed pairing combinations:

pk =
(

1

m2
��,k − m2

Z + i�ZmZ

)

×
(

1

m2
�′ν,k − m2

W + i�WmW

)

. (8.1)

This boson assignment is used when applying the fiducial selection on events from
any generator, in order to ensure a uniform treatment across generators.3

Table8.1 summarizes the fiducial and total phase space definitions. To define the
total fiducial phase space after boson assignment, a requirement on the Z mass,
66 < m�� < 116GeV, is used to distinguish resonant WZ from continuum Wγ∗.
The fiducial phase space requirements, which are designed to closely match the

3Some generators have a built-in boson assignment algorithm, but the procedure differs across
generators. The SHERPA generator does not explicitly assign leptons to either the W or Z due
to the quantum-mechanical ambiguity of events with three leptons of identical lepton flavor and
the associated interference effects. A uniform treatment ensures that differences in fiducial cross
section predictions are not caused by unphysical boson assignment effects.
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signal selection to be described in Sect. 8.4, include a stricter Z -mass requirement,
lepton pT and η restrictions, minimum �R requirements between leptons, and an
mW

T requirement on the W → �ν pair.

8.3 Data Set and MC Samples

The measurement is made using 3.2 fb−1 of data collected from the ATLAS experi-
ment in 2015, from LHC collisions with

√
s = 13TeVc.o.m. energy.

Signal WZ and several background processes are predicted using Monte Carlo
generators, whose events are propagated through the ATLAS detector using a Geant4
description, digitized, and reconstructed. Table8.2 summarizes the generators used
to obtain each prediction; the table indicates where data-driven methods are used
to estimate the backgrounds. In these cases, simulation is used as a reference to
corroborate the data-driven measurements.

Table 8.2 The background processes in the WZ analysis and the methods used to estimate them,
either data-driven or using MC simulation. Each associated sub-process considered is listed with
its cross section times branching ratio (including k-factors). The first entry in the table lists for
comparison the NLOWZ cross section prediction in the total phase space defined in Table8.1. MC
samples for data-driven processes are used for validation purposes only. All cross section times
branching ratios are listed for final states with all allowed combinations of � = e,μ, τ , except the
cross section of the t t̄ +W process, which includes decays to all (including hadronic) final states

Processes Method Sub-processes Generator σ×BR (pb)

WZ – WZ → �′ν�� Powheg + Pythia8

SHERPA

169.6

Z Z MC qq̄ → Z Z →
4�

Powheg + Pythia8 1.37

gg → Z Z →
4�

SHERPA 31.8 × 10−3

t t̄ +V MC t t̄ +W
tt̄ +Z , Z → ��

MadGraph + Pythia8

MadGraph + Pythia8

0.567
0.110

t Z MC t Z → 3� MadGraph + Pythia6 9.06 × 10−3

VVV MC VVV →
3�3ν, 4�2ν,

2�4ν, 5�1ν, 6�

SHERPA 21.0 × 10−3

Data-driven

Z+ j , Zγ Fake Factor Z → ��

Z → ��γ
Powheg + Pythia8

SHERPA

5850.
175.2

t t̄ , Wt , WW+ j MC kinematics
with data-driven
norm.

t t̄ (≥ 1�)
qq̄ → WW →
�ν�ν
Wt (≥ 2�)

Powheg + Pythia6

Powheg + Pythia8

Powheg + Pythia6

832.
10.6

7.5
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8.4 Object and Event Selection

8.4.1 Object Selection

Electrons and muons are identified using a combination of isolation, tracking and
other identification criteria. (These criteria are described in more detail in Chap.3,
Sect. 3.2.4.) Three levels of lepton identification are used in the analysis, described in
Table8.3. Each level, “baseline,” “Z”, and “W ,” applies the selection of the previous
levels, along with new or stricter criteria. The baseline selection features leptons
with relaxed identification criteria and low pT thresholds; it is defined to have high
efficiency in order to identify and remove processes decaying to four prompt leptons
(the four-lepton veto requirement). Leptons associated with the Z and W bosons
must satisfy a stricter selection. The selection on the lepton associated with the W

Table 8.3 The three levels of lepton object selection used in the analysis. The reference name used
in the text is on the left, where applicable. The “>” symbol in the overlap removal criteria indicates
which object is kept (left-hand side) and which object is removed (right-hand side)

Requirement name Electrons Muons

Baseline selection

– pT > 7GeV pT > 7GeV

– |ηcluster| < 2.47, |η| < 2.5 |η| < 2.5

– Detector data-quality criteria

Identification (id) LooseLH +nBlayerHits
identification

Loose quality

d0 cut |dBL0 /σ(dBL0 )| < 5 |dBL0 /σ(dBL0 )| < 3

z0 cut |�zBL0 sin θ| < 0.5mm |�zBL0 sin θ| < 0.5 mm

Isolation (iso) LooseTrackOnly isolation LooseTrackOnly isolation

– Survive μ > e overlap removal

Z Selection adds...

– survive jet > e overlap
removal

Survive jet > μ overlap
removal

– pT > 15GeV pT > 15GeV

crack veto Exclude
1.37 < |ηcluster| < 1.52

– MediumLH identification Medium quality

– Gradient loose isolation Gradient loose isolation

W Selection adds...

– pT > 20GeV pT > 20GeV

– TightLH identification

– Gradient isolation

http://dx.doi.org/10.1007/978-3-319-73930-4_3
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boson is the most stringent in order to suppress the largest reducible backgrounds,
Z + jet and Zγ, whose fake lepton is generally associated with the W .

Electrons at the Baseline level must have pT > 7GeV, and must fall inside
the instrumented region of the inner detector (|η| < 2.5) and the electromagnetic
calorimeter (meaning the associated EM cluster must have |ηcluster| < 2.47). In
addition, the electrons must satisfy the LooseLH identification criteria described
in Chap.5, including the requirement of at least one hit in the first layer of the
pixel detector (B-Layer), and fulfill requirements on the transverse and longitudinal
impact parameter variables described in Chap.3, Sect. 3.2.4. Finally, the electrons
must satisfy a track isolation requirement (LooseTrackOnly) designed to be 99%
efficient for prompt electrons [11].

Electrons satisfying the Z selection criteria must additionally fulfill a higher pT
threshold (pT > 15GeV), a tighter identification menu (MediumLH), and track
and calorimeter isolation requirements whose combined efficiency is designed to
be between 95 and 99% for electrons between 25 and 60GeV. In addition, elec-
trons inside the electromagnetic calorimeter transition region (“crack”) are vetoed at
this level. Electrons meeting the W selection requirements must additionally satisfy
pT > 20GeV, even tighter identification criteria (TightLH), and track/calorimeter
isolation requirements with a combined efficiency between 90 and 99% for electrons
between 25 and 60GeV.

Muons at the Baseline level must satisfy pT > 7GeV and |η| < 2.5, a “Loose”
selection criteria based on a set of discriminating variables, requirements on the
track transverse and longitudinal impact parameters, and the 99% efficient Loose-
TrackOnly isolation requirement [12]. Muons meeting the Z selection requirements
must also satisfy pT > 15GeV, “Medium” quality identification requirements, and
the GradientLoose track and calorimeter isolation requirement (95−99% for muons
between 25 and 60GeV).Muons satisfying theW selection criteria must additionally
have pT > 20GeV.

Jets are required to construct the Emiss
T and for a measurement of the unfolded

jet multiplicity distribution in the analysis. Jets are reconstructed from topological
clusters using the Anti-kt algorithm [13] with a radius parameter R = 0.4. Jets
used for the construction of the Emiss

T are required to have pT > 20GeV and |η| >

4.5; jets used for the jet multiplicity measurement must satisfy a higher transverse
momentum requirement, pT > 25GeV. Jets that satisfy the requirements |η| > 2.4
and 20 < pT < 50GeV must pass a selection designed to suppress jets from pile-up
events [14].

Separate algorithms are run in parallel to reconstruct and identify electrons,muons
and jets. Because a single particle can be reconstructed bymore than one object recon-
struction algorithm resulting in more than one particle hypothesis, the collections of
electrons, muons and jets are put through a procedure designed to resolve ambigui-
ties. First, an electron is removed and amuon kept if the two objects share an ID track
(referred to here as the μ > e overlap removal step, where the “>” symbol indicates
that the muon is kept and the electron is removed). Next, jets are removed if within
�R < 0.2 of an electron, the electron is removed if it is within 0.2 < �R < 0.4 of
the jet. Finally, muons are removed if within �R < 0.4 of a jet with ≥ 3 tracks; the

http://dx.doi.org/10.1007/978-3-319-73930-4_5
http://dx.doi.org/10.1007/978-3-319-73930-4_3
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jet is removed if the track has fewer than three tracks. As indicated in Table8.3, the
overlap removal between electrons and muons is performed as part of the electron
baseline definition, while the overlap removal with jets is performed with leptons
surviving the W and Z lepton identification levels.

The missing transverse momentum (Emiss
T ) of an event is defined as the negative

vector sum of the transverse momenta of the calibrated selected leptons and jets
and the sum of transverse momenta of additional soft objects in the event, which is
determined using ID tracks.

8.4.2 Event Selection

The event selection, summarized in Table8.4, is as follows: after applying basic
quality criteria based on the performance of the detector systems, events are selected
with single-lepton triggers, and with a reconstructed primary vertex with ≥ 2 tracks.
Exactly three leptons of “baseline” quality are required; this vetoes events with four
leptons identified with high-efficiency selection criteria.4 To ensure that the leading
lepton pT threshold is higher than the lepton trigger thresholds, a minimum pT
requirement of 25GeV is applied.

Next, a same-flavor, opposite-charge (SFOC) lepton pair is required, to be consis-
tent with a Z boson. At this step, three leptons are assigned to candidate parent bosons
using criteria that are slightly different from the particle-level algorithm described in
Sect. 8.2: if a single SFOC pair exists, it is assigned to the Z boson; if two pairs exist,
the pair with the smallest �m = |m�� − mZ | is associated with the Z boson. The
remaining lepton is assigned to the W boson. The leptons assigned to the Z boson
are referred to as � lead

Z and � sublead
Z where the leading Z -lepton is the one with higher

pT. The lepton assigned to the W boson is labeled �W . After assignment, the Z and
W identification requirements are applied to their respective leptons.

To suppress non-resonant backgrounds such as t t̄ , a window |m�� − mZ | <

10GeV around the Z mass is imposed. Finally, a requirement on the transverse
mass of the �W–Emiss

T system is applied to selectW bosons, similarly to how them��

requirement is designed to select the Z boson. The transverse mass is defined as:

mW
T =

√
2p�

TE
miss
T (1 − cos�φ(�, ν)) (8.2)

where �φ(�, ν) is the angle between the lepton and neutrino in the transverse plane.
The requirement mW

T > 30GeV is applied. This requirement suppresses events with
low Emiss

T , such as Z+jet, Zγ and Z Z backgrounds.A requirement onmW
T is preferred

to a direct requirement on Emiss
T because the latter was found to negatively impact

searches for anomalous triple gauge couplings (aTGC). Although aTGC limits are

4Events are required to have exactly three leptons after μ > e overlap removal, as well as exactly
three leptons after the overlap removal steps between jets and leptons.
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Table 8.4 Signal event selection. In case more than one same-flavor, opposite sign lepton pairs
exist, the pair whose m�� is closest to PDG Z mass is associated with the Z boson. Below it, the
triggers used for the trigger requirement are listed. A discrepancy in one electron trigger between
the L1 trigger emulated in theMC and the L1 trigger used to collect data is indicated with a subscript
and superscript. More details on the triggers are described in Chap.3, Sect. 3.2.5

Event Selection

� Event cleaning Reject LAr, Tile and SCT corrupted events and
incomplete events

� Trigger eee case: Electron trigger fires. μμμ case:
Muon trigger fires
eμμ/μee case: Electron or muon trigger fires

� Primary vertex Reconstructed vertex with ≥ 2 tracks

� Lepton multiplicity Exactly 3 baseline leptons

� Leading lepton pT p�1
T > 25GeV

� Z leptons Require two same-flavor, opposite-charge
(SFOC) leptons

(Lepton association with Z , W bosons)
Associate SFOS lepton pair with Z boson (use
pair with smallest |m�� − mZ |)
Associate remaining lepton with W boson

� Z lepton quality Leptons associated with Z boson pass Z lepton
selection

� W lepton quality Lepton associated with W boson passes W
lepton selection

� Z mass window |m�� − mZ | < 10GeV

� W transverse mass mW
T > 30GeV

Lepton Triggers

Electron trigger data[MC] e24_lhmedium_L1EM20[18]VH || e60_lhmedium
|| e120_lhloose

Muon trigger mu20_iloose_L1MU15 || mu50

not presented in this paper, the selection is designed to maintain consistency with
the fiducial requirements of previous WZ measurements [7].

8.4.3 Notation Conventions

In the following, leptons associated to the Z and W bosons are referred to in the
text as �leadZ , �subleadZ , and �W . Events passing the signal selection, or a selection in
which leptons are assigned to parent bosons, are given a channel label according
to the flavor of the constituent leptons. The channel label reports the flavor of the
candidates according to following order: the flavor of the lepton associated to the

http://dx.doi.org/10.1007/978-3-319-73930-4_3
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W boson, followed by the flavor of the leading Z lepton, and finally the flavor of
the subleading Z lepton, e.g. �W�leadZ �subleadZ . As an example, the WZ decaying via
W → eν, Z → μμ is labeled “eμμ.”

8.5 Backgrounds

The background section is focused on the description of the data-driven reducible
background estimates, as well as the corrections applied to the Z Z simulated samples
to account for lepton identificationmismodeling effects. All other processes—t t̄ +V ,
t Z , and VVV—are estimated using simulation.

The t t̄ , Wt , and WW processes all have similar event features, and can thus be
estimated simultaneously. These three backgrounds are collectively referred to as the
“top-like” backgrounds (of the three, t t̄ will be the main contribution to the signal
region). We measure the top-like processes in a control region close to the analysis
signal region, distinguished by its different-flavor, opposite-charge pair and a veto
of events with any same-flavor, opposite-charge pairs. The control region is used to
derive a data-MCnormalization factor, which is then applied toMCpassing the signal
selection to estimate the number of top-like events in the signal region, covering t t̄ ,
Wt , and WW .

The Z + jet and Zγ backgrounds feature two real leptons and one object misiden-
tified as a lepton (a “fake” lepton); this is typically a non-prompt lepton from a
b-jet decay (Z + jet), a light-flavor particle mimicking an isolated lepton signature
(Z + jet), or a converted photon reconstructed as an electron (Zγ). These two pro-
cesses are estimated using the Fake Factor method adapted for three lepton events.
An extrapolation factor (the fake factor) between leptons passing the signal selection
and leptons passing an inverted selection is measured in a control region enriched in
Z + jet and Zγ events. To estimate the Z + jet and Zγ in the signal region, the fake
factor is then applied to a region identical to the signal region except for the quality
of leptons: two signal leptons, and one passing the inverted selection. The method is
described in detail in the following sections.

It is worth noting that the approaches taken here is different from the approach
to Z + jet, Zγ and top-like backgrounds in the WZ measurement at 8TeV [7].
In that paper, all three backgrounds are treated simultaneously using the “Matrix
Method,” which is functionally identical to the Fake Factor method described here.
The justification for using the present approach is discussed in Sect. 8.5.2.

8.5.1 Top-Like Backgrounds

To estimate the top-like (t t̄ ,Wt andWW ) backgrounds in the signal region, the pre-
diction fromMCsimulation is normalized to a control region enriched in these events.
Events in the region must pass all signal region requirements, with the exception that
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Table 8.5 Top-like control regions for theWZ analysis. The rows represent the flavor of the leptons
associated with a Z boson, allowing for different-flavor, opposite-sign pairs to be associated with
the Z . The columns show the possible flavor and charge of the lepton associated with theW boson.
Channels with a “-” contain �+�− pairs, and thus they are excluded from the top-CRs to avoid Z/γ∗
contamination

e± e∓ μ± μ∓

e±e∓ SR SR SR SR

e±μ∓ top-CR (e) – – top-CR (μ)

μ±e∓ – top-CR (e) top-CR (μ) –

μ±μ∓ SR SR SR SR

a different-flavor, opposite-charge (DFOC) pair is required instead of a SFOC pair. In
the ensuing boson assignment step, by analogy with the signal selection, the DFOC
pair is labeled the Z boson pair; if two DFOC pairs exist, then the pair with the small-
est �m = |m�� − mZ | is associated with the Z . To remove any contribution from
Z + jet and Zγ, no events are considered in which a same-flavor, opposite-charge
pair can be formed. Thus, events in this region are limited to �±�′∓�± channels—
more explicitly, μ±e∓μ±, μ±μ±e∓, e±e±μ∓ and e±μ∓e±. To increase the size of the
control region, the requirement |m�� −mZ | < 10GeV on the leptons associated with
the Z boson is removed. The top-like control regions, and their relation to the signal
regions are summarized in Table8.5. This set of regions is collectively referred to as
the top control region parallel to the signal region, or top-CR||SR.

Two global data-MC scale factors are derived from this region: one associated to
events with a fake muon, and one to events with a fake electron. Events are assigned
to one of the two categories using the following logic: each t t̄ (or WW or Wt)
event must contain a pair of real, opposite-charge leptons, and one fake lepton. In
e.g. an μ±e∓μ± event topology, the e must participate in the opposite-charge pair,
and therefore must be a real lepton; thus, the fake lepton must be one of the other
two leptons, and must have flavor μ. (The logic is identical for the other flavor
combinations in this region.) The region with a fake muon (electron) is referred to
as the “μ-fake” (“e-fake”) region.

The data-MC scale factor in each region (μ-fake and e-fake) is given by:

SFtt̄ = Ndata − NMC
other

NMC
tt̄

(8.3)

where NMC
other represents the MC prediction of all other processes in the t t̄ CR (mainly

WZ and t t̄ +V ). The WZ yield in these regions is scaled up by 1.15 to reflect the
Run 1 cross section measurement. Table8.6 shows the MC prediction, data yields,
and scale factor SFtt̄ for the top-CR, separately for e-fake and μ-fake channels. The
m�� spectrum of these control regions is shown in Fig. 8.3.

The final top-like prediction is given by the MC prediction for the t t̄ +Wt +WW
yield in the signal region, normalized by the e-fake or μ-fake scale factor (chosen
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Fig. 8.3 Control plots for the top-CR parallel to the signal region, where the data-MC transfer
factor is derived, in the m�� variable. Left: the μ±e∓μ±+μ±μ±e∓ (μ-fake) region. Right: the
e±e±μ∓+e±μ∓e± (e-fake) region

Table 8.7 Summary of the top-like estimate in the signal region. The first and second rows show
the number of events predicted by MC having a muon or electron fake, according to the truth
record. The total MC is shown after the scale factor from Table8.6 is applied. The data and MC
statistical uncertainty from the μ-fake and e-fake scale factors are also shown, propagated through
the estimate. The procedure predicts 9.16±3.05 top-like events

Channels eee eμμ μee μμμ Total

Top-like
MC×SF,
μ-fake

– 1.83±0.46 0.82±0.33 3.58±0.71 6.23±0.91

Top-like
MC×SF,
e-fake

1.23±0.24 0.55±0.17 1.15±0.24 – 2.93±0.38

Top-like
MC×SF, total

1.23±0.24 2.38±0.49 1.97±0.41 3.58±0.71 9.16±0.98

μ-fake
uncertainty

– 0.67 0.30 1.32 2.29

e-fake
uncertainty

0.74 0.33 0.69 – 1.76

according to the flavor of the signal lepton identified as being fake by the truth record).
Table8.7 shows the MC yields and final top-like estimate in the signal region.

Combining all channels, the final top-like (t t̄ +Wt +WW ) estimate in the signal
region is estimated as 9.16±3.05 where the error represents the statistical error of
the data and MC in the top-CR||SR, and the statistical error of the top-like MC in
the SR.

The estimate described above is used to determine both the event yields and
the kinematic distributions of top-like backgrounds in the signal region. Thus, the
kinematic shapes used for reconstruction-level signal region distributions and the
measurement of the unfolded jetmultiplicity distribution are described by simulation.
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Systematic errors on the method are postponed to Sect. 8.5.3, after the discussion
of the Z + jet/Zγ estimate.

8.5.2 Z + jet/Zγ Background

The following describes the estimate of the Z + jet and Zγ backgrounds using the
Fake Factor method.

8.5.2.1 Fake Factor Methodology

The Fake Factor method is a data-driven technique used to estimate the magnitude
and shape of background processes in which one or more non-lepton objects is
misidentified as a signal lepton (called a “fake lepton”), causing the event to enter into
the signal region. Fake lepton misidentification rates are difficult to model correctly
in simulation; thus it is desirable to measure the misidentification rate in a region
enriched in fake leptons, and apply it to a control region to estimate the amount of
reducible background in the signal region.

The procedure is as follows: for the lepton in question, an anti-id selection is
created by relaxing and inverting the electron and muon identification variables.
The anti-id selection (also referred to as the “denominator” or “Loose” selection) is
enriched in fake leptons and orthogonal to the signal lepton selection (also called
the “id,” “numerator” or “Tight” selection). Using these anti-id and signal lepton
selections, a fake factor F is calculated in a kinematic region enriched in a process
that features fake leptons with a similar type and composition to that of the target
reducible background. This region is referred to as the “Fake Factor Region,” and
the fake factor measured there is defined as:

F = Nid

Nanti-id
. (8.4)

In the implementation used here, the fake factor is calculated as a function of the pT
of the fake lepton:

F(i) = Nid(i)

Nanti-id(i)
, (8.5)

where i refers to the i th pT bin. Given the small dataset used in the present analysis,
the fake factor is calculated in bins of fake lepton pT. With more data, fake factor
can be characterized in bins of pT × η.

The fake factor is then applied to a control region with a selection identical to the
signal region, except that the signal lepton identification is replaced by the anti-id
selection to select the lepton. The number of reducible events in the signal region is
then:
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N red
SR =

∑

i

N i
CR · F(i), (8.6)

where the sum is over i pT bins of the fake factor.
The fake factor procedure is used to estimate only the Z + jet and Zγ reducible

background, which features two real leptons and one fake lepton. (Z + jet and Zγ
will hereafter be referred to as simply “Z + jet/Zγ” for brevity, unless otherwise
noted.) The t t̄ process also has two real and one fake lepton, however this procedure
is not used to estimate t t̄ in the SR. To deal with contamination from t t̄ events in
the Z + jet/Zγ control region, a t t̄ control region, similar to the one described in
Sect. 8.5.1, is used to estimate and remove the contamination. In this way, the fake
factor procedure is used to estimate the Z + jet/Zγ processes only. The justification
for such a treatment is deferred until later in this section. The control region used
to obtain the estimate of t t̄ and top-like events in the signal region is described in
Sect. 8.5.1.

To develop the Fake Factor method for Z + jet/Zγ events, the fake factor method
must be extended to accommodate a three-lepton decay topology. Each identified
lepton is assigned a parent boson in the event selection.5 The fake lepton in the
Z + jet/Zγ event is typically assigned to the W boson, because the two real leptons
are likely to form a same-flavor opposite-sign pair whose mass is very close to
the PDG Z mass. However, all boson association combinations are considered, to
account for events in which the fake lepton is mispaired with one of the real leptons
and associated with the Z boson. (It will be confirmed later that this misassignment
effect is indeed present.)

To illustrate the three-lepton case, it is constructive to write the entire matrix of
possible boson association and lepton identification outcomes for the Z + jet or Zγ
process, plus those of the signal WZ process (and other processes with three real
leptons). In the following, indices refer to leptons and are distinguished according
to the boson to which the lepton was assigned during event selection: the W lepton,
leading Z lepton, or subleading Z lepton (indices 1, 2 and 3, respectively).

Leptons are categorized according to their true content, and according to recon-
structed categories. Events with three real leptons are labeled RRR; a Z + jet event
where the two real leptons are correctly assigned to the Z boson, and the fake lepton
is associated with the W , is labeled FRR. Misassigned Z + jet events are labeled
RFR (leading Z lepton is fake) or RRF (subleading Z lepton is fake).

At reconstruction level, leptons (real or fake) are categorized according towhether
they pass Loose (“L”) or Tight (“T”) identification criteria.6 The identification effi-
ciency of a real lepton is denoted e; the fake id efficiency is f . Finally, ē = (1 − e)
is the efficiency of real leptons passing the anti-id criteria; f̄ = (1 − f ) is the fake

5It is important to note that the procedure that associates leptons with parent bosons does not
consider whether the leptons are classified as Loose or Tight, i.e. it is completely independently of
lepton identification. In other words, the lepton is assigned a parent before its quality is known.
6Note that Loose and Tight need not be adjoined in the phase space of identification variables for
this formalism to hold. Thus “efficiency” here refers really to the number of Tight leptons divided
by the sum of Loose and Tight leptons.
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efficiency for the anti-id selection. Note that the fake factor described previously can
be rewritten as F = f/ f̄ . Then eachWZ /Z Z and Z+ jet/Zγ event can be described
by the following matrix, relating truth classification to reconstructed regions:

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

NTTT

NLTT

NT LT

NTT L

NLLT

NLT L

NT LL

NLLL

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

e1e2e3 f1e2e3 e1 f2e3 e1e2 f3
ē1e2e3 f̄1e2e3 ē1 f2e3 ē1e2 f3
e1ē2e3 f1ē2e3 e1 f̄2e3 e1ē2 f3
e1e2ē3 f1e2ē3 e1 f2ē3 e1e2 f̄3
ē1ē2e3 f̄1ē2e3 ē1 f̄2e3 ē1ē2 f3
ē1e2ē3 f̄1e2ē3 ē1 f2ē3 ē1e2 f̄3
e1ē2ē3 f1ē2ē3 e1 f̄2ē3 e1ē2 f̄3
ē1ē2ē3 f̄1ē2ē3 ē1 f̄2ē3 ē1ē2 f̄3

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

⎛

⎜⎜
⎝

NRRR

NFRR

NRFR

NRRF

⎞

⎟⎟
⎠ (8.7)

The reducible background term, N Red
T T T = NTTT − NRRR , can be rewritten in

terms of only reconstructed categories. To achieve this, each side of the equation is
multiplied by the column vector

(
1 − f1

f̄1
− f2

f̄2
− f3

f̄3

f1 f2
f̄1 f̄2

f1 f3
f̄1 f̄3

f2 f3
f̄2 f̄3

− f1 f2 f3
f̄1 f̄2 f̄3

)
. (8.8)

All terms in the RHS matrix cancel exactly, except for the first column with three
real leptons, originating mostly from WZ and Z Z . These terms are labeled e.g.
ē1e2e3 ≡ N RRR

LT T , and are estimated using MC corrected using lepton identification
scale factors. Canceling terms and making substitutions leads to

NTTT − NLTT
f1
f̄1

− NT LT
f2
f̄2

− NTT L
f3
f̄3

+ NLLT
f1
f̄1

f2
f̄2

+ NLT L
f1
f̄1

f3
f̄3

+ NT LL
f2
f̄2

f3
f̄3

− NLLL
f1
f̄1

f2
f̄2

f3
f̄3

= N RRR
T T T − N RRR

LT T
f1
f̄1

− N RRR
T LT

f2
f̄2

− N RRR
T T L

f3
f̄3

+ N RRR
LLT

f1
f̄1

f2
f̄2

+ N RRR
LT L

f1
f̄1

f3
f̄3

+ N RRR
T LL

f2
f̄2

f3
f̄3

− N RRR
LLL

f1
f̄1

f2
f̄2

f3
f̄3

(8.9)

Rearranging terms and substituting F = f/ f̄ , the final expression is:

NTTT − N RRR
T T T =

[
NLTT − N RRR

LT T

]
F1 +

[
NT LT − N RRR

T LT

]
F2 +

[
NTT L − N RRR

T T L

]
F3

−
[
NLLT − N RRR

LLT

]
F1F2 −

[
NLT L − N RRR

LT L

]
F1F3

−
[
NT LL − N RRR

T LL

]
F2F3 +

[
NLLL − N RRR

LLL

]
F1F2F3.

(8.10)

Assuming that F and ē/e are both small, terms with more than one fake factor in
them can be neglected (these are also the terms with 2 Loose leptons). To understand
this, it is instructive to consider the relative scale of a fewexemplary terms.Restricting
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ourselves to the NFRR true events (the common Z+jet/Zγ lepton-boson assignment),
we consider the largest 1-Loose lepton term ( f̄1e2e3NFRR) against the two largest
2-Loose terms (( f̄1ē2e3 + f̄1e2ē3)NFRR). It will be shown that the measured fake
factors in this method are < 0.1 everywhere; if the real lepton ID efficiency is 0.85
(conservatively low), then the relative contributions of the 1-Loose (1L) term is

f̄1e2e3 · F1 · NFRR ∼ 0.065. (8.11)

The 2-Loose (2L) term is:

( f̄1ē2e3 + f̄1e2ē3) · F1F2 · NFRR ∼ 0.0023 (8.12)

Thus, the 2L terms are at most 3.5% the size of the analogous 1L terms, and 2L (or
3L) terms can be safely neglected in this regime.

We can rewrite the fake factor equation, now featuring only the 1L term, to
accommodate multiple fake factor bins:

NTTT − N RRR
T T T =

∑

i

[
NLTT (i) − N RRR

LT T (i)
]
F1(i) +

∑

i

[
NT LT (i) − N RRR

T LT (i)
]
F2(i)

+
∑

i

[
NTT L (i) − N RRR

T T L (i)
]
F3(i)

(8.13)

where F1 ≡ FW is the fake factor for the W identification selection, and F2 ≡ F3 ≡
FZ is the fake factor for the Z identification selection.

Note that processes involving two fake leptons (W + 2j or semi-leptonic t t̄ +
2j) are omitted in the above equation. However, if the exercise were repeated with
these terms (NRFF , NFRF , NFFR), multiplying by the same column vector and with
the same algebra, the result is Eq. 8.10. In fact, Eq. 8.10 has the property that it
can simultaneously treat processes with 1, 2 and 3 fake leptons, provided their fake
factors are identical (Eq.8.13 has assumptions that only apply to the 1-fake case).

The formalism above is based on a few assumptions, which will be shown to hold
true in the following implementation of the fake factor method. First, the procedure
requires that processes with three real leptons (WZ , Z Z , and other processes) must
be subtracted using MC in the regions with one Loose lepton. It will be confirmed
that the impact of this component of the fake factor method is small. Finally, it
should be checked that the terms involving two and three Loose leptons are small.
This would also address the question of whether the contribution from reducible
processes involving two or three fake leptons is small.

8.5.2.2 Application of the Fake Factor Method to Z + jet/Zγ

The Z + jet/Zγ fake factor is derived in a three-lepton region orthogonal to the
WZ signal selection and enriched in Z + jet/Zγ events: mW

T < 30GeV and
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Table 8.8 Definition of the electron and muon baseline identification for the Z + jet/Zγ Fake
Factor Region. Events entering into the fake factor calculation must have exactly 3 leptons passing
this baseline selection

Electrons Muons

pT > 7GeV pT > 7GeV

VeryLooseLH identification Loose identification

|η| < 2.47 && !(1.37 < |η| < 1.52) |η| < 2.47

Table 8.9 Definition of the electron and muon denominator (also called anti-id or Loose) selection
criteria

Electrons Muons

Pass OR against muons and jets No OR requirement

VeryLooseLH identification Medium identification

(!MediumLH identification ||
|dBL0 significance| > 5 ||
!GradientLoose isolation)

(|�zBL0 sin θ| > 0.5 ||
|dBL0 significance| > 3 ||
!GradientLoose isolation)

Emiss
T < 40GeV (hereafter referred to as the Fake Factor Region). The events pop-

ulating the numerator of the fake factor must satisfy all signal selection criteria (see
Sect. 8.4), excluding themodifiedmW

T and Emiss
T cuts. The denominator selection is as

follows: a loosened baseline object definition designed specifically for the fake factor
procedure is described in Table8.8; the looser definition is necessary to increase the
number of fake leptons in the denominator. To mimic the signal region selection,
events with ≥ 4 baseline leptons are vetoed, following the same procedure. Denom-
inator events must also satisfy all other selection criteria defining signal events,
except that the lepton associated with the W boson must satisfy the denominator-
level (anti-id) identification criteria listed in Table8.9.7 For the muon-jet overlap
removal at denominator level, all muon objects are kept and jets removed for pairs
with �R(μ, j) < 0.4. Trigger matching is applied by checking that one of the Tight
leptons is matched to a lepton trigger.

The fake factor is calculated using the numerator (Tight) and denominator (Loose)
events, and binned as a function of the pT of the lepton associated to the W boson
(assumed to be the fake lepton). Figure8.4 shows the pT distributions of the lepton
associated with the W boson for the numerator and denominator selection. For each
lepton flavor, two fake factors are computed: one for the W identification selection
criteria, and one for the Z identification selection. For calculating the Z identification
fake factor, the selection of the W lepton is modified to match the Z identification
criteria, and the fake factor measurement is repeated. Because leptons passing theW
identification criteria are a subset of the leptons passing the Z identification criteria,
the statistical uncertainties of these two fake factors are treated as 100% correlated.

7The leptons associatedwith the Z bosonmust both pass Tight (Z identification) selection as before.
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Fig. 8.4 Control distributions for the Z + jet/Zγ Fake Factor Region, showing the pT of the lepton
associated with the W boson. This lepton is assumed to be the faking object for the purposes of
calculating the fake factors. The pT is shown for the electron anti-id selection (a), muon anti-id
selection (b), electron Z -id selection (c), muon W -id and Z -id selection (d), and electron W -id
selection (e). The eee and eμμ channels are used for the electron-id plots, and the μee and μμμ
channels are used for the muon-id plots. The WZ cross section is scaled up by 1.15 to reflect the
Run 1 cross section measurement. Errors are statistical only. The overlap between the Z+jets and
Zγ simulated samples has been removed
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Fig. 8.5 Fake Factors for the electronW selection (a), muon W selection (b), electron Z selection
(c), and muon Z selection (d), obtained in the Z + jet/Zγ Fake Factor Region. Fake Factors are
obtained using the lepton associated with the W boson in this control region. The black entries
are the data-driven fake factors before subtracting contamination from WZ and Z Z processes; red
entries are the fake factors after subtracting WZ (scaled by 1.15) and Z Z using MC. Blue points
show the MC prediction for the fake factor

(It will be shown that this treatment leads to only a small increase in the final fake
factor uncertainty.) In the fake factor calculation, events with three real leptons from
WZ and Z Z processes are subtracted using MC; for the subtraction, the WZ cross
section is scaled up by 1.15 to reflect the Run 1 cross sectionmeasurement. Figure8.5
shows the fake factors plotted as a function of pT, for the W and Z selections of
muons and electrons.

A small bias exists in the fake factor calculation for eee and μμμ channels. In
these events, since two same-flavor, opposite-charge pairs can be formed, the fake
lepton assumed to be assigned to theW boson can in fact be assigned to the Z boson.
The fake factor is usually binned in the pT of the lepton associated to the W boson,
which is assumed to be the fake in this procedure. But due to this mis-assignment,
the pT from the real lepton in the event will be used. Furthermore, only LTT events
are used in the denominator for the computation of the fake factor, so there are no
corresponding mis-assigned events in the denominator. In MC this effect is shown
to be small: less than 5% of events that enter into the numerator of the fake factor
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calculation have a fake mis-assigned to a Z boson. The effect can thus be safely
ignored.

To increase the sample size in the determination of the muon fake factor, the
identification of electrons associated to the Z boson in the μee channel is loosened
to the LooseLH + BLayer identification criteria, with LooseTrackOnly isolation
criteria.

Though the samples are too small to calculate fake factors in bins of pT × η, the
η distributions of the fake lepton in the numerator and denominator are compared.
Figure8.6 shows the η distribution of the fake lepton in the denominator and numera-
tor, for electron andmuon fakes. In both the electron andmuon case, the denominator
is slightly more central and the numerator flatter in η. This suggests that the fake
factor is larger at high values of |η| than at low |η|. In Sect. 8.5.2.5, it is confirmed
that the η distribution where the fake factor is applied is roughly similar to the η
distribution of the Z Fake Factor region where it is derived.

To obtain an estimate for the number of Z + jet/Zγ events in the signal region,
the fake factor is applied to events in a control region (the “Z + jet/Zγ CR”, or ZCR)
close to the signal region. Events in the ZCRmust satisfy all kinematic event selection
and lepton identification criteria, except for one of the three leptons, which must pass
the fake factor denominator selection described above. Again, trigger matching is
applied by checking that one of the Tight leptons is matched to a trigger lepton. The
ZCR consists of three sub-regions: one in which the anti-id lepton is associated with
the W boson (LTT), and two in which a misassignment causes the anti-id lepton to
be associated with the leading (or subleading) Z lepton (TLT and TTL). Each event
can only be counted in one of these regions, because the boson association step is
blind to the identification quality of the leptons. All eμμ- and μee-channel events
falling in the TLT and TTL regions are not considered, because a misassignment in
these channels would require the presence of an additional fake object, the odds of
which are low. (The events that do show up in the TLT and TTL channels are mainly
t t̄ events, which are estimated elsewhere.)

The fake factor is applied to events in the ZCR following Eq.8.13. As implied by
Eq.8.13,WZ and Z Z contamination in the ZCR is subtracted using MC: MC events
are collected in the ZCR, and the appropriate fake factor is applied to the MC to get
an estimate of the magnitude of theWZ /Z Z component of the fake factor procedure
and the shapes of its distributions. This component is subtracted from the nominal
fake factor estimate. Similarly, we allude to a procedure to estimate and remove the t t̄
and top-like contribution from the estimate. The details of this estimate are described
in Sect. 8.5.2.4; for now we refer to this term as Ntt̄ . Then Eq.8.13 can be rewritten
as:

N Z+jet/Zγ
SR =

∑

Cat

∑

bin i

[
NCat

ZCR(i) − NCat
t t̄ (i) − NCat

MC,WZ/Z Z (i)
] · FCat (i) (8.14)
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Fig. 8.6 The η distribution of leptons associated with the W boson (the presumed fake lepton) in
the Z Fake Factor region. On top is the η distribution of the electron (a) and muon (b) Loose region,
followed by the distribution of Tight electrons passing Z identification criteria (c), Tight muons
passing Z identification criteria (d), Tight electrons passing W identification criteria (e), and Tight
muons passing W identification criteria (f) in the determination of the fake factors



8.5 Backgrounds 173

where the sum is taken over i bins of the Loose lepton pT, and the reconstruction
categories LTT, TLT, and TTL. The fake factors FCat are FW for the LTT region,
and FZ for the TLT and TTL regions.

We can now return to the question of how we justify measuring both Z + jet
and Zγ reducible backgrounds using the Fake Factor method, and why we choose
to exclude t t̄ from the method, despite it having two real and one fake lepton as
well. Z + jet and Zγ processes have different fake compositions (one is enriched
in jet-fakes and the other in fakes from photon conversions); however, both should
be well represented in the Z Fake Factor Region. Furthermore, as is shown in the
following section, the proportion of jet-fakes and photon conversion fakes in the Z
Fake Factor Region is similar to that of the signal region, as might be expected, since
both Z + jet and Zγ should have broadly similar kinematic properties.

By contrast, t t̄ events are not represented in the Z FakeFactor region. Furthermore,
the fake lepton in a t t̄ event typically originates from a leptonically-decaying b-jet
from the t t̄ decay. Though heavy-flavor fakes are represented in the Z Fake Factor
region, the pT of the underlying b-jet in t t̄ events is likely much larger than in Z + jet
events, which could lead to differences in the true fake factor. Though it is possible
to carefully choose an anti-id lepton definition, guided by MC, such that the t t̄ and
Z+jet/Zγ fake factors are similar in all bins of pT, we instead choose tomeasure the
Z + jet/Zγ fake factor only, and apply it to a control region enriched in Z + jet/Zγ
events to obtain our signal region estimate.

8.5.2.3 Closure Test Using MC

The fake factor method is valid only if the fake factor, derived in a fakes-enriched
region, accurately describes the behavior of the reducible background events in the
ZCR and the signal region. If the composition of the fake leptons in the Fake Factor
Region is different from that of the ZCR, or if there are unaccounted-for kinematic
differences between the two regions, then the method can lead to an incorrect result.

To test for these effects, anMCclosure test is used to evaluate the intrinsic accuracy
of the method. The Fake Factor procedure is run on Z + jet and Zγ MC samples: a
fake factor is calculated in the low-mW

T , low-Emiss
T fake factor region. The fake factor

then is applied to events in the ZCR to obtain a Z + jet/Zγ estimate in the signal
region from the method. The estimate is compared to the out-of-the-box MC signal
region prediction, as shown in Table8.10. The fake factor prediction and the raw
MC agree within statistical uncertainty in each channel, and the agreement between
reconstruction-level categories and their corresponding truth-level categories is good
as well.

The closure test lends support to the assertion that a fake factor derived in the Fake
Factor region is applicable to Z+jet/Zγ events in the SR. Effects due to composition
that cause a difference between the true fake factor and the one measured in the Fake
Factor Region are handled using a systematic uncertainty procedure described in
Sect. 8.5.2.6.
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Table 8.11 t t̄ control regions, parallel to the ZCR, for subtracting the t t̄ contribution in the Z +
jet/Zγ control region. The rows represent the flavor of the leptons associated with a Z boson,
allowing for different-flavor, opposite-sign pairs to be associated with the Z . The columns show the
possible flavor and charge of the lepton associated with the W boson. Channels with a “-” contain
�+�− pairs, and thus they are excluded from the top-CRs to avoid Z/γ∗ contamination

e± e∓ μ± μ∓

e±e∓ ZCR ZCR ZCR ZCR

e±μ∓ t t̄ CR (e) – – t t̄ CR (μ)

μ±e∓ - t t̄ CR (e) t t̄ CR (μ) –

μ±μ∓ ZCR ZCR ZCR ZCR

8.5.2.4 Calculating and Subtracting the t t̄ Contribution in the ZCR

Because the fake factor is derived in a region enriched in Z + jet/Zγ events, and
because it has not been shown that that this fake factor is applicable to t t̄ and top-like
(Wt andWW ) events, the contribution to the total fake factor estimate due to top-like
events in the ZCR must be removed, such that the fake factor procedure estimates
only the Z + jet/Zγ contribution in the signal region. The estimate of t t̄ and top-like
events in the SR is described earlier in Sect. 8.5.1.

Equation8.14 depicts how the top-like component is removed in the fake factor
procedure. MC simulation is used to predict the shape of top-like backgrounds in
the ZCR; however, to avoid relying on the MC to faithfully predict the fake rates
of objects faking leptons, we normalize the top-like MC to data in a control region
similar to the ZCR, but enriched in t t̄ events. The control region’s construction is
nearly identical to the one used to estimate top-like backgrounds in the signal region,
described in Sect. 8.5.1. For this control region, all ZCR requirements are imposed
(including the requirement of one Loose and two Tight leptons, and considering LTT,
TLT and TTL event topologies), except that a different-flavor, opposite-charge pair
is required in place of a SFOC pair. As before, the DFOS pair with the smallest
�m = |m�� − mZ | is associated with the Z boson, and events are excluded if they
include any same-flavor, opposite-charge pair to avoid contamination from Z/γ∗
events. Four channels remain:μ±e∓μ±,μ±μ±e∓, e±e±μ∓, and e±μ∓e±. This region
is referred to as the top-CR parallel to the ZCR, or top-CR||ZCR. As with the top-
CR||SR, the top-CR||ZCR is split into two sub-regions, for e-fake andμ-fake events.
Table8.11 summarizes the ZCR and parallel top-like control regions used.

From the events in the top-CR||ZCR we then derive two global data-MC scale
factors: one for events with a fake electron (SFe

t t̄ ) and one for fake muon events
(SFμ

t t̄ ). We use events in the top-CR||ZCR from LTT, TLT and TTL regions added
together. The scale factor in this region is:

SFtt̄ = Ndata − NMC
other

NMC
tt̄

(8.15)

The top component that we subtract from the fake factor procedure is estimated
using top-like (t t̄ +Wt +WW ) MC, multiplied by this scale factor (individually for
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Fig. 8.7 Data-MC agreement in the top control region parallel to the ZCR, combining the LTT,
TLT and TTL regions of the top-CR||ZCR. The mW

T distribution (a) and the pT of the fake lepton
(c) are shown for the μ±e∓μ± +μ±μ±e∓ channels, while (b) and (d) show the same distributions
for the e±e±μ∓ +e±μ∓e± channels

the μ-fake and e-fake terms). Equation8.14 can be updated to include this scale
factor:

N
Z+jet/Zγ
SR =

∑

Cat

∑

bin i

[
NCat
ZCR (i) − SFe

t t̄ · NCat,e− f ake
MC,t t̄

(i) − SFμ
t t̄

· NCat,μ− f ake
MC,t t̄

(i) − NCat
MC,WZ/Z Z (i)

]
· FCat (i)

(8.16)
In the ZCR, eee events and LTT eμμ events are identified as having an electron fake,
and μμμ and LTT μee events are identified as having a muon fake.

Figure8.7 shows the data-MC comparison in the top-CR||ZCR (where the scale
factors are derived), in each of the LTT, TLT, and TTL regions, combining e-fake
and μ-fake regions. Table8.12 shows the data and top-like MC yields in this control
region—less than one event is predicted by MC for all other processes. The good
agreement between data and t t̄ (+Wt) MC in both the total yield and the kinematic
shapes suggests that fake lepton rates and kinematics in top-like events are well-
modeled by MC.

The scale factor for μ-fake channels is estimated to be 1.03± 0.08; the e-fake
channel scale factor is 1.05± 0.14; the errors represent the statistical error of both
the data and the top-like MC. These scale factors are applied to top-like MC in the
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Table 8.12 MC prediction and data in the top-like (t t̄ +Wt +WW ) control regions parallel to the
ZCR (μ±e∓μ± +μ±μ±e∓ and e±e±μ∓ +e±μ∓e±). Less than one event is predicted by MC for all
other processes, so they are ignored here. The data-MC scale factors for this region are shown in
the last row

Channels μ±e∓μ± +μ±μ±e∓ e±e±μ∓ +e±μ∓e± All

NLTT , data 124.00±11.14 32.00±5.66 156.00±12.49

NT LT , data 14.00±3.74 7.00±2.65 21.00±4.58

NTT L , data 56.00±7.48 26.00±5.10 82.00±9.06

Total, data 194.00±13.93 65.00±8.06 259.00±16.09

NLTT , top-like MC 113.73±3.28 32.66±1.77 146.39±3.72

NT LT , top-like MC 12.57±1.10 5.23±0.69 17.79±1.30

NTT L , top-like MC 62.26±2.43 22.97±1.45 85.23± 2.83

Total, top-like MC 188.56±4.22 60.85±2.39 249.41±4.85

Total, other MC 0.57±0.05 0.82±0.12 1.38±0.13

Data/MC scale factor 1.03±0.08 1.05±0.14 –

ZCR, along with the fake factor, to estimate and subtract the undesirable top-like
component of the fake factor procedure.

8.5.2.5 Results of the Z + jet/Zγ Fake Factor Estimate

The following section summarizes the Z + jet/Zγ fake factor estimate in the signal
region. The event yields in the ZCR (mW

T > 30GeV, with one anti-id lepton and two
ID leptons) are presented in the following figures: Fig. 8.8 shows themW

T distribution
of events in the ZCR, in the LTT region only. Figures8.9 and 8.10 show the ZCR
events in the TLT and TTL regions, respectively. The pT of the fake lepton is shown
for the LTT, TLT and TTL regions in Figs. 8.11, 8.12, and 8.13, respectively. Events
in these regions (excluding TLT and TTL events from the eμμ and μee channels)
will be multiplied by the Z + jet/Zγ fake factor to obtain the raw fake estimate,
before WZ /Z Z or t t̄ subtraction.

We can now address the question of how Z + jet/Zγ events can enter into the
TLT and TTL regions of the ZCR. This can happen in one of two ways. In the
first case the boson association in the event selection successfully pairs the leptons
with their parent W and Z bosons; in this scenario, the fake lepton passes the Tight
identification selection and a real lepton fails Tight (and is classified as Loose). The
chance of a fake lepton passing tight and a real one failing Tight is f eē, roughly
two orders of magnitude lower than the chances of the fake being Loose and the real
passing Tight ( f̄ ee, the main contributor to the ZCR). (The conclusions drawn are
contingent on the fact that f and ē are both small.)

The second scenario in which a Z+ jet/Zγ event falls into the TLT or TTL region
is one in which the fake lepton is Loose, the real leptons pass Tight, but the fake
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Fig. 8.8 Data-MC agreement in the ZCR LTT control region, in themW
T variable. The eee (a), eμμ

(b), μμμ (c) and μee (d) channels are depicted

lepton is mistakenly paired with one of the real leptons and associated with the Z
boson. The probability of this lepton classification is f̄ ee (like the LTT region), but
the misassignment probability is unknown. (There is another scenario in which a real
lepton in the Z + jet/Zγ event is lost, and two fake leptons are identified, but the
chances of this are even more remote.)

However, we can plot the m�� spectrum of the alternate pair (the same-flavor
opposite-sign pair that was not picked by event selection) to understand this effect.
Figure8.14 shows the alternate m�� spectrum in the TLT+TTL region (and in the
LTT region, for comparison).

In the LTT region, this quantity is spread over a range of around [0,250]GeV.
In the TLT+TTL region, an otherwise diffuse spectrum is punctuated by a peak
near the PDG Z mass. The MC supports the hypothesis that these are Z + jet/Zγ
events, and the diffuse spectrum below are from t t̄ and WZ . These plots support
the conclusion that most Z + jet/Zγ events in the TLT and TTL regions originate
from a misassignment in the boson association algorithm, rather than the scenario in
which the fake lepton is classified as Tight and a real lepton is Loose. Note that this
knowledge does not change how we treat these events in the fake factor procedure;
rather, it is simply an exercise to understand how these events are classified, and to
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Fig. 8.9 Data-MC agreement in the ZCR TLT control region, in the mW
T variable. The eee (a),

eμμ (b), μμμ (c) and μee (d) channels are depicted. Only eee and μμμ channels are used in the
Z + jet/Zγ estimate; eμμ and μee, which have have no Z + jet or Zγ contribution, are shown for
completeness

emphasize the importance of considering boson misassignment in the Z + jet/Zγ
background.

To check for potential effects in the η distributions of leptons, we plot in Fig. 8.15
the η of loose electrons and muons in all channels. The η spectra can be compared
with η control distributions from the Z Fake Factor Region of Fig. 8.6; the η shapes
of loose electrons in the ZCR look compatible with loose (denominator) electrons
in the Fake Factor Region, and the loose muons look compatible (if slightly more
central). Because the η distributions do not vary significantly from the Fake Factor
Region to the ZCR, the η dependence of the fake factors is neglected.

Table8.13 shows the result of multiplying the events in the ZCR by the pT-binned
fake factor. In this table, corrections from signal WZ , t t̄ and top-like contamination
are not yet subtracted.

Table8.14 shows the magnitude of the WZ /Z Z subtraction in each channel:
WZ /Z Z MC in the ZCR (with WZ scaled up by 1.15 to match the Run 1 result)
is multiplied by the pT-dependent fake factor to estimate this contribution, to be
subtracted from the result of Table8.13. A 15% systematic uncertainty is assigned
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Fig. 8.10 Data-MC agreement in the ZCR TTL control region, in the mW
T variable. The eee (a),

eμμ (b), μμμ (c) and μee (d) channels are depicted. Only eee and μμμ channels are used in the
Z + jet/Zγ estimate; eμμ and μee, which have have no Z + jet or Zγ contribution, are shown for
completeness

on the subtracted WZ /Z Z fake factor component (hereafter referred to as the “ZCR
WZ Subtraction” uncertainty).

Table8.15 shows the magnitude of the top-like correction in each channel. Top-
like (t t̄ +Wt +WW ) MC, corrected by the scale factors derived in Sect. 8.5.2.4, are
multiplied by the fake factor to estimate the magnitude of t t̄ and top-like component
of the fakes estimate. The top-like contamination in the Z + jet/Zγ estimate, after
applying fake factors, is 14, 7, 19 and 35% in the eee, eμμ, μee, and μμμ channels,
respectively, and 18% overall.

Table8.16 shows the final Z + jet/Zγ reducible background estimate, with com-
ponents from top-like and residualWZ /Z Z contamination subtracted. The final esti-
mate for the Z + jet/Zγ background is 45.12±1.54±9.59 events. The first uncer-
tainty is the statistical uncertainty from data and MC in the ZCR; the second error
term is the statistical uncertainty propagated from the fake factors F(i), and evalu-
ated as described in Sect. 8.5.2.6. Systematic uncertainties on the Z + jet/Zγ fake
factor method are summarized in the following section.
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Fig. 8.11 Data-MC agreement in the ZCR LTT control region, binned in the pT of the Loose
lepton. The eee (a), eμμ (b), μμμ (c) and μee (d) channels are depicted

8.5.2.6 Uncertainties on the Fake Factor Method

This section provides a summary of the statistical and systematic uncertainties on
the Z + jet/Zγ fake factor estimate. First, the calculation of the fake factor has a
fairly large statistical uncertainty coming from data events. This uncertainty (the “Z
muon/electron FF stat” uncertainty) is propagated to the final Z + jet/Zγ estimate
when the fake factor is applied to the ZCR: each fake factor bin (of four electron
and three muon bin, making seven variations) is varied independently by its statisti-
cal uncertainty. (Bins of Z -identification fake factors FZ and W -identification fake
factors FW are taken to be 100% correlated.) The effect on the final Z + jet/Zγ SR
estimate is calculated for each variation, and the resulting seven statistical uncertain-
ties are added in quadrature. The effect of treating the FZ and FW as 100% correlated
can be seen in Table8.16: in the eee channel, this amounts to the difference between
adding the 2.79, 0.25 and 0.31 event uncertainties in quadrature (totaling 2.82 uncer-
tainty on the number of events) and taking them as 100% correlated (a 3.35 event
uncertainty). Similarly, the difference in the μμμ channel is a 2.97 (quadrature)
versus a 3.59 event uncertainty. The difference is small and the most conservative
approach (fully correlated) is chosen.
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Fig. 8.12 Data-MC agreement in the ZCRTLT control region, binned in the pT of the Loose lepton.
The eee (a), eμμ (b), μμμ (c) and μee (d) channels are depicted. Only eee and μμμ channels are
used in the Z + jet/Zγ estimate; eμμ and μee, which have have no Z + jet or Zγ contribution, are
shown for completeness

The fake factors also have an uncertainty associatedwith the subtraction of theWZ
and Z Z contamination in the Fake Factor Region and the ZCR. This is assessed by
varying the MCWZ and Z Z global yield estimate by 15% in the fake factor numer-
ator, and in the ZCR (assuming 100% correlation among channels), and calculating
the overall effect on the fake factor estimate. Table8.17 shows the breakdown of this
systematic uncertainty in the Z FF region. The ZCR WZ /Z Z systematic is assessed
independently; it is much smaller, and is summarized in the final summary table.

The fake factor procedure has uncertainties associated with the subtraction of the
top-like component in the ZCR. The statistical uncertainty on the data-MC scale
factor derived in the top-CR parallel to the ZCR is propagated to the final estimate.
The statistical uncertainties of the data andMC in the top-CR||ZCR, and the statistical
uncertainty of the MC in the ZCR, are propagated through the fake factor method to
the final result. There is also an uncertainty related to the use of MC to extrapolate
from the top-CR||ZCR to the ZCR; this uncertainty is described in its own dedicated
section, Sect. 8.5.3.

Finally, a systematic on the closure of the Z + jet/Zγ fake factor method is
assessed. This systematic concerns issues of composition, kinematics, or any effect
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Fig. 8.13 Data-MC agreement in the ZCRTTL control region, binned in the pT of the Loose lepton.
The eee (a), eμμ (b), μμμ (c) and μee (d) channels are depicted. Only eee and μμμ channels are
used in the Z + jet/Zγ estimate; eμμ and μee, which have have no Z + jet or Zγ contribution, are
shown for completeness

that would cause the fake factor measured in the Z Fake Factor Region to differ from
the “true” fake factor in the signal region. To assess this uncertainty, the “true” fake
factor is calculated using MC: a MC fake factor is calculated in the signal region,
instead of the Z Fake Factor Region, and the full difference between this fake factor
and the MC fake factor in the Z Fake Factor Region is taken as the systematic
uncertainty.

The closure/composition systematic is assessed separately for W and Z identi-
fication criteria. For the W identification, a signal region fake factor is developed
using LTT events in the ZCR as the denominator, binned according to the pT of the
W -associated lepton, and TTT events in the SR in which the W -matched lepton is
labeled as fake by the truth record (also binned in the pT of theW -associated lepton).
For the true fake factor of the Z identification, ideally TLT and TTL events would
comprise the denominator, and only TTT events in which one of the Z -matched
leptons is the fake would enter the numerator; however, due to poor MC statistics, all
three regions are used for the denominator (LTT, TLT, TTL) and numerator (FRR,
RFR, RRF), and binned by the loose (denominator) or fake (numerator) lepton pT.
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Fig. 8.14 The invariant mass of the same-flavor, opposite-sign dilepton pair that was not the pair
associated with the Z boson during event selection. This variable is referred to as the alternate m��

pair (orm��(alt) in the plots), and does not exist for μee or eμμ events. The plots depict the alternate
m�� in the ZCR: the LTT region in the eee channel (a), the LTT region in the μμμ channel (b), the
TLT and TTL regions (added) in the eee channel (c), and the TLT and TTL (added) regions in the
μμμ channel

Figure8.16 shows the comparison between the nominal and signal region fake
factors, both using MC simulation of Z + jet and Zγ events. The difference between
the two is taken as the systematic uncertainty due to composition and non-closure;
the uncertainties range from 20–65%, depending on the pT bin of the fake lepton.
The uncertainties, propagated through the fake factor procedure, are summarized in
Table8.18.

Finally, the systematic uncertainty treatment of the extrapolation between the top-
CR and the ZCR for the estimate of the top-like component is discussed in the next
section. All Z + jet/Zγ estimate uncertainties are summarized together with the
top-like signal region estimate uncertainties in Sect. 8.5.4.
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(d)

Fig. 8.15 η distributions of Loose leptons in the ZCR. Distributions include the Loose electrons in
the LTT+TLT+TTL regions of the eee channel (a), the Loose muons in the LTT+TLT+TTL regions
of the μμμ channel (b), Loose electrons in the LTT region of the eμμ channel (c), and Loose muons
in the LTT region of the μee channel (d)

8.5.2.7 Comparison of t t̄ Components in the SR Estimate and the Fake
Factor Method

As part of the Z + jet/Zγ fake factor estimate, top-like contamination in the ZCR
must be subtracted using a dedicated procedure. Recall also that an estimate of t t̄
and top-like events in the signal region, in a dedicated CR enriched in t t̄ events, was
presented in Sect. 8.5.1. It is natural to compare the two top estimates, and reflect on
the reasons for developing separate Z + jet/Zγ and top-like CRs, instead of using
an inclusive (Z + jet/Zγ and t t̄) fake factor estimate using the ZCR, like the one
presented in the 8TeV ATLAS result [7].

Table8.19 shows the estimate of the top-like component estimated in the ZCR,
multiplied by the fake factor and by the scale factors derived in the top-CR||ZCR. The
eμμ- and μee-channel events in TLT and TTL regions have been restored, because
an inclusive fake factor estimate would include these regions in order to capture all of
the top-like background. The total, 15.61, can be considered a reasonable proxy for
a t t̄ Fake Factor estimate. The prediction is 70% larger than the 9.16 estimate from
the top-CR signal region estimate, but both have fairly large statistical uncertainties.
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Table 8.17 The WZ /Z Z subtraction systematic in the Z FF region. Numbers represent the uncer-
tainty on the final Z + jet/Zγ estimate, in number of events. TheWZ and Z Z yield in the FF region
is varied up by 15% and the change in the fake factor result is taken as the systematic

Channels eee eμμ μee μμμ All

NLTT · F 1.37 1.66 2.29 1.96 7.28

NT LT · F 0.10 – – 0.17 0.27

NTT L · F 0.11 – – 0.24 0.35

Total 1.59 1.66 2.29 2.36 7.90
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Fig. 8.16 Comparison between the nominal MC fake factor (black) and the signal region MC fake
factor, for the systematic uncertainty test. Fake factors for electron W identification (a), muon W
identification (b), electron W identification (c), and muon W identification (d) are shown. See the
text for the description of the true signal region fake factor. The difference between the two fake
factors is used for the systematic uncertainty due to non-closure and composition
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Table 8.18 The non-closure and composition systematic uncertainty (in number of events) on the
Z+ jet/Zγ fake factor, propagated through the full fake factor result. See the text for the description
of the systematic uncertainty

Channels eee eμμ μee μμμ All

NLTT · F 4.40 5.23 1.68 1.54 10.15

NT LT · F 0.52 – – 0.09 0.52

NTT L · F 1.19 – – 0.52 1.29

Total 6.10 5.23 1.68 2.14 11.96

As hinted earlier, there are advantages to measuring t t̄ and Z + jet/Zγ separately.
First, the set of statistical and systematic uncertainties of eachmethod are (effectively)
distinct and uncorrelated. This means that the 30% statistical uncertainty in the t t̄
SR estimate that applies to the 9.16 t t̄ events does not apply to the 45.1 Z + jet/Zγ
events from the Fake Factor method. Likewise, the roughly 20% uncertainty due to
the subtraction of WZ and Z Z in the Z Fake Factor Region is applied only to the
45.1 Z + jet/Zγ events, instead of roughly 60 events from an inclusive Fake Factor
estimate. Because the Z + jet/Zγ Fake Factor and t t̄ signal region estimates have
completely separate uncertainties, the total fractional uncertainty of the combined
result is smaller than that of an inclusive Fake Factor result. (The exception is the t t̄
extrapolation uncertainty, which is present in both procedures but whose impact is
small.)

The other advantage to estimating t t̄ in a separate procedure is that the fake factors
derived in the Z Fake Factor region are effectively applied only to Z + jet/Zγ events.
Measuring a fake factor in one region and applying it to the same process in another
region should be more robust than trying to use a different process to model the fake
factors, or trying to use one process to model the fakes of a mixture of processes. The
composition, shapes and behavior of fakes is difficult to control across processes, and
one would expect the composition uncertainties to increase, unless the fake factor
denominator is very carefully chosen. Currently the composition systematics range
from 20 to 65%, depending on the pT bin; these composition uncertainties are kept
low by using a Z + jet/Zγ region to model fakes in only Z + jet/Zγ events.

8.5.3 Uncertainty on Extrapolation from Top-Like Control
Regions

The procedure to derive a data-MC scale factor in regions enriched in top-like events
parallel to the signal region, and apply it to MC in the signal region, is subject to
uncertainties introduced by using simulation to predict the ratio between events in
the top-CR||SR and events in the signal region. The same applies to the procedure to
estimate top-like contributions to the fake factor estimate by deriving a scale factor in
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a region parallel to the ZCR. TheMCmust adequatelymodel the event kinematics, as
well as the kinematics of the two real leptons and one fake lepton in the event. These
effects are assumed to be small; when the data and MC are compared in the top-CR
parallel to the ZCR in Sect. 8.5.2.4, kinematic shapes are found to have reasonable
agreement.

Instead, we focus on another potential source of uncertainty, caused by the real
leptons, during the extrapolation: theMC,which is corrected using data-driven lepton
scale factors, propagates differences in reconstruction and identification efficiencies
between real leptons of different flavors when moving from the top-CR to the signal
region (or ZCR). The uncertainty on these data-driven scale factors could have an
impact on the procedure, and their effect must be tested. This is the main uncertainty
discussed below.

It is important to note that, since events with an electron (muon) fake in the signal
region are scaled using e-fake (μ-fake) events in the parallel top-CR, using MC to
extrapolate between these two regions should not introduce uncertainties related to
the fake object. Instead, uncertainties should be dominated by the consequences of
exchanging real leptons of different flavors when extrapolating between the top-CR
and the signal region (or ZCR), which have different real-lepton flavor compositions.

The uncertainties introduced by using corrected MC to extrapolate between
regions of a different flavor channel consist of data-driven identification efficiency
uncertainties, energy scale uncertainties and resolution uncertainties on the electron
and muon. These uncertainties are calculated in [11], and can be propagated through
themethod here tomeasure the effect of each uncertainty on the top-like signal region
estimate.

To understand how to propagate these uncertainties, start with the equation to
estimate the number of top-like events in the signal region:

N top
SR = NCR

data − NMC,CR
other

NMC,CR
top

· NMC,SR
top . (8.17)

Varying a given lepton measurement θ j up or down by ±σθ j can probe the effect of
the signal region yield, as a fraction of the original yield:

1± �N top
SR (%) =N top

SR (θ j ) − N top
SR (θ j±σθ j )

N top
SR (θ j )

=
NCR
data−NMC,CR

other

NMC,CR
top (θ j )

· NMC,SR
top (θ j )± NCR

data−NMC,CR
other

NMC,CR
top (θ j±σθ j )

· NMC,SR
top (θ j±σθ j )

NCR
data−NMC,CR

other

NMC,CR
top (θ j )

· NMC,SR
top (θ j )

(8.18)

The effect of the NMC,CR
other termon the systematic is ignored, since variations in these

terms will have a small effect on the outcome. The equation can then be simplified,
leading to the following result:
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1± �N top
SR (%) = 1± NMC,CR

top (θ j ) · NMC,SR
top (θ j±σθ j )

NMC,SR
top (θ j ) · NMC,CR

top (θ j±σθ j )
(8.19)

This is a double-ratio: the ratio between events in the signal region and the top-
CR is compared as a ratio between the nominal and up/down variation. This can
be interpreted by taking an example case: comparing μ±e∓μ± event with μ±μ+μ−
events, both have a fakemuon and a real muon, and the t t̄ CR event has a real electron
where the μμμ topology has a second real muon. Varying an electron systematic will
affect the top CR event and not the SR event; varying a muon systematic will affect
the real muon in the top CR and two real muons in the μμμ event, so the difference
when taking the double-ratio, on average and roughly speaking, is one real muon.
Effectively thismeans that the uncertainty is driven by electron uncertainties assessed
on one electron and muon uncertainties assessed on one muon, added in quadrature.
Thus, this type of effect can be described as the uncertainty due to “replacing an
electron with a muon” or vice-versa.

Equation8.19 can be rewritten for assessing the uncertainty on the t t̄ subtraction
estimate in the ZCR. The only difference is that the events are weighted by the
fake factor in a given bin i , and summed across LTT, TLT and TTL reconstruction
categories:

1± �N top
ZCR(%) = 1±

NMC,CR,Cat
top (θ j ) ·

(∑
Cat

∑
bin i N

MC,ZCR,Cat
top (θ j±σθ j ) · F(i)

)

(∑
Cat

∑
bin i N

MC,ZCR,Cat
top (θ j ) · F(i)

)
· NMC,CR

top (θ j±σθ j )

(8.20)

The correlation among flavor channels of these uncertainties is not straightfor-
ward, since the channels are affected by electron and muon uncertainties to a vary-
ing degree. Therefore the extrapolation uncertainties are considered fully correlated
among channels; since the magnitude of the uncertainty is small this decision will
have little impact on the final result. As a further simplification, the uncertainty is
symmetrized by taking the larger of the up and down variations.

Uncertainty on Extrapolation from the Top Control Region Parallel to the ZCR

Table8.20 shows the effect of electron and muon efficiency, scale and resolution
systematics on the subtraction of top-like backgrounds in the ZCR, using Eq.8.20.
The total effect of these systematics on the t t̄ estimate in the ZCR is less than 4% in
all channels, and about 2% adding all channels.

Uncertainty onExtrapolation from theTopControlRegionParallel to theSignal
Region

For evaluating the corresponding systematics on the t t̄ estimate in the SR, the t t̄ MC
statistics of the top-CR||SR and the SR are too poor to evaluate such small effects
(the systematic uncertainty would be lost under the statistical noise of the top-like
MC samples). Instead, because the top subtraction component provided by the Fake
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Table 8.20 Effect of the electron and muon efficiency, scale and resolution systematics on the t t̄
subtraction in the ZCR. Equation8.20 describes how the systematics are derived. Total up/down
uncertainties are calculated by summing the up/down uncertainties above in quadrature

Systematic (%) eee eμμ μee μμμ

Electron
resolution (down)

−0.05 0.35 −1.56 −0.38

Electron
resolution (up)

3.23 1.55 0.19 −0.20

Electron energy
scale (down)

−0.09 0.03 −1.28 −0.62

Electron energy
scale (up)

0.64 0.60 1.14 0.53

Electron
identification
efficiency

0.86 0.91 0.84 0.83

Electron isolation
efficiency

0.25 0.28 0.19 0.26

Electron
reconstruction
efficiency

0.43 0.44 0.43 0.42

Muon
identification
efficiency, stat.

0.16 0.15 0.18 0.16

Muon
identification
efficiency, sys.

0.32 0.27 0.34 0.32

Muon isolation
efficiency, stat.

0.04 0.04 0.04 0.04

Muon isolation
efficiency, sys.

0.20 0.22 0.21 0.21

Muon
reconstruction,
ID (down)

0.07 0.99 0.02 0.18

Muon
reconstruction,
ID (up)

1.21 0.41 −0.59 −0.57

Muon
reconstruction,
MS (down)

0.22 0.22 −0.03 0.06

Muon
reconstruction,
MS (up)

0.00 0.00 −0.22 −0.01

Muon energy
scale (down)

0.00 0.00 0.12 −0.04

Muon energy
scale (up)

0.09 0.09 −0.18 0.16

Total down 1.10 1.55 2.29 1.30

Total up 3.67 2.04 1.70 1.33
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Factor method is a reasonable proxy for the top-like signal region estimate itself,
we repeat the procedure using the top-like subtraction component in the Fake Factor
method to evaluate the magnitude of the uncertainties. The only difference from
the ZCR treatment is that the TLT and TTL regions of the eμμ and μee channels
are included in the signal region case. Table8.21 shows this result—the fractional
uncertainty is then multiplied by the expected signal region yield in each channel to
obtain the uncertainty in number of events due to extrapolation.

8.5.4 Reducible Background Summary

A schematic representation of the kinematic regions used for the Fake Factormethod,
and the top-like CRs used in both the top signal region estimate and the top contam-
ination in the Z + jet/Zγ estimate, is shown in Fig. 8.17.

Table8.22 shows a complete summary of the Z + jet/Zγ and top-like estimates,
alongwith each source of systematic uncertainty. The total estimate of both reducible
backgrounds is 54.28± 17.59. Separate estimates for these backgrounds in theW+Z
and W−Z regions are detailed in Appendix D.1.

The reducible background has also been assessedwith amatrixmethod procedure,
similar to the one used in the measurement of W±Z production at

√
s = 8TeV[7].

The matrix method estimates Z + jet, Zγ and top-like backgrounds simultaneously.
The method predicts 51.6± 5.9± 17.5 reducible background events, where the first
error is statistical, and the second is the systematic error. The two methods give
compatible results.

8.5.5 ZZ Background

Typically the Z Z → 4� topology can enter into the 3� WZ signal region in one
of two ways: one of the four leptons falls outside the kinematic acceptance of the
detector (pT < 7GeV or |η| < ηmax), or all four leptons fall inside this acceptance
but one lepton fails the identification criteria. The former is an irreducible source
of background; the latter is reducible by means of the four-lepton veto described in
Sect. 8.4.

Both irreducible and reducible Z Z backgrounds are estimated using simulation.
In addition to the typical corrections applied to account for known data-MC dif-
ferences, a correction is applied due to MC mismodeling of leptons that fall inside
the detector acceptance but fail identification criteria (called anti-id leptons). Fur-
thermore, a validation region containing four identified leptons is used to check the
agreement between data and simulation with regard to the theory cross section and
luminosity measurement.

An 8% theoretical uncertainty is assigned to the Z Z background (for the combi-
nation of qq and gg contributions). The additional anti-id scale factor correction is
about 4%.
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Table 8.21 Effect of the electron and muon efficiency, scale and resolution systematics on the t t̄
estimate in the SR. Equation8.20 describes how the systematics are derived. The SR uncertainties
are estimated by taking the t t̄ component subtracted from the Fake Factor result, including TLT and
TTL regions of the eμμ and μee channels. Total up/down uncertainties are calculated by summing
the up/down uncertainties above in quadrature

Systematic (%) eee eμμ μee μμμ

Electron
resolution (down)

−0.05 −0.22 −1.10 −0.38

Electron
resolution (up)

3.23 1.58 −0.14 −0.20

Electron energy
scale (down)

−0.09 −0.25 −0.23 −0.62

Electron energy
scale (up)

0.64 0.85 −0.12 0.53

Electron
identification
efficiency

0.86 0.28 0.60 0.83

Electron isolation
efficiency

0.25 0.09 0.16 0.26

Electron
reconstruction
efficiency

0.43 0.18 0.30 0.42

Muon
identification
efficiency, stat.

0.16 0.05 0.13 0.16

Muon
identification
efficiency, sys.

0.32 0.12 0.23 0.32

Muon isolation
efficiency, stat.

0.04 0.01 0.03 0.04

Muon isolation
efficiency, sys.

0.20 0.07 0.15 0.21

Muon
reconstruction,
ID (down)

0.07 0.37 −0.02 0.18

Muon
reconstruction,
ID (up)

1.21 1.11 −0.72 −0.57

Muon
reconstruction,
MS (down)

0.22 0.39 −0.03 0.06

Muon
reconstruction,
MS (up)

0.00 −0.16 −0.18 −0.01

Muon energy
scale (down)

0.00 −0.33 0.12 −0.04

(continued)
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Table 8.21 (continued)

Systematic (%) eee eμμ μee μμμ

Muon energy
scale (up)

0.09 0.05 −0.18 0.16

Total down 1.10 0.81 1.36 1.30

Total up 3.67 2.15 1.08 1.33

Fig. 8.17 Schematic representation of the regions used in the Fake Factor method, and in the
estimation of top-like events in the ZCR and the signal region. In addition to the signal region, three
orthogonal regions are defined by sequential cuts on kinematic and lepton identification variables.
The fake factor F is derived from the numerator (TTT) and denominator (LTT) regions denoted
by “Z Fake Factor Region,” or ZFF CR, and it is applied to events in the ZCR, with one Loose
lepton (LTT, TLT, and TTL). A top control region parallel to the ZCR, with Loose leptons, is used
to estimate the top-like contamination in the Z + jet/Zγ Fake Factor estimate. The top-CR with
three Tight leptons is used for the estimate of top-like yields in the signal region

8.5.5.1 Anti-identification Scale Factors

Scale factors are derived for identified leptons using sources of unbiased leptons
from Z → ee and J/ψ → ee decays, with uncertainties on the order of 1–10%. In
contrast, scale factors for anti-identified leptonsmust be derived using the efficiencies
of identified leptons in MC and data, instead of the efficiencies of the anti-id leptons
themselves using the following formula:

SFanti-id = 1 − εdata

1 − εMC
= 1 − SFid · εdata

1 − εMC
(8.21)

where the substitution εdata = SFid · εdata is used in part because a detailed efficiency
measurement for lepton efficiencies in Z Z events is not possible.8

8Lepton efficiencies measured in e.g. Z → �� events are not trusted to apply to leptons in other
processes, because of the effects of other objects in the event that may affect lepton efficiency;
however, scale factors measured in Z → �� events are trusted to apply to leptons in other processes,
with the assumption that the effects affect MC and data roughly equally, and thus cancel to first
order.
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Table 8.23 Predicted Z Z yields after the fullWZ selection, with and without anti-ID scale factors
applied to unidentified fourth leptons within the acceptance. Only statistical uncertainties are shown

Z Z prediction eee eeμ μμe μμμ All

No anti-ID
SFs

6.35± 0.09 8.36± 0.11 8.12± 0.11 11.44± 0.13 34.27± 0.22

With anti-ID
SFs

6.71± 0.10 8.55± 0.12 8.60± 0.12 11.73± 0.14 35.59± 0.24

Relative
difference [%]

+5.7 +2.3 +5.9 +2.5 +3.9

The anti-id scale factors are applied only to Z Z events in the signal region inwhich
a lepton candidate is reconstructed, but fails some identification criteria. Ideally, anti-
id scale factors for the full anti-baseline criteria would be derived. However, for the
publication only anti-loose (muon) scale factors are derived, and applied only to
muons failing loose identification (thus not correcting muons that pass id but fail d0,
z0, or isolation cuts). For electrons, anti-[ id && d0 && z0 ] scale factors are derived,
and applied to electrons failing one of those three criteria. Corrections for all cuts,
and thus a full treatment of anti-id objects, can be made in a later publication.

The Z Z yields before and after the anti-id scale factor correction are shown in
Table8.23. Overall, the effect is about 4% on the total Z Z yield. The corrected yields
are used in the analysis as the Z Z prediction, and an uncertainty uncertainty equal
to 100% of the magnitude of the correction is applied to account for the effect and
errors in the procedure.

8.5.5.2 ZZ Validation Region

A dedicated validation region is used to test the agreement of the Z Z prediction with
data. (A “validation region” is a region used to compare the prediction to the data
that is background-enriched, and in which the data is not used to constrain the final
result.) As in the signal region, two same-flavor, oppositely-charged leptons with
|m�� −mZ | < 10GeV are required; if more than one pair exists then the pair closest
to the PDG Z mass is associated with the Z boson. These leptons must satisfy the
Z -lepton criteria. Two additional leptons must satisfy the baseline lepton criteria,
and the one with higher pT must satisfy the W -lepton criteria. Finally, the mW

T cut
(mW

T > 30GeV) of the signal region is removed to increase the size of the validation
region.

Data events passing this selection are compared to the MC prediction; MC is
used to predict Z + jet/Zγ and t t̄ backgrounds in this region. This region is used to
validate the theoretical Z Z cross section prediction and the luminositymeasurement;
it does not provide information on the data-MC agreement with regard to events in
the signal region with an anti-identified or out-of-acceptance lepton.
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Fig. 8.18 The Z Z
validation region

E
ve

nt
s 

/ G
eV

5

10

15

20

25

30

35
Data
ZZ

 1.18×Z ±W
Z+jets
tt+V
Others
Tot. unc.

ATLAS
-1 = 13 TeV, 3.2 fbs

 [GeV]Zm
80 90 100

D
at

a 
/ M

C
0.5

1

1.5

The mass of the Z boson pair closest to the PDG Z mass (if a second one exists)
is plotted in Fig. 8.18. The validation region has 91.8± 0.4 Z Z events, 11.6± 1.1
other background (mostly WZ , Z + jet and t t̄ +V ), totaling 103.4± 1.2 MC events,
compared to 106 events in data. Currently, this region is not used to constrain the Z Z
background in the signal region; this is because the current theoretical uncertainty on
the Z Z background is 8%, with an additional 5% luminosity uncertainty. This 9.4%
uncertainty can be compared to the roughly 11% uncertainty in the Z Z validation
region due to statistics alone. However, using this region as a control region to
constrain the Z Z background can beat the theory + luminosity uncertainty when
around 150 events populate the validation region, corresponding to about 4.5 fb−1 of
data collected.

8.6 Corrections for Acceptance and Detector Effects

The fiducial cross section is calculated in each channel using a correction factor to
extrapolate from the number of reconstructed events to the number of trueWZ events
in the fiducial region:

CWZ = NMC
reco

NMC
true

. (8.22)

CWZ is calculated using simulated Powheg + Pythia8 events, with particles prop-
agated through a Geant4 4 description of the ATLAS detector. The kinematics of
the particle-level (true) events are constructed using dressed leptons, and the boson
association required for applying the fiducial selection cuts is performed using the
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Resonant Shape algorithm discussed in Sect. 8.2. Reconstruction-level event selec-
tion proceeds according to the signal selection of Sect. 8.4.CWZ factors are calculated
separately in each flavor channel; Table8.24 summarizes theCWZ factors used in the
analysis.

The fiducial cross section is calculated in each flavor channel according to the
following formula:

σfid.
W±Z→�

′ν��
= Ndata − Nbkg

Lint · CWZ
×

(
Nall − Nτ

Nall

)
, (8.23)

whereL is the integrated luminosity of the collected data, Ndata is the number of events
observed in the channel, and Nbkg is the estimated number of expected background
events. The term in parentheses corrects for the fraction of WZ → �′ν�� events in
the signal region with at least one τ → �ν in the final state, as predicted by Powheg

simulation. (Nall counts WZ contributions to the signal region from all final states,
including those with a tau, but the fiducial cross section is reported for a single final
state; the correction in parentheses transforms the reporting of themeasurement from
the former to the latter, using the fractional contribution from tau final states.) The
tau fraction is calculated in each channel, and reported in Table8.24; it is roughly
4% in all channels.

Once the fiducial cross sections are calculated in individual channels, a χ2 mini-
mization is used to combine the results from each channel into a single fiducial cross
section measurement [15]. The combined fiducial cross section is then extrapolated
to the total phase space described in Sect. 8.2 according to the following formula:

σtot.
W±Z = σfid.

W±Z→�
′ν��

BW BZ AW Z
, (8.24)

where BW and BZ are the W → �ν and Z → �� branching fractions, respectively
[16], and AWZ is the acceptance factor, defined as

AWZ = NMC
total

NMC
fiducial

(8.25)

Table 8.24 CWZ factors and τ fractions in each channel of theW±Z analysis. Errors are statistical
only

eee μee eμμ μμμ

CWZ 0.421±0.003 0.553±0.004 0.552±0.004 0.732±0.005

Nτ /Nall 0.040±0.001 0.038±0.001 0.036±0.001 0.040±0.001
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and estimated using Powheg simulation. A single acceptance factor of AWZ =
0.343± 0.002 (stat.) is used—calculated using the eμμ and μee channels to avoid a
boson assignment ambiguity.

8.7 Statistical Combination

Thefiducial cross sections calculated in eachflavor channel are statistically combined
using a χ2 minimization method [15]. The method takes into account the systematic
uncertainties and their correlations across eee, eμμ, μee and μμμ channels. The χ2

for the combined measurement of quantity m (= σfid.
W±Z→�

′ν��
), across i channels,

given a list of nuisance parameters b from the correlated systematic uncertainties, is
defined as

χ2 (m, b) =
∑

ch. i

[
m − ∑

j γ j,i m b j − μi

]2

δ2i,stat · μi ·
(
m − ∑

j γ j,i m b j

)
+ (

δi,uncor · m)2 +
∑

j

b2j ,

(8.26)
where μi is the measured cross section in channel i , δi,uncor is the total relative
uncorrelated systematic uncertainty, γ j,i are the relative systematic uncertainties
that are correlated across channels, and δi,stat is the relative statistical uncertainty.
Nuisance parameters are centered at zero and have a standard deviation of one; the
term

∑
j b

2
j is the nuisance parameter penalty term.

In the 8TeV WZ cross section measurement [7], combination results using the
χ2 minimization described above are compared to results from a profile likelihood
ratio method; the two approaches yield nearly identical results.

8.8 Systematic Uncertainties

Systematic uncertainties affecting the measurement include experimental uncertain-
ties on detector effects, uncertainties in the background estimation, and theoretical
uncertainties affecting the fiducial measurement and extrapolation to the total cross
section.

Experimental systematic uncertainties are obtained by repeating the analysis after
applying variations for each systematic source. The systematic uncertainties on the
measurement are summarized in Table8.25. The largest uncertainty is from the
Z+ jet/Zγ background; these uncertainties are summarized in Sect. 8.5.4. Jet uncer-
tainties enter into the calculation of the Emiss

T , as well as the measurement of the jet
multiplicity distribution [17]. The uncertainty on the Z Z background includes the
8% theoretical uncertainty, as well as the uncertainty associated with the correction
of lepton that fail identification criteria, discussed in Sect. 8.5.5. The uncertainties
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Table 8.25 Summary of experimental systematic uncertainties, presented relative to the cross
section measurement in each channel

eee μee eμμ μμμ Combined

Relative uncertainties [%]

Z + jet/Zγ
background

10.1 4.5 4.7 3.1 3.6

Pile-up 0.7 1.1 1.0 0.7 0.9

Z Z
background

1.0 0.7 0.6 0.7 0.7

μ id.
efficiency

– 0.6 1.0 1.4 0.7

e id. efficiency 1.4 1.1 0.6 – 0.7

top-like
background

1.1 0.8 0.5 0.9 0.6

Emiss
T and jets 0.3 0.4 0.8 0.7 0.6

Other
backgrounds

0.5 0.5 0.3 0.3 0.4

e energy scale 0.5 0.2 0.3 <0.1 0.2

Trigger <0.1 0.1 0.1 0.2 0.1

μ momentum
scale

<0.1 <0.1 <0.1 0.1 <0.1

Uncorrelated 2.2 1.3 1.4 1.7 0.8

Total sys.
uncertainty

11 5.1 5.3 4.1 4.1

Luminosity 2.4 2.4 2.3 2.3 2.4

Statistics 14 11 10 8.8 5.1

Total 18 12 11 10 7.0

on other backgrounds are the theoretical uncertainties on the cross sections of the
non-Z Z backgrounds estimated using simulation. They are 13% for t t̄ +W [18], 12%
for t t̄ +V [18], 20% for VVV [19], and 15% for t Z [7]. Uncertainties labeled as
“Uncorrelated” are from sources not correlated between flavor channels, including
statistical uncertainties in simulation (including the top-like simulation used for the
top estimate) and in the ZCR of the Fake Factor estimate.

The systematic uncertainties on AWZ and CWZ consist of the experimental sys-
tematic uncertainties described above (affecting the numerator of CWZ ), as well as
theoretical uncertainties on the WZ prediction, related to renormalization (μR) and
factorization (μF ) scale, and choice of PDF; in addition, parton shower modeling
uncertainties affect CWZ . The nominal PowhegWZ sample is used for determining
these uncertainties, generated using the CT10 PDF set with dynamic QCD scales
μR = μF = mWZ/2. QCD scale uncertainties are estimated by varying μR and μF

up and down by a factor of two around the nominal scale mWZ/2 in all combina-
tions satisfying 0.5 < μR/μF < 2. PDF uncertainties are estimated using the CT10
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eigenvector set, and by taking the envelope of CT10, CT14 [20], MMHT2014 [21]
and NNPDF3.0 [22] NLO PDF sets. Parton shower uncertainties are obtained by
showering the Powheg simulation with both Pythia and SHERPA and using the
difference as an uncertainty; the uncertainty here is taken from simulation studies
for the 8TeVmeasurement [7]. Theoretical uncertainties on CWZ are negligible; the
uncertainties on AWZ are less than 5% (PDF) and less than 7% (scale).

8.9 Results

The data yields in the signal region are shown in Table8.26, along with a summary of
the background estimates, expectedWZ , and all statistical, systematic and luminosity
uncertainties associated with each process.

Validation Plots

The Z + jet/Zγ and Z Z backgrounds, which together comprise around 75% of
all WZ background, are validated by checking the agreement in a subset of the
signal region enriched in these backgrounds by requiring 30 < mW

T < 50GeV and
Emiss
T < 40GeV. After scaling WZ by 1.18—see Fig. 8.21, the agreement in this

region, which contains 45% background, including more than half of the total Z +
jet/Zγ background, is at the level of 5%, well below the statistical error of the data.
Figure8.19 shows the Emiss

T distribution in the region 30 < mW
T < 50GeV, showing

the agreement. The eee and eμμ channels are plotted together, as are the μee and
μμμ channels; this is to demonstrate the performance of the Z + jet/Zγ Fake Factor
method, where fake electrons (muons) associated with theW boson are the dominant
contribution. The Z + jet/Zγ and Z Z backgrounds are modeled well in this region.

Figure8.20 shows various reconstruction-level signal region distributions. The
PowhegWZ prediction is scaled by 1.18—see Fig. 8.21. The kinematic distributions
are in good agreement between the data and signal+background predictions.

The Fiducial Cross Section Measurement

The cross section is calculated in each channel from the event yields and esti-
mated background yields, using Eq.8.23 and the correction factor CWZ described
in Sect. 8.6. The results of the fiducial cross section measurement in each channel
are summarized in Table8.27. The results of the W+Z and W−Z measurements are
reproduced in Appendix D.2. The measurements from individual channels are com-
bined using the χ2 minimization described in Sect. 8.6; the resulting fiducial cross
section is:

σfid.
W±Z→�

′ν��
= 63.2 ± 3.2 (stat.) ± 2.6 (sys.) ±1.5 (lumi.) fb

= 63.2 ± 4.4 fb.

By comparison, the SM NLO prediction from Powheg + Pythia8 is 53.4+1.6
−1.2

(PDF)+2.1
−1.6 (scale) fb. This prediction is generated using the CT10 PDF set, with
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Fig. 8.19 Distribution of the missing transverse momentum in a subset of the WZ signal region
containing events with 30 < mW

T < 50GeV, depicting eee and eμμ channels (left), and μee and
μμμ channels (right). This region is enriched in Z Z , Z + jet and Zγ compared to the rest of the SR.
Backgrounds labeled “Others” consist of t t̄ , Wt , WW , t Z , t t̄V , and VVV processes. The Powheg
+ Pythia8MC prediction is used for the WZ signal contribution, scaled by a global factor of 1.18
to match the measured inclusive WZ cross section
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Fig. 8.20 Reconstructed signal-level distributions in theWZ signal region. The Powheg+Pythia8

MC prediction is used for the WZ signal contribution, scaled by a global factor of 1.18 to match
the measured inclusive WZ cross section
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Fig. 8.21 Left: WZ fiducial cross section measurement comparisons, channel-by-channel, with
the NLO theory prediction. Right: The W+Z/W−Z fiducial cross section ratio, compared to the
NLO prediction

Table 8.27 Fiducial cross section results, in individual channels and after their combination. The
NLO prediction is from Powheg + Pythia8

Channel σfid. [fb] δstat. [%] δsys. [%] δlumi. [%] δtot. [%]

σfid.
W±Z→�

′
ν��

e±ee 50.5 14.2 10.6 2.4 17.8
μ±ee 55.1 11.1 5.1 2.4 12.4
e±μμ 75.2 9.5 5.3 2.3 11.1
μ±μμ 63.6 8.9 4.1 2.3 10.0
Combined 63.2 5.2 4.1 2.4 7.0
SM prediction 53.4 – – – 6.0

dynamic QCD scales μR = μF = mWZ/2. PDF uncertainties are estimated using the
CT10 eigenvector set, and by taking the envelope of CT10, CT14 [20], MMHT2014
[21] and NNPDF3.0 [22] NLO PDF sets. Scale uncertainties are evaluated by vary-
ing μR and μF up and down by a factor of two, using combinations satisfying
0.5 < μR/μF < 2. Figure8.21 shows the channel-by-channel comparisons between
the 13TeV measurement and the NLO prediction. A fiducial NNLO cross section
prediction does not yet exist. The figure also shows the ratio of fiducial cross sections
separately for W+Z and W−Z , along with the Powheg + Pythia8 predicted ratio;
the data is in good agreement with the ratio prediction.

The combined fiducial cross section is extrapolated to the total phase space,
defined in Sect. 8.2, using the acceptance factor AWZ described in Sect. 8.6. The
total cross section (including all leptonic and hadronic decay channels) is:

σtot.
W±Z = 50.6± 2.6 (stat.) ± 2.0 (sys.)± 0.9 (th.) ± 1.2 (lumi.)pb

= 50.6± 3.6 pb.
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The SM NLO prediction from Powheg + Pythia8 is 42.4± 0.8 (PDF)±1.6
(scale) pb. A new NNLO calculation [2] obtained using MATRIX and using the
NNPDF3.0 PDF set, with fixed scales μR = μF = (mW +mZ )/2, predicts σtot.

W±Z =
48.2+1.1

−1.0 (scale) pb. Figure8.22 shows the comparison between the ATLAS WZ
measurements at

√
s = 7, 8, and 13TeV, comparing with the NLO predictions in

p–p and p– p̄ collisions, and with the newest p–p NNLO prediction.

8.10 Prospects for Improving the WZ Measurement in 2016

One of the most promising ways in which the WZ measurement can be improved
is through refinements in the Z + jet/Zγ Fake Factor background estimate. Many
of the fake background uncertainties are statistical in nature, and simply collecting
more data will reduce these uncertainties. Table8.28 shows the expected reduction
of the Fake Factor estimate uncertainties with roughly 8 times more data in 2016,
corresponding to the expected total collection of 25 fb−1. The total uncertainty is
reduced by 15%.

The remaining large systematic uncertainties include the electron composition
uncertainty and the subtraction of theWZ /Z Z background in the Fake Factor Region;
together these make up 25% of the total fake background uncertainty (the remain-
ing uncertainties only contribute 10% in the projection scenario). These systematic
uncertainties can be reduced by straightforward modifications to the event selec-
tion and the Fake Factor Method. An approach to improving the fake background
determination includes the following:

1. Tightening the identification and isolation requirements on the lepton associated
with the W boson. Fake leptons associated with the W account for 85% of Z +
jet/Zγ events and for 70% of t t̄ events with a fake muon). In particular, the muon

Fig. 8.22 ATLAS WZ
measurements in p–p
collisions, and CDF and D0
measurements in p– p̄
collisions, compared to NLO
and NNLO (in the p–p
collision case) predictions
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Table 8.28 Summary of the expected uncertainties, as a fraction of the total expected Z + jet, Zγ
and t t̄ estimate, both in the 2015 data set and extrapolating the WZ reducible background estimate
to 25 fb−1 of 13TeV data

Uncertainties (%)

Individual uncertainties 3.2 fb−1 dataset 25 fb−1 dataset

ZCR stat (data, MC) 2.8 1.0

Z FF WZ /Z Z subtraction 14.6 14.6

ZCR WZ /Z Z subtraction 0.8 0.8

Z muon FF stat 12.8 4.6

Z electron FF stat 12.2 4.4

Composition/closure (μ) 7.0 7.0

Composition/closure (ele) 20.9 20.9

Z FF t t̄ μ SF MC+data stat 0.9 0.3

Z FF t t̄ ele SF MC+data stat 1.0 0.4

ZCR t t̄ region extrapolation 0.4 0.4

t t̄ MC stat in SR 1.8 1.8

t t̄ CR||SR mu SF MC+data stat 4.2 1.9

t t̄ CR||SR ele SF MC+data stat 3.2 1.2

t t̄ CR||SR extrapolation 0.3 0.3

Total uncertainty 32.4 27.4

isolation can be tightened from the Gradient Loose to the Gradient operating
point.

2. Reducing the signal contamination in the Z Fake Factor Region with a fakemuon,
by lowering the maximum mW

T requirement in that region. This is only possible
when more data is available, and must be balanced with the low event yield of
that region.

3. Improving the definition of the anti-id selection (denominator) of the electron
fake factor to force the jet and γ fake factors closer to one another, in order to
reduce the composition systematic uncertainty.

The last item can be achieved by tuning the anti-id electron definition using MC
simulation until the jet and γ fake factors are identical in every pT bin. However,
using this procedure to change the selection criteria amounts to tuning theMC-based
composition systematic uncertainty until it approaches 0. This approach would rely
toomuchon the ability of theMC to accurately estimate the fake rates of the individual
components, which we had tried to avoid in the first place by moving to data-driven
methods. To avoid this consequence, the MC-based uncertainty should be replaced
with a data-driven systematic treatment.

A data-driven composition systematic can be accomplished by understanding the
fake composition in data using the nBlayerHits, impact parameter and isolation vari-
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ables to enhance the denominator definition in either jet or γ fakes. The composition
systematic can be estimated by modifying the denominator definition, using MC as
a guide, to change the γ fraction by ±20–50% (or some reasonable amount), and
determining the resulting change in the Fake Factor result.
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Chapter 9
Conclusions

This thesis presented fiducial and differential cross section measurements of the
Higgs boson at

√
s = 8TeV with the ATLAS detector, and fiducial and total cross

section measurements of WZ diboson production at
√
s = 13TeV. The electron

likelihood method of identification, first introduced in Run 1 and adapted for use
in Run 2, is described in detail. Electron efficiency measurements of identification
criteria are described as well, featuring methods developed in Run 1 and employed
during Run 2 data taking.

The Higgs fiducial cross section and decay to four leptons (e or μ) at 8TeV was
measured to be σfid = 2.11 +0.53

−0.47 (stat) ±0.08 (syst) fb, and can be compared to
the theoretical prediction [1] of a Higgs with mass 125.4GeV of 1.30 ± 0.13 fb.
Unfolded differential distributions of kinematic observables show no statistically
significant deviation from the SM predictions according to a number of state-of-the-
art generators.

The WZ fiducial cross section and decay to a leptonic channel in 13TeV p–p
collisions is measured to be σfid = 63.2 ± 3.2 (stat) ±2.6 (syst) ±1.5 (lumi) fb.
When extrapolated to the total phase space, the total cross section is σtot = 50.6 ±
2.6 (stat) ±2.0 (syst) ±0.9 (syst) ±1.2 (lumi) pb, in good agreement with the recent
NNLO calculation [2] predicting 48.2+1.1

−1.0 pb.
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Appendix A
Electron Identification

A.1 Correlation Between Electron Variables

Fig. A.1 The electron
correlations between
variables for a representative
sample of electron
discriminants. The plot is
arranged in blocks of 9 × 5
bins in η × ET in the range
10 < ET < 50GeV, using
the nominal likelihood |η|
bins. (The crack, which
appears as thin green lines, is
excluded.) Each block
represents the correlations
between the variable label
directly to the left and the
variable label directly above
it. The background
correlations are not shown
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A.2 Electron Identification Variables
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Fig. A.2 Electron identification variables (in 2012) comparing signal electrons from a Z → ee
MC sample and backgrounds (converted photons, light flavor hadrons, and heavy flavor hadrons)
taken from an MC sample (jf17) containing all 2 → 2 QCD processes
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Fig. A.3 Electron identification variables (in 2012) comparing signal electrons from a Z → ee
MC sample and backgrounds (converted photons, light flavor hadrons, and heavy flavor hadrons)
taken from an MC sample (jf17) containing all 2 → 2 QCD processes
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Fig. A.4 Electron
identification variables (in
2012) comparing signal
electrons from a Z → ee
MC sample and backgrounds
(converted photons, light
flavor hadrons, and heavy
flavor hadrons) taken from an
MC sample (jf17) containing
all 2 → 2 QCD processes

 p/pΔ
0.2− 0 0.2 0.4 0.6 0.8 1 1.2

en
tr

ie
s

0

0.02

0.04

0.06

0.08

0.1

0.12
s VeT8=

noitalumiS
no crack electrons

 Electrons
4)× Conversions (γ

 Light Flavor Hadrons
20)× Heavy Flavor Hadrons (

A.3 Shift and Width Parameters for 2015 MC

Table A.1 Width and shift parameters for 2015 MC. Rφ was not shifted in 2015, but shifts were
derived after the likelihood menu was developed

Region Shifts Widths

f1 f3 Rη wη2 Rφ
∗ �η1 �φRes

0.0 < |η| < 0.6 −0.00327 0.00125 −0.0033 0.000160 0.0016 1.2797 1.1947

0.6 < |η| < 0.8 −0.00563 0.00215 −0.0040 0.000192 0.0012 1.3207 0.9990

0.8 < |η| < 1.15 −0.00587 0.00249 −0.0047 0.000080 0.0032 1.4404 0.9966

1.15 < |η| < 1.37 −0.00697 0.00159 −0.0053 0.000112 0.0020 2.3864 1.0883

1.37 < |η| < 1.52 −0.00120 0.0 −0.0040 0.0 0.0008 2.1416 0.9990

1.52 < |η| < 1.81 0.00681 0.00227 −0.0060 0.000312 0.0024 2.2589 1.2992

1.81 < |η| < 2.01 −0.00240 0.00397 −0.0060 0.000376 0.0028 2.2757 1.3353

2.01 < |η| < 2.37 −0.00233 0.00623 −0.0080 0.000392 0.0028 2.1248 1.7113

2.37 < |η| < 2.47 −0.02567 0.02006 −0.0206 0.000592 −0.0004 2.2034 2.1612
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A.4 Electron Supporting Triggers

Table A.2 Supporting triggers and effective prescales in 2012 and 2015

2012

Trigger Luminosity collected (nb) Effective prescale

e24vhi_medium1 20517700.0 1.

e5_etcut 12335.7 1663.

e11_etcut 6315.39 3249.

g20_etcut 129.163 158851.

g24_etcut 2062.0 9950.

2015

Trigger Luminosity collected (nb) Effective prescale

HLT_e24_lhmedium_iloose_L1EM20VH 3209050.0 1.

HLT_e5_etcut 3.5 921288.35

HLT_e10_etcut_L1EM7 27.4 117126.31

HLT_e15_etcut_L1EM7 81.4 39438.97

HLT_e20_etcut_L1EM12 190.9 16812.84

HLT_e25_etcut_L1EM15 358.7 8946.41

HLT_e30_etcut_L1EM15 601.5 5335.06

HLT_e40_etcut_L1EM15 1420.9 2258.46

HLT_e50_etcut_L1EM15 2862.7 1120.99

HLT_e60_etcut 5765.8 556.57

HLT_e80_etcut 14870.7 215.80

HLT_e100_etcut 33396.0 96.09

HLT_e120_etcut 67414.4 47.60

HLT_e5_lhvloose 41.0 78277.72

HLT_e10_lhvloose_L1EM7 93.9 34193.10

HLT_e15_lhvloose_L1EM7 422.3 7599.54

HLT_e20_lhvloose 8022.7 400

HLT_e25_lhvloose_L1EM15 2116.3 1516.33

HLT_e30_lhvloose_L1EM15 3637.6 882.18

HLT_e40_lhvloose_L1EM15 9149.1 350.75

HLT_e50_lhvloose_L1EM15 20479.2 156.70

HLT_e70_lhvloose 57534.1 55.78

HLT_e80_lhvloose 85505.6 37.53

HLT_e100_lhvloose 181762.0 17.66

HLT_e120_lhvloose 347573.0 9.23
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A.5 Resolution of Electron Identification Variables
at Trigger Level
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Fig. A.5 Online and offline electron identification variables (in 2015) for simulated samples of
electrons from Z → ee at

√
s = 13 TeV
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Fig. A.6 Online and offline electron identification variables (in 2015) for simulated samples of
electrons from Z → ee at

√
s = 13 TeV
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Fig. A.7 Online and offline
electron identification
variables (in 2015) for
simulated samples of
electrons from Z → ee at√
s = 13 TeV

en
tr

ie
s

0

100

200

300

400

500

600

700

800

310×

s VeT31=
noitalumiS

no crack electrons

 offline
 trigger

0dσ/0d
0 2 4 6 8 10

ra
tio

−1
0
1
2
3



Appendix B
Electron Efficiency Measurements

B.1 Tag and Probe Methodology

This section describes the methodology behind the tag-and-probe method. To illus-
trate themethod, wewill seek the efficiency of aMediummenu over the entire η× pT
spectrum (pT > 15GeV), using events collected with a Tight trigger with threshold
pT > 25GeV. We also assume for simplicity that the Tight trigger selection is a
subset of the Medium menu.

Given these conditions, there are 3 types of events in our sample and one type of
event missing from the sample:

• Ntt = Number of Z events where both electrons pass tag requirement
• Nt,m!t = Number of Z events where one electron passes the tag and the other
electron passes Medium but fails Tight

• Nt,!m = Number of Z events where one electron passes the tag and the other
electron failsMedium.

• N!m,!m = Number of Z events where both electrons fail

We don’t have N!m,!m events at our disposal, since we don’t trigger on them. Now
define εm and εt as the Medium and Tight efficiencies, respectively, and εm!t the
efficiency of passingMedium but failing Tight. Then

Nt,m!t = (2εtεm!t )NZ (B.1)

Nt,t = ε2t NZ (B.2)

Nt,!m = 2εt (1 − εm!t − εt )NZ . (B.3)

Now we assert the following: that the final expression for theMedium efficiency is:

ε = Nt,m!t + 2Ntt

Nt,m!t + 2Ntt + Nt,!m
. (B.4)

© Springer International Publishing AG 2018
K. Brendlinger, Physics with Electrons in the ATLAS Detector, Springer Theses,
https://doi.org/10.1007/978-3-319-73930-4
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The NZ in each term of the numerator and denominator cancel.Making substitutions:

ε = 2εtεm!t + 2ε2t
2ε2t + 2εtεm!t + 2εt (1 − εm!t − εt )

= εt (εm!t + εt )

εt (εt + εm!t + 1 − εm!t − εt )

= εm!t + εt = εm , (B.5)

which is the quantity we sought.
This simple example can be extended to apply to measurements binned in pT and

η, with similar principles but more terms. Cases also exist in which the tag is not
a subset of the probe (as in the case of measuring a Tight efficiency using a tag
electron collected using aMedium online trigger menu and passingMedium offline
requirements), or the tag is neither a subset nor a superset of the probe (as in the case
of measuring trigger menus with trigger reconstruction inputs that have different
resolutions, or measuring likelihood efficiencies calculated using cut-based trigger
menus). These cases are left to the reader to verify.



Appendix C
H → ZZ∗ → 4� Measurement

C.1 Theoretical Differential Predictions from Powheg

Table C.1 Differential cross section in pT 4� and theoretical uncertainties for the Higgs ggF process
based on the Powheg prediction (fb/GeV). MC stat uncertainties are taken from the statistical
error on the nominal sample. The total error is taken as the MC stat, scale, PDF choice, and PDF
eigenvector uncertainties added in quadrature

pT 4� [GeV] 0 < pT < 20 20 < pT < 50 50 < pT < 100 100 < pT < 200

Diff xsec 0.0164 0.0129 0.0051 0.0012

MC stat 0.3% 0.3% 0.4% 0.6%

Scale up 19.7% 20.5% 19.3% 20.2%

Scale down 16.2% 15.6% 15.7% 16.2%

PDF choice up 1.4% 1.4% 1.4% 1.4%

PDF choice down 0.0% 0.0% 0.0% 0.0%

CT10 eigen up 1.2% 1.2% 1.2% 1.2%

CT10 eigen dn 1.1% 1.1% 1.1% 1.1%

Total err up 19.8% 20.6% 19.4% 20.3%

Total err dn 16.2% 15.6% 15.8% 16.3%

© Springer International Publishing AG 2018
K. Brendlinger, Physics with Electrons in the ATLAS Detector, Springer Theses,
https://doi.org/10.1007/978-3-319-73930-4
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Table C.2 Differential cross section in |y|4� and theoretical uncertainties for the Higgs ggF process
based on the Powheg prediction (fb). MC stat uncertainties are taken from the statistical error on
the nominal sample. The total error is taken as the MC stat, scale, PDF choice, and PDF eigenvector
uncertainties added in quadrature

|y4�| 0 < |y| < 0.3 0.3 < |y| <

0.65
0.65 < |y| <

1.0
1.0 < |y| <

1.4
1.4 < |y| <

2.4

Diff xsec 0.7836 0.7474 0.6904 0.5891 0.2275

MC stat 0.4% 0.4% 0.4% 0.5% 0.4%

Scale up 19.5% 20.5% 20.6% 19.8% 19.4%

Scale down 16.1% 15.6% 15.9% 15.8% 16.1%

PDF choice up 1.6% 1.6% 1.7% 1.6% 0.7%

PDF choice
down

0.1% 0.1% 0.0% 0.0% 0.0%

CT10 eigen up 2.4% 2.2% 1.8% 1.1% 0.9%

CT10 eigen dn 1.8% 1.7% 1.4% 1.1% 1.4%

Total err up 19.7% 20.7% 20.8% 19.9% 19.5%

Total err dn 16.2% 15.7% 16.0% 15.8% 16.2%

Table C.3 Differential cross section inm34 and theoretical uncertainties for the Higgs ggF process
based on the Powheg prediction (fb). MC stat uncertainties are taken from the statistical error on
the nominal sample. The total error is taken as the MC stat, scale, PDF choice, and PDF eigenvector
uncertainties added in quadrature

m34 [GeV] 12 < m34 < 20 20 < m34 < 30 30 < m34 < 40 40 < m34 < 60

Diff xsec 0.0244 0.0487 0.0303 0.0065

MC stat 0.5% 0.3% 0.4% 0.6%

Scale up 20.8% 19.3% 20.6% 19.8%

Scale down 15.8% 16.3% 15.5% 16.3%

PDF choice up 1.4% 1.4% 1.4% 1.4%

PDF choice down −0.0% −0.0% −0.0% −0.0%

CT10 eigen up 1.2% 1.2% 1.2% 1.2%

CT10 eigen dn 1.1% 1.1% 1.1% 1.1%

Total err up 20.9% 19.4% 20.6% 19.9%

Total err dn 15.9% 16.4% 15.6% 16.4%
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Table C.4 Differential cross section in | cos(θ∗)| and theoretical uncertainties for the Higgs ggF
process based on the Powheg prediction (fb). MC stat uncertainties are taken from the statistical
error on the nominal sample. The total error is taken as the MC stat, scale, PDF choice, and PDF
eigenvector uncertainties added in quadrature

| cos(θ∗)| 0 < |c| < 0.2 0.2 < |c| <

0.4
0.4 < |c| <

0.6
0.6 < |c| <

0.8
0.8 < |c| <

1.0

Diff xsec 1.1638 1.1549 1.1389 1.0877 1.0384

MC stat 0.4% 0.4% 0.4% 0.4% 0.4%

Scale up 20.3% 19.9% 18.9% 20.4% 20.2%

Scale down 15.3% 15.6% 16.7% 15.9% 15.9%

PDF choice up 1.4% 1.4% 1.4% 1.4% 1.4%

PDF choice
down

0.0% 0.0% 0.0% 0.0% 0.0%

CT10 eigen up 1.2% 1.2% 1.3% 1.3% 1.3%

CT10 eigen dn 1.0% 1.0% 1.1% 1.1% 1.1%

Total err up 20.4% 20.0% 19.0% 20.5% 20.3%

Total err dn 15.4% 15.6% 16.7% 16.0% 15.9%

TableC.5 Differential cross section in N jets and theoretical uncertainties for theHiggs ggF process
based on the Powheg prediction (fb). MC stat uncertainties are taken from the statistical error on
the nominal sample. The Stewart-Tackmann procedure is used for the QCD scale uncertainty. The
total error is taken as the MC stat, scale (ST), PDF choice, and PDF eigenvector uncertainties added
in quadrature

N jets 0 jets 1 jet 2 jets ≥3 jets

Diff xsec 0.6121 0.3506 0.1104 0.0441

MC stat 0.3% 0.3% 0.6% 1.0%

Scale (ST) up 39.8% 30.1% 29.1% 20.6%

Scale (ST) down 32.0% 24.3% 23.6% 16.7%

PDF choice up 1.3% 1.4% 1.4% 1.4%

PDF choice down 0.0% 0.0% 0.0% 0.0%

CT10 eigen up 1.1% 1.2% 1.2% 1.2%

CT10 eigen dn 1.2% 1.0% 1.1% 1.1%

Total err up 39.8% 30.1% 29.2% 20.7%

Total err dn 32.0% 24.3% 23.6% 16.8%
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Table C.6 Differential cross section in pT, jet1 and theoretical uncertainties for the Higgs ggF
process based on the Powheg prediction (fb). MC stat uncertainties are taken from the statistical
error on the nominal sample. The total error is taken as the MC stat, scale, PDF choice, and PDF
eigenvector uncertainties added in quadrature

pT, jet1 [GeV] 0 < pT, jet < 30 30 < pT, jet < 50 50 < pT, jet < 70 70 < pT, jet < 140

Diff xsec 0.0204 0.0101 0.0056 0.0021

MC stat 0.3% 0.4% 0.6% 0.5%

Scale up 19.7% 19.4% 21.8% 19.8%

Scale down 15.8% 16.3% 15.6% 16.4%

PDF choice up 1.3% 1.4% 1.4% 1.4%

PDF choice
down

0.0% 0.0% 0.0% 0.0%

CT10 eigen up 1.1% 1.2% 1.2% 1.2%

CT10 eigen dn 1.2% 1.1% 1.1% 1.1%

Total err up 19.8% 19.5% 21.9% 19.9%

Total err dn 15.9% 16.4% 15.6% 16.4%
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Fig. C.1 Comparisons of the 7 scale variations for a 125.4GeVHiggs sample generated using
Powheg. The ratio plots underneath are with respect to the nominal (Rnom, Fnom)
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Fig. C.2 Comparisons of the nominal Powheg generated sample (CT10) and the MSTW2008 and
NNPDF2.1 PDF variations, for a 125.4GeVHiggs. The ratio plots underneath are with respect to
the nominal (CT10)
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Fig. C.3 Comparisons of the nominal Powheg generated sample and the 52 (26 up and 26 down)
CT10 eigenvector variations, for a 125.4GeVHiggs. The ratio plots underneath are with respect to
the nominal eigenvector variation
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C.2 Theoretical Differential Predictions from Minlo

Table C.7 Differential cross section in pT 4� and theoretical uncertainties for the Higgs ggF process
based on theMinlo prediction (fb/GeV). MC stat uncertainties are taken from the statistical error on
the nominal sample. The total error is taken as the MC stat, scale, PDF choice, and PDF eigenvector
uncertainties added in quadrature

pT 4� [GeV] 0 < pT < 20 20 < pT < 50 50 < pT < 100 100 < pT < 200

Diff xsec 0.0204 0.0129 0.0042 0.0008

MC stat 0.5% 0.5% 0.6% 0.9%

Scale up 38.9% 28.3% 29.7% 28.9%

Scale down 13.5% 14.1% 17.1% 20.9%

PDF choice up 0.3% 1.4% 2.4% 2.9%

PDF choice down 2.9% 0.0% 0.0% 0.0%

CT10 eigen up 2.3% 1.2% 1.2% 2.5%

CT10 eigen dn 3.4% 1.4% 1.5% 2.5%

Total err up 39.0% 28.4% 29.8% 29.2%

Total err dn 14.2% 14.2% 17.2% 21.1%

Table C.8 Differential cross section in |y|4� and theoretical uncertainties for the Higgs ggF process
based on the Minlo prediction (fb). MC stat uncertainties are taken from the statistical error on the
nominal sample. The total error is taken as the MC stat, scale, PDF choice, and PDF eigenvector
uncertainties added in quadrature

|y|4� 0 < |y| < 0.3 0.3 < |y| <

0.65
0.65 < |y| <

1.0
1.0 < |y| <

1.4
1.4 < |y| <

2.4

Diff xsec 0.7830 0.7424 0.6905 0.5834 0.2236

MC stat 0.6% 0.6% 0.7% 0.7% 0.6%

Scale up 30.2% 32.3% 33.4% 32.7% 32.2%

Scale down 14.3% 14.6% 14.5% 14.5% 14.7%

PDF choice up 1.2% 1.1% 1.4% 1.3% 0.6%

PDF choice
down

0.0% 0.0% 0.1% 0.0% 0.0%

CT10 eigen up 2.2% 2.0% 1.6% 0.9% 0.8%

CT10 eigen dn 2.2% 2.0% 1.8% 1.3% 1.9%

Total err up 30.3% 32.3% 33.4% 32.8% 32.2%

Total err dn 14.5% 14.7% 14.7% 14.5% 14.8%
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Table C.9 Differential cross section inm34 and theoretical uncertainties for the Higgs ggF process
based on the Minlo prediction (fb). MC stat uncertainties are taken from the statistical error on the
nominal sample. The total error is taken as the MC stat, scale, PDF choice, and PDF eigenvector
uncertainties added in quadrature

m34 [GeV] 12 < m34 < 20 20 < m34 < 30 30 < m34 < 40 40 < m34 < 60

Diff xsec 0.0244 0.0482 0.0302 0.0064

MC stat 0.7% 0.4% 0.6% 0.8%

Scale up 34.0% 32.4% 30.6% 31.3%

Scale down 14.8% 14.6% 14.2% 14.2%

PDF choice up 1.0% 1.1% 1.1% 1.1%

PDF choice down −0.0% −0.0% −0.0% −0.0%

CT10 eigen up 0.9% 1.0% 1.0% 1.0%

CT10 eigen dn 1.2% 1.3% 1.4% 1.5%

Total err up 34.0% 32.4% 30.7% 31.3%

Total err dn 14.9% 14.7% 14.3% 14.3%

Table C.10 Differential cross section in | cos(θ∗)| and theoretical uncertainties for the Higgs ggF
process based on the Minlo prediction (fb). MC stat uncertainties are taken from the statistical
error on the nominal sample. The total error is taken as the MC stat, scale, PDF choice, and PDF
eigenvector uncertainties added in quadrature

| cos(θ∗)| 0 < |c| < 0.2 0.2 < |c| <

0.4
0.4 < |c| <

0.6
0.6 < |c| <

0.8
0.8 < |c| <

1.0

Diff xsec 1.1692 1.1467 1.1256 1.0761 1.0249

MC stat 0.6% 0.6% 0.6% 0.6% 0.7%

Scale up 32.4% 32.9% 30.4% 31.1% 33.7%

Scale down 14.6% 14.6% 14.3% 14.3% 14.8%

PDF choice up 1.0% 1.1% 1.1% 1.1% 1.0%

PDF choice
down

0.0% 0.0% 0.0% 0.0% 0.0%

CT10 eigen up 0.9% 1.0% 1.0% 1.0% 1.0%

CT10 eigen dn 1.4% 1.4% 1.3% 1.4% 1.4%

Total err up 32.5% 32.9% 30.5% 31.1% 33.7%

Total err dn 14.7% 14.7% 14.3% 14.4% 14.9%
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Table C.11 Differential cross section in N jets and theoretical uncertainties for the Higgs ggF
process based on the Minlo prediction (fb). MC stat uncertainties are taken from the statistical error
on the nominal sample. The Stewart-Tackmann procedure is used for the QCD scale uncertainty.
The total error is taken as the MC stat, scale (ST), PDF choice, and PDF eigenvector uncertainties
added in quadrature

N jets 0 jets 1 jet 2 jets ≥3 jets

Diff xsec 0.6834 0.3013 0.0927 0.0317

MC stat 0.4% 0.5% 0.8% 1.4%

Scale (ST) up 55.0% 42.6% 41.8% 30.1%

Scale (ST) down 25.9% 25.6% 26.4% 20.5%

PDF choice up 0.8% 1.9% 2.9% 2.6%

PDF choice down 1.3% 0.0% 0.0% 0.0%

CT10 eigen up 1.7% 1.0% 2.5% 4.2%

CT10 eigen dn 2.8% 1.3% 2.5% 3.9%

Total err up 55.0% 42.7% 41.9% 30.5%

Total err dn 26.1% 25.6% 26.6% 20.9%

Table C.12 Differential cross section in pT, jet1 and theoretical uncertainties for the Higgs ggF
process based on the Minlo prediction (fb). MC stat uncertainties are taken from the statistical
error on the nominal sample. The total error is taken as the MC stat, scale, PDF choice, and PDF
eigenvector uncertainties added in quadrature

pT, jet1 [GeV] 0 < pT, jet < 30 30 < pT, jet < 50 50 < pT, jet < 70 70 < pT, jet <

140

Diff xsec 0.0228 0.0094 0.0047 0.0016

MC stat 0.4% 0.6% 0.8% 0.8%

Scale up 34.9% 28.4% 28.7% 30.1%

Scale down 13.8% 15.0% 16.8% 20.0%

PDF choice up 0.8% 1.8% 2.1% 2.6%

PDF choice down 1.3% 0.0% 0.0% 0.0%

CT10 eigen up 1.7% 1.0% 1.2% 2.0%

CT10 eigen dn 2.8% 1.2% 1.5% 2.1%

Total err up 34.9% 28.5% 28.8% 30.3%

Total err dn 14.1% 15.1% 16.9% 20.2%
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Fig. C.4 Comparisons of the 7 scale variations for a 125.4GeVHiggs sample generated using
H+1j. The ratio plots underneath are with respect to the nominal (Rnom, Fnom)
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Fig. C.5 Comparisons of the nominal H+1j generated sample (CT10) and the MSTW2008 and
NNPDF2.1 PDF variations, for a 125.4GeVHiggs. The ratio plots underneath are with respect to
the nominal (CT10)
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Fig. C.6 Comparisons of the nominal H+1j generated sample and the 52 (26 up and 26 down)
CT10 eigenvector variations, for a 125.4GeVHiggs. The ratio plots underneath are with respect to
the nominal eigenvector variation
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C.3 Theoretical Differential Predictions from HRes2

Table C.13 Differential cross section in pT 4� and theoretical uncertainties for the Higgs ggF
process based on the HRes2 prediction (fb/GeV). MC statistical uncertainties are taken from the
statistical error on the nominal sample. The total error is calculated as described in the text

pT 4� [GeV] 0 < pT < 20 20 < pT < 50 50 < pT < 100 100 < pT < 200

Diff xsec 0.0229 0.0142 0.0038 0.0006

MC stat 1.7% 1.5% 2.8% 2.8%

Scale up 9.6% 10.6% 17.3% 22.9%

Scale down 6.6% 10.8% 14.6% 19.6%

PDF choice up 4.5% 7.3% 6.9% 5.5%

PDF choice down 2.3% 0.0% 0.0% 0.0%

MSTW
eigenvector up

5.9% 0.9% 1.8% 0.8%

MSTW
eigenvector down

1.6% 1.8% 1.8% 2.4%

Total err up 12.3% 13.1% 19.0% 23.7%

Total err down 7.4% 11.0% 15.0% 19.9%

TableC.14 Differential cross section in |y4�| and theoretical uncertainties for theHiggs ggFprocess
based on the HRes2 prediction (fb/GeV). MC statistical uncertainties are taken from the statistical
error on the nominal sample. The total error is calculated as described in the text

|y4�| 0 < |y| < 0.3 0.3 < |y| <

0.65
0.65 < |y| <

1.0
1.0 < |y| <

1.4
1.4 < |y| <

2.4

Diff xsec 0.8024 0.7748 0.6993 0.6183 0.2278

MC stat 2.6% 2.6% 3.1% 3.2% 2.5%

Scale up 11.6% 11.3% 13.6% 10.4% 11.8%

Scale down 10.4% 10.2% 9.3% 10.4% 9.0%

PDF choice up 7.1% 5.6% 8.3% 5.8% 5.7%

PDF choice
down

0.6% 1.1% 0.0% 2.0% 0.0%

MSTW up 6.0% 3.5% 8.4% 3.0% 6.2%

MSTW down 1.5% 2.8% 0.1% 4.4% 0.7%

Total err up 15.1% 13.4% 18.3% 12.7% 14.7%

Total err down 10.8% 10.9% 9.8% 11.9% 9.4%
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Fig. C.7 Comparisons of the 15 scale variations for a 125.4GeVHiggs sample generated using
HRes2. The ratio plots underneath are with respect to the nominal (Rnom, Fnom)
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Fig. C.8 Comparisons of the nominal HRes2 generated sample (MSTW) and the CT10 and
NNPDF2.1 PDF variations, for a 125.4GeVHiggs. The ratio plots underneath are with respect
to the nominal variation (MSTW2008)
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Fig. C.9 Comparisons of the nominal HRes2 generated sample and the 40 (20 up and 20 down)
MSTW eigenvector variations, for a 125.4GeVHiggs. The ratio plots underneath are with respect
to the nominal eigenvector variation



Appendix D
WZ Measurement

D.1 Reducible Background Estimates for W+Z and W−Z
Selection

TableD.1 shows a summary of the Z+jet/Zγ fake factor estimate, split into W+Z
andW−Z channels (the same fake factors described in the previous section are used).

Table D.1 Fake factor final results: the final estimate, split into W+Z and W−Z channels
W+Z

Channels eee eμμ μee μμμ All

NLTT · F 6.83 ± 0.55 ±
1.51

6.75 ± 0.55 ±
1.66

3.51 ± 0.32 ±
1.94

2.85 ± 0.30 ±
1.30

19.95 ± 0.89 ±
4.51

NT LT · F 0.40 ± 0.22 ±
0.12

− − 0.16 ± 0.10 ±
0.13

0.56 ± 0.24 ±
0.18

NTT L · F 2.13 ± 0.51 ±
0.23

− − 1.41 ± 0.43 ±
0.25

3.54 ± 0.67 ±
0.35

Total 9.37 ± 0.78 ±
1.74

6.75 ± 0.55 ±
1.66

3.51 ± 0.32 ±
1.94

4.42 ± 0.53 ±
1.62

24.05 ± 1.14 ±
4.90

W−Z

NLTT · F 5.30 ± 0.48 ±
1.31

7.24 ± 0.56 ±
1.75

2.99 ± 0.30 ±
1.52

3.37 ± 0.31 ±
1.63

18.89 ± 0.85 ±
4.39

NT LT · F 0.67 ± 0.25 ±
0.13

− − 0.21 ± 0.10 ±
0.15

0.89 ± 0.27 ±
0.20

NTT L · F 0.59 ± 0.37 ±
0.09

− − 0.70 ± 0.35 ±
0.13

1.29 ± 0.51 ±
0.16

Total 6.57 ± 0.65 ±
1.50

7.24 ± 0.56 ±
1.75

2.99 ± 0.30 ±
1.52

4.28 ± 0.48 ±
1.88

21.07 ± 1.03 ±
4.71

TableD.2 shows a summary of the t t̄ estimate, split intoW+Z andW−Z channels.
TableD.3 shows a full summary of results and statistical/systematic uncertainties,

broken down into W+Z and W−Z channels. The last column indicates whether a

© Springer International Publishing AG 2018
K. Brendlinger, Physics with Electrons in the ATLAS Detector, Springer Theses,
https://doi.org/10.1007/978-3-319-73930-4
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Table D.2 t t̄ final results: the final estimate, split into W+Z and W−Z channels

W+Z

Channels eee eμμ μee μμμ Total

t t̄ MC×SF, μ-fake 0.00 ± 0.00 1.09 ± 0.37 0.27 ± 0.19 2.25 ± 0.56 3.62 ± 0.69

t t̄ MC×SF, e-fake 0.58 ± 0.16 0.08 ± 0.06 0.60 ± 0.17 0.00 ± 0.00 1.26 ± 0.24

t t̄ MC×SF, total 0.58 ± 0.16 1.17 ± 0.37 0.87 ± 0.25 2.25 ± 0.56 4.88 ± 0.73

μ-fake uncertainty 0.00 0.39 0.10 0.80 1.28

e-fake uncertainty 0.35 0.05 0.36 0.00 0.76

W−Z

t t̄ MC×SF, μ-fake 0.00 ± 0.00 0.74 ± 0.28 0.54 ± 0.27 1.33 ± 0.44 2.61 ± 0.59

t t̄ MC×SF, e-fake 0.65 ± 0.18 0.46 ± 0.16 0.55 ± 0.17 0.00 ± 0.00 1.67 ± 0.29

t t̄ MC×SF, total 0.65 ± 0.18 1.21 ± 0.32 1.10 ± 0.32 1.33 ± 0.44 4.28 ± 0.66

μ-fake uncertainty 0.00 0.26 0.19 0.47 0.92

e-fake uncertainty 0.39 0.28 0.33 0.00 1.00

Table D.3 Summary of Z+jet/Zγ and t t̄ yields and systematics, split into W+Z and W−Z . The
last column details whether the uncertainty is assumed to be 100% correlated across W+Z and
W−Z channels

W+Z W−Z

Channels eee eμμ μee μμμ All eee eμμ μee μμμ All Correlation

Z+jet/Zγ 9.37 6.75 3.51 4.42 24.05 6.57 7.24 2.99 4.28 21.07 −
t t̄ 0.58 1.17 0.87 2.25 4.88 0.65 1.21 1.10 1.33 4.28 −
Total yield 9.95 7.92 4.38 6.67 28.93 7.22 8.45 4.09 5.61 25.35 −
ZCR stat (data, MC) 0.78 0.55 0.32 0.53 1.14 0.65 0.56 0.30 0.48 1.03 No

Z FF WZ subtraction 0.87 0.81 1.28 1.10 4.05 0.72 0.85 1.01 1.27 3.85 Yes

ZCR WZ subtraction 0.14 0.05 0.01 0.05 0.26 0.11 0.04 0.01 0.04 0.19 Yes

Z muon FF stat − − 1.94 1.62 3.54 − − 1.52 1.88 3.41 Yes

Z electron FF stat 1.74 1.66 − − 3.38 1.50 1.75 − − 3.25 Yes

Composition/closure (μ) 0.00 0.00 0.92 1.08 2.00 − − 0.76 1.06 1.82 Yes

Composition/closure (ele) 3.52 2.53 0.00 0.00 6.04 2.57 2.70 − − 5.28 Yes

Z FF t t̄ μ SF MC+data stat − − 0.06 0.20 0.26 − − 0.07 0.19 0.26 Yes

Z FF t t̄ ele SF MC+data stat 0.18 0.07 − − 0.25 0.19 0.07 − − 0.26 Yes

ZCR t t̄ region extrapolation 0.05 0.01 0.02 0.03 0.11 0.05 0.01 0.02 0.03 0.11

t t̄ MC stat 0.16 0.37 0.25 0.56 0.73 0.18 0.32 0.32 0.44 0.66 No

t t̄ region mu SF MC+data stat − 0.39 0.10 0.80 1.28 − 0.26 0.19 0.47 0.92 Yes

t t̄ region ele SF MC+data stat 0.35 0.05 0.36 − 0.76 0.39 0.28 0.33 0.00 1.00 Yes

t t̄ region extrapolation 0.02 0.03 0.01 0.03 0.09 0.02 0.03 0.01 0.02 0.08

Total uncertainty 4.12 3.23 2.56 2.51 9.23 3.17 3.41 2.06 2.64 8.47 −
Total uncertainty (%) 41.4 40.8 58.5 37.6 31.9 43.9 40.4 50.4 47.0 33.4 −

given uncertainty should be treated as correlated between W+Z and W−Z , for the
purposes of the W+Z /W−Z ratio measurement.
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D.2 W+Z and W−Z Production Cross Section Results

Table D.4 Fiducial cross section results for W+Z and W−Z

σfid.
W+Z→�

′
ν��

e+ee 28.0 19.2 11.2 2.4 22.3

μ+ee 32.2 14.4 5.0 2.4 15.3

e+μμ 45.0 12.1 4.6 2.3 13.1

μ+μμ 36.5 11.6 4.1 2.3 12.5

Combined 36.7 6.7 3.9 2.3 8.1

SM prediction 31.8 — — — 5.8

σfid.
W−Z→�

′
ν��

e−ee 22.5 21.0 10.5 2.4 23.6

μ−ee 22.9 17.5 5.8 2.4 18.5

e−μμ 30.2 15.2 6.9 2.3 16.8

μ−μμ 27.1 13.7 5.0 2.4 14.7

Combined 26.1 8.1 4.7 2.4 9.6

SM prediction 21.6 — — — 7.9

theory
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Fig. D.1 SeparateW+Z andW−Z cross section comparisons with the NLO prediction, presented
channel-by-channel and in total
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D.3 Modeling of Njets Distributions in Reducible
Backgrounds

In order to calculate unfolded differential WZ Njets distributions, the Njets distribu-
tions of the Z+jet/Zγ and t t̄ reducible backgrounds must be estimated. The Fake
Factor Method predicts kinematic distributions (including Njets) for the Z+jet/Zγ
background; likewise, the procedure developed to estimate t t̄ in the SR can also give
an estimate of Njets for its target background. These estimates are summarized in
TablesD.5 and D.6 for jets within |η| < 4.5 and |η| < 2.5, respectively. This section
describes the tests performed to validate the Njets distributions for these processes.

In the Z+jet/Zγ Fake Factor procedure, events weighted by the pT-dependent
fake factor can be used to estimate kinematic distributions. If the variable in question
has no correlation with fake leptons in the event, then events in the ZCR weighted
by the fake factor should faithfully reproduce the shape and normalization of the
distribution. However, since the type of jet(s) produced in association with the Z
boson can influence both the Njets distribution and the composition of the fake lepton,
it is possible that the procedure would fail to reproduce the correct Njets distribution.
Fixing this problem would require understanding and correcting for the correlation
between Njets and the fake factors of different fake composition components. Thus,
the nominal procedure’s ability to reproduce the correct Njets distribution should be
explicitly tested.

To validate the Njets distribution predicted by the Fake Factor Method, the MC
closure test of Sect. 8.5.2.3 is extended by comparing the Njets distribution produced
by the all-MC Fake Factor procedure to the out-of-the-box MC Njets distribution.
FigureD.2 shows the comparison (with jets defined up to |η| < 4.5); the distributions
are compatible within statistical error. Other corrections to the Fake Factor method,
such as the WZ /Z Z subtraction component and the t t̄ subtraction component, are
small (we will comment on the t t̄ component below). Based on this test we conclude
that the Fake Factor method should adequately describe the Njets distribution of

Table D.5 Estimates of t t̄/Wt/WW (using the top CR) and of Z + j/Zγ (using the FF method)
in exclusive jet multiplicity bins. Jets have |η| < 4.5. Only statistical uncertainties are shown

|η| < 4.5 0 jets 1 jet 2 jets 3 jets � 4 jets

t t̄/Wt/WW 0.65 ± 0.26 2.87 ± 0.52 2.66 ± 0.53 1.29 ± 0.35 1.68 ± 0.48

Z + j/Zγ 16.99 ± 0.88 13.36 ± 0.85 8.56 ± 0.69 4.09 ± 0.51 2.12 ± 0.36

Table D.6 Estimates of t t̄/Wt/WW (using the top CR) and of Z + j/Zγ (using the FF method)
in exclusive jet multiplicity bins. Jets have |η| < 2.5. Only statistical uncertainties are shown

|η| < 2.5 0 jets 1 jet 2 jets 3 jets � 4 jets

t t̄/Wt/WW 0.69 ± 0.26 3.16 ± 0.54 3.13 ± 0.60 1.23 ± 0.36 0.95 ± 0.34

Z + j/Zγ 18.73 ± 0.92 13.70 ± 0.87 7.92 ± 0.68 3.16 ± 0.46 1.61 ± 0.31

http://dx.doi.org/10.1007/978-3-319-73930-4_8
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Fig. D.2 The Z+jet/Zγ
Fake Factor closure test,
extended to validate the
method’s ability to predict
the Njets distribution. The
“data” (labeled “zjetdd”) is
the Fake Factor prediction
based on events in the ZCR,
weighted by the Fake Factor,
in an MC-only procedure.
The stacked MC (Z+jet and
Zγ) represents the out-of-the
box MC Z+jet/Zγ estimate
in the SR. The Fake Factor
Method models the
Njets distribution well
according to this test
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Z+jet/Zγ in the SR, and thus we assign no further uncertainty on the shape of the
distribution.

The procedure to estimate t t̄ by normalizing MC in dedicated control regions can
also be used to predict the t t̄ Njets distribution. In this procedure, the Njets distribution
is taken directly from MC (weighted by the data-MC scale factors derived in the t t̄
control regions). To validate theMCmodeling of the Njets distributions, we can check
the agreement with data in the t t̄ control regions.

FigureD.3 compares the Njets distributions in both the top-CR||ZCR and the top-
CR||SR, for both e-fake and μ-fake channels. Jets are defined up to |η| < 4.5. Focus-
ing on the top-CR||ZCR, we find good agreement between the shapes of the MC and
the data, within statistical errors. Though the statistics of the top-CR||SR are limited,
the general Njets shape of data events in that region is also compatible with MC.
Based on these validation plots, we conclude that theMC adequately describes the t t̄
Njets distribution, and therefore no additional shape uncertainties are considered. The
agreement in the top-CR||ZCR also supports the assertion that shape uncertainties
associated with the t t̄ subtraction component in the Fake Factor procedure are also
small.
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Fig. D.3 Top: Data-MC agreement of the Njets distribution in the t t̄ control regions. The μ±e∓μ±
+μ±μ±e∓ channels of the top-CR||ZCR (a), and the e±e±μ∓ +e±μ∓e± channels of the top-
CR||ZCR (b) are shown, combining the LTT, TLT and TTL regions within each channel. The
μ±e∓μ± +μ±μ±e∓ channels of the top-CR||SR (c) and the e±e±μ∓ +e±μ∓e± channels of the
top-CR||SR (d) are also shown. The t t̄ MC is not corrected by the data-MC scale factor in these
plots
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D.4 Result of WZ Unfolded Njets Distribution

FiguresD.4 and D.5 show Njets-related reconstruction-level results and the unfolded
Njets distribution.
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Fig. D.5 The unfolded WZ
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distribution [1]
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