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Foreword to the Second Edition

The second edition of this textbook of clinical
pharmacology is welcome in a world of evidence-
based pharmacotherapy and guidelines. The key
concept of the textbook continues to be the emphasis
on drug benefit to risk ratio. The book is divided into
three sections. Section I contains general principles,
such as medicines and society, pharmacoepidemiol-
ogy and drug evaluation, pharmacoeconomics, drug
regulation, sources of drug information, and con-
cepts essential to drug utilization in different pop-
ulations. Section II incorporates an overview of drug
classes discussed under a mechanistic point of view,
providing the best possible evidence-based informa-
tion on pharmacological issues. Section III is an
evidence-based approach to the treatment of spe-
cific health problems. Benefits and risks of biolog-
icals are also discussed. Finally, critical informa-
tion is given on drugs that have been withdrawn
in western countries, but are freely available in
low income countries. Included in this section are
chapters on symptomatic treatment and emergency
medicine. The textbook provides a practical and
useful expert guidance on patient treatment, and
by offering a mechanistic description of most im-
portant drugs, it presents a basis to individualise
dosages.

The textbook will be an excellent tool for opti-
mal drug utilisation, not only by clinical pharma-
cologists but also by medical practitioners. This is
of great importance because evidence-based phar-
macotherapy and the profusion of guidelines have
contributed to weaken the therapy individualisa-
tion approach. As a result, even if the benefits of
drugs may have increased, the ratio benefit/risk
may be decreasing. For instance, adverse drug
events still account for 2.5% of estimated emer-
gency department visits for all unintentional in-
juries, and for 2.1, 6.7 and 30% of hospitalisa-
tions in the paediatric, adult and elderly popu-

lations, respectively (BMJ 2004;329:15-9; JAMA
2006;296:1858-66). The incidence of drug-related
deaths in university hospitals is around 0.5% (Eur
J Clin Pharmacol 2002;58:479-82). It is distressing
that 33% of adverse drug effects are still associ-
ated to warfarin, insulin and digoxin (Ann Int Med
2007;147:755-65). Approximately half the adverse
effects reported are preventable. The cost of adverse
drug effects to society is colossal, e.g. close to one
billion $/year for a population of 60 000 000 (BMJ
2004;329:15-9).

Evidence-based pharmacotherapy provides a suc-
cinct appreciation of the benefits of a drug, but rarely
takes into account the patient’s quality of life. For
instance, intensive statin therapy is recommended
because it reduces the incidence of cardiovascular
death (odds ratio 0.86), myocardial infarction (odds
ratio 0.84), and stroke (odds ratio 0.82); however,
the increased risks for any adverse event (odds ra-
tio 1.44), for abnormalities on liver function test-
ing (odds ratio 4.48), for elevations in CK (odds
ratio 9.97) and for adverse events requiring discon-
tinuation of therapy (odds ratio 1.28) are less often
taken into account by the prescriber. This exam-
ple emphasises that individualisation is of the ut-
most importance to keep an acceptable benefit/risk
ratio (Clin Ther 2007;29:253-60). The benefits of
evidence-based pharmacotherapy may be obtained
whenever concordance/compliance of the patient
is adequate. However, concordance rate is slightly
higher than 30% for chronic conditions, such as hy-
pertension (Curr Hypertens Rep 2007;9:184-9), in-
dicating that the patient has to be educated about the
use of drugs, and therapy has to be individualised.

Evidence-based pharmacotherapy and guidelines
alone cannot solve the problems highlighted above,
since individualisation, the risk of medication, as

XV
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well as quality of life are insufficiently taken into and the textbook will be a practical and easy tool to
account. Rational drug individualisation is required achieve this goal.
Montréal, December 2007 Patrick du Souich, MD, PhD

Chairman, Division of Clinical Pharmacology
International Union of Basic and Clinical Pharmacology



Foreword to the First Edition

It is a great honour to endorse this international
textbook in clinical pharmacology, particularly as
the first ideas regarding the book were presented by
the authors to the Council of the Division of Clini-
cal Pharmacology, International Union of Pharma-
cology IUPHAR) at its meeting in Buenos Aires
in 1996 during the VIth World Congress in Clini-
cal Pharmacology. The key concept of the book, to
balance benefits and risks of drugs, was applauded
by the council. Another idea of the authors has
been to focus on the educational needs of students
and prescribers in the developing world, while at
the same time producing a text of interest to stu-
dents in the Western World. In fact, developed and
emerging countries seem to share a number of prob-
lems leading to irrational use of drugs, such as
old-fashioned cook-book teaching in pharmacology
and drug information that is product- rather than
problem-oriented and dominated by the pharmaceu-
tical industry. A third timely idea is to highlight the
Cochrane concept of evidence-based pharmacother-
apy, which in a way can be regarded as a rediscov-
ery of the principles of the controlled clinical trial
that were outlined by the first generation of clinical
pharmacologists 40 years ago.

The pedagogic ideas of the three editors there-
fore harmonize with the main aim of the Division of
Clinical Pharmacology, IUPHAR, to encourage ra-
tional use of drugs in society. The most appropriate
drug should be prescribed to the right patient in an
individualized dosage-schedule at a reasonable cost

Stockholm, November 2000

and with the right information. The latter includes a
convincing explanation that the benefits of the treat-
ment outweigh its potential risks. This is particularly
important in view of the fact that in the Western
World drug induced morbidity consumes a signifi-
cant part of the health budget and that this is pre-
ventable to a large extent. A recent commentary by
John C. Somberg, the editor of the American Journal
of Therapeutics (1998, §, 135), is entitled Reactions
to prescribed drugs kill thousands annually. The ed-
itorial points out that a new paradigm is needed in
medical therapeutics and that better educated physi-
cians in clinical pharmacology and drug selection
are a must. Rational drug therapy must be based
on the understanding of principles in clinical phar-
macology and therapeutics, not the least a thorough
knowledge of the mechanisms involved in interindi-
vidual and interethnic differences in drug response.

The future drug scenario implies that new and im-
portant drugs will be developed at increasing costs.
At the same time, many new drugs will be intro-
duced that offer small, if any, advantages compared
to older and less expensive products. It will become
even more important to spend the taxpayers’ money
on the right drugs. The responsibility of the pre-
scribers will increase regarding pharmacotherapeu-
tic competence, integrity versus drug promotion and
awareness of the galloping drug bill. A remedy to
achieve these goals is relevant educational material
of the kind that is presented in this book.

Folke Sjoqvist, MD, PhD, FRCP

Immediate Past Chairman, Division of Clinical Pharmacology

International Union of Basic and Clinical Pharmacology
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Preface to the Second Edition

In the Preface to the First Edition we emphasised
some key factors that led us to produce another text
book in the general area of pharmacology and phar-
macotherapy. For those who make decisions on the
general availability of medicines, as well as those
who provide treatment for individual patients, the es-
sential need to be aware of and to balance the ben-
efits and risks of medicines is paramount. Errors in
these judgements will prove costly both financially
and in terms of additional morbidity and mortal-
ity.

We stressed the ideal of equity in the provision
of essential knowledge and information globally as
part of the much larger ideal of striving for equity
in health care. We want this Second Edition to be of
good quality and useful content, but to be as cheaply
and widely available as possible. To this end, an al-
liance between a new publisher, IOS Press, and the
WHO Foundation Collaborating Centre for Interna-
tional Drug Monitoring should take us further in
achieving this. The latter organisation will promote
and distribute the book via its global network of co-
operating national pharmacovigilance centres, using
its contacts with academia as well, rather than using
expensive retailers.

We believe the need for the Second Edition is
even greater than before. Whilst we stress our con-
cern for its availability in the developing world, we
are ever conscious of the bewildering growth of in-
formation for everyone, particularly via the web. The
world-wide-web is a major leveller across the world
in information provision. On the other hand the very
profusion is daunting and difficult to assimilate: not
all the information is accurate or unbiased. Mean-
while, the number of therapeutic options becomes
greater, more complex, and often more expensive. In
this information explosion, our hope is that a funda-
mental text such as this will provide some of the es-
sential approaches to the challenges of modern ther-
apeutics, to enhance best possible therapy for the
least risk.

Discussions on the clinical pharmacological pro-
files of medicines and therapeutic options that are
currently available based on the best scientific evi-
dence, will be incomplete without looking into the
existing health care systems and the social environ-
ment. Specifically, whether the health system can
ensure the accessibility to and affordability of the
needed medicines, ensure the quality of medicines
in the market, and ensure the effective and safe use
of those medicines?

Access to health care is a fundamental human
right, enshrined in international treaties and recog-
nized by Governments throughout the world. But
without equitable access to essential medicines for
priority diseases the fundamental right to health can
not be fulfilled. WHO estimates that over 10.5 mil-
lion lives a year could be saved by 2015 — also by
boosting economic growth and social development —
by expanding access to existing interventions for
infectious diseases, maternal and child health, and
non-communicable diseases (WHO Medicines Strat-
egy — Countries at the Core 2004-2007. Geneva,
WHO, 2004). In the text of this Second Edition
we incorporate also some policy perspectives of the
WHO in promoting equitable access to essential
medicines, in promoting rational use, and in combat-
ing counterfeit medicines. Assuring quality of medi-
cines through effective medicines regulation is of
the utmost importance, considering that the quality
of medicines varies greatly, especially in low- and
middle-income countries.

Where appropriate we have asked authors to ex-
plicitly discuss biologicals as both the benefit, but
also the risks, of biopharmaceuticals are becoming
increasingly important. During the last years a sub-
stantial part of the FDA- and EMEA-approved com-
pounds has belonged to this class of drugs. These
remedies have a number of characteristics that set
them aside from low molecular weight drugs. Of-
ten their mechanisms of action are intimately related
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to their complicated shape and associated with sec-
ondary, tertiary and (sometimes) quaternary struc-
tures of the molecule. These structures cannot be
fully defined with our present set of analytical tech-
niques. Drug analysis is further complicated by the
fact that the exogenous compounds often are the
same as (or closely resemble) endogenous proteins.
This implicates that the performance of biopharma-
ceuticals relies on strict production protocols and
close monitoring of their activity in the clinical situ-
ation. It also means that in safety testing and clinical
test programs questions have to be addressed regard-
ing species-specific responses, selection of routes of
administration and dosing schedules. The possible
occurrence of immunogenicity is an other challeng-
ing issue. Toxicity problems associated with mono-
clonal antibodies have included lymphokine release
syndrome, reactivation of tuberculosis and other in-
fections, immunosuppression but also anaphylactic
shock. More insidious, but nonetheless devastating,
antibodies to a recombinant hormone or cytokine

have been shown to neutralize not only the product,
but also the endogenous factor.

It has to be noted that many of these novelties
are highly effective and also that mostly they are ex-
tremely expensive. Undoubtedly, as the usage of bi-
ologicals will increase, the cost should come down.
However, this does not seem to be happening at an
impressive rate and a new form of inequality be-
tween rich countries and low-income countries is be-
coming a threat. Academic leadership should per-
suade authorities to reduce customs duties and man-
ufacturers to reduce prices for developing countries.

The so-called biologicals have received some
special attention in this Second Edition of Drug Ben-
efits and Risks as we feel that their appearance on the
global market in the past decennium might signify a
milestone in the history of pharmaceutical medicine.

Chris J. van Boxtel
Budiono Santoso
I. Ralph Edwards
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This is a book about practical therapeutics and the
surrounding general and pharmacological knowl-
edge. The ultimate goal of the book is to give expert
guidance on how to treat patients. Whilst the book
is concerned with the best possible evidence-based
therapy and information, it also aims to be a practi-
cal and useful guide wherever in the world patients
are treated. To achieve this, authors of the various
sections have been brought together from around the
world, and have peer-reviewed each other’s contri-
butions.

As editors we would claim that part of problem-
based learning is to have a starting point where prac-
tical information is given and also some of the ad-
joining philosophy. We want to emphasize that it is
only knowledge that can prevent examples becoming
models and that at the very moment students begin to
think that there are model-answers to pharmacother-
apeutic questions the whole concept of interindivid-
ual variability, so crucial for clinical pharmacology
and thus for effective and efficient pharmacotherapy,
is lost and one starts teaching cookbook therapy.

Where problem-based learning has been devel-
oped, the discussion and interaction with a local ex-
pert is usually an initial part of the exercise. Sadly,
there are many places in the world where this prac-
tical expert advice is not easily available for a vari-
ety of reasons. A considerable need for more clini-
cal pharmacological expertise has been observed and
that such a need exists has been confirmed in the
recent past by members of the Division of Clinical
Pharmacology of the International Union of Pharma-
cology IUPHAR and by the International Network
for the Rational Use of Drugs. It is also a fact that
pharmacological texts in general and especially texts
on basic principles are either not accessible or are
not suitable for the circumstances in emerging coun-
tries. Often only texts provided by the pharmaceu-
tical industry are available. If we believe that it is

good to give young, intelligent students in the West-
ern world access to books with 500-1500 pages of
information on Clinical Pharmacology and Pharma-
cotherapy why then would that not be the case for
students in the developing world? One could even
argue that those countries might need more informa-
tion because at the moment they are highly interest-
ing markets for the industry, markets which at the
same time often appear to be only poorly regulated
at best.

On the other hand it would not be advisable to
think of a teaching aid only fit to be used by people
in the third world. Problems with respect to a respon-
sible handling of drugs are not fundamentally dif-
ferent in emerging countries compared to the west-
ern world. However such problems exist on a much
wider scale and there are special difficulties that doc-
tors have to conquer when they prescribe medica-
ments in the developing world. More and more peo-
ple all over the world are confronted with the same
drugs, with the same policies of multinational indus-
tries and by the same limitations of financial possi-
bilities. And for all clinical pharmacologists in the
global village of today it is good to be reminded of
the fact that outside the privileged world of West-
ern countries extra difficulties exist with respect to
the use of drugs. Therefore, what we wanted to pro-
vide to the developing world is an easy accessible
text that at the same time should be of interest to stu-
dents in the Western world.

Apart from inviting for several chapters first au-
thors from non-Western countries, for each chapter
advice was asked from experts in the developing
world about items that are important for them and
which are often not alluded to in texts aimed at stu-
dents in the Western world. Often their input was
of such importance that they are mentioned as co-
authors.

We have preferred for the book to be standard in
its format mainly for two reasons. We are aware of
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the fact that nowadays in many curricula there is a
trend to put less accent on pharmacology and more
on pharmacotherapy and to integrate pharmacology
teaching with the teaching of clinical medicine. We
have not chosen for this option. Being teachers our-
selves we more than once experienced that during
the integration process time originally available for
the explanation of rational drug use was lost to make
place for lengthy discussions about diagnostic prob-
lems. The other reason is that the style and kinds of
questions that could be asked to reinforce learning
will vary all over the world and it was felt that teach-
ers should have as much freedom as possible to for-
mulate their own strategy for using this book in their
teaching.

We all should be concerned about the huge socio-
economic impact of irrational prescribing and of
medication errors. It is estimated that in the Western
world some 10% of the health budgets is spent on
drug induced or drug use related morbidity and that
50% of those costs are preventable. Such preven-
tion would of course involve adequate pharmacology
and pharmacotherapy teaching. We have expressed
our concern in the title of this book which wants
to underline that together with the benefits also the
risks of medicaments should always be taken into ac-
count. Drug safety and the balance between benefits
and risks have been of central interest throughout the
text.

The most important ingredient of safe and effi-
cacious pharmacotherapy is knowledge. Three areas
of knowledge are involved. Firstly, knowledge of the
basic principles of Clinical Pharmacology is needed.
Secondly, a carefully dosed amount of knowledge
about our pharmacotherapeutic tools should allow
for appropriate choices. However, as a selection
from the £80,000 preparations that are traded world
wide as medicaments is bound to be subjective, the
limited factual information on individual drugs that
is given is only meant to serve as an example. We
fully realize that a serious problem for pharmacol-
ogy teaching and thus for he rational use of drugs
is the sheer volume of pharmacological and pharma-
cotherapeutic facts. Finally, knowledge about phar-
macotherapeutic strategies in the various medical
disciplines is required. The division of the book into
three sections, General Pharmacology, both on a
macro and on a micro level, Specific Pharmacology
with an emphasis on drug groups rather than on indi-
vidual agents and Therapeutic Problems, is based
on the identification of these three areas of knowl-
edge.

Section I, General Principles, basically deals
with the questions how to handle drugs in society
and in individuals. Conventionally, the scope and
function of clinical pharmacology are more focused
on individual patients, especially at a clinical setting
or in a clinical research environment. This can be
understood from the original definition that “clini-
cal pharmacology is the scientific study of drugs in
man”. However, since the ultimate goal of clinical
pharmacology is “the effective, safe and rational use
of drugs”, there now is clearly a need to expand the
scope of clinical pharmacology and the discipline
should also cover drug problems in communities as
well as in populations. The development of phar-
macoepidemiological and pharmacoeconomic tools
has enabled clinical pharmacologists to study and
influence the use of drugs at a macro and popula-
tion level, not only to improve the safe and effective
use of drugs but also their cost effectiveness. With
the increasing challenges in many developing coun-
tries, especially with regards to access and rational
use of drugs, the discipline of clinical pharmacol-
ogy should be enriched with sufficient public health
perspectives on how to provide the needed essen-
tial medicines of assured quality to the population
and to ensure their appropriate use. Therefore, those
who are interested in clinical pharmacology should
also know the elements of policies, whether macro
national policies or micro institutional policies, to
achieve these objectives.

Section II, Pharmacotherapeutic Products, re-
ally wants to provide a birds eye view over our ther-
apeutic armamentarium and give information about
the drug groups which are available and useful. The
emphasis is on the chemical similarities and the clin-
ically important mechanistic differences. And again,
it should be stressed that the colossal amount of sim-
ple facts that is available on individual compounds
makes commemoration absolutely impossible.

Section III, Treatment of Health Problems, is
about therapeutics and summarises evidence-based
pharmacotherapeutic indications and drug regimens.
The objective of this section is to allow experts to
say, in their own way, what they think is important
in their discipline. We are convinced that, especially
for dealing with the safety issues of drugs, a solid
knowledge of clinical pharmacology is mandatory
and therefore for this section we also invited mostly
authors with training in clinical pharmacology. The
authors were asked to scrutinize the Cochrane data-
base to look for the available evidence at the time of
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writing. We do however agree with Professor Silvio
Garattini that in many instances we should ask our-
selves the question “Is the evidence there is really
the evidence we need?”.

Launched in 1991 in Geneva, the International
Medical Benefit/Risk Foundation (IMBRF) was es-
tablished to address the weighing of medical bene-
fits, risks, and costs with a special focus on the phar-
maceutical aspects of health care. Although forced
in 1995 to reduce and later to discontinue its opera-
tions completely, over the years the Foundation has
served, among others, as an international resource
for patient organizations, technical experts, and the
news media. Independent foundations that could op-
erate in close contact with the IMBRF were initiated
in England, Japan, Greece and Australia and also
in the Netherlands the Risk Benefit Assessment of
Drugs — Analysis and Response (RAD-AR) Foun-
dation, in short the Dutch RAD-AR Council, was
established.

Although the publishers have tried to keep the
price low, so allowing as many as possible to have
access to the book, through sponsorship by the
Dutch RAD-AR council 800 free copies will be
made available for emerging countries via the mem-

ber National Centres of the WHO Programme for
International Drug Monitoring. It is hoped they will
find it useful, and even promote its use in their coun-
tries.

We would like to acknowledge The RAD-AR
Council of the Netherlands for sponsorship. We par-
ticularly would like to thank our contributors for
all the gratuitous efforts they put into the comple-
tion of this book. Those who, at our request, had
to collaborate with colleagues on the other side of
the globe, and were thus confronted with the special
problems connected with such cooperation, earned
our special gratitude. We are grateful to Professor
Bill Lowrance, the former Executive Director of the
IMBREF, for his much appreciated advice over the
years. We are indebted to Dr. Jan Ufkes for his care-
ful review of the chapters in Section II. Our thanks
also go to Michael Davis, Deborah Reece, Michael
Lewis and Hannah Bradley and all those other peo-
ple at Wiley who had confidence in this project and
who helped us to finish it.

Chris J. van Boxtel
Budiono Santoso
I. Ralph Edwards
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Chapter 1

The Role of Therapeutic Agents in Modern
Medicine
A: Drug Benefits

Ronald D. Mann
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V. Post-War developments . . .. ... ...
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VII. Non-drug effects . ... ..........
VIIL Conclusion . . ...............
Bibliography . . ... ... ... .....

I. INTRODUCTION

The subject of both sections of this chapter is com-
plex. In the first place because after marketing the
spectators in the therapeutic scene have a tendency
to see different plays. Healthy people see something
different from patients and the perspectives of gov-
ernments, health insurers and manufacturers are all
different. Furthermore we know that with respect
to drug use important differences between countries
exist and that intercultural and interethnic variations
can have a decisive influence on the final outcome of
drug use. It might therefore be good to first cite some
figures to illustrate that in the modern world phar-
maceuticals cannot and should not be considered as
trivialities.

In most Western countries 70% to over 90% of
visits to a general practitioner result in the writing
of a prescription. Also in the Western world the pre-
scription of 9 drugs on medical wards is common
procedure and 20% of patients are using more than
4 agents in the period before they are admitted.

And finally, in the Western world total drug costs
range between 6 and 10% of the health budget and
in developing countries this percentage can even be
much higher.

Drugs and vaccines can affect the outcome of dis-
ease in individual subjects and in populations. An
example of this is shown in Fig. 1 relating to noti-
fications of poliomyelitis in the UK. Poliomyelitis
changed in the early 20th Century from a disease
that was endemic in young children (infantile paral-
ysis) to a disease that became epidemic in young
adults (paralytic poliomyelitis). This change was as-
sociated with improvements in hygiene and sanita-
tion which tended to limit the faecal-oral spread of
the virus in infants and young children. As a result
fewer children grew up with naturally acquired im-
munity and a pool of susceptible young adults accu-
mulated in the population. Figure 1 shows the dra-
matic increase in notifications of poliomyelitis in
the early years following World War II and the dra-
matic effect of the Salk killed virus vaccine which
was given by injection and the Sabin live attenuated
vaccine which was given orally. Many of the small
number of cases reported after the vaccines had be-
come available and were widely used had, in fact,
been acquired overseas. Figure 1 shows the dramatic
effect of the anti-poliomylitis vaccines on the inci-
dence of the illness in the UK community. Figure 2
shows deaths due to all forms of tuberculosis in the

Drug Benefits and Risks: International Textbook of Clinical Pharmacology, revised 2nd edition
Edited by C.J. van Boxtel, B. Santoso and I.R. Edwards. 10S Press and Uppsala Monitoring Centre, 2008. © 2008 The authors. All rights reserved.
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Fig. 1. Notifications (thousands) of poliomyelitis (from Galbraith et al., 1997).
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Fig. 2. Deaths (thousands) due to tuberculosis (from Galbraith et al., 1997).

UK from 1840 until near the end of the 20th Cen- antibiotics and the discovery of streptomycin Sel-
tury. Horton Hinshaw and William Feldman’s paper man Waksman received the Nobel Prize in 1952.
on “Streptomycin in treatment of clinical tuberculo- Streptomycin and the later anti-tuberculosis drugs
sis: A preliminary report” appeared in the Proceed- made a very dramatic differerence to the prognosis

ings of the Mayo Clinic in 1945. For his work on of individual tuberculous patients in the early post-
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War years following their introduction into clinical
medicine. However, the dramatic decline in the num-
ber of deaths due to tuberculosis in the years from
1940 to the end of World War II — as shown in
Fig. 2 — was due to continuing improvements in hy-
giene, housing, sanitation, diet and the rising stan-
dards of living. Thus Fig. 2 very nicely demonstrates
the dramatic effect of a very serious disease such
as tuberculosis in response to improvements in the
social environment of the community. The specific
anti-tuberculosis drugs, once they became available,
made a dramatic difference to the outcome of infec-
tion in individual patients and thus to the pool of in-
fection affecting the UK community.

II. THE BEGINNING

Modern medicine can be said to have begun with a
cluster of events that marked the last decade or two
of the 18th Century. One of these events was the pub-
lication in 1785 by William Withering (1741-1799)
of his “An account of the foxglove, and some of its
medical uses”. This book, the first monograph de-
voted to a single drug in the English medical litera-
ture, remains startlingly modern when read through
today.

Withering’s discovery of the clinical use of digi-
talis was important, but it may well be that his con-
tribution to the methodology of pharmacology and
therapeutics was of even greater importance. His re-
jection of polypharmacy, his attention to pharmaceu-
tical product quality and to the standardization of
his remedy, and his development of the technique
of dose-titration enabling a drug with the narrow-
est of therapeutic ratios to be used safely — were
recorded in a way that seems as fresh today as it
ever was. These aspects of his work, the careful and
detailed nature of his clinical observations, and the
aphoristic nature of his splendid “Inferences” con-
tinue to excite one’s admiration today (see Mann,
1985).

III. THE MILESTONES

Serturner reported the isolation of morphine in 1805;
Pelletier and Magendie published on the isolation of
emetine in 1817; the paper by Robiquet on the iso-
lation of codeine was dated 1832 and that by Mein
on the isolation of atropine in pure form was dated

one year later. These four papers typify the isolation
of active principles and pure substances that charac-
terized the opening decades of the 19th Century —
decades that were marked by the availability of pure
substances available for experimentation and clinical
usage. The pharmacopoeia was beginning to change
from its essentially herbal content of previous years.

In 1831 and 1832 Soubeiran, Guthrie and Liebig
independently reported the discovery of chloroform
and in 1852 Gerland published on the synthesis of
salicylic acid — these activities heralding the mid-
century beginnings of the use of anaesthetics and the
synthesis of new agents of therapy.

The first edition of the first official British Phar-
macopoeia was dated 1864: the contents of its 1867
edition included acetate of morphia, carbolic acid,
ether, atropine, extracts of belladonna, chloroform,
cinchona bark, digitalin, ergot, extract of male fern,
granulated sulphate of iron, iodine, leeches, lemons,
magnesia, opium, proof spirit, quinine pills, squill,
suppositories of morphia, valerian and zingiber. The
modern doctor cast up on a desert island with the
contents of this pharmacopoeia might find all of
these of use if there was anyone there to treat. Apart
from these items the modern doctor would find little
use for the still largely herbal contents of the medi-
cine chest of that time. Today’s doctor would want
to weed out pretty quickly, from the 1864 pharma-
copoeia, the obvious poisons, such as aconite, anti-
mony, arsenic and so on down a long list of strange
ingredients still in use here in the West one and a half
centuries ago.

There was a long way to go before the doctor, in
the presence of serious disease, could do more than
motivate the patient to be composed in the face of
the benign or malign forces of nature.

IV. THE 20TH CENTURY

Dreser introduced acetylsalicylic acid into medicine
in 1899. Langley, in 1905, brought in the concept of
a receptor substance with which a drug has to inter-
act in order to exert its biological effect. Sir Henry
Dale and his colleagues reported on their studies of
histamine in 1910. Jacobs and Heidelberger intro-
duced tryparsamide in 1919 — and so, in the years
before and during World War I, we began to reach
towards the modern era of drugs targeted at the iden-
tified causes of disease. Of these pioneers none are
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remembered more clearly than Paul Ehrlich (1854-
1915) whose work began the chemotherapeutic rev-
olution and led, in 1911, to the use of his compound
606 (‘Salvarsan’ arsphenamine) in the treatment of
human syphilis.

The period between the two World Wars of 1914—
1918 and 1939-1946 was marked by the discov-
ery by Banting and Best of insulin and the epoch-
making discovery by Sir Alexander Fleming of peni-
cillin. The idea that the latter discovery was a happy
accident is almost certainly wrong. Fleming had for
long been working on lysozyme and there can have
been few people in the world more used to seeing the
effects, in culture plates, of bacteriolytic or bacterio-
static substances. The period between the two wars
saw many other advances, including the publication
in 1934 of Von Euler’s work on prostaglandins and
the first description by Bovet and Staub, in 1937, of
the stucture and action of an antihistamine.

V. POST-WAR DEVELOPMENTS

Progress in the years following World War II has
been exponential and greatly affected by two funda-
mentally important developments. These have been,
firstly, the progress made by medicinal chemists and
pharmacologists in rational drug design and discov-
ery and, secondly, the discovery and development of
the computer.

One of the most remarkable exponents of drug
design using receptor theory and antagonism at re-
ceptor sites has been Sir James Whyte Black. In
1962, Black reported the development of pronetha-
lol, a specific adrenergic beta-receptor antagonist
relatively free from sympathomimetic activity on
the cardiovascular system. Pronethalol, the lead can-
didate of the beta-blocking antihypertensive, an-
tiangianal, anti-arrhythmic drugs of today, was dis-
carded due to clinical side effects and the finding
that it produced, in the mouse but not in the rat or
dog, lymphosarcomas and reticulum-cell sarcomas.

A large number of compounds were then made
and tested in order to develop a drug candidate with
a wider therapeutic ratio and no carcinogenic poten-
tial. Black and his colleagues, in 1964, as a result of
these exertions, which were akin to the persistence
of Ehrlich, finally were able to introduce the result-
ing drug, propranolol. Propranolol then became the
agent that introduced the concept of the adrenergic
beta-blockers into clinical medicine. It thus is a ma-
jor place in the history of 20th Century medicine.

Black then went to work on the antihistamines,
his interest having been aroused by the fact that
these drugs had no effect on histamine-induced gas-
tric acid output. This suggested that there must be
more than one kind of histamine receptor. In 1972
Black postulated that the pharmacological recep-
tors involved in the histamine responses that could
be blocked by conventional antihistamines, such
as mepyramine, might be termed the H1-receptors.
Work to find blockers for the H2-receptors con-
cerned with gastric acid secretion involved the syn-
thesis and testing of some 700 compounds — and
resulted in the introduction of cimetidine.

It seems worthwhile to have a closer look at the
birth and coming of age of the computer as this de-
vice has gained such a prominent place, not only in
daily life, but also in the realm of pharmacothera-
peutics.

Charles Babbage (1792-1871) is generally held
to be the pioneer of today’s computer. He conceived
a number of machines such as the Difference Engine
and the Analytical Engine, that were mechanical de-
vices used to compute mathematical tables. Limited
by the available technology only a section of the Dif-
ference Engine was ever built. World War II saw
the introduction of the German ‘Enigma’ message
coding machines and the British ‘Colossus’ code-
breaking machine.

Early stored-program electronic machines were
developed in the mathematics departments of a num-
ber of universities, specifically for the solution of
complex or repetitive calculations. In the UK, both
Manchester and Cambridge conducted research pro-
grammes into data storage techniques. It was in Jan-
uary 1954 that the first high speed stored-program
commercial computer, LEO-1, based on the Cam-
bridge technology, was completed in the UK (see
Simmons, 1962). This monstrous machine contained
6000 thermionic valves and occupied a large air-
conditioned room with suspended flooring. It was,
however, the first machine to regularly process the
payroll of a significantly large work force and un-
dertake other substantial data processing operations
for a major commercial organization.

By the late 1950s the transistor, and devices such
as magnetic core storage systems, made it possi-
ble to manufacture considerably faster and smaller
‘mainframe’ computers. The late 1960s saw the in-
troduction of integrated circuits making it possible
for many transistors to be fabricated on one silicon
substrate. The microprocessor, and random access
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memory, became a reality in the mid-1970s and with
the introduction of ‘large-scale integration’ many
thousand transistors could be etched on to one sub-
strate. LEOs mercury delay line store, its only store,
for there was no hard disk, was 2048 words, each
17 bit. Today’s PCs have their storage measured in
megabytes and their hard disks in gigabytes — a thou-
sand or even ten thousand fold difference!

This vast difference in computertational power
and data storage capability is the strength that has
permitted many of the undertakings of contempory
epidemiology and bio-statistics.

Developments with respect to the automation of
medical practices, especially in western Europe, the
USA and Canada, and the creation of new use-
ful databases in many places in the world, together
with increased demands both by regulatory agen-
cies and pharmaceutical companies for more quan-
titative information on the performance of drugs,
have stimulated an enormous increase in interest
in pharmacoepidemiology. To create the large data-
bases needed for case-control and cohort studies
a variety of approaches is used in different coun-
tries. The future of pharmacoepidemiology will, to
a large extent, depend on the development of new
and improved databases and improvement of the ex-
isting databases. An important database to be men-
tioned in this context is that of the Uppsala Moni-
toring Centre. In the late 1960s and early 1970s the
World Health Organisation (WHO) started to create
a database of spontaneous reports of suspected ad-
verse drug reactions. This began on a small scale in
Geneva and later in the WHO Collaborating Centre
for International Drug Monitoring in Uppsala, Swe-
den. It is now called the Uppsala Monitoring Cen-
tre. The system is based on interchange of adverse
reactions information between national drug mon-
itoring centres virtually worldwide. Together these
centres annually provide over 200,000 individual re-
ports of suspected adverse drug reactions. Without
modern computer facilities data gathering on this
scale would be absolutely impossible.

Automated pharmacy services as they exist in
several European countries also facilitate the study
of drug use to a considerable extent.

It has been shown that computerized physician
order entry substantially decreases the rate of non-
missed-dose medication errors.

Another completely computer-dependent endeav-
our is the Human Genome Project, an international
research effort to sequence and map all of the

genes — together known as the genome — of members
of our species, Homo sapiens. Completed in April
2003, the Human Genome Project gave us the ability
to read nature’s complete genetic blueprint for build-
ing a human being. Closely related to this project is
the rapidly expanding field of pharmacogenomics.
New technologies in both combinatorial chemistry
and combinatorial biology promise to unlock new
opportunities for drug discovery and lead optimisa-
tion. Using genome based technologies to measure
the dynamic properties of pharmacological systems,
pharmacogenomics can provide an objective mea-
sure of a drug’s biological efficacy, including its po-
tential adverse effects.

Computer-aided modelling for drug design is an-
other approach for drug discovery that has become
standard and the advantages and limitations of a
neural networks for computer-aided molecular de-
sign and sequence analysis are a hot topic today.

Finally, we must consider the Internet. There is
no area in medicine and in pharmacotherapy where
the World Wide Web System will not provide an ex-
tensive source of information.

VI. THE CLOSE OF THE 20TH CENTURY

It is quite obvious that the doctor today has a range of
therapies available which can cure or control or ben-
eficially affect a very wide range of illnesses. An ex-
ample of a group of drugs that beneficially affect the
lives of vast numbers of people is the oral contracep-
tives. The first practical demonstration of such a con-
traceptive used in a mammal was reported in 1953.
From those beginnings have arisen a group of drugs
which, with minimal known risk, allow women to
control their own fertility.

First-generation gene medicines and genetic vac-
cines represent a promising new class of therapeu-
tics that have the potential to prevent, correct, or
modulate genetic or acquired diseases. Biopharma-
ceuticals are becoming increasingly important medi-
cines in many therapeutic areas. Nowadays a sub-
stantial part of the FDA-approved drugs belong to
this class of agents. Undoubtedly, as the use of bio-
logicals will increase, the cost will also come down.
However, biopharmaceuticals deserve special atten-
tion as they have a number of characteristics that set
them aside from low molecular weight drugs. Their
activity and their kinetic behaviour depend on their
complicated shape based on secondary, tertiary and
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(sometimes) quaternary structures. These structures
cannot be fully defined with our present set of an-
alytical techniques and approaches. They often are
the same as (or closely resemble) endogenous pro-
teins. Those are challenging issues but those chal-
lenges need to be met.

VII. NON-DRUG EFFECTS

Although we rejoice in the modern pharmacopoeia
we must remember that beneficial drug effects can-
not be separated from effects due, in communities, to
improvements in nutrition, housing, hygiene, clean
water, better food storage, antenatal and infant wel-
fare care, improved economic security, improved ed-
ucation — and a whole host of such important factors
which affect the natural history of disease. As has al-
ready been mentioned, tuberculosis provides a prime
example of the effects of these factors on disease.
However, constant vigilance is needed for compla-
cency, social depravation, and poor care of the public
health can allow these killing diseases of the past to
creep back by means which include the development
of drug resistant micro-organisms.

VIII. CONCLUSION

Pharmaceutical innovation, together with rising ed-
ucation, sanitation and wealth, prolonged life ex-
pectancy in industrialised countries throughout the
20th Century. At the turn of the 21st Century, with
many, formerly common, lethal diseases confined to
the developing world, the benefits of medical inter-
vention are taken for granted in industrialized coun-
tries. Notwithstanding estimates which indicate that
the efficacy of drugs and vaccines has resulted in an
increase of life expectancy of some 15 years while,
on average, drug toxicity costs us approximately 40
minutes of our lives (see Heilman, 1988), there are
some problems in therapeutics that seem to attract
our attention and affect or limit the role of thera-
peutic agents in modern medicine. What are these
problems? Each individual will have his or her own
list and any such list must be conditioned by what

that individual has experienced and learnt in medical
practice.

Therapeutic agents have a vast and exponentially
expanding role in modern medicine. Devices also
showing dramatic developments and are becoming
increasingly important. However we should not be-
come overly melioristic. There are serious questions
to be asked and we should, while it is still possible,
check unreasonable expectations where these have
been fostered by those who gain by promising an
utopia that is still, in reality, some considerable dis-
tance away.
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I. INTRODUCTION

Despite all the good that prescription drugs do, ev-
idence continues to mount that adverse drug events
are a common, costly, and often preventable cause of
illness, disability, and even death. The challenge is to
appreciate this downside of drug therapy, to define
it, and to understand how the problems associated
with it can be prevented. More and more data are
becoming available concerning the frequency, clin-
ical consequences, and cost of adverse drug events.
At a time in which measures of quality and expendi-
tures in the healthcare system are being scrutinized
with great care, these are particularly important is-
sues. Perhaps most importantly, adverse drug events
are preventable in many instances. For healthcare re-
sources to be used as efficiently as possible, prevent-
ing drug induced illness is one of the most promis-
ing areas for future efforts. This does not require
rationing or withholding of care; it just requires bet-
ter clinical decision making. In order to accomplish
this, it is necessary to understand the causes of drug
induced illness.

Most drug-induced illness comes about through
one of four mechanisms: (a) poor prescribing deci-
sions by physicians, despite the availability of clear
evidence; (b) errors in dispensing or administration

of a drug; (c) poor compliance by the patient re-
sulting in under use, overuse, misuse, or complete
cessation of therapy; and (d) the occurrence of pre-
viously unanticipated adverse drug reactions, whose
existence was not clearly predicted by pre-marketing
clinical trials. For each of these causes one must con-
sider the origin, its consequences, and, perhaps most
important, what can be done for each cause to pre-
vent it.

II. PHYSICIAN PRESCRIBING

If one had to assess the burden of disability from
drug induced illness, poor prescribing decisions by
doctors would probably account for the largest piece.
The causes of poor prescribing are fairly well un-
derstood, and each leads to some important conclu-
sions. In all countries for which there is enough in-
formation on this matter, there is ample evidence that
medical students are poorly trained to use drugs. The
conventional excuse is that the drugs that are used
during the span of their studies will not be in use by
the time the students finish their training. So, why
teach them about these medications? To some extent
this is true. But it is still imperative to teach trainees
how to think about prescribing issues: how to bal-
ance risks and benefits, and increasingly, how to bal-
ance risks and benefits and cost; how to develop an

Drug Benefits and Risks: International Textbook of Clinical Pharmacology, revised 2nd edition
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approach to prescribing; how to evaluate data about
new drugs. These are all timeless lessons that be-
long in the medical school curriculum, perhaps more
than almost anything else. Without this information
young doctors are often subject to whatever demands
their patients come in with, or whatever arguments
are made to them by a cost-container or by a sales
representative, and they are not adequately equipped
to translate this information into arguments that they
can assess and act on rationally.

Another reason for major problems with physi-
cian prescribing is information overload. Powerful
and effective biomedical research in medical centers
all across the world is generating new information
at a staggering pace, and is the source of many vi-
tal new treatments. But this avalanche of data can
result in too much information for any one human
being to assimilate and use in a practical way on a
day to day basis. This has important policy aspects
as well. Most countries impose very small or even
zero requirements for physicians to demonstrate on-
going competency once they are in practice. This is
true in any area of medicine, but is most important in
the area of prescribing. There is a need for much bet-
ter certification processes reviewing whether doctors
are keeping up with new knowledge, as part of any
comprehensive approach to reducing poor prescrib-
ing.

Many practicing physicians also have difficulty in
finding good sources of information about drugs. It
would take many hours a day, hours that are just not
available, to read even just the very best journals.
A strong need exists for evidence-based sources of
information that would scan the continuously evolv-
ing collection of clinical and epidemiologic data on
drug effects and that would be constantly updated,
not by a payor (whether governmental or otherwise),
for whom cost containment may be the uppermost
priority, nor by a manufacturer, for whom sales pro-
motion may be the key motivation, but by a non-
profit entity with no such secondary motivations. In
this way, doctors could be provided with a contin-
uing synthesis of new information, well referenced,
but boiled down to a succinct, user-friendly format
and they could feel comfortable that the purveyors
of such prescribing information are providing unbi-
ased, non-product-based information about common
drug choices.

At the moment such guidance is hard to come
by simply because we have too much information.
Although most governments remain rather passive

in their expectations about what they want doctors
to know about therapeutics, other groups are very
concerned with what is prescribed, and those con-
cerns are not necessarily the same as those of pa-
tients. If only cost containment initiatives by payers
drive prescribing, then doctors are at risk of not us-
ing good new drugs that are available. Conversely,
commercial pressures from manufacturers can also
distort drug choices and increase costs unnecessar-
ily. Direct-to-consumer advertisements, increasingly
common in the United States, can bring the doctor’s
attention to a product that he or she had not been
using, or cause them to work up a previously unad-
dressed problem. But more often it also may merely
oblige the doctor to get into long discussions with
patients about why the drug they saw advertised is
not appropriate for them.

A related problem of poor prescribing is the un-
dertreatment of treatable disease. This is an area
in which some direct-to-consumer advertising could
turn out to be a good thing. Examples of diseases
that are undertreated include depression, hyperten-
sion and incontinence. Here too, a better flow of in-
formation to doctors could make a big difference in
improving appropriate drug use.

Poor prescribing may also involve using a new
costly drug when a more established product would
work as well. Conversely, physicians who do not
keep up with new drug discoveries may keep their
patients on drugs that are less effective or are caus-
ing side effects when newer, better alternatives are
available.

One useful approach to tackle this problem of
drug-induced illness caused by bad prescribing is
known as “academic detailing”, in which a trained
health professional meets with the physician in his or
her office and functions as a source of neutral, aca-
demically oriented, evidence-based knowledge (see
www.RxFacts.org).

Another positive development is the proliferation
of evidence-based guidelines, although sufficient ev-
idence is often not available to base guidelines on.
The work of the Cochrane collaboration through-
out the world is a very useful approach to deal with
the growing mass of clinical evidence that is being
generated. As drug ordering on the computer be-
comes more common, the best available information
on drug choices can be presented at the time a pre-
scribing decision is being made, opening the door to
an exciting new era in quality improvement and con-
tinuing medical education.
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ITII. DRUG DISPENSING AND
ADMINISTERING

The second major cause of drug-induced illness,
and one that has captured a great deal of attention,
comprises errors made in drug dispensing and ad-
ministering after the prescription has been written.
A growing body of data documents that which things
go wrong with distressing frequency during dispens-
ing and administering drugs. With the publication
of seminal papers in recent years, this problem has
come out of the closet and people are talking about
it more openly. This is good because problems like
this tend to improve if people talk about it; if the is-
sue is ignored, it is likely to persist or get worse.

While medicine is a special profession in many
ways, it also shares some aspects with other indus-
tries. Researchers who have seen this connection
have been doing exciting work in bringing the tools
of those industrial models to bear in understanding
drug dispensing and administering. It has been ar-
gued that no airline would be allowed to fly if it had
error rates comparable to those that prevail in health
care. Because problems of medication errors occur
one at a time, among sick people, and often under
circumstances where only healthcare professionals
know what really happened, it becomes more diffi-
cult to discern a pattern or define a rate. Another part
of the problem is that many in medicine do not see
their mission the way airlines see theirs. Airlines un-
derstand that because they are an industrial concern
they must have quality management procedures in
place at every step in the production line. Industrial
consultants help them to do this, figure out how often
should a jet plane be inspected, what to do if you find
a faulty part. The medical profession needs to learn
the same kinds of systems approaches to thinking
about medication administration errors.

Some simple but powerful solutions have come
from this industrial model of quality assurance. For
example, just the removal of concentrated potassium
chloride solutions from hospital wards can prevent
a toxic dose of potassium from being accidentally
injected intravenously. Making the color of the tub-
ing different may prevent epidural lines and IV lines
being interchanged so that medication intended to go
into a vein does not go into the epidural space,or vice
versa.

There are many other examples of such a systems
approach to reducing drug-induced illness caused by
this kind of error.

The computer is also an attractive tool to pre-
vent errors, and one that is coming into widespread
use in relation to drug prescribing and administra-
tion. The entire prescription can easily be translated
into digitized information and barcodes. A number
of hospitals now have barcoded not just medications,
but also a patient’s identification bracelets and the
nurse as well, to verify who gave a certain medica-
tion to a certain patient, with the date and the lo-
cation recorded automatically. Hospitals and health
care systems are increasingly eager to invest in this
approach because the technology is becoming so
cheap and efficient and ubiquitous; the consequences
of just one patient having a major side effect from a
drug that was not theirs or was given in the wrong
dose are so terrible as to justify the difficulty and
cost of putting these systems into place.

IV. PATIENT COMPLIANCE

Poor compliance by patients is another important
cause of drug-induced illness. In research from our
group and many others, a similar disheartening pat-
tern is repeatedly seen. About 50% of what doctors
prescribe for chronic illness does not get taken,and
roughly this same number was found for every indi-
cation studied: hypertension, congestive heart fail-
ure, glaucoma, hypercholesterolemia. Why is this
problem so prevalent? Part of the difficulty is that
we physicians are not living up to our responsibili-
ties as teachers. The word “doctor” comes from the
same root as the word “teacher”, and teaching has
traditionally been a very important part of the doc-
tor’s role. This was particularly true during the times
when doctors were not able to do very much for their
patients, except prognosticate and tell them about
their illness. Now, so much can be done that doc-
tors often don’t get around to teaching their patients
very much. Yet they are sentd home with prescrip-
tions for large quantities of potentially toxic chemi-
cals that can either cure them or kill them, and it is
often assumed that somebody else will fill in the de-
tails. That is a role in which pharmacy can play an
important part, but this doesn’t take the responsibil-
ity off the prescriber’s shoulders as well.

Part of this relates to the problem of polyphar-
macy. Some patients take 9 medications and they
need every one of those 9. But the worrisome kind
of polypharmacy is the unbridled, undisciplined use
of a large number of drugs, especially in a frail older
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patient, when not all of them are truly needed. It is
Iudicrous to expect that a patient will be able to go
home and readily be able to keep track of 9 differ-
ent medications takenconcurrently. We know that the
more drugs prescribers add to a patient’s regimen,
the more likely it is that something will not get taken
as directed. The best way to reduce this risk of poor
compliance is to get the regimen stripped down to
the necessities.

V. UNANTICIPATED ADVERSE DRUG
REACTIONS

A final area to consider among the underlying causes
of drug-induced illness is the occurrence of pre-
viously unanticipated adverse drug reactions. The
past few years have seen an unprecedented rash
of drug withdrawals because of potentially fatal
side effects: the cox-2 inhibitors Vioxx and Bex-
tra, which doubled the risk of myotrcardial infarc-
tion or strike; the non-steroidal antiinflamatory drug
Duract which caused fulminant hepatic failure, the
antihypertensive Posicor which caused severe brady-
cardia and hypotension, and the anorexiant fenflu-
ramine which resulted in pulmonary hypertension
and cardiac valve damage. What these agents have
in common is that each of them was found to cause
life-threatening problems only after they were in
widespread use. In the United States, the concern
has been raised that this mini-“epidemic” of post-
marketing drug disasters has occurred following leg-
islative attempts to speed new drugs through the ap-
proval process at FDA, and to shorten review times.

Whatever the relationship between unexpected
adverse events and the drug approval process, it
is clearly the case that many important adverse
events will escape detection in even the most care-
ful, painstaking pre-marketing clinical trials. Such
trials generally enroll only modest numbers of pa-
tients, do not follow them over many years, and usu-
ally do not include the frail and complex patients
who are at greatest risk of experiencing an adverse
drug event. Other limitations of pre-marketing stud-
ies are even more important in understanding their
limited ability to detect important side effects, but
there is little evidence that they will be addressed
in the near future. These include the active exclu-
sion of adequate numbers of elderly patients, and
the astonishingly short timeframe (often measured
in terms of just a few months) of pivotal studies of

chronic medications. For all these reasons, a full un-
derstanding of a drug’s potential for risk can become
apparent only after it has begun to be used in large
populations. It is here that the science of pharma-
coepidemiology takes center stage, and can teach us
much more than we could possibly know, even un-
der ideal conditions, from randomized trials. As pre-
approval clinical studies and review times become
ever smaller, there will have to be a corresponding
increase in the intensity and rigor of mandatory post-
marketing surveillance programs to help redress this
balance. Sadly, there is no compelling evidence at
present that this is taking place.

Medications remain among the safest and most
cost-effective technologies in all of medicine, and
our growing understanding of the frequency and im-
portance of drug-induced illness should not obscure
this fact. Rather, concern about this potential for
harm from medicines should awaken new interest
in the root causes which have been briefly outlined
above, since each aspect of drug-induced illness is
the product of its own underlying forces. By trying
to better understand these forces, we can seek to re-
duce the frequency and severity of drug-induced ill-
ness, and allow our ever-expanding armamentarium
to maximize patient benefit at the same time that it
minimizes risk.
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I. HISTORY of the effects of coca leaves. Curare was used in the

Interest in the treatment of disease can be found in
documents as old as records exist. Folklore accu-
mulated about outcomes following use of presumed
medicines. These outcomes were thought to be due
to the drug. The Ebers papyrus, written in Egypt
around 1550 BC, was a compilation of some of this
folklore.

In India, Ayurveda, a whole conceptual system
of living, including dealing with disease, may have
started around 1500 BC. The codification of this sys-
tem of medicine, including the concept of a for-
mulary in which herbal remedies and recipes for
them are described, was written in Sanskrit around
100 BC-100 AD or possibly earlier.

Chinese legend states that the first herbal formu-
lary was developed by an emperor around 2700 BC.
The written record of a Chinese herbal formulary
comes from the Han dynasty (206 BC-220 AD).

In the Americas, lack of a written record makes
dating the origins of Native American medicine dif-
ficult. European explorers wrote about some experi-
ences. In the winter of 1535-1536, ships of Jacques
Cartier were stuck in ice near Montreal. Scurvy oc-
curred in the crew and a local chief told of a tree that
produced ‘a juice and sap’ that cured the disease. An
extract of the leaves and bark was made and it cured
the scurvy in the crew. Early explorers in Peru wrote

Amazon region for its muscle paralyzing effect as
an arrow poison. Many other plant preparations used
for medicinal purposes were described by early ex-
plorers in the Americans but dating their origins is
impossible today.

Physicians throughout history described events
that occurred after taking medication and assumed
that the medication caused the event. They did not
understand that even though an effect followed a
dose of a medicine, the effect was not necessarily
caused by the medicine. To gain confidence that an
effect was really caused by the drug, controlled trials
were needed and an evaluation of the likelihood that
the effects were due to chance had to be made.

The idea of the comparative trial was described in
the Bible. In 1 Kgs. 18: 21-24:

And Elijah came near unto all the people and
said: How long halt ye between two opin-
ions? If the Lord be God, follow Him; but if
Baal, follow him. And the people answered
him not a word. Then said Elijah unto the peo-
ple: I, even I only am left a prophet of the
Lord; but Baal’s prophets are four hundred and
fifty men. Let them, therefore, give us two bul-
locks; and let them choose one bullock for
themselves, and cut it in pieces, and lay it on
the wood, and put no fire under; and I will
dress the other bullock, and lay it on the wood.

Drug Benefits and Risks: International Textbook of Clinical Pharmacology, revised 2nd edition
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and put no fire under. And call ye on the name
of your god, and I will call on the name of the
Lord, and the God that answereth by fire, let
him be God.

The Bible goes on to describe the failure of Baal
to start a fire under his bullock. When Elijah called
upon the Lord, a fire promptly started, consuming
the offering and thereby presumably proving to the
assembled people which was the true God.

While this idea of a comparative trial was known
in the time of Elijah in the ninth century BC, it took
2500 years for physicians to learn this biblical les-
son. In 1774, James Lind did his famous trial com-
paring several different recommended treatments of
scurvy and showing that one worked while all of
the others were worthless. It is important to recog-
nize that each of these treatments was recommended
by recognized authorities of the day. One must as-
sume that these intelligent physicians had reasons
why they thought the remedies they recommended
worked. It was just that they were wrong. But it took
the comparative trial, not ‘clinical observations’ to
prove that citrus juice cured scurvy and the other
treatments were worthless.

An example of the kind of thinking of 18th cen-
tury physicians that could lead to such ineffective
or positively harmful recommendations is Benjamin
Rush’s treatment of the yellow fever epidemic in
Philadelphia in 1793 (see Powell, 1949). Dr. Rush
was one of the most highly respected physicians in
North America in the 18th century.

Powell wrote:

When the usual remedies failed and the death
rate soared, Rush became desperate. ‘I gave
bark in all its usual forms of infusion, powder
and tincture. I joined wine, brandy, and aro-
matics with it. I applied blisters to the limbs,
neck and head. Finding them all ineffectual,

I attempted to rouse the system by wrapping

the whole body, agreeably to Dr. Hume’s prac-

tice, in blankets dipped in warm vinegar. To
these remedies I added one more: I rubbed

the right side with mercurial ointment, with a

view of exciting the actions of the vessels in

the whole system through the medium of the
liver’.

This, too, failed. Then Rush read a manuscript of
John Mitchell’s description of yellow fever in Vir-
ginia in 1741. ‘Rush received its doctrine as revela-
tion. He realized that the trouble had been, not that

he purged, but that he purged too gently. He must
boldly empty the abdominal viscera. He must purge
with a mighty effect’.

This new system seemed to work. Indeed, it far
exceeded Rush’s expectations. It ‘perfectly cured’
four out of five patients, he declared. Thus, Dr. Rush
fell for the fallacy that events following a drug were
due to the drug. In fact, Philadelphia vital statistics
showed that the people with yellow fever in Philadel-
phia in 1793 who were unable to receive the med-
ical attention of Dr. Rush or the others following his
teachings had a better chance for survival that those
who were treated.

II. DEVELOPMENT OF PHARMACOLOGY

Chauncey Leake, in his presidential address to the
American Association for the Advancement of Sci-
ence in 1961, named the accumulation of lore about
medicines proto pharmacology. Real pharmacology,
he wrote ‘could not develop until the rise of mod-
ern chemistry’. Compounds could be purified by the
end of the 18th century. Setuner, early in the 19th
century, isolated morphine from opium. He found in
experiments on animals and on himself that this was
the active principle in opium.

The ability of investigators to work with pure
compounds gave them the opportunity to give re-
producible doses of active principles. This made
studying dose-response possible and was the start
of scientific pharmacology. The fundamental issues
of pharmacology, as defined by Leake, are:

1. The relationship between dose and biological ef-
fect.

2. The localization of the site of action of a drug.

3. The mechanism(s) of action of a drug.

4. The absorption, distribution, metabolism, and ex-
cretion of a drug.

5. The relationship between chemical structure and
biological activity.

By addressing these fundamental issues, the science

of pharmacology produces a body of valid facts

about drugs and a series of generalizations about

drugs that are the basis of therapeutics. Yet therapeu-

tics, dealing with the treatment of disease, requires

more than basic pharmacology. An understanding of

disease, of pathophysiology, and of human nature

are all required to make the response to a therapeutic

intervention more predictable. This is the essence of

therapeutics as a science, Therapeutics as a science
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is determined by the degree of predictability of the
response to an intervention and to the understanding
of this degree of predictability. It is this predictabil-
ity that enables one to assess the safety and efficacy
of a drug or to do arisk to benefit analysis. This also
lets valid comparisons of new treatments to old be
made, enabling therapeutics to evolve rather than re-
main static. An understanding of the factors to be
considered in predicting a response enables one to
choose a drug rationally or to adjust a dose to a par-
ticular person’s individuality. Addressing these is-
sues has led to the development of the discipline of
clinical pharmacology.

III. DEVELOPMENT OF CLINICAL
PHARMACOLOGY

IIl.a. Placebo-Controlled Trials

While Lind described the method of the compara-
tive trial, he was not concerned with issues that we
now call the placebo effect. The first placebo con-
trolled trial was published by Evans and Hoyle in
1933. They evaluated drugs used in the treatment
of angina pectoris. Their comments almost 75 years
ago are appropriate today.

The value of remedies in relieving anginal pain
cannot be judged unless the observations are
properly controlled. The literature on the treat-
ment of angina gives no indication that this
side of the problem has been considered, al-
though it is recognized that the disease pursues
a varying course in regard to severity quite
apart from any form of treatment.

No facts seem to be available on variations in
the severity of symptoms during the course of
angina of effort over weeks or months. This
knowledge is essential if we are to have con-
trol of therapeutic investigations. A contribu-
tion to this problem is furnished by our control
observations. Sixty-six patients were treated
with a placebo for periods of 4-26 weeks. In
some patients the periods of placebo treatment
were consecutive, but usually they were sep-
arated by periods during which active drugs
were taken.

Of the 66 patients who received placebo treat-
ment for more than one test period of four-
teen days, 18 (27%) showed great improve-
ment which included complete relief from at-
tacks for one or more observation periods.

Seven (10.5%) showed moderate improve-
ment, 22 (33.5%) showed no improvement,
and 19 (29%) were worse.

Evans and Hoyle then described their findings in
the study of 15 different drugs used by the consci-
entious physicians of the 1920s to treat patients with
angina. Their conclusions were:

With one exception, they (the drugs) show
that a measure of improvement appears to re-
sult from every remedy tried, and at least as
great an improvement during treatment with
placebo. This universal efficacy can only be
explained by natural variations in the sever-
ity of the symptoms, which give a spurious
value to each remedy. If any drug had proved
to be superior there might have been grounds
for recommending it in the continuous treat-
ment of the disease, but no such precedence
could be made out.

Thus, Lind showed the importance of the com-
parative trial and Evans and Hoyle showed the im-
portance of the placebo effect in evaluating drug
response. Gold et at. then showed the importance
of observer bias and introduced the concept of the
double-blind study in 1937 in a study of treatments
for angina patients. They wrote:

The method of securing data proved to be by
far the most laborious aspect of the whole
work. The validity of the results in the study
depends chiefly on the nature of the ques-
tions that the patient was asked and the ac-
curacy of the answers. No effort was spared
in the endeavor to secure the patient’s most
accurate judgments, since these judgments re-
garding changes in the severity of a subjective
symptom formed the factual data on which the
analyses are based. It was fully realized that
the study could be no better than this part of
the work.

Patients were questioned by the examining physi-
cian.

It was found that, in the initial reply regarding
changes in pain, patients often failed to take
into account all the necessary factors on which
the judgment was to be based, and, not infre-
quently, more thorough questions resulted in
their revision of their first appraisal. Therein
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was appreciated an important source of er-
ror of another kind; namely, the leading ques-
tion. Various devices were employed to guard
against directing the patient’s judgment. Usu-
ally they were frankly informed that the exam-
iner was uncertain as to whether the medicine
would prove helpful or not, and the idea was
conveyed to them that, in any case, subsequent
planning for their treatment depended on the
accuracy of their statements regarding their
condition during the period that had elapsed.
In a further attempt to eliminate the possibility
of bias, the questioner usually refrained from
informing himself as to the agent that had been
issued until after the patient’s appraisal of the
period had been obtained.

This was the origin of the double blind study to avoid
bias on the part of the observer as well as the patient.

The issue of compliance (or adherence), of
whether or not patients even take their medicine,
has only been of concern to physicians since med-
ications of scientifically proven efficacy have been
available. Mohler and colleagues studied patients
prescribed penicillin for streptococcal pharyngitis
or otitis media. All patients or their parents were
interviewed after the end of a course of oral peni-
cillin. Thirty-four percent admitted taking less than
the prescribed dose. The most frequent reason given
for not completing the full course of treatment was
that the patient felt well after one or two days of
therapy and though that continuing to take the peni-
cillin was unnecessary. Modern studies have shown
that compliance is good for once a day or twice a
day medication schedules. Compliance falls off for
medication scheduled more frequently than twice a
day.

IILb. Use of Statistical Analysis

While the concepts related to pharmacology and to
the humanness of patients had been articulated in
these studies by the middle of the 20th century, the
idea that a difference between two groups could be
due to chance was slower to be accepted. The first
clinical trial to use a formal statistical analysis was a
study of antibody production following yellow fever
vaccination by two different methods. Several years
later, Schor and Karten wrote a vigorous critique of
the lack of proper study design or data analysis in the
papers being published in major medical journals. In
this critique, they appear to have set the criterion of

P < 0.05 for a difference between two groups that is
not due to chance that has become the rigid criterion
for statistical ‘significance’.

This is the way the methods for the scientific
study of drugs in humans, the first theme of clini-
cal pharmacology, were developed. The thalidomide
disaster of 1961 stimulated the acceptance of the
need for scientific evidence of efficacy and safety of
drugs before they are marketed and promoted. Re-
quiring this evidence by government agencies before
approval for marketing then followed.

A limitation of interpreting a study as significant
when the difference between the groups is unlikely
to be due to chance is that it ignores the magni-
tude of the difference. A trial that includes many
subjects, often in the thousands, can find a very
small difference not due to chance. For instance,
the AFCAPS/TexCAPS study of Lovastatin involved
6605 subjects for an average of over 5 years each.
The drug-treated subjects had 67 fewer heart attacks
during this time than the placebo-treated subjects.
While the difference was less likely than 1 in 1,000
(P < 0.001) due to chance, the magnitude of the dif-
ference required that 256 people needed to be treated
for a year to prevent one heart attack.

IIL.c. Individualization of Drug Therapy

The thalidomide disaster of 1961 also focussed the
world on the subject of adverse drug reactions. This
lead to the development of the second theme of clin-
ical pharmacology, individualization of therapy. In
1951, two hematologists, Wintrobe and Sturgeon,
each noted a few cases of aplastic anemia in patients
who had taken chloramphenicol. Checking with col-
leagues, they learned of a few more cases. This lead
to the formation of the American Medical Associa-
tion’s Committee on Blood Dyscrasias in 1955, the
AMA blood dyscrasia registry and the start of sys-
tematic study of adverse drug reactions.

Observational studies of adverse drug reactions
identified two clinical factors that appeared to pre-
dispose to a high frequency of adverse drug re-
actions. These were the total number of different
drugs the patient was taking and the presence of pre-
existing kidney failure.

The first factor lead to the studies of drug interac-
tions. These had been preceded by studies of factors
that modified drug metabolism and were focused pri-
marily on pharmacokinetic drug interactions

The second factor, pre-existing kidney failure,
also received further attention. Initially, concern was
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with antibiotic doses, drugs that were excreted by the
kidney, and nephrotoxins. Subsequently, other path-
ways of drug disposition were studied in renal failure
and how renal failure modified pharmacodynamic
sensitivity to drugs was considered. This informa-
tion was collected in a monograph (see Reidenberg,
1971) which presented data for how to individualize
drug therapy for a wide variety of conditions for pa-
tients with poor renal function. In addition, an eval-
uation of drug metabolism in renal failure was part
of this book. In it, a classification of drugs based on
their major pathways of metabolism was developed.
Then, by analyzing the metabolism rate of drugs uti-
lizing the same biotransformation pathways, gener-
alizations about the effect of uremia on the rates of
these pathways could be made. This concept of eval-
uating a drug-metabolizing pathway and studying it
so that the kinetics of any drug metabolized by that
pathway could be predicted has been continued as
the identification of specific pathways has evolved.

The refining of drug metabolizing pathways to
specific genetically determined enzyme activities
began with the observation of prolonged apnea fol-
lowing succinyl choline and the relationship of the
duration of succinyl choline effect with the activity
of plasma pseudocholinesterase. The information on
genetically determined variability in drug response
was assembled in book form by Kalow, titled Phar-
macogenetics, a name coined by Vogel.

In addition to individual variation in susceptibil-
ity to adverse effects of drugs, there is substantial
variation in degree of effectiveness. Silber pointed
out that in trials of many different drugs for many
different conditions, the rates for poor and nonre-
sponders frequently exceeded 50% of the treated
subjects. But these drugs are considered effective be-
cause the response rate in the treated was greater
than that of the controls in a way unlikely due to
chance.

The concept of individualization of drug therapy
to allow for differences between individuals in their
response to medications and information about how
to do this was assembled in a book in 1974.

IV. THE SCIENTIFIC BASIS OF
THERAPEUTICS

These studies and those that followed developed
the discipline of clinical pharmacology which was
added to the discipline of pharmacology to develop a

science of therapeutics. The properly controlled clin-
ical trial with appropriate statistical analysis gives
valid information about drug effects in humans.
Studies of pharmacogenetics, drug interactions, etc.,
give valid information about drug effects in specific
humans. Combining these two themes of the disci-
pline of clinical pharmacology, the scientific study
of drugs in humans and individualization of therapy
with the themes of the discipline of pharmacology
as articulated by Leake, provide the scientific basis
of therapeutics. The therapeutic goal of its scientific
base is to make the response of a specific person to
a specific dose of a specific drug more predictable
than it would be without this scientific base. The sci-
entific method also allows one to compare one drug
to another. This ability to accurately determine if one
treatment is better than another is what has enabled
therapy to evolve to its present state of effectiveness
from the largely toxic placebo therapy of the past.

V. HIERARCHY OF KINDS OF
INFORMATION

Oliver Wendell Holmes wrote, probably correctly,
in 1861 that ‘if the whole materia medica, as used
now, could be sunk to the bottom of the sea, it would
be all the better for mankind — and all the worse
for the fishes’. The information that doctors used at
that time was whatever personal experience in prac-
tice they could recall plus the recalled experiences
told to them by friends or written in the medical
books of the time. Single memorable cases or se-
ries of cases made up the evidence on which medi-
cine was practiced. Today, the term ‘evidence-based
medicine’ generally means that the practice is based
on research-generated scientific evidence, primarily
prospective randomized properly (placebo or stan-
dard therapy versus new therapy) controlled clini-
cal trials analyzed with statistical rigor. Such a clin-
ical trial gives the best evidence for the effects of
a drug. Unfortunately, this ‘best evidence’ is only
valid for patients that are like those in the trial (i.e.
meet the entry criteria for the trial). As patients in
practice vary from those in the trial, the generaliz-
ing of the trial results to the particular patient be-
comes less predictable. Some kinds of information,
important in practice, can never be obtained from a
controlled clinical trial. (Examples of these would
be the dose—response relationship for large overdose
such as in attempted suicide, the teratogenicity of the
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drug when given to women in the first trimester of
pregnancy, and the multitude of potential drug inter-
actions when the drug is given to patients with var-
ious concurrent illnesses taking multiple drugs.) To
obtain this kind of information, other techniques are
needed.

To understand the context of these other tech-
niques, one should put them in perspective. One can
rank methods for obtaining information in order of
increasing confidence that the conclusions are valid.
The order would be: a single memorable case, a se-
ries of memorable cases, and a series of consecutive
cases. The control observations for these would be
historical controls, either articulated by the observer
or merely understood. The assumption with the use
of historical controls is that the controls are com-
parable to the patients and that the outcome of the
treated patients if not given the new treatment would
be identical to the historical controls. Often initial
therapeutic trials of new cancer drugs are done in a
consecutive series of treated patients and compared
to historical controls. In these studies, the controls
are usually not articulated. The authors assume that
the natural course of the disease is so predictable in
these patients that change from the predicted course
is due to the drug. The validity of this assumption
must be carefully examined when one interprets any
study that is a case series.

The next level of confidence is the more formal
epidemiologic study. These can be divided into co-
hort and case-control studies.

Cohort studies are studies in which a group of pa-
tients receiving one drug is compared to a group of
patients receiving another drug. Usually, the com-
parison is the difference between the groups in an
outcome. The validity of concluding that any differ-
ence in frequency of the outcome is due to the drug
used depends on how similar the two groups were
at the beginning. In a randomized prospective trial,
the randomization procedure is for the purpose of
making the two groups the same at the beginning.
One checks this by seeing if every relevant factor
is the same between the groups. Examples include
age and sex distributions, fraction of the group who
smoke, frequency of other illnesses in the groups,
socioeconomic factors like educational level and in-
come, and factors relevant to the specific disease be-
ing treated like severity scores (Hamilton Depres-
sion Score, New York Heart Association heart fail-
ure class, TNM stage of cancer patents, etc.). In a
cohort study, one can do the same checks for simi-
larity of the groups after they have been assembled

but one can never know if some additional uniden-
tified factor is present that affects the outcome and
that is not equally distributed between the groups. In
a randomized trial, the randomization procedure is
intended to make this possibility very unlikely. In an
observational cohort study in which the drug choice
was made in any other way, one cannot be as confi-
dent that meaningful differences between the groups
at the beginning are unlikely.

Large problems occur when one tries to interpret
a cohort study in which there are identified differ-
ences between the cohorts at the beginning. While
statistical ‘adjustments’ are often made, they cannot
fully restore the confidence in the validity of the con-
clusions that one would have if the groups were re-
ally the same at the beginning.

Case-control studies start with patients that had
the event of interest, often an adverse event (such as
phocomelia), and compare the previous events (such
as medications used) in the patients’ lives to those
in a group of control patients who did not have the
event of interest. These studies are especially useful
to generate ideas about causes of uncommon events.
The example of thalidomide-induced phocomelia is
a classic example of the use of this epidemiological
approach.

Another issue is how to interpret a clinical trial
with equivocal results. While Schor and Karten es-
tablished the probability of less than 1 in 20 (P <
0.05) that a difference between two groups was due
to chance as meaning that it was due to the drug,
they did not establish criteria for how to properly in-
terpret studies that failed to find this big a difference.
Can this lack of evidence of effect be considered as
evidence of lack of effect? People have settled on the
convention that a clinical trial must include enough
patients to have at least an 80% chance of finding
an effect if an effect really exists. Failure to find an
effect in this large a trial is considered evidence of
true lack of effect. This has been named the ‘power’
of the study. How can we handle studies that do not
have this power?

Traditionally, one did a review of those studies
writing a narrative about them and drawing conclu-
sions based on the subjective evaluation of this infor-
mation by the reviewer. A different way to write re-
view articles, named meta-analysis, was introduced
into clinical medicine by Chalmers. It has been de-
fined as ‘a systematic review of studies that uses
quantitative statistical procedures to combine, syn-
thesize, and integrate information across these stud-
ies’. What this methodology does is take a group of
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different studies and analyze them together as if they
were a single multicenter study following a single
protocol.

The strength of meta-analysis is that by com-
bining a series of small equivocal studies, into one
analysis of all the patients, an unequivocal result
could be obtained. There are several issues in meta-
analysis. One is whether all of the small clinical tri-
als of the drug were included or only the published
‘positive’ trials while the small negative trials that
were done were never published. This would be like
excluding the data from selected centers in a multi-
center trial. While this would be intentional miscon-
duct in an analysis of a multicenter trial, it can hap-
pen through ‘publication bias’ in a meta-analysis.
Another issue is whether the separate studies can re-
ally be combined. Since the studies were not done
with identical protocols, it is a judgment decision on
the part of the reviewer to decide which studies were
sufficiently similar to be combined appropriately for
analysis as if they were from a single multicenter
study. Recognizing the limitations, the techniques of
meta-analysis adds an additional level of rigor to a
review paper.

One special ongoing meta-analysis is the
Cochrane Collaboration (http://www.updateusa.
com/clibip/clib.htm). This is a continuing voluntary
association of medical scientists who periodically
update systematic reviews of the effects of health
care interventions. These are critical summaries of
all randomized controlled trials about a given sub-
ject. Each is done by a group of people particularly
interested in the specific topic and agree to contin-
uously monitor the field and regularly update their
review. A large number of topics are reviewed, and
the number increases with time, but every possible
subject of randomized controlled trials is not cov-
ered. In addition, because of the voluntary nature of
the collaboration, and limited funding, the long-term
future of each of the continuously updated system-
atic reviews is not predictable. Even with its limita-
tions, the Cochrane reviews are an excellent source
of information about the effects of health care inter-
ventions and a good place to go first for the most
current information.

VI. ‘EVIDENCE-BASED MEDICINE’

In the 1980s, several commentators declared that
only 10-20% of physicians’ interventions were sup-
ported by objective evidence that they were benefi-
cial. In 1990, an assessment of 126 diagnostic and

therapeutic technologies concluded that only 21%
were based on solid research-based scientific evi-
dence. From this public debate, the name ‘evidence-
based medicine’ emerged. The meaning is that the
use of any medical intervention either diagnostic or
therapeutic should be based on valid scientific evi-
dence that justifies the use of the intervention. Ellis
and coworkers (see Ellis et al., 1995) evaluated the
degree of evidence supporting the treatments given
on a general medical inpatient service. They catego-
rized the level of evidence as: (1) randomized con-
trolled trials; (2) convincing non-experimental ev-
idence; and (3) lack of substantial evidence. They
found that 53% of the treatments were based on ran-
domized controlled trials, 29% on convincing non-
experimental literature, and only 18% lack substan-
tial evidence that the treatment given was better than
some alternative or placebo. Thus, modern medical
care is largely based on scientific evidence of its
value for the patients like those in the clinical trials.
The World Health Organization developed its Es-
sential Medicines program to make evidence-based
medicine advice and suggestions available univer-
sally (http://who.int/medicines/en). Often, treatment
for a disease must be modified from that used in the
trial to account for the differences between the spe-
cific patients and the patients in the trial. Factors like
concurrent drugs, multiple diseases, age, and genetic
differences are examples of the types of variables
that must be considered in individualizing therapy
for a specific person. Personalized medicine is the
current name given this concept, especially when it
relates to relevant genetic differences between peo-
ple.

The interest in all sorts of ‘alternative and com-
plementary’ interventions is in contrast to ‘evidence-
based’ medicine. These are interventions, often
commercially promoted, that do not have a sci-
entific basis for their proposed efficacy, and usu-
ally have not been evaluated scientifically for their
safety and efficacy. The National Center for Com-
plementary and Alternative Medicine of the NIH
(http://nccam.nih.gov) was established in 1999 to
bring scientific methods to bear on these interven-
tions.

A weakness in the whole area of ‘alternative ther-
apies’ is that one cannot determine, even on a sta-
tistical basis, either the benefits or harms that the
treatment may cause. It is this lack of valid knowl-
edge about the intervention’s effects that separates
alternative methods from scientific medicine. Fur-
thermore, because of the variable natural course of
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most illness and the variable placebo response of
most human beings, one can only assess the effects
of any therapy with a properly designed scientific
study. When ‘alternative’ methods show efficacy and
safety by scientific study, they move into conven-
tional therapy and no longer ‘alternative’.

VII. CONCLUSION: THERAPEUTICS AS
A SCIENCE

The therapeutic goal of the scientific base of ther-
apeutics is to make the response of a specific per-
son to a specific dose of a specific drug more pre-
dictable than it would be without this scientific base.
Therapeutics as a science is based on one’s ability to
predict, at least in a statistical way, the response
of a patient to a medication. This predictability re-
quires the accumulation of a body of facts arranged
systematically to give generalizations that enable
one to predict. Pharmacology produces this body of
facts systematically arranged about drugs. Clinical
pharmacology focuses on the scientific evaluation of
drugs in humans and difference between individual
humans in their response to drugs.

Together they have produced this body of knowl-
edge which makes therapy more predictable, and
more predictable is what makes therapy both safer
and more effective. This is the scientific basis of
therapeutics.
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APPENDIX: NEWCOMERS’ GUIDE TO THE
COCHRANE COLLABORATION!

The Organisation
What Is the Cochrane Collaboration?

The Cochrane Collaboration is an international, non-
profit, independent organisation, established to en-
sure that up-to-date, accurate information about the
effects of healthcare interventions is readily avail-
able worldwide. It produces and disseminates sys-
tematic reviews of healthcare interventions, and pro-
motes the search for evidence in the form of clinical
trials and other studies of the effects of interventions.
Documents about its history include a chronology of
the organisation (www.cochrane.org/docs/cchronol.
htm), and an article describing the evolution of
The Cochrane Database of Systematic Reviews and
The Cochrane Library (www.update-software.com/
history/clibhist.htm) between 1988 and 2003. This
shows how Cochrane Reviews were conceived as
electronic publications from the outset, and designed
to take advantage of features unique to electronic
publishing. The constitution of The Cochrane Col-
laboration is contained in its Memorandum and
Articles of Association (www.cochrane.org/admin/
artassoc.htm).

The Meaning of the Name

The Cochrane Collaboration was established in
1993, and named after the epidemiologist, Archie
Cochrane (1909 to 1988), a British medical re-
searcher who contributed greatly to the development
of epidemiology as a science (www.cochrane.org/
docs/archieco.htm). The organisation benefits from
thousands of contributors worldwide, working col-
laboratively from within many independent groups
of people (‘entities’). For this reason, the term
‘collaboration’ is used. The Cochrane Collabora-
tion’s principles include fostering good communi-
cation, open decision-making and teamwork; re-
ducing barriers to contributing, and encouraging
diversity (www.cochrane.org/resources/leaflet.htm).
These things cannot be achieved without people
co-operating with each other, setting aside self-
interest, and working together to provide evidence
with which to improve health care.

IFrom http://www.cochrane.org/docs/newcomersguide.htm
by permission of the Cochrane Collaboration.

What the Organisation Does

The Cochrane Collaboration prepares Cochrane Re-
views and aims to update them regularly with the
latest scientific evidence. Members of the organ-
isation (mostly volunteers) work together to pro-
vide evidence to help people make decisions about
health care. Some people read the healthcare liter-
ature to find reports of randomised controlled trials;
others find such reports by searching electronic data-
bases; others prepare and update Cochrane Reviews
based on the evidence found in these trials; oth-
ers work to improve the methods used in Cochrane
Reviews; others provide a vitally important con-
sumer perspective; and others support the people do-
ing these tasks. The Cochrane Collaboration web-
site provides information on a variety of ways of
registering interest or becoming directly involved
www.cochrane.org/docs/involve.htm#involve.

Size and Geographic Spread

Data from The Cochrane Library in 2004 show
that there are more than 11,500 people working
within The Cochrane Collaboration in 91 coun-
tries, half of whom are authors of Cochrane Re-
views. The number of people has increased by
about 20% every year for the last five years. The
increase in the number of contributors from low,
lower-middle and upper-middle income countries
has been even greater, to more than 1000 (9.3%)
in 2004 — up by 42% since 2003, and by 248%
since 2000. See ‘Reference Centres by country’
(www.cochrane.org/contact/country.htm) and a
world map showing the locations of the Cochrane
Centres (www.cochrane.org//contact/entities.htm#
centres).

Structure and Management

The members of The Cochrane Collaboration are or-

ganised into groups, known as ‘entities’, of which

there are five different types (www.cochrane.org/
contact/entities.htm):

e Collaborative Review Groups (www.cochrane.
org/contact/entities.htm#crglist) are made up of
people who prepare, maintain and update Coch-
rane Reviews, and people who support them in
this process. Each Group has an ‘editorial base’
where a small team of people supports the produc-
tion of Cochrane Reviews. These Groups focus
on particular areas of health (for example, Breast
Cancer, Infectious Diseases, Multiple Sclerosis,
Schizophrenia, Tobacco Addiction).
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e Cochrane Centres (some of which have additional
branches) support people in their geographic
and linguistic area (www.cochrane.org/contact/
entities.htm#centres). Newcomers are encouraged
to contact their local Cochrane Centre for infor-
mation about The Cochrane Collaboration; this
can save a lot of time and effort.

e Methods Groups are made up of people who
develop the methodology of Cochrane Reviews
(www.cochrane.org/contact/entities.htm#mglist).

e Networks (some are called ‘Fields’) focus on di-
mensions of health care other than specific health
problems, such as the setting of care (for example,
primary care), the type of consumer (for exam-
ple, older people), or the type of intervention (for
example, vaccines) (www.cochrane.org/contact/
entities.htm#fieldlist).

e The Consumer Network (www.cochrane.org/
consumers) provides information and a forum for
networking among consumers, and a liaison point
for consumer groups around the world.

The Cochrane Manual (www.cochrane.org/admin/
manual.htm) contains detailed descriptions of the re-
sponsibilities of each of these groups of people (‘en-
tities”). Cochrane entities receive their funding from
different sources, but agree to follow the policies and
practices of The Cochrane Collaboration (also con-
tained in The Cochrane Manual).

The development and implementation of policy
affecting The Cochrane Collaboration are the re-
sponsibility of the Cochrane Collaboration Steering
Group (CCSG), after Collaboration-wide consulta-
tion:

e The Steering Group (Www.cochrane.org/contact/
entities.htm#ccsg) is guided by the goals and ob-
jectives contained in the Collaboration’s Strategic
Plan (www.cochrane.org/admin/stratplan.htm) in
developing policy. Steering Group members serve
for one or two three-year terms and there is an
election for about a third of the members each
year. This election uses a system of proportional
representation, and each member of the Steering
Group represents people from one of the types of
Cochrane entity (www.cochrane.org/ccsg/
2004electionprocedure.doc). The new members
of the Steering Group take office at the An-
nual General Meeting (www.cochrane.org/ccsg/
report). The Steering Group meets face-to-face
twice a year, and between these meetings it con-

ducts its business by telephone conference and e-
mail. The Steering Group has three sub-groups
and seven advisory groups (www.cochrane.org/
admin/structure.htm).

There are several other official roles:

e Two Ombudsmen help to resolve areas of conflict
that arise between people or entities, for which the
usual process of involving their Centre Director
has not been sufficient.

e The Publication Arbiter helps people to reach a
mutually acceptable agreement in areas of dis-
pute between the editorial teams of Collaborative
Review Groups (for example, on the appropriate
home for a specific Cochrane Review), and be-
tween authors of Cochrane Reviews and their edi-
torial team (for example, when authors and editors
cannot agree on some aspects of the review).

e The Funding Arbiter (a member of the Steering
Group) and two other people who form a Fund-
ing Arbitration Panel to give guidance on difficult
issues referred to them with respect to the organi-
sation’s policy on commercial sponsorship.

e The Company Secretary, whose responsibilities
are fulfilled by the Secretariat Administrator,
holds office for both the charity and its trading
subsidiary (see Section 2.2.7.1 of The Cochrane
Manual (www.cochrane.org/admin/manual.htm)).

The Secretariat is the administrative office of The

Cochrane Collaboration, and supports the work of

the Steering Group and its sub-committees, manages

the central finances of the organisation, and facil-
itates communication (www.cochrane.org/contact/
entities.htmisecretariat). It is based in Oxford, Eng-
land, and has four full-time members of staff: the
Chief Executive Officer, Secretariat Administrator,
Deputy Administrator and Administrative Assistant.

Funding

The Cochrane Collaboration’s central functions are
funded by royalties from its publishers, John Wi-
ley and Sons Limited, which come from sales of
subscriptions to The Cochrane Library. The indi-
vidual entities of The Cochrane Collaboration are
funded by a large variety of governmental, institu-
tional and private funding sources, and are bound
by organisation-wide policy limiting uses of funds
from corporate sponsors (wWww.cochrane.org/news/
articles/2004.04.06.htm). There is a Funders’ Forum
to help facilitate discussions between The Cochrane
Collaboration and funders (www.cochranefunders.
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net/). This is a partnership between The Cochrane
Collaboration, those who fund its infrastructure,
and those representing institutions with an interest
in using the outputs of The Cochrane Collabora-
tion in the development of health policy, guidelines
and other major publications based on high qual-
ity reviews of evidence. Enquiries regarding funding
should be directed to the Collaboration’s Chief Ex-
ecutive Officer (www.cochrane.org/contact/entities.
htm#secretariat).

International and Intercultural Work and
Communications

The Cochrane Collaboration is committed to involv-
ing and supporting people of different skills and
backgrounds, to reducing barriers to contributing,
and to encouraging diversity. A document entitled
‘Cross-cultural team working within The Cochrane
Collaboration’ gives advice on communicating with
people from other cultures (www.cochrane.org/docs/
crossculturalteamwork.doc). Members of the organ-
isation often work in teams spread across great
distances, and so they communicate largely by
e-mail (www.cochrane.org/admin/maillist.htm). In-
formation of widespread interest is disseminated
via an e-mail discussion list called ‘CCInfo’ which
anyone can join (www.cochrane.org/admin/maillist.
htm#ccinfo), and in printed newsletters such as
‘Cochrane News’ (www.cochrane.org/newslett).
Meeting other members of the organisation at our
annual conferences (Cochrane Colloquia) (Www.
cochrane.org/colloquia), and regional meetings of
Cochrane contributors, are other ways of fostering
good communication.

Cochrane Reviews
What Are Cochrane Reviews?

Cochrane Reviews are systematic assessments of
evidence of the effects of healthcare interventions,
intended to help people to make informed deci-
sions about health care, their own or someone
else’s. Cochrane Reviews are needed to help en-
sure that healthcare decisions throughout the world
can be informed by high quality, timely research
evidence. This is described in ‘Systematic reviews
and The Cochrane Collaboration’” (www.cochrane.
org/docs/whycc.htm). Cochrane Reviews are pub-
lished in full in The Cochrane Database of Sys-
tematic Reviews, one of several databases in The
Cochrane Library (www.thecochranelibrary.com).

Their Impact Around the World

The main output of The Cochrane Collaboration,
the Cochrane Reviews, has had a real and sig-
nificant impact on practice, policy decisions and
research around the world. Many examples are
given in ‘The Dissemination of Cochrane Evidence’
(www.cochrane.org/reviews/impact).

Where to Find Them

The main output of The Cochrane Collaboration,

Cochrane Reviews, is contained in The Cochrane

Database of Systematic Reviews, published elec-

tronically by John Wiley and Sons as part of The

Cochrane Library (www.thecochranelibrary.com).

The Cochrane Library is a collection of high quality

evidence-based healthcare databases, providing in-

stant access to over 2000 full text articles reviewing
the effects of healthcare interventions. It is published
every three months with new and updated Cochrane

Reviews, and is available by subscription, on the

Internet and CD-ROM; people wishing to sub-

scribe should contact www.cochrane.org/contact/

wileycontacts.htm. An increasing number of coun-
tries have a national subscription to The Cochrane

Library, which allows everyone in those countries to

access The Cochrane Library for free (www.update-

software.com/cochrane/provisions.htm).  Abstracts
and consumer summaries of Cochrane Reviews are
freely available to everyone on the Internet (www.
cochrane.org/reviews/clibintro.htm#abstracts). The

Cochrane Library provides links to MEDLINE ab-

stracts and the ISI Web of Science, and from refer-

ences in Cochrane Reviews to journal articles cited
within them. Advice on publishing Cochrane Re-
views in paper journals as well as in The Cochrane

Library is available in Section 2.2 of The Cochrane

Manual  (www.cochrane.org/admin/manual.htm).

BesidesCochrane Reviews, The Cochrane Library

contains a number of additional databases (www.

cochrane.org/reviews).

e Specialist subsets of Cochrane Reviews:
Cochrane Reviews are listed by Collaborative Re-
view Group on the website (www.cochrane.org/
cochrane/revabstr/crgindex.htm). Several subsets
of Cochrane Reviews published in The Cochrane
Library are also published separately, namely:
The WHO Reproductive Health Library
(available in both English and Spanish) (www.
update-software.com/RHL/); The Cancer Library
(www.update-software.com/cancer/); The Mental
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Health Library (www.update-software.com/mhl/
mhlogon.htm); and The Renal Health Library
(www.update-software.com/renalhealth).

e Versions of Cochrane Reviews in languages other
than English: The Cochrane Library is available
in Spanish: La Cochrane Library Plus en es-
paiiol (www.update-software.com/clibplus/). For
information on translations of reviews and their
abstracts into other languages, contact the Col-
laboration’s publishers, John Wiley and Sons
(mcouat @wiley.co.uk).

e Cochrane methodology reviews: As well as
Cochrane Reviews of the effects of healthcare in-
terventions, there are also Cochrane methodology
reviews of the ways in which health care can be
evaluated and, from 2006, there will be Cochrane
Reviews of the accuracy of diagnostic tests.

How They Are Created

The Cochrane Collaboration has special software for
processing Cochrane Reviews called ‘RevMan’ (Re-
view Manager), managed by the Information Man-
agement System (IMS) team at the Nordic Cochrane
Centre (www.cc-ims.net/IMSG).

Learning to Prepare Them

Information on how to prepare a Cochrane Review
is contained in the Cochrane Reviewers’ Handbook
(www.cochrane.org/resources/handbook). Preparing
a Cochrane Review requires skills that may be new
to the author. The Cochrane Collaboration’s Open
Learning Material (www.cochrane.org/resources/
openlearning), together with the Cochrane Review-
ers’ Handbook, helps people to prepare a Cochrane
Review, and the Cochrane Centres and some Collab-
orative Review Groups provide or facilitate train-
ing through workshops (www.cochrane.org/news/
workshops.htm).

Getting Involved
Finding Help

A large amount and variety of information is avail-

able:

e For newcomers (www.cochrane.org/docs/involve.
htm#tinvolve), perhaps without any healthcare ex-
perience. Some online training is available for
people who want to help by searching the health-
care literature (www.webct.brown.edu/public/

dickersin0O1). People without a healthcare back-
ground can also contribute as authors of Cochrane

Reviews.
e For editorial teams of Collaborative Review

Groups (www.cochrane.org/crgprocedures). This
password-protected material contains many pro-
cedural resources, including examples of check-
lists, forms, etc. In addition, the Cochrane Style
Guide (www.liv.ac.uk/Istm/ehcap/CSR/home.
html) provides guidance to enable people to copy
edit Cochrane Reviews and other documents pro-
duced within The Cochrane Collaboration in a
consistent manner.

o For consumers, the Consumer Network ‘CCNet’
has a website providing information on the role of
health consumers, patients and the general pub-
lic in the work of The Cochrane Collaboration
(www.cochrane.org/consumers).

e Job opportunities within the organisation are
advertised on the website from time to time
(www.cochrane.org/jobs).

o Frequently asked questions (www.cochrane.org/
docs/faq.htm).

Meeting People in the Organisation

Newcomers are enthusiastically welcomed at The
Cochrane Collaboration’s annual conferences, the
Cochrane Colloquia, which take place around the
world. Colloquia were held in Barcelona, Spain, in
2003, and in Ottawa, Canada, in 2004. Future Col-
loquia are scheduled to take place in Melbourne,
Australia (2005); in Dublin, Ireland (2006); and in
Sdo Paulo, Brasil (2007). Further information on
these, and all previous Colloquia, is on the website
(www.cochrane.org/colloquia), with the abstracts of
presentations.
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I. INTRODUCTION

Modern drugs are generally evaluated according
to three major criteria: efficacy, safety, and cost-
effectiveness. Studies to address these criteria begin
once a compound is discovered. At any stage of drug
development, the process can be terminated if the
compound fails to meet these criteria. Even if a drug
survives the pre-market testing and is introduced to
the market, it can be withdrawn if adverse effects
later prove to be unacceptable. Drug evaluation in-
cludes 4 phases that — in stepwise manner of number
of patients, characteristics of patients and trial de-
sign, and complexity of patients and trial design —
aim to provide the information for eventual prod-
uct. With the introduction of more and more modern
drugs and the dramatic increase in drug consump-
tion and health care costs, more demand is being
placed on the tools and techniques needed for gener-
ating data for decision makers at the various stages
of drug evaluation. Pharmacoepidemiology, which
specifically addresses this need, is an important dis-
cipline that has gained recognition and prominence
in recent decades.

Pharmacoepidemiology is traditionally defined as
the discipline concerned with the study of the use
and effects of drugs in large numbers of people. It
applies epidemiologic methods, knowledge, and rea-
soning to the subject of clinical pharmacology and

therefore can be considered a subdiscipline of both
clinical pharmacology and epidemiology. The epi-
demiologic methods used by this discipline range
from single case reports to the observational or non-
experimental population-based approach with sev-
eral years of follow-up, to large-scale randomized
clinical trials. Historically, the field of pharmacoepi-
demiology began with a focus on safety evaluation
or the study of adverse drug reactions, particularly
Type B reactions, which tend to be uncommon, dose-
unrelated, unpredictable, and potentially more seri-
ous than Type A, i.e., dose-related and pharmaco-
logic, reactions. It has evolved to include the study of
the effectiveness of new drugs and the use of drugs
post-marketing, such as patterns of and variations in
prescribing in a particular health care facility or area,
and strategies to improve the use of the drug. Recent
extended applications that apply the population per-
spective to improve rational drug therapy have en-
hanced the impact of the field, and include studies of
drug utilization, evaluating and improving physician
prescribing, the development of treatment guide-
lines, drug utilization review, risk management, and
the development of national drug policies. Another
major area of drug evaluation, economic assessment,
is discussed elsewhere in this book.

The field of pharmacoepidemiology has expanded
enormously since the publication of the last edition

Drug Benefits and Risks: International Textbook of Clinical Pharmacology, revised 2nd edition
Edited by C.J. van Boxtel, B. Santoso and I.R. Edwards. 10S Press and Uppsala Monitoring Centre, 2008. © 2008 The authors. All rights reserved.
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of this book. Numerous research articles have been
published and there are now many journals compet-
ing to accommodate those works. In addition, in-
terest in further training in this discipline is rapidly
increasing, as well as the number of training pro-
grams. The essence of the discipline has been incor-
porated into many postgraduate training programs in
the medical sciences, such as clinical epidemiology,
public health, clinical pharmacology, etc. Pharma-
coepidemiology has contributed significantly to the
area of regulatory approval and control, and it will
continue to impact this area as long as drugs are per-
mitted to enter the market with potentially unknown
adverse side effects. The objective of this chapter is
to summarize and describe important methods and
applications in the field of pharmacoepidemiology,
with a focus on developing countries.

II. HISTORY AND EVOLUTION OF
PHARMACOEPIDEMIOLOGY

The history of drug therapy dates back to ancient
times, when empiric medicine was the core of many
treatments. The earliest evidence of drug therapy is
the Egyptian Medical Papyrus of Smith, dating from
approximately 1600 BCE. Opium and castor oil have
been used for 3500 years. Later developments in-
clude vaccination in India in 550 BCE, the compi-
lation of materia medica of 500 plants and reme-
dies in 57 CE, the Theory of Disease by Galen in
130-201 CE and, much later, the isolation of mor-
phine in 1805. The history of drug regulation in the
US and in most of other developed countries, how-
ever, is only about a century old. In 1906, the ini-
tial drug-oriented US law, the Pure Food and Drug
Act, was passed. This law gave the federal govern-
ment the right to eliminate any product from the
market that was adulterated or misbranded. There
were no requirements for proof of efficacy or safety
of marketed drugs. In 1937, more than 100 people
died from renal failure as the result of using elixir of
sulfanilamide dissolved in diethylene glycol. Conse-
quently, the 1938 Food, Drug, and Cosmetic Act was
enacted, requiring manufacturers to submit clinical
data about drug safety to the US Food and Drug Ad-
ministration (FDA) prior to drug marketing. How-
ever, data about drug efficacy was not yet required.
Perhaps the singular event that has had the most
profound impact on the drug regulation process to
date was the infamous ‘thalidomide disaster’ in the

early 1960s. As a mild hypnotic, thalidomide was
given (in many countries but not the US) to pregnant
women as an antiemetic. Soon after it was marketed,
there was a significant increase in those countries in
the number of cases of phocomelia, a previously rare
and serious congenital anomaly affecting the limbs
of newborns. Awareness of this unexpected hazard
was first triggered by a 15-line document published
in The Lancet in December of 1961. Subsequent
epidemiologic studies demonstrated the causal re-
lationship of in utero exposure to thalidomide and
this once rare birth defect. Even though the US
FDA had never allowed the sale of this drug, the
Kefauver—Harris Amendments were passed in re-
sponse, in 1962. These amendments basically re-
quired more extensive non-clinical pharmacologic
and toxicologic testing before a drug could be tested
in humans. In addition, three explicit phases of clini-
cal testing were required for providing evidence that
a drug is safe and effective. The field of pharma-
coepidemiology is often considered to have origi-
nated during the 1960s.

Although three phases of clinical testing are re-
quired for drug approval before marketing, much in-
formation is still lacking at the time a drug enters
the market. First, since even phase III clinical tri-
als generally involve relatively small numbers of se-
lected groups of patients, rare but possibly serious
adverse events may remain undetected. A new drug
for a common indication such as hypertension gen-
erally requires a phase III study population of 1000—
3000 subjects. This means that adverse events with
a frequency less than 1 in 1000 will likely not be
detected. Second, before marketing the drug is used
under close medical supervision. The generalizabil-
ity of such use to the conventional clinical context
is uncertain. Third, a relatively short period of drug
administration in phase III clinical trials, lasting in
most cases no longer than 18 months, means that
longer-term effects are undetectable. A good exam-
ple is the effect of in utero exposure to diethylstilbe-
strol in causing carcinoma of the vagina and cervix
in exposed offspring.

Therefore, epidemiologic techniques have been
widely applied after marketing, known as phase IV
or post-marketing studies. For example, in the early
1970s the Boston University Drug Epidemiology
Unit (today called the Slone Epidemiology Unit)
was developed, using a hospital-based approach of
collecting lifetime drug exposure history to per-
form hospital-based case-control studies. In 1976,
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the Joint Commission on Prescription Drug Use was
formed to review the status of the field of phar-
macoepidemiology (then called drug epidemiology)
and to provide recommendations for the future. In
1977 the Computerized Online Medicaid Analysis
and Surveillance System (COMPASS) was devel-
oped as the first Medicaid billing database, of which
many are now used to perform pharmacoepidemi-
ology studies. In 1980, the Drug Surveillance Re-
search Unit (now the Drug Safety Research Trust)
was formed in the UK to conduct Prescription Event
Monitoring. All these developments have been im-
portant events in the field of pharmacoepidemiol-
ogy in developed countries. Although the field orig-
inated mainly from concern about documenting and
minimizing adverse drug reactions (ADRSs), subse-
quent development has expanded into drug utiliza-
tion studies and strategies to improve physicians’
prescribing.

Since the 1980s, the number of pharmacoepi-
demiology studies informing major regulatory deci-
sions as well as commercial decisions has increased
significantly, with an even greater rise since 2000.
Often presenting as ‘drug crises’, these include,
among many others, tricrynafen (a non-steroidal
anti-inflammatory drug that caused death from liver
diseases), zomepirac (another non-steroidal anti-
inflammatory drug that increased risk of anaphy-
lactic reactions), terfenadine (an antihistamine that
caused arrhythmia), cerivastatin (a statin associated
with a disproportionately increased risk of rhab-
domyolysis), and rofecoxib (a Cox2 specific non-
steroidal anti-inflammatory drug that increased the
risk of myocardial infarction). Clearly, pharma-
coepidemiology has demonstrated a profound im-
pact on the safety and efficacy of many new drugs
entering the market in recent years.

Recent decades have also witnessed the addi-
tional contributions of pharmacoepidemiology to the
study of beneficial drug effects, the economic im-
pact of drug use and effects, quality-of-life studies,
and meta-analysis. Findings from such work have
undoubtedly helped to promote the rational use of
drugs that lead to a better quality of health care.

III. CURRENT DRUG APPROVAL AND
REGULATORY PROCESS

The drug evaluation process begins long before a
drug gets market approval. Over the past 50 years,

regulations have been passed in response to the
crises with the use of pharmaceutical products, as
mentioned above. On average, developing a new
drug now takes more than 10 years and costs more
than 1 billion US dollars. The process includes pre-
clinical testing (mainly in animal and laboratory
models), followed by three phases of clinical test-
ing, before a successful application to allow the drug
to enter the market can be filed with the regulatory
agencies. During the preclinical stage, researchers
evaluate the compounds, performing pharmacolog-
ical, toxicology, and safety testing.

The clinical drug development process required
by the US FDA, arguably the most stringent in the
world, starts with the investigational new drug (IND)
application prior to human testing. It reveals infor-
mation about all known compounds to be used and
includes the description of the clinical research plan
for the product as well as the protocol for phase I
studies. Preclinical study results also need to be re-
vealed.

Once the IND application is accepted, three
phases of human trials must be conducted. Phase I
studies are typically performed on a small number
of normal subjects, usually not more than 30 vol-
unteers, generally by clinical pharmacologists. The
purpose of the phase I study is to determine the
metabolism of the drug in humans and a safe dosage
range, and to search for any extremely common toxic
effects that were not detected in the prior animal
studies.

Phase II studies are conducted on patients who
have the target disease, normally no fewer than 100-
200 individuals. These studies are also generally per-
formed by clinical pharmacologists. The purpose of
the phase II study is to gather additional information
on the pharmacokinetics and possible toxic effects
of the drug, and preliminary information on the effi-
cacy of the drug. The dosage regimen that eventually
will be tested in phase III is also determined in this
phase.

Phase III consists of clinical trials conducted on
a large number of patients, ranging from several
hundred to several thousand. These studies are per-
formed by clinical researchers. Phase III verifies
phase I and phase II studies, ensuring and prov-
ing that the drug is effective in this larger group.
However, phase III does not normally show that the
new drug is more effective than previously available
drugs. Even though a large number of patients are
included in this phase, major limitations still exist
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in the information it provides, as discussed above.
Once all three phases are passed, the new drug ap-
plication (NDA) can be submitted to the FDA for
evaluation and review.

Phase IV studies, or post-marketing surveillance,
may be conducted once the drug is approved in order
to gather previously unknown information. These
studies include testing products by quality control
laboratories, testing marketed products at random
and investigating adverse reaction reports, or long-
term outcomes. Such post-approval research might
be required by the FDA as a condition for approval.
However, phase IV-type work also might be carried
out without an FDA requirement. It is in phase IV
that pharmacoepidemiology plays a most important
role. Contributions of phase IV studies include sup-
plementing the information available prior to mar-
keting by giving better quantitation of the incidence
of known adverse and beneficial effects such as in
patients not studied prior to marketing; modifying
effects of other drugs or diseases, or relative to
other drugs used for the same indication; provid-
ing new types of information not available from pre-
marketing studies such as particularly uncommon ef-
fects, delayed effects, patterns of utilization, effects
of overdoses, or economic implications of drug use;
and providing reassurance that a drug is safe or sim-
ply fulfilling medical, ethical, or legal obligations.

For developing countries, there have been emerg-
ing challenges and opportunities in drug registration
and approval in recent years, in particular a rapid in-
crease in laws, regulations, and guidelines for report-
ing and evaluating the data on safety, quality, and
efficacy of new medicinal products. However, in de-
veloping countries the drug approval process as re-
quired by the US FDA is ignored to some degree.
This has largely to do with the limited resources,
particularly the highly specialized scientific skills re-
quired to carry out such studies, including pharma-
ceutical chemistry, toxicology, statistics, and clinical
development. For example, many developing coun-
tries approve the marketing of new drugs based on
data from foreign studies and are not concerned with
gender differences or even the quality of the studies.
Western standards as benchmarks for the design of
trials may not be applicable when local remedies or
herbal medicines are involved, although there is a
clear trend in that direction. Western pharmaceuti-
cal corporations are typically not interested in drug
development for local use, in which case the de-
velopment and testing must be based on the man-

power and infrastructure of the developing coun-
try. A good example is the effort to develop di-
hydroartemisinin, an antimalarial, by joint efforts
of local authorities and the World Health Organi-
zation. This program has embarked on developing
a new drug with international standards in which
technology has been transferred through the Spe-
cial Programme for Research and Training in Trop-
ical Diseases (TDR/WHO) to the Thailand Tropical
Diseases Research Programme (T2). This program,
established in 1997, represents an organization that
promotes research into new product (drugs, vac-
cines, and diagnostics) development and screening.
TDR partners in this venture are the Thailand Re-
search Fund (TRF) and the National Center for Ge-
netic Engineering and Biotechnology/National Sci-
ence and Technology Development Agency of Thai-
land (BIOTEC/NSTDA).

Another important factor promoting drug devel-
opment and approval in developing countries is the
outsourcing to those countries of clinical drug de-
velopment by the pharmaceutical industry and con-
tract research organizations (CROs). Recently, the
number of clinical studies conducted in Asia, Latin
America, and Central and Eastern Europe has been
steadily rising. Conditions in these areas have be-
come favorable due to the implementation of Good
Clinical Practices (GCP) by an established local
regulatory environment, and improved infrastructure
under the initiation of the International Committee
on Harmonization (ICH). The ICH, begun in 1990,
is a joint initiative involving both regulators and in-
dustry from the European Union (EU), Japan, and
the US to discuss scientific and technical aspects
of product registration. The International Federa-
tion of Pharmaceutical Manufacturers Association
(IFPMA) acts as a buffer between the ICH and its
member countries. WHO connects to the ICH by
acting as observers and plays an important role in
linking this activity to other non-ICH countries. The
purpose is to maintain a forum for dialogue among
all parties and to make recommendations to achieve
greater harmonization. A number of guidelines per-
tain directly to the field of pharmacoepidemiology,
such as the extent of population exposure to assess
the clinical safety of drugs intended for long-term
treatment of non-life threatening conditions, clini-
cal safety data management (definitions and stan-
dards for expedited reporting), and pharmacovigi-
lance planning.
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IV. STUDY DESIGNS AND DATA SOURCES
AVAILABLE FOR PHARMACO-
EPIDEMIOLOGY STUDIES

Pharmacoepidemiology applies the methods of epi-
demiology to the content area of clinical pharmacol-
ogy. Understanding the basic principles of epidemi-
ology is a prerequisite, then, to understanding the
issues particular to pharmacoepidemiology. There
are basically six study designs available for pharma-
coepidemiology, ranging from randomized clinical
trials (experimental studies), to case-control studies,
to case reports. Each of the study designs has its own
advantages and disadvantages but all of them play an
important role. Each is explained briefly below.
Hypotheses can be generated by reviewing case
reports, the simplest form of study design. Case
reports are, in fact, simply reports of the experi-
ence of individual patients. In pharmacoepidemiol-
ogy, a case report describes a single patient who was
exposed to a drug and experienced a particular, usu-
ally adverse, outcome. A good example is a pub-
lished case report about a young patient who was
taking an antihistamine and developed a serious car-
diac arrhythmia. Case reports are useful for generat-
ing hypotheses about drug effects but cannot gener-
ally be used to test a hypothesis. This task requires a
separate control group and a more appropriate study
design. With very few exceptions, it is impossible
to make a statement about causation based solely on
case reports. Exceptions are when the outcome is so
rare and so unique that it is unlikely to have other
causes. The case of clear cell vaginal adenocarci-
noma occurring in offspring of mothers exposed to
diethylstilbestrol during pregnancy is a good exam-
ple. Otherwise, it generally cannot be known if the
reported patient is typical of those with the exposure
or typical of those with the disease. The WHO Pro-
gramme for International Drug Monitoring, which is
a global drug surveillance program, is a good exam-
ple of a data source for case reports. This initiative
was started by no more than 10 countries in the early
1960s after the discovery of the thalidomide disas-
ter. Currently, case reports of suspected ADRs are
collected submitted by national pharmacovigilance
centers, with 73 countries participating in this pro-
gram as full members and an additional 12 as asso-
ciate members. About 200,000 ADR reports are sub-
mitted annually to the WHO database; about three
million case reports have been collected to date.

Another study design is case series, defined
as a collection of patients with a single expo-
sure whose clinical outcomes are evaluated and de-
scribed. Alternatively, a case series can be defined
as a collection of patients with a single outcome;
previous exposure is then examined. Case series are
useful after drug marketing for quantifying the inci-
dence of an adverse reaction, and for ensuring that
any particular adverse effect of concern does not oc-
cur in a population larger than that studied prior to
drug marketing. A good example is represented by
the post-marketing studies of the ‘first-dose effect’
of prazosin when the drug was first marketed (Joint
Commission on Prescription Drug Use 1980). Case
series, like case reports, normally cannot be used for
hypothesis testing, as it also lacks a control group.
Case series also cannot be used to determine causa-
tion; rather, it provides useful clinical descriptions
of a disease or of patients who were exposed.

Another study design is analysis of secular trends,
which examines trends over a period of time or
across geographic boundaries. This approach is used
to investigate whether trends in an exposure, which
is a presumed cause, and trends in the incidence of
a disease, which is a presumed effect, coincide. As
an example, one might consider sales figures for a
particular bronchodilator, comparing these data to
death rates from bronchial asthma. If the mortal-
ity rates from bronchial asthma tend to increase in
proportion to increasing sales of the bronchodila-
tor, this is suggestive evidence of the toxicity of
the drug. This kind of study can provide quick sup-
port for or against a hypothesis but can only be used
for groups, not individuals, and therefore cannot be
used to control for confounding variables. As such,
it might not be the toxicity of the drug that increases
mortality; rather, mortality might be rising because
more severely ill patients may be receiving the drug.
A good example is the study to demonstrate correla-
tion between the introduction of isoprenaline forte
and fenoterol inhalers and the incidence of death
from asthma in New Zealand. Data sources avail-
able for this study design include drug utilization
data by IMS HEALTH, a private company database
that tracks the sales of pharmaceuticals worldwide;
the Slone Survey, a telephone random survey of drug
utilization of the non-institutionalized population in
the US; and Sweden’s Apoteksbolaget, the National
Corporation of Swedish Pharmacies that provides
pharmacy services for the entire country.
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A case-control study is a study that compares
cases with a disease to controls without the dis-
ease, looking for differences in prior exposures.
For example, a case-control study of the risk of
gastrointestinal bleeding from non-steroidal anti-
inflammatory drugs (NSAIDs) compares cases of
patients with gastrointestinal bleeding to controls
without the bleeding. Prior exposure to NSAIDs
is then determined. Using this design, it has been
shown that there is a strong association between the
use of NSAIDs and gastrointestinal bleeding. Sev-
eral advantages of case-control studies deserve at-
tention. First, it is feasible to study multiple possi-
ble causes for a single disease. Also, relatively rare
diseases can be studied, as the design guarantees a
sufficient number of cases with the disease. Most
importantly, given a good source of exposure data,
case-control studies can be very efficient, taking the
shortest time to find an answer about the cause of an
adverse drug reaction. The classic study of diethyl-
stilbestrol and clear cell vaginal adenocarcinoma
would have required more than 15 years, had it been
performed on a prospective basis. A well-designed
case-control study generally can be confirmed by
a subsequent cohort study or randomized clinical
trial, if performed. Some important disadvantages
exist, though. A case-control study often has prob-
lems in control selection; selecting the wrong non-
diseased subjects may result in a wrong answer. In
addition, since the exposure data are obtained retro-
spectively, it is often a concern that the exposure data
will be biased. Data sources available for this type of
pharmacoepidemiology study design include ad hoc
sources such as Case-Control Surveillance (CCS)
and automated databases such as the Group Health
Cooperative, Kaiser Permanente Medical Care Pro-
gram, Health Services Databases in Saskatchewan,
and Medicaid Databases.

A cohort study is a study that identifies an ex-
posed group and a comparison group and follows
them over time, looking for differences in their out-
comes. Comparison can be between exposed and un-
exposed patients or between one exposure and an-
other. A cohort study allows the study of multiple
outcomes in relation to a single exposure, which can
be uncommon. A good example is the comparison
among different contraceptive methods, looking for
the differences in the rate of venous thromboem-
bolism. This design is very useful in post-marketing
drug surveillance studies, which evaluate the effects
of new drugs. The major disadvantage of this design

is the fact that relatively large sample sizes are re-
quired to study relatively uncommon outcomes and
that a long time period is necessary when studying
delayed drug effects. The possibility of biased out-
come data is another disadvantage, since the expo-
sure is known at the time of measuring outcome.
Cohort studies are also typically more costly than
the previously described study designs. Data sources
for cohort studies include pharmacy-based post-
marketing surveillance studies and traditional post-
marketing drug surveillance conducted by pharma-
ceutical companies.

The most convincing design is that of the ran-
domized clinical trial, or experimental study. The
key feature of this design is the random allocation of
patients to receive the treatment of interest, thereby
making the study groups as comparable as possible.
Due to the nature of this design, a randomized trial
can be difficult ethically or logistically but it can
be used for supplementary pharmacoepidemiology
studies. Conventional phase III clinical trials seeking
drug approval are a good example of data sources for
this study design.

V. SELECTED APPLICATIONS OF
PHARMACOEPIDEMIOLOGY IN
REGARD TO DRUG EVALUATION:
FOCUS ON DEVELOPING COUNTRIES

As the ultimate goal of pharmacoepidemiology is to
improve the rational use of drugs, the applications of
the field to achieve that goal are quite broad. Here,
we divide the applications into four major areas for
improving the rational use of drugs: efficacy, safety,
cost-effectiveness, and drug utilization.

Although there are no multinational drug com-
panies headquartered in developing countries, some
pharmacoepidemiology studies performed for regu-
latory purposes, and even for new drug applications,
are moving to developing countries (as mentioned
above). In addition, efficacy studies are being per-
formed in developing countries that duplicate those
conducted in other countries, with the intention of
confirming the applicability of the results to those
populations. The ICH guidelines are now proving
that they provide a firm platform for clinical re-
search in developing countries, bringing clinical tri-
als to the good clinical practice (GCP) level. As it
is well known that the costs of conducting clinical
trials in developing countries are far lower than in
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developed countries, the quality of the trials is good,
and turnaround time is rapid, it is likely that the mov-
ing of clinical trials to developing countries will con-
tinue. Interestingly, two major developing countries
that play significant roles in the global pharmaceuti-
cal industry in terms of the supply of raw materials,
China and India, are now key players in the clinical
trial industry. In addition, current global economic
and social forces have pushed many countries to rely
more on their own resources, including manufactur-
ing their own medications. Interest in the use of both
generic and herbal medicines has risen greatly in
governments, local industries, and consumers, com-
pared to the recent past. These factors have already
brought more efficacy studies into many developing
countries.

Without the sophisticated automated databases
that exist in many developed countries, especially
the US and the UK, studies of drug safety in de-
veloping countries have mostly consisted of case re-
ports or case series, based on the spontaneous ad-
verse drug reaction reporting systems initiated by
the WHO-sponsored international drug monitoring
project. During the last several years, pharmacovig-
ilance programs have been established in many de-
veloping countries from which little information has
been available in the past. The cumulative number
of reports in the WHO database has increased sub-
stantially, from up to 2 million from the years 1968—
2000 to more than 3 million by 2004. With the im-
plementation of hospital quality assurance programs
in many countries, there is a clear motive for physi-
cians to complete the ADR reporting forms. In fact,
in most countries, the monitoring center is part of
the drug regulatory authority, with varying degrees
of collaboration with academic institutions and de-
centralized systems to facilitate report gathering and
signal detection.

Striving to fund the cost of treatment with new
drugs or biotechnology products, which tend to be
far more effective yet far more expensive than con-
ventional ones, continues to drive policymakers and
clinicians to evaluate the economic effects of new
drugs. As the cost of drugs contributes significantly
to total health care costs, economic data about the
cost of medical care in general and drugs in par-
ticular have been generated. The economic evalu-
ation of pharmaceuticals, or pharmacoeconomics,
discussed in more detail in another chapter, is one
of the major applications of pharmacoepidemiology;

the field has grown rapidly as decisions about fund-
ing drug therapy are being made in an era of increas-
ingly constrained health care resources. Examples
of studies in this field are studies of the effective-
ness of different dosing techniques in the treatment
of pulmonary tuberculosis, which compared self-
administered treatment with directly observed ther-
apy.

It is well known that the drug approval process
conducted by governments in developing countries
tends to be far less sophisticated than in developed
countries. Further, as mentioned earlier, many pre-
scription drugs, including antibiotics, anxiolytics,
etc., can be purchased from any drug store in de-
veloping countries with virtually no restraints. Ad-
vanced health care facilities have been more or less
confined to urban areas, leaving the rural disadvan-
taged without access to proper care and relying on
self-medication with local remedies. With so many
drugs available in the market, it is quite astound-
ing to find that in many places in the world, par-
ticularly in less developed countries, the scarcity of
medicines makes access to basic and simple drugs
hardly possible. Over one-third of the world’s pop-
ulation still lacks access to essential drugs (World
Health Organization, 1988). In the poorest parts of
Africa and Asia, more than 50% of the population
lacks access to essential drugs; 50-90% of drugs in
developing and transitional economies are paid for
out-of-pocket. In 1978, the Alma-Ata Conference
recognized that being able to get essential drugs is
important in preventing and treating diseases. There-
fore, in 1981, the United Nations Action Programme
on Essential Drugs was conceived, to assist coun-
tries in developing national drug policies and pro-
moting the rational use of drugs. The major goal of
the Essential Drugs Programme was to ensure that
patients around the world would be able to obtain the
drugs they need at an economical price and that these
drugs would be safe, effective, and of high quality.
The first Model List of Essential Drugs in 1977 in-
cluded 208 individual drugs, which together could
provide safe and effective treatment for the majority
of communicable and non-communicable diseases.
Thirty years later, the 15th Model List of Essen-
tial Drugs, prepared by a WHO expert committee
in 2007, included well over 300 individual drugs.
Essential drugs are one of the most cost-effective
elements in modern health care and their potential
health impact is remarkable. An example of the epi-
demiologic approach employed in this program is
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the practical manual on Estimating Drug Require-
ments. Researchers are trained to conduct studies
on various aspects of drug supply such as selection,
procurement, distribution, and use. The studies are
mostly descriptive in nature, but provide very impor-
tant information on the drug use and needs of each
particular country, which is essential for forming the
basis for further action toward improving drug use.
It is interesting to note, however, that despite the po-
tential health impact of essential drugs and the sub-
stantial spending on drugs, lack of access to essential
drugs, irrational use of drugs, and poor drug quality
remain serious global public health problems.

The marketing, distribution, prescription, and use
of drugs in developing countries are very complex
as many ‘prescribed drugs’, such as anxiolytics or
antibiotics, can be purchased ‘over-the-counter’. In
this circumstance, drug utilization in a developing
country presents its own set of problems not rele-
vant to developed countries; arguably, the applica-
tions of pharmacoepidemiology that are most preva-
lent in developing countries are those related to drug
utilization studies. Drug utilization was defined by
WHO as the ‘marketing, distribution, prescription,
and use of drugs in a society, with special emphasis
on the resulting medical, social, and economic con-
sequences’. Here, the studies can be divided further
into those addressing the quantitative use of drugs,
the qualitative use of drugs, also known as drug uti-
lization review (DUR) or drug use review, and stud-
ies to evaluate and improve physician prescribing.
The drug use indicator developed by the INRUD
group is a good example of the studies based on this
application. Indicators such as number of drugs used
per case by age group or diagnosis, percentage of pa-
tients receiving antibiotics, average consulting time,
average dispensing time, percentage of patients who
know their drug dose, or percentage of patients re-
ceiving injections, are useful for evaluating current
prescribing, as well as changes after interventions.
For example, the percentage of patients receiving an-
tibiotics ranges from around 20% in Guatemala to
more than 60% in Sudan.

Strategies to improve prescribing are another area
of relatively great interest in developing countries.
Topics of research in this area include the impact of
improved monitoring and/or supervision on the use
of medicines in primary care settings; the effective-
ness of group processes or opinion leaders for im-
proving use of medicines in primary care; strategies
for improving compliance with treatment guidelines;

the impact of a hospital formulary and therapeutics
committee on the use of medicines; and strategies
for reducing the unnecessary use of expensive an-
tibiotics in hospitals.

Still other examples show that pharmacoepidemi-
ology has gained significantly more recognition and
now plays a significant role in promoting the ratio-
nal use of drugs in developing countries. Pharma-
coepidemiology concepts have been disseminated
to decision makers in health care settings, such
as hospital directors, deans, regulatory authorities,
and clinician, by organizations such as WHO, the
International Clinical Epidemiology Network (IN-
CLEN), INRUD, and the International Society for
Pharmacoepidemiology (ISPE). The principles of
pharmacoepidemiology have been integrated into
the teaching of clinical pharmacology, transforming
awareness of this area and increasing its application
in recent years.

Besides the impact of those activities mentioned
above in evaluating and promoting better drug use
for patients, a number of initiatives in developed
countries have gradually become recognized by de-
veloping countries. Perhaps two of the most out-
standing initiatives are the widespread use of treat-
ment guidelines in clinical practice and the strong
interest by health authorities in implementing hospi-
tal quality assurance programs. It may sound coun-
terintuitive since variation in treatment of diseases
was long viewed as acceptable and the rule, not the
exception, but such variability invariably led to un-
necessary spending and, more importantly, inferior
quality of care — someone is doing it incorrectly,
even if we do not know who. The treatment guide-
line initiative has been introduced recently in sev-
eral countries. For the quality assurance program,
the picture is quite similar to the initiatives of the
US Joint Commission on Accreditation of Health-
care Organization (JCAHO) whereby the use of ad-
verse drug reaction monitoring programs and drug
usage evaluation (DUE) programs in hospitals has
been well recognized. Clearly, the drug use compo-
nent is one of the major areas in the hospital-wide
quality assurance program, and pharmacoepidemiol-
ogy has been used as a tool in this exercise.

Payment by third-party payers, especially by the
national health insurance programs or social secu-
rity funds, has expanded dramatically during the last
several years and the program to promote rational
use of drugs is soon expected to make significant
contributions. A good example is a program such as
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the US CERTSs (Centers for Education and Research
on Therapeutics), which is a program administered
by the Agency for Healthcare Research and Quality
(AHRQ), in consultation with the FDA, to conduct
research and provide education that will advance the
optimal use of drugs, medical devices, and biologi-
cal products. CERT goals are to develop knowledge
about therapies and how to use them, to manage the
risk, to improve the practice, and to inform policy
makers about the state of clinical science and the ef-
fects of current and proposed policies.

VI. SUMMARY

In summary, although pharmacoepidemiology has
made significant progress in developing countries,
there are still monumental tasks ahead. As new, so-
phisticated, and expensive drugs continue to enter
the market, the need to balance risks and benefits
of these new products will become more and more
challenging. Pharmacoepidemiology seems to have
a promising future in improving the rational use of
drugs in developing countries, as has already been
shown in developed ones. As interest in pharma-
coepidemiology in developing countries continues
to grow in both education and research, one can an-
ticipate the improvement in drug evaluation, qual-
ity, and utilization, with eventual improvement in the
quality of patient care. The field has a sterling oppor-
tunity to enhance the quality of life of any individual
in any country, by improving the use of medications
by the society as a whole. One can say that pharma-
coepidemiology in developing countries has come of
age.
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I. INTRODUCTION

Conventional evaluation of new medical technolo-
gies such as pharmaceutical products includes con-
sideration of efficacy, effectiveness, and safety. The
methodology for such analyses is well developed,
and studies of safety and efficacy often are required
prior to drug marketing. Health care researchers
from a variety of disciplines have developed new
techniques for the evaluation of the economic effects
of clinical care and new medical technologies. Clini-
cians, pharmacists, economists, epidemiologists, op-
erations researchers, and others have contributed to
the field of ‘clinical economics’, an evolving dis-
cipline dedicated to the study of how different ap-
proaches to patient care and treatment influence the
resources consumed in clinical medicine.

The growth of clinical economics has proceeded
rapidly as health policymakers have faced a series of
decisions about funding new clinical therapies in an
era of increasingly constrained health care resources.
Assessments of new therapies include an account-
ing of the resources required for the new therapy, the

extent of the substitution of the new resources for
existing resources, if any, and the health outcomes
that result from therapeutic intervention. Thus, clin-
ical economics includes not only an assessment of
the cost of a new therapy, but an assessment of its
overall economic and clinical effect.

This chapter discusses the need for applying eco-
nomic concepts to the study of pharmaceuticals, in-
troduces the concepts of clinical economics and the
application of these concepts to pharmaceutical re-
search, reviews some of the methodologic issues ad-
dressed by investigators studying the economics of
pharmaceuticals, and finally offers examples of this
type of research.

II. METHODOLOGIC PROBLEMS TO BE
SOLVED BY PHARMACOECONOMIC
RESEARCH

II.a. Techniques of Clinical Economics

Economists emphasize that costs are more than just
transactions of currency. Cost represents the con-
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sumption of a resource that could otherwise be used
for another purpose. The value of the resource is that
of its next best use, which no longer is possible once
the resource has been used. This value is called the
resource’s ‘opportunity cost’. For example, the time
it takes to read this chapter is a cost for the reader,
because it is time that cannot be used again; the op-
portunity to use it for another purpose has been fore-
gone. Good investments are made when the benefits
of the investment (e.g., what you learn) are greater
than or equal to the value of the opportunities you
have forgone (e.g., what you would be doing were
you not reading this chapter).

In addition to the fact that not all costs involve
a transaction of money, it is important to remem-
ber that, at least from the perspective of society as a
whole, not all transactions of money should be con-
sidered costs. For example, monetary transactions
that do not represent the consumption of resources
(e.g., social security payments, disability payments,
or other retirement benefits) are not costs by this de-
finition. They simply transfer the right to consume
the resources represented by the money from one in-
dividual to another.

In considering economic analysis of medical
care, there are three dimensions of analysis (repre-
sented by the three axes of the cube in Fig. 1) with
which readers should become familiar. Along the
X axis are three types of economic analysis — cost—
identification, cost—effectiveness, and cost—benefit.

Costs and Benefits Intanglble/ / /

Productivity/ / //

Direct nonmedical

Along the Y axis are four points of view, or perspec-
tives, that one may take in carrying out an analysis.
One may take the point of view of society in assess-
ing the costs and benefits of a new medical therapy.
Alternatively, one may take the point of view of the
patient, the payer, or the provider. Along the third
axis, the Z axis, are the types of costs and benefits
that can be included in economic analysis of med-
ical care. These costs and benefits, defined below,
include direct costs and benefits, productivity costs
and benefits, and intangible costs and benefits.

ILb. Types of Analysis
IL.b.1. Cost-Benefit Analysis

Cost—benefit analysis of medical care compares the
cost of an intervention to its benefit. Both costs and
benefits are measured in the same (usually mone-
tary) units (e.g., dollars). These measurements are
used to determine either the ratio of dollars spent to
dollars saved or the net saving (if benefits are greater
than costs) or net cost. All else equal, an investment
should be undertaken when its benefits exceed its
costs.

The methods of cost—benefit analysis may be ap-
plied to evaluate the total costs and benefits of in-
terventions that are being compared by analyzing
their cost-benefit ratios or their net benefits. Further-
more, the additional or ‘incremental’ cost of an in-
tervention (i.e., the difference in cost between a new

Direct medical
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Fig. 1. The three dimensions of economic evaluation of clinical
sion).

care (from Bombardier and Eisenberg, 1985, with permis-
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therapy and conventional medical care) may be com-
pared with its additional or ‘incremental’ benefit. In-
cremental analysis is generally preferred to compar-
isons of totals because it allows the analyst to focus
on the differences between any two treatment modal-
ities.

One potential difficulty of cost—benefit analysis
is that it requires researchers to express an interven-
tion’s costs and outcomes in the same units. Thus,
monetary values must be associated with years of
life lost and morbidity due to disease and with years
of life gained and morbidity avoided due to inter-
vention. Expressing costs in this way is obviously
difficult in health care analyses. Outcomes (treat-
ment benefits) may be difficult to measure in units
of currency. Translating disease and treatment out-
comes into monetary measures may be more diffi-
cult than translating them into clinical outcome mea-
sures, such as years of life saved or years of life
saved adjusted for quality.

I1.b.2. Cost-Effectiveness Analysis

Cost—effectiveness analysis provides an approach to
the dilemma of assessing the monetary value of
health outcomes as part of the evaluation. While cost
generally is still calculated only in terms of dol-
lars spent, effectiveness is determined independently
and may be measured only in clinical terms, us-
ing any meaningful clinical unit. For example, one
might measure clinical outcomes in terms of num-
ber of lives saved, complications prevented, or dis-
eases cured. Alternatively, health outcomes can be
reported in terms of a change in an intermediate
clinical outcome, such as cost per percent change
in blood cholesterol level. Such results generally are
reported as a ratio of costs to clinical benefits, with
costs measured in monetary terms and benefits mea-
sured in the units of the relevant outcome measure
(for example, dollars per year of life saved).

When several outcomes result from a medical in-
tervention (e.g., the prevention of both death and
disability), cost—effectiveness analysis may consider
the outcomes together only if a common measure
of outcome can be developed. Frequently, analysts
combine different categories of clinical outcomes
according to their desirability, assigning a weighted
utility, or value, to the overall treatment outcome.
A utility weight is a measure of the patient’s pref-
erences for his or her health state or for the outcome
of an intervention. The comparison of costs and util-
ities sometimes is referred to as cost—utility analysis,

with the denominator expressed as quality-adjusted
life-years (QALYs).

As with cost-benefit analysis, cost—effectiveness
analysis can compare a treatment’s total costs and
total effectiveness, or it can assess only the treat-
ment’s incremental costs and incremental effective-
ness. In the former, the cost—effectiveness ratio of
each intervention is calculated and the two ratios are
compared (e.g., the cost per life saved using each
intervention). In the latter approach, which assesses
incremental costs and benefits, the incremental cost
of the intervention is calculated, as is the incremental
effectiveness, and the analyst can calculate the treat-
ment dollar spent per additional effect (e.g., lives
saved). Programs that cost less and demonstrate im-
proved or equivalent treatment outcomes are said
to be dominant and should always be adopted. Pro-
grams that cost more and are more effective should
be adopted if both their cost—effectiveness and in-
cremental cost—effectiveness ratios fall within an
acceptable range and the budget for the program
is acceptable. Programs that cost more and have
worse clinical outcomes are said to be dominated
and should never be adopted. Programs that cost less
and have reduced clinical outcomes may be adopted
depending upon the magnitude of the changes in cost
and outcome.

As with the translation of clinical outcomes into
monetary measures, there also are difficulties as-
sociated with combining different outcomes into
a common measure in cost—effectiveness analysis.
However, it generally is considered more difficult
to translate all health benefits into monetary units
for the purposes of cost-benefit analysis than to
combine clinical outcome measures. Thus, cost—
effectiveness analysis is used more frequently than
cost—benefit analysis in the medical care literature.

I1.b.3. Cost-Identification Analysis

An even less complex approach than cost—benefit or
cost—effectiveness analysis would be simply to enu-
merate the costs involved in medical care and to ig-
nore the outcomes that result from that care. This
approach is known as cost—identification analysis.
By performing cost—identification analysis, the re-
searcher can determine alternative ways of providing
a service. The analysis might be expressed in terms
of the cost per unit of service provided. For example,
a cost—identification study might measure the cost
of a course of antibiotic treatment, but it would not
calculate the clinical outcomes (cost—effectiveness
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analysis) or the value of the outcomes in units of
currency (cost—benefit analysis). Cost—identification
studies, which include comparisons among differ-
ent treatments based upon their costs alone, are ap-
propriate only if treatment outcomes or benefits are
equivalent for the therapies being evaluated.

I1.b.4. Sensitivity Analysis

Most cost-benefit and cost—effectiveness studies
require large amounts of data that may vary in re-
liability, validity, or the effect on the overall re-
sults of the study. This is especially the case when
models are developed for the economic analysis us-
ing secondary data sources, when data collection
is performed retrospectively, or when critical data
elements are unmeasured or unknown. Sensitivity
analysis is a set of procedures in which the results
of a study are recalculated using alternate values for
some of the study’s variables in order to test the sen-
sitivity of the conclusions to these altered specifi-
cations. Such an analysis can yield several impor-
tant results by demonstrating the independence or
dependence of a result on particular assumptions,
establishing the minimum or maximum values of
a variable that would be required to affect a recom-
mendation to adopt or reject a program, and identi-
fying clinical or economic uncertainties that require
additional research. In general, sensitivity analyses
are performed on variables that have a significant ef-
fect on the study’s conclusions but for which values
are uncertain.

III. TYPES OF COSTS

Another dimension of economic analysis of clini-
cal practice illustrated by Fig. 1 is the evaluation of
costs of a therapy. Economists consider three types
of costs — direct, productivity, and intangible.

IIl.a. The Direct Medical Costs

The direct medical costs of care usually are associ-
ated with monetary transactions and represent costs
that are incurred during the provision of care. Ex-
amples of direct medical costs include payments
for purchasing a pharmaceutical product, payments
for physicians’ fees, salaries of allied health pro-
fessionals, or purchases of diagnostic tests. Because
the charge for medical care may not accurately re-
flect the resources consumed, accounting or statis-
tical techniques may be needed to determine direct
costs.

IIL.b. Direct Nonmedical Costs

Monetary transactions undertaken as a result of ill-
ness or health care to detect, prevent, or treat disease
are not limited to direct medical costs. There is an-
other type of cost that often is overlooked — direct
nonmedical costs. These costs are incurred because
of illness or the need to seek medical care. They
include the cost of transportation to the hospital
or physician’s office, the cost of special clothing
needed because of the illness, the cost of accom-
modations for receiving medical treatment at a dis-
tant medical facility, and the cost of special housing
(e.g., the cost of modification of a home to accom-
modate an ill individual). Direct nonmedical costs,
which are generally paid out of pocket by patients
and their families, are just as much direct medical
costs as are expenses that are more usually covered
by third-party insurance plans.

Direct medical costs can be further classified to
help determine the potential effect of a therapy in
terms of the ability to change patterns of resource
consumption by patients. If these costs increase with
increasing volume of activity, they are described as
variable costs. However, if the same costs are in-
curred regardless of the volume of activity, they are
described as fixed costs. For example, the paper used
in an electrocardiogram machine is a variable cost,
since a strip of paper is used for every tracing. How-
ever, the machine itself is a fixed cost since it must
be purchased whether one tracing is needed or many
are performed. Of course, fixed costs are fixed only
within certain bounds. A very large increase in ac-
tivity will require the purchase of another piece of
equipment. Even the fixed cost of a hospital’s build-
ing is fixed only within certain limits of activity and
a certain time frame. If enough increase in activity
occurs, a new building might be needed. Alterna-
tively, if patient care is transferred from an inpatient
to an outpatient setting, a part of the building may
be closed and the staff size decreased. Still, for the
purposes of most decisions in clinical practice, costs
can be considered to be fixed or variable.

IIL.c. Productivity Costs

In contrast to direct costs, productivity costs do not
stem from transactions for goods or services. In-
stead, they represent the cost of morbidity (e.g., time
lost from work) or mortality (e.g., premature death
leading to removal from the workforce). They are
costs because they represent the loss of opportuni-
ties to use a valuable resource, a life, in alternative
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ways. A variety of techniques are used to estimate
productivity costs of illness or health care. Some-
times, as with patients infected with human immun-
odeficiency virus, the productivity costs of an illness
are substantially greater than the direct costs of the
illness.

II1.d. Intangible Costs

Intangible costs are those of pain, suffering, and
grief. These costs result from medical illness itself
and from the services used to treat illness. They
are difficult to measure as part of a pharmacoeco-
nomic study, though they are clearly considered by
clinicians and patients in considering potential al-
ternative treatments. Although investigators are de-
veloping ways to measure intangible costs — such
as willingness-to-pay analysis whereby patients are
asked to place monetary values on intangible costs
— at present these costs often are omitted in clinical
economics research.

IV. PERSPECTIVE OF ANALYSIS

The third axis in Fig. 1 is that of the perspective
of an economic analysis of medical care. Costs and
benefits can be calculated with respect to society’s,
the patient’s, the payer’s, and the provider’s points
of view. A study’s perspective determines how costs
and benefits are measured, and the economist’s strict
definition of costs (the consumption of a resource
that could otherwise be used for another purpose)
may no longer be appropriate when perspectives dif-
ferent from that of society as a whole are used. For
example, a hospital’s cost of providing a service may
be less than its charge. From the hospital’s perspec-
tive, then, the charge could be an overstatement of
the resources consumed for some services. However,
if the patient has to pay the full charge, it is an accu-
rate reflection of the cost of the service to the patient.
Alternatively, if the hospital decreases its costs by
discharging patients early, the hospital’s costs may
decrease, but patients’ costs may increase because
of the need for increased outpatient expenses that are
not covered by their health insurance plan.

Because costs will differ depending on the per-
spective, the economic impact of an intervention will
be different from different perspectives. To make
comparisons of the economic impact across differ-
ent interventions, it is important for all economic
analyses to adopt a similar perspective. The cost to

society is the opportunity cost, the value of the op-
portunities foregone because of the resource hav-
ing been consumed. Society’s perspective usually
is taken by measuring the consumption of real re-
sources, including the loss of potentially productive
human lives. As already noted, this cost does not
count transfer payments, such as social welfare ben-
efits. (From the government’s point of view, how-
ever, such payments would be a cost, because the
perspective of the government is not the perspective
of society.) If an intervention is not a good value for
money from the societal perspective, it would not be
a worthwhile intervention for society, even if the in-
tervention may have economic advantages for other
stakeholders.

Nevertheless, conducting economic analysis from
other perspectives, in addition to the societal per-
spective, is important. This is because the costs of
medical care may not be borne solely by the same
parties who stand to benefit from it. Economic analy-
sis of medical care often raises vexing ethical prob-
lems related to equity, distribution of resources, and
responsibility for the health of society’s members.
Economic analysis from multiple perspectives shed
light on the equity issues associated with new inter-
ventions.

In summary, economic analysis of medical tech-
nology or medical care evaluates a medical service
by comparing its monetary cost with its monetary
benefit (cost-benefit), by measuring its monetary
cost in relation to its outcomes (cost—effectiveness),
or simply by tabulating the costs involved (cost—
identification). Direct costs are generated as services
are provided. In addition, productivity costs should
be considered, especially in determining the bene-
fit of a service that decreases morbidity or mortal-
ity. Finally, the perspective of the study determines
the costs and benefits that will be quantified in the
analysis, and sensitivity analyses test the effects of
changes in variable specifications for estimated mea-
sures on the results of the study.

V. METHODOLOGIC ISSUES IN THE
PHARMACOECONOMIC ASSESSMENT
OF THERAPIES

The basic approach for performing economic as-
sessments of pharmaceutical products, as discussed
above, has been adapted from the general methodol-
ogy for cost—effectiveness and cost—benefit analysis.
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These methods have been well developed in medical
technology assessment as well as in other fields of
economic research. However, there remain a num-
ber of methodological issues that confront investiga-
tors in economic evaluations of pharmaceutical ther-
apies. This section reviews some of these issues as
they arise in the design, analysis, and interpretation
of pharmacoeconomic evaluations.

V.a. The Problem

Clinical trials are useful for determining the efficacy
of therapeutic agents. However, their focus on effi-
cacy rather than effectiveness and their use of proto-
cols for testing and treating patients poses problems
for cost—effectiveness analysis. One difficulty in as-
sessing the economic effect of a drug as an endpoint
in a clinical trial is the performance of routine testing
to determine the presence or absence of a study out-
come. For example, in a study of prophylaxis against
thromboembolic events, the protocol may specify
testing of all patients for deep vein thromboses (e.g.,
fibrinogen scanning, venograms, or Doppler testing),
whether or not the patients show clinical signs of
these events. While this diagnostic strategy may be
appropriate, it is not necessarily common practice.
Yet, it can have wide-ranging effects on the calcu-
lated costs and outcomes of care.

First, the protocol may induce the detection of ex-
tra cases — cases that would have gone undetected if
no protocol were used in the usual care of patients.
These cases may be detected earlier than they would
have been in usual care. In the prophylaxis exam-
ple above, repeated testing of all patients is likely to
increase the number of deep vein thromboses that
are detected, especially if, in usual care, patients
are only tested when they develop clinical signs of
deep vein thromboses. This extra or early detection
may also reduce the average costs for each case de-
tected, because subclinical cases or those detected
early may be less costly to treat than clinically de-
tected cases. However, because these two potential
biases — more cases, each of which may cost less —
work in opposite directions, the total costs of care
for patients in the trial may or may not exceed those
that would occur in usual care.

Second, protocol-induced testing may lead to the
detection of adverse drug effects that would other-
wise have gone undetected. As above, the average
costs of each may be less because the adverse effects
would be milder. However, their frequency would

obviously be higher, and they could result in addi-
tional testing and treatment.

Third, protocol-induced testing also may lead to
the occurrence of fewer adverse events from the
pharmaceutical product than would occur in usual
care. The extra tests conducted in compliance with
the protocol may provide information that otherwise
would not have been available to clinicians, allow-
ing them to take steps to prevent adverse events and
their resulting costs. For example, an antibiotic pro-
tocol may call for more frequent testing of creatinine
levels than would be conducted in usual care. These
tests may warn physicians of impending renal prob-
lems, allowing them to change the drug dosage or the
antibiotic. Thus, cases of nephrotoxicity that would
have occurred in usual care may be avoided. This po-
tential bias of reducing the costs of side effects and
adverse events would tend to lower the overall costs
of care observed in the trial compared to usual care.

Fourth, due to ethical obligations that arise when
patients are enrolled in trials, outcomes detected in
trials may be treated more aggressively than they
would be in usual care. In trials, it is likely that
physicians will treat all detected treatable clinical
outcomes. In usual care, physicians may treat only
those outcomes that in their judgment are clinically
relevant. This potential bias would tend to increase
the costs of care observed in the trial compared to
usual care.

Fifth, protocol-induced testing to determine the
efficacy of a product or to monitor the occurrence of
all side effects, whether clinically detectable or not,
generally will increase the costs of diagnostic testing
in the trial, because many of these tests likely would
be omitted in usual care. Alternatively, the protocol
may reduce these costs in environments where there
is overuse of testing. In teaching settings, for exam-
ple, some residents may normally order more tests
than are needed, and this excess testing may be lim-
ited by the protocol’s testing prescriptions.

Sixth, clinical protocols may offer patients ad-
ditional resources that are not routinely available
in clinical practice. These additional resources may
provide health benefits to patients. For example,
protocols offering extensive home care services may
affect the observed benefits of a therapy if the nurs-
ing intervention improves the management of the pa-
tient’s illness. This could result in a bias in the study
design if there are differences in the amount of home
care services provided to patients in the treatment
and control arms of a trial, or may result in addi-
tional health benefits to all study patients.
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Seventh, patients in trials often are carefully se-
lected. If a study sample has a mean patient age of
45 years, the result of the trial may not be read-
ily generalizable to substantially older or younger
populations. Similarly, exclusion criteria in clinical
protocols may rule out patients with specific clin-
ical syndromes (e.g., diabetes mellitus), women of
childbearing potential, or patients of advanced age.
These patients may require additional resources or
may receive less benefit from therapy because their
life span is shorter. These exclusions further limit the
generalizability of the findings of efficacy studies.

A related issue in pharmacoeconomics trials is
the generalizability of the health care delivery sys-
tem of the patients in the study. A pharmacoeco-
nomic study conducted through health a mainte-
nance organization using its members as subjects
may observe less referrals to specialist physicians
than would the same clinical study in a different
practice setting. This effect may be even more pro-
nounced in multinational clinical trials, in which
health care systems, physician education, and pa-
tients’ expectations for treatment differ by country.

Eighth, when medications are introduced to the
market, they often carry a premium related to patent
protection for the product. In the small-molecule
market, prices of medications often are greatly re-
duced after the patent expiration and the introduc-
tion of generic versions of the molecule. (In coun-
tries without strong intellectual property protections,
the prices may reflect generic prices more quickly.)
Large molecules, or biologics, may have a very dif-
ferent trajectory of costs. In many markets, biolog-
ics carry strong intellectual property protections and
high prices, reflecting the relatively smaller mar-
ket for these products compared to small-molecule
drugs. Manufacturing of biologics is more complex,
and the regulatory scheme (at least in the United
States and the European Union) is distinct from that
for small-molecules drugs. At present, there are no
‘generic’ versions of biologics in the United States,
and a regulatory framework for follow-on biologics
has only recently been introduced in the European
Union. It is likely that the cost of even follow-on bi-
ologics will more closely reflect the costs of prod-
ucts with patent protection than the costs of generic
versions of small-molecule drugs.

Other difficulties in projecting the results of clin-
ical trials to usual care arise because the patients
in clinical trials generally comply more completely
with their treatment than do patients in usual care;

they receive prescribed patterns of care; and because
the potential existence a placebo effect may tend to
understate the effectiveness the agent will have when
it is utilized in usual care.

Routinely appending economic evaluations to
clinical trials will likely yield ‘cost—efficacy’ analy-
ses, the results of which may be substantially dif-
ferent from the result of cost—effectiveness analy-
ses conducted in the usual care setting. The problem
of generalizability is similar to that found in clin-
ical epidemiology research. However, clinical eco-
nomics explicitly recognizes the added complexity
of having different resource-induced costs and ben-
efits derived from clinical protocols and from ob-
serving patients in different health care systems in
multicenter clinical trials. Commitment to publica-
tion of the results is crucial to the integrity of this
work.

V.b. Possible Solutions

One possible solution to this problem is the inclu-
sion of a ‘usual care’ arm appended as a third arm
of a clinical trial. In such a three-arm study, patients
randomized to the usual care arm of the study would
be treated as they would be outside of the trial, rather
than as mandated by the study protocol, and eco-
nomic and outcomes data from usual care could thus
be collected. These data would make it possible to
quantify the number of outcomes that likely would
be detected in usual care and the costs of these out-
comes.

One drawback to this method is that physicians
in the trial may treat all patients similarly, whether
they are in the protocol-driven arm or the usual care
arm of the study. This contamination can be par-
tially overcome by randomizing physicians to the
protocol or usual care arms, and can be overcome
more completely by randomizing the sites of care
(e.g., different hospitals for different arms of the
study). However, these options require large num-
bers of physicians and/or sites of care and, thus, are
costly to implement. Moreover, such a strategy may
result in nonrandom assignment of patients to treat-
ment arms.

A second method that has been used to overcome
these problems is to collect data retrospectively from
patients who are not in the trial but who would have
met its entry criteria, using these data to estimate the
likely costs and outcomes in usual care. These pa-
tients could have received their care prior to the trial
(historical comparison group) or concurrent with it
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(concurrent comparison group). In either case, some
of the data available in the trial may not be available
for patients in the comparison groups. Thus, inves-
tigators must ensure comparability between the data
for usual care and trial patients.

Two problems arise when using a concurrent
comparison group to project the results of a trial to
usual care. First, as with the randomization scheme
above, the use of a protocol in the trial may affect the
care delivered to patients who are not in the trial. If
s0, usual care patients may not receive the same care
they would have received if the trial had not been
performed. Thus, the results of the trial may lose
generalizability to other settings. Second, the trial
may enroll a particular type of patient (e.g., inves-
tigators may ‘cream-skim’ by enrolling the health-
iest patients with the least complications), possibly
leaving a biased sample (e.g., of sicker and more
complicated patients) for inclusion in the concurrent
comparison group. This potential bias would tend to
affect the estimate of the treatment costs that would
be experienced in usual care.

Adoption of a historical comparison group would
offset the issue of contamination. Because the trial
was not ongoing when these patients received their
care, it could not affect how they were treated. A his-
torical comparison group would also tend to offset
the selection bias: the subset of patients who would
have been included in the trial if it had been carried
out in the historic period will be candidates for the
comparison group. However, use of a historic com-
parison group is unlikely to offset this bias entirely.
Because this group is identified retrospectively, its
attributes likely will reflect those of the average pa-
tients eligible for the trial, rather than those of the
subset of patients who would have been enrolled in
the trial (e.g., if cream-skimming had occurred).

However, differences between the care provided
to patients in the trial and that provided to patients
in this group may be due as much to secular trends
in the provision of medical care as they are to the
adoption of a study protocol. For example, length
of stay in the United States has decreased since the
early 1980s, due in part to the implementation of the
Medicare Prospective Payment System. Thus, his-
torical cohorts from earlier periods may have had
longer lengths of stay as inpatients than is currently
seen in clinical practice. These data may suggest a
protocol-induced decrease in length of stay when
one actually does not exist.

To avoid these difficulties, the usual care compar-
ison group may include both historic and concurrent

comparison groups. In this case, multivariable meth-
ods such as multiple regression analysis or other an-
alytic techniques must be used to control for differ-
ences among the historic and concurrent comparison
groups as well as between the comparison groups
and the patients in the trial. For example, in a re-
gression analysis of length of stay in the trial and in
usual care, variables representing each of the groups
will indicate the magnitude of the secular trends, the
selection bias, and the protocol effects of the trial.

A number of methods currently are being in-
vestigated to help overcome the potential biases of
resource-induced costs and benefits in clinical trials.
These approaches include the development of “large
and simple clinical trials”, increased attention to the
generalizability of patient selection criteria in study
design, and conducting the trial in different health
systems simultaneously to assess the impact of the
therapy in different delivery settings (e.g., using a
large health maintenance organization as a clinical
testing site).

V.c. Issues in the Design of Prospective
Pharmacoeconomic Studies

We have already addressed some of the general is-
sues in the design and interpretation of pharma-
coeconomic studies. Yet, prospective pharmacoeco-
nomic studies, especially within phase III clinical
trials, are often our only opportunity to collect and
analyze information on new therapeutic products be-
fore decisions are made concerning reimbursement
and formulary inclusion for these agents. We now
address issues that arise in the design of these stud-
ies.

V.c.1. Sample Size

The size required of the sample to identify a mean-
ingful economic difference is frequently problem-
atic. Often those setting up clinical trials focus on the
primary clinical question when developing sample-
size estimates. They fail to consider the fact that the
sample required to address the economic questions
posed in the trial may differ from that needed for the
primary clinical question. In some cases the sample
size required for the economic analysis is smaller
than that required to address the clinical question.
More often, however, the opposite is true, in that
the variances in cost and patient preference data are
larger than those for clinical data. Then one needs to
confront the question of whether it is either ethical
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or practical to prolong the study for longer need be
to establish the drug’s clinical effects. Furthermore,
in many cases the variances for the pharmacoeco-
nomic data are unknown. Power calculations can be
performed, however, to determine the detectable dif-
ferences between the arms of the study given a fixed
patient population and various standard deviations
around cost and patient preference data (Table 1).
Methods for calculating sample size in economic
evaluations have been described elsewhere.

V.c.2. Participation of Patients

Those planning phase III clinical trials usually are
more focused on the clinical results of the trial than
they are on the economic results; they would usually
like to keep the number of centers needed to com-
plete the trial to a minimum; and they would rather
finish the trial sooner than later. Thus, they have
a concern that patients might agree to participate
in the clinical trial, but not be willing to participate
in the economic portion of the trial. In such a case,
the investigators often argue that patients should be
allowed to participate in the clinical portion of the
trial but be excluded from the economic portion of
the trial. While self-selection always poses difficul-
ties for trials, it should be clear that this suggestion
is particularly worrisome. The economic assessment
would end up comparing an estimate of effects from
the entire sample with an estimate of costs from a
nonrandom subset of the entire sample, thus allow-
ing substantial bias to enter the analysis. Protocols
should allow prospective collection of resource con-
sumption and patient preference data, while some-
times incorporating a second consent to allow ac-
cess to patients’ financial information. This second
consent would be important if the primary concern
was the possibility of patient selection bias in the
analysis of clinical endpoints. However, given the
low rates of refusal to the release of financial in-
formation, a single consent form should be consid-
ered for all trial data. The single consent would avoid
the possibility of selection bias in the economic end-
points relative to the clinical endpoints.

V.c.3. Data Collection

In many cases, by the time clinical investigators
think to include economic assessments in their tri-
als, they generally have asked for the collection of
so much clinical data that it is nearly impossible to
ask the data collectors to collect any economic data.

Table 1. Study differences detectable given a fixed
sample size. Values represent minimum detectable
differences between trial arms given the standard
deviation reported for the row in the table, and a fixed
sample size for each arm of the trial

Detectable difference R?
for covariables

0.0 0.1 0.2 0.3

Standard deviation
(Iength of stay/US$)

n = 150/group

5 2 2 1 1
10 3 3 3 3
20 6 6 6 6
30 10 9 9 8
40 13 12 12 11
50 16 15 14 14
100 32 31 29 27
500 162 153 145 135
1000 324 307 289 271
2500 809 767 723 677
5000 1618 1535 1447 1354
n = 300/group
5 1 1 1 1
10 2 2 2 2
20 4 4 4 4
30 7 7 6 6
40 9 9 8 8
50 11 11 10 10
100 23 22 20 19
500 114 109 102 96
1000 229 217 205 191
2500 572 543 512 479
5000 1144 1085 1024 957
n =450/group
5 1 1 1 1
10 2 2 2 2
20 4 4 3 3
30 6 5 5 5
40 7 7 7 6
50 9 9 8 8
100 19 18 17 16
500 93 89 84 78
1000 187 177 167 156
2500 467 443 418 391
5000 934 886 836 782

Collection of resource consumption data from pri-
mary or secondary sources is essential for a prospec-
tive economic evaluation of a pharmaceutical ther-
apy. Some data elements, such as patient preference
assessments, can only be collected on a prospec-
tive basis. Other data elements, such as outpatient
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physician treatment records for a linked inpatient
and outpatient economic evaluation of a therapy, or
patient resource consumption information for hospi-
tals without centralized billing systems, must be col-
lected prospectively to simplify the data collection
process for the study.

While some prospective data collection is re-
quired for almost all pharmacoeconomic studies, the
amount of data to be collected for the pharmacoeco-
nomic evaluation is still the subject of much debate.
There is no definitive means of addressing this issue
at present. Phase II studies can be used to develop
data that will help determine which resource con-
sumption items are essential for the economic eval-
uation. Without this opportunity for prior data col-
lection, however, we must rely upon expert opinion
to suggest major resource consumption items that
should be monitored within the study. Duplicate data
collection strategies (prospective evaluation of re-
source consumption within the study’s case report
form with retrospective assessment of resource con-
sumption from hospital bills) can be used to ensure
that data collection strategies do not miss critical
data elements.

Resources are divided into specific categories
for assessment for prospective data collection: in-
patient resource use, outpatient resource use, and
non—acute-care resource use. Within each of these
categories, data can be subdivided into several cate-
gories: professional services (physicians, nurses, al-
lied health professionals), hospital setting (intensive
care unit, step-down unit, general medical floor),
major diagnostic tests (radiologic tests, laboratory
tests), major surgical procedures (operations and
non-operating room procedures), and medications.
Issues related to data collection for economic studies
have been reviewed elsewhere.

V.c.4. Appropriate Comparators

Selection of appropriate treatment alternatives in a
clinical study is essential for a useful economic eval-
uation of a pharmaceutical therapy. This issue is
both a clinical and an economic one. Comparators
can be the most common alternative therapies for
a condition or the lowest possible cost alternatives,
even when not frequently used. However, in phar-
macoeconomic studies, treatment comparators may
be inappropriately selected as much for their rel-
atively high price as for their likely effectiveness.
Phase III studies have special limitations in this re-
gard, because agents will be compared against the

placebo to assess efficacy rather than against alter-
native treatments to assess the relative effectiveness
of the agent.

V.c.5. Multicenter Evaluations

The primary results of economic evaluations usu-
ally is a comparison of average, or pooled, differ-
ences in costs and differences in effects among pa-
tients who received the therapies under study. It is
an open question, however, whether pooled results
are representative of the results that would be ob-
served in the individual centers or countries that par-
ticipated in the study. In some, the therapy may pro-
vide good value for the costs, whereas in others it
may provide poor value. Three reasons commonly
cited for these differences are differences in prac-
tice patterns (i.e., medical service use), differences
in absolute and relative prices for medical service
use (i.e., unit costs), and differences in underlying
morbidity/mortality patterns in different centers and
countries.

There is a growing literature that addresses the
transferability of a study’s pooled results to sub-
groups. Approaches include evaluation of the ho-
mogeneity of different centers’ and countries’ re-
sults; use of random effects models to borrow in-
formation from the pooled results when deriving
center-specific or country-specific estimates; direct
statistical inference by use of net monetary benefit
regression; and use of decision analysis.

VI. FACTORS AFFECTING RESOURCE
CONSUMPTION

Pharmacoeconomic research holds as a basic as-
sumption the proposition that clinical severity of dis-
ease is the sole determinant of resource use by pa-
tients. Studies of regional variation, such as those by
Wennberg and colleagues, highlight the shortcom-
ings of this assumption. This creates a significant
challenge for health services research, and for phar-
macoeconomics in particular. For example, when a
new therapy is introduced to reduce severity of dis-
ease as a substitute for physician services that simi-
larly reduce the severity of disease, if physicians ei-
ther continue to provide the service to maintain their
clinical practice or change the characteristics of the
patients to whom they provide services (i.e., operate
on less severely ill patients), we will not achieve the
potential economic advantage afforded by the new
therapy.
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VI1.a. Economic Data

Analysts generally have access to resource utiliza-
tion data such as length of stay, monitoring tests per-
formed, and pharmaceutical agents received. When
evaluating a therapy from a perspective that requires
cost data rather than charge data, however, it may
be difficult to translate these resources into costs.
For example, does a technology that frees up nurs-
ing time reduce costs, or are nursing costs fixed in
the sense that the technology is likely to have lit-
tle or no effect on the hospital payroll? Economists
taking the social perspective would argue that real
resource consumption has decreased and thus nurs-
ing is a variable cost. Accountants or others taking
the hospital perspective might argue that, unless the
change affects overall staffing or the need for over-
time, it is not a saving. This issue depends in part
on the temporal perspective taken by the analyst. In
the short term, it is unlikely that nursing savings are
recouped; in the long term, however, there probably
will be a redirection of services. This analysis may
also be confounded by the potential increase in the
quality of care that nurses with more time may be
able to provide to their patients. In countries that
have a shortage of hospital beds, hospital adminis-
trators often do not recognize staffing savings from
early-discharge programs, because the bed will be
occupied by a new patient as soon as the old patient
is discharged.

VLb. Perspective

When perspectives other than the societal perspec-
tive are adopted, it is unclear what benefits or out-
comes should be counted in the analysis. For ex-
ample, if a governmental agency’s perspective is
adopted, in which transfer payments such as pen-
sions are counted as costs, quick deaths at age 65
may be valued more than long, costly deaths at
age 75. Independent of whether we should condone
this perspective, we must determine whether health
status is an independent goal to be included in the
analysis.

In summary, due to their focus on efficacy and
their use of clinical protocols, economic assessments
of pharmaceutical products based upon phase III
clinical trials are not without their problems. How-
ever, these issues can be developed in pharmacoeco-
nomic analysis plans or through supplemental data
collection activities conducted concurrently with the
clinical trial.

VII. MEASUREMENT AND MODELING IN
CLINICAL TRIALS

The types of data available at the end of a clinical
trial will depend upon the trial’s sample size, dura-
tion, and clinical endpoint. There are two categories
of clinical endpoints considered in pharmacoeco-
nomic analysis: intermediate endpoints and final
endpoints. An intermediate endpoint is a clinical
parameter, such as systolic blood pressure, which
varies as a result of therapy. A final endpoint is
an outcome variable, such as change in survival, or
quality-adjusted survival, that is common to several
economic trials, which allows for comparisons of
economic data across clinical studies and is of rel-
evance to policy makers.

The use of intermediate endpoints to demonstrate
clinical efficacy is common in clinical trials, because
it reduces both the cost of the clinical development
process and the time needed to demonstrate the effi-
cacy of the therapy. Intermediate endpoints are most
appropriate in clinical research if they have been
shown to be related to the clinical outcome of in-
terest, as in the following:

e the use of changes in blood cholesterol levels to
demonstrate the efficacy of new lipid lowering
agents (intermediate endpoint: changes in low-
density and high-density lipoprotein levels; final
endpoint: changes in myocardial infarction rate
and survival; demonstration of the relationship be-
tween intermediate and final endpoints: Framing-
ham Heart Study);

e the use of change in blood pressure to demon-
strate the efficacy of new antihypertensive agents
(intermediate endpoint: changes in systolic and
diastolic blood pressure; final endpoint: changes
in stroke rates and survival; demonstration of the
relationship between intermediate and final end-
points: Framingham Heart Study); and

o the use of change in molecular response to demon-
strate the efficacy of a new antineoplastic agent
(intermediate endpoint: molecular response; final
endpoint: survival; demonstration of relationship
between intermediate and final endpoints: epi-
demiological study).

Ideally, a clinical trial would be designed to fol-
low patients throughout their lives, assessing both
clinical and economic variables, to allow an incre-
mental assessment of the full impact of the therapy
on patients over their lifetimes. Of course, this type
of study is almost never performed. Instead, most
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clinical trials assess patients over a relatively short
period of time. Thus, some pharmacoeconomic as-
sessments must utilize data collected from within the
clinical trial in combination with an epidemiologic
model to project the clinical and economic trial re-
sults over an appropriate period of a patient’s life-
time.

The importance of this effort is illustrated in the
following hypothetical example. A new therapy is
under development that reduces the absolute risk of
dying from a chronic disease by 50% as measured
in a one-year trial. However, this therapy is not cu-
rative. A four-year trial was initiated at the same
time as the one-year trial. The first-year results were
the same in both the four-year trial and the one-year
trial. However, there was an increased risk of death
for treatment patients in the second and third year of
the four-year trial, and by the end of the third year of
the trial the survival rate was identical in the treat-
ment and control arms of the four-year trial. While
there was a clear benefit to the new therapy in terms
of postponing events from the first year of treatment
to later years, the economic assessment of the ther-
apy would suggest a greatly reduced treatment bene-
fit from the four-year trial as compared with the one-
year trial.

In projecting results of short-term trials over pa-
tients’ lifetimes, it is typical to present at least two of
the many potential projections of lifetime treatment
benefit. A one-time effect model assumes that the
clinical benefit observed in the trial is the only clin-
ical benefit received by patients. Under this model,
after the trial has ended, the conditional probabil-
ity of disease progression for patients is the same
in both arms of the trial. Given that it is unlikely
that a therapy will lose all benefits as soon as one
stops measuring them, this projection method gener-
ally is pessimistic compared to the actual outcome.
A continuous-benefit effect model assumes that the
clinical benefit observed in the trial is continued
throughout the patients’ lifetimes. Under this model,
the conditional probability of disease progression for
treatment and control patients continues at the same
rate as that measured in the clinical trial. In con-
trast to the one-time model, this projection of treat-
ment benefit most likely is optimistic compared to
the treatment outcome.

While we and others have developed models as
secondary analyses of new therapies, a number of
clinical trials have included collection of primary
economic data. This change has resulted from an in-
creasing awareness of the need for reliable economic

data about new therapies at the time when the thera-
pies are being introduced to the market. This impe-
tus has also resulted from issues related to the com-
plexity and cost of developing appropriate economic
data for a secondary analysis of a new therapy, and
issues related to the potential for bias in the design
of economic studies conducted from analysis of sec-
ondary data sources. However, as illustrated above,
even primary data collection in clinical trials does
not eliminate the need for treatment models in the
economic analysis of new therapies.

VIII. ANALYSIS PLAN FOR COST DATA

Analysis of cost data shares many features with
analysis of clinical data. One of the most important
is the need to develop an analysis plan prior to per-
forming the analysis. Table 2 identifies a set of tasks
that should be addressed in such a plan. The analy-
sis plan should describe the study design (e.g., re-
port on whether the trial is randomized and double-
blind; identify the randomization groups; outline the
recruitment strategy; describe the criteria for patient
evaluation) and any implications the design has for
the analysis of costs (e.g., how one will account for
recruiting strategies such as rolling admission and a
fixed stopping date).

The analysis plan should also specify the hypoth-
esis and objectives of the study, define the primary
and secondary endpoints, and describe how the end-
points will be constructed (e.g., multiplying resource
counts measured in the trial times a set of unit costs
measured outside the trial). In addition, the analy-
sis plan should identify the potential covariables that
will be used in the analysis and specify the time pe-
riods of interest (e.g., costs and clinical outcomes at

Table 2. Steps in an economic analysis plan

1. Study design/summary
2. Study hypothesis/objectives
3. Definition of endpoints
4. Covariates
5. Prespecification of time periods of interest
6. Statistical methods
7. Types of analyses
8. Hypothesis tests
9. Interim analyses
10. Multiplicity issues
11. Subgroup analysis
12. Power/sample size calculations
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6 months might be the primary outcome, while costs
and clinical outcomes at 12 months might be a sec-
ondary outcome).

Also, the analysis plan should identify the statis-
tical methods that will be used and how hypotheses
will be tested (e.g., a p value cutoff or a confidence
interval for the difference that excludes 0). And the
plan should prespecify whether interim analyses are
planned, indicate how issues of multiple testing will
be addressed, and predefine any subgroup analyses
that will be conducted. Finally, the analysis plan
should include the results of power and sample size
calculations.

If there are separate analysis plans for the clinical
and economic evaluations, efforts should be made to
make them as consistent as possible (e.g., shared use
of an intention-to-treat analysis, shared use of sta-
tistical tests for variables used commonly by both
analyses, etc.). At the same time, the outcomes of the
clinical and economic studies can differ (e.g., the pri-
mary outcome of the clinical evaluation might focus
on event-free survival, while the primary outcome
of the economic evaluation might focus on quality-
adjusted survival). Thus, the two plans need not be
identical.

The analysis plan also should indicate the level
of blinding that will be imposed on the analyst.
Most, if not all, analytic decisions should be made
while by an analyst who is blinded to the treatment
groups (i.e., fully blinded rather than simply blinded
to treatment A vs. treatment B). Blinding is particu-
larly important when investigators have not precisely
specified the models that will be estimated, but in-
stead rely on the structure of the data to help make
decisions about these issues.

VIIL.a. Methods for Analysis of Costs

When one analyzes cost data derived from random-
ized trials, one should report means of costs for the
groups under study as well as the difference in the
means, measures of variability and precision, such
as the standard deviation and quantiles of costs (par-
ticularly if the data are skewed), and an indication
of whether the costs are likely to be meaningfully
different from each other in economic terms.

Traditionally, the determination of a difference in
costs between groups has been made using the Stu-
dent’s ¢-test or analysis of variance (ANOVA) (uni-
variate analysis) and ordinary least-squares regres-
sion (multivariable analysis). The recent proposal of
the generalized linear model promises to improve
the predictive power of multivariable analyses.

VIIl.a.1. Univariate Analysis

A basic assumption underlying 7-tests and ANOVA
(which are parametric tests) is that cost data are
normally distributed. Given that the distribution of
these data often violates this assumption, a number
of analysts have begun using nonparametric tests,
such as the Wilcoxon rank-sum test (a test of me-
dian costs) and the Kolmogorov—Smirnov test (a test
for differences in cost distributions), which make
no assumptions about the underlying distribution of
costs. The principal problem with these nonparamet-
ric approaches is that statistical conclusions about
the mean need not translate into statistical conclu-
sions about the median (e.g., the means could dif-
fer yet the medians could be identical), nor do con-
clusions about the median necessarily translate into
conclusions about the mean. Similar difficulties arise
when — to avoid the problems of nonnormal distrib-
ution — one analyzes cost data that have been trans-
formed to be more normal in their distribution (e.g.,
the log transformation of the square root of costs).
The sample mean remains the estimator of choice for
the analysis of cost data in economic evaluation. If
one is concerned about nonnormal distribution, one
should use statistical procedures that do not depend
on the assumption of normal distribution of costs
(e.g., nonparametric tests of means).

Table 3 shows the results of the univariate analy-
sis of hospital costs measured among men receiv-
ing vehicle and an investigational medication for the

Table 3. Hospital costs of tirilazad mesylate for
subarachnoid hemorrhage in men

Variable Treatment groups
Vehicle Tirilizad, 6 mg/kg
per day
Cost, US$ 20,287 25,185
Standard deviation (22,542) (22,619)
Distribution
5% 4,506 10,490
25% 9,691 13,765
50% 13,773 18,834
75% 23,044 31,069
95% 53,728 51,771
Comparison of differences
t-test 0.15
t-test (log of costs) 0.02
Wilcoxon rank-sum 0.001
Kolmogorov—Smirnov 0.001
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treatment of aneurysmal subarachnoid hemorrhage.
The mean cost for patients receiving vehicle was
US$20,287 (standard deviation (SD), US$22,542);
the mean cost for patients receiving the investiga-
tional medication was US$25,185 (SD, US$22,619).
The distribution (as seen from the quantiles reported
in Table 3, which shows the distribution of costs
for the two groups) is skewed. For example, the
difference between the 25th and 50th percentiles
is approximately US$4,500 for the two treatment
groups, but is approximately US$10,000 between
the 50th and 75th percentiles. Of note, from the
5th to the 75th percentile, there was approximately
a US$5,000 difference between the two treatment
groups. By the 95th percentile, the costs in the two
groups were similar. These distributions provide evi-
dence that the costs differ between the two treatment
groups.

The parametric and nonparametric statistical
tests, however, yielded conflicting conclusions about
whether the cost differences were statistically differ-
ent from one another. The z-test comparing mean
costs between the groups indicated a nonsignificant
difference (p = 0.15), whereas the ¢-test comparing
the mean log of costs and both of the nonparametric
statistical tests indicated they differed (p < 0.02).
In this case, one might conclude that the difference
in the medians between groups is statistically sig-
nificant, whereas the difference in the means be-
tween groups is not. Similarly conflicting conclu-
sions about the statistical significance of observed
differences in costs have been reported in other stud-
ies. Although each of these statistical tests is infor-
mative, given that the important outcome for the
analysis of the value for the costs of the new ther-
apy (e.g., the cost—effectiveness ratio) is the differ-
ence in mean costs, the statistical test of differences
in means (e.g., t-test) should be used for inferences
about this outcome. Measuring the correct parameter
should take precedence over threats to the efficiency
of the way that parameter is measured.

VIIl.a.2. Multivariate Analysis

Regression analysis often is used to assess dif-
ferences in costs, in part because the sample size
needed to detect economic differences may be larger
than the sample needed to detect clinical differences
(i.e., to overcome power problems). Traditionally,
ordinary least-squares regression has been used to
predict costs (or their log) as a function of the treat-
ment group while controlling for covariables such as

disease severity, costs prior to randomization, etc.
However, use of the log of costs as the outcome
variable simply to avoid statistical problems posed
by untransformed costs leaves one with the prob-
lem that we are not interested in this outcome itself;
rather we are interested in the difference in untrans-
formed costs. In addition, the retransformation of
the predicted difference in the log of costs into an
estimate of the predicted difference in costs is not
trivial. A generalized linear model framework has
been proposed to maintain the log distribution and
overcome issues related to retransformation.

While univariate #-tests and ANOVAs assume
the normal distribution of cost data, ordinary least-
squares regression assumes that the error terms from
the prediction of costs are normally distributed.
Because of the potential violation of this assump-
tion, however, a number of alternative multivari-
able methods have recently been proposed for an-
alyzing costs. In addition to the generalized linear
model mentioned above, these methods include non-
parametric hazards models, parametric failure-time
models, Cox semiparametric regression, and joint
distributions of survival and cost. The relative mer-
its of several of these methods have been compared
by Lipscomb and colleagues and by Manning and
Mullahy; however, there is little conclusive evidence
regarding which model is best in a given analytic
circumstance.

Table 4 shows selected results of an ordinary
least-squares regression predicting hospital costs

Table 4. Selected coefficients and p values for the
hospital cost regressions for men receiving tirilizad
mesylate for subarachnoid hemorrhage

Coefficient p value

Intercept 1,747 0.90
Randomization group * 0.05

6 mg/kg per day 6,058

2 mg/kg per day —100

0.6 mg/kg per day —247
Neurograde of subarachnoid 0.0001
hemorrhage

Grade 2 3,950

Grade 3 3,904

Grade 4 9,132

Grade 5 5,406

*6 mg/kg/day vs. vehicle, 2 mg/kg/day, and 0.6 mg/kg/day, p =
0.03,0.03, and 0.02, respectively; no other comparisons statisti-
cally significant.
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measured among men receiving vehicle and the in-
vestigational medication for the treatment of aneu-
rysmal subarachnoid hemorrhage. On average, costs
among those receiving the investigational medica-
tion were US$6,058 higher than costs among pa-
tients receiving vehicle (p = 0.03). Increasing levels
in the neurograde of subarachnoid hemorrhage upon
entry to the study (grades of subarachnoid hemor-
rhage range from I to V, with V being the most
severe) were generally associated with increasing
costs; the reduction in costs among those in grade V
was due principally to the large number of patients
in this category who died in the hospital. Other pre-
dictors of hospital costs included the additional days
between onset of subarachnoid hemorrhage and ran-
domization into the trial (4); age (4), and country
(4/—) (data not shown).

IX. UNCERTAINTY IN ECONOMIC
ASSESSMENT

There are a number of sources of uncertainty sur-
rounding the results of economic assessments. One
source relates to sampling error (stochastic uncer-
tainty). The point estimates are the result of a single
sample from a population. If we ran the experiment
many times, we would expect the point estimates to
vary. One approach to addressing this uncertainty is
to construct confidence intervals both for the sepa-
rate estimates of costs and effects as well as for the
resulting cost—effectiveness ratio. A substantial liter-
ature has developed related to construction of confi-
dence intervals for cost—effectiveness ratios.

One of the most dependably accurate methods
for deriving 95% confidence intervals for cost—
effectiveness ratios is the nonparametric bootstrap
method. In this method, one resamples from the
study sample and computes cost—effectiveness ra-
tios in each of the multiple samples. To do so re-
quires one to (1) draw a sample of size n with re-
placement from the empiric distribution and use it
to compute a cost—effectiveness ratio; (2) repeat this
sampling and calculation of the ratio (by convention,
at least 1000 times for confidence intervals); (3) or-
der the repeated estimates of the ratio from lowest
(best) to highest (worst); and (4) identify a 95% con-
fidence interval from this rank-ordered distribution.
The percentile method is one of the simplest means
of identifying a confidence interval, but it may not
be as accurate as other methods. When using 1,000

repeated estimates, the percentile method uses the
26th and 975th ranked cost—effectiveness ratios to
define the confidence interval.

In the multivariable regression analysis above,
we estimated that therapy with the investigational
medication added US$6,058 to the cost of hos-
pitalization (95% confidence interval, US$693 to
US$11,423). The results of a logistic regression pre-
dicting death indicated that the investigational med-
ication yielded a difference in the predicted proba-
bility of death of 0.225. The cost per death averted
was US$26,924 (US$6,058/0.225). The results of
the bootstrap analysis indicated that the 95% confi-
dence interval for the cost—effectiveness ratio ranged
from US$4,300 to US$54,600. Interpreting the re-
sults of the bootstrap in a Bayesian sense, evaluating
stochastic uncertainty alone, there is a 96% chance
that the ratio is below US$50,000 per death averted.

In addition to addressing stochastic uncertainty,
one may want to address uncertainty related to
parameters measured without variation (e.g., unit
cost estimates, discount rates, etc.), whether or not
the results are generalizable to settings other than
those studied in the trial, and, for chronic therapies,
whether the cost—effectiveness ratio observed within
the trial is likely to be representative of the ratio that
would have been observed if the trial had been con-
ducted for a longer period. These sources of uncer-
tainty are often addressed using sensitivity analysis.

IX.a. Cost-Effectiveness of Inmunotherapy
After Live-Donor Kidney Transplantation:
An Example

A randomized clinical trial with block randomiza-
tion was conducted in tertiary-care teaching hos-
pitals in India to compare the immunotherapeu-
tic effects of high-dose cyclosporin vs. low-dose
cyclosporin regimens after kidney transplantation
(data from Christian Medical College & Hospital,
Vellore, Tamil Nadu, India). Adult nondiabetic pa-
tients with chronic renal failure who were receiv-
ing their first kidney transplantation were eligible
for the study. Of 236 eligible patients, 221 (94%)
were randomized into the two treatment arms (119
in the low-dose treatment arm, 117 in the high-dose
treatment arm). Cost data were collected prospec-
tively during the transplantation and posttransplan-
tation periods. Baseline characteristics were similar
between the two groups. Patients in the low-dose
treatment group received a regimen of cyclosporin,
azathioprine, and prednisolone. The high-dose group
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received cyclosporin and prednisolone. After six
months, patients who did not experience severe com-
plications (i.e., death, redialysis) were considered to
have been treated effectively.

Severe complications occurred in 5.6% of pa-
tients in the low-dose group and in 9.6% of pa-
tients in the high-dose group. The difference in the
rate was 4% (c.i. — 9.6 to 2.7) with a p value of
0.26. Total societal cost of treatment after six months
of follow-up was 217,747 rupees for the high-dose
group and 229,539 rupees for the low-dose group.
Incremental costs for the high-dose treatment were
11,792 rupees, with no additional benefit. Sensitiv-
ity and threshold analyses verified the robustness of
the assumptions.

X. THE FUTURE

The emergence of cost as a criterion for the evalu-
ation of pharmaceutical products requires the con-
tinued development and application of research
methods to guide decision-makers. Patients, and
physicians acting on their behalf, are principally
concerned about the effectiveness and safety of
drugs. However, as patients, payers, and society be-
come more concerned about the cost of medical care,
the clinical contribution of pharmaceutical agents
will be weighed against their costs and compared
with the next best alternative. As third-party payers
increasingly cover drug costs, they will be concerned
with their expenditures on pharmaceuticals and the
value obtained for the money spent. Hospitals and
other providers of care, operating under increasingly
constrained budgets, will increase their assessments
of pharmaceutical expenditures.

The naive decision-maker might weigh drugs ac-
cording to their purchase price alone. This paradigm
ignores two essential elements in choosing pharma-
ceuticals. First, in identifying a drug’s cost, its pur-
chase price is only part of its real economic impact.
The costs of preparation and delivery, as well as the
cost of monitoring for and treating adverse events
and side effects, are unavoidable elements of the cost
of treating patients.

Second, a full analysis should go beyond the iden-
tification of cost. Only if the safety and effectiveness
of two pharmaceutical agents are equivalent will
cost alone determine the choice of therapy. Cost—
effectiveness analysis requires that cost be weighed
against effectiveness and that when two or more al-
ternatives are being compared, the additional cost

per additional unit of effectiveness be measured. Be-
yond these considerations of cost—identification and
cost—effectiveness, a full economic analysis will also
assess the net value, or utility, of the drug’s clinical
contribution.

This is a challenging period for the field of clin-
ical economics. Many of the earlier methodologic
challenges of the field have been addressed, and re-
searchers have gained experience in implementing
economic evaluations in a multitude of settings. This
experience has raised new questions for those in-
terested in the development of new clinical thera-
pies and in the application of economic data to the
decision-making process.

With the increasing importance of multinational
clinical trials in the clinical development process,
many of the problems facing researchers today in-
volve the conduct of economic evaluations in multi-
national settings. Foremost among these is the prob-
lem of generalizability. There is little consensus
among experts as to whether the findings of multina-
tional clinical trials are more generalizable than find-
ings from trials conducted in single countries. This
question is even more problematic for multinational
economic evaluations, because the findings of eco-
nomic evaluations reflect complex interactions be-
tween biology, epidemiology, practice patterns, and
costs that differ from country to country.

As physicians are asked simultaneously to rep-
resent their patients’ interests while being asked to
deliver clinical services with parsimony, and as reim-
bursement for medical services becomes more cen-
tralized in many countries, decision-makers must
turn for assistance to collaborative efforts of epi-
demiologists and economists in the assessment of
new therapeutic agents. Through a merger of epi-
demiology and economics, better information can be
provided to the greatest number of decision-makers,
and limited resources can be used most effectively
for the health of the public.
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I. INTRODUCTION

The discipline of clinical pharmacology brings to-
gether clinical and scientific practice to support crit-
ical and independent appraisal of data pertaining to
drugs and therapeutics, and the rational use of medi-
cines. An understanding and knowledge of clinical
pharmacology encourages and makes possible the
cost-effective use of medicines and vaccines in pre-
vention and treatment of disease at every level of
health care and it assists in the making of policies
that govern such use. It is important that there should
be an educational infrastructure and career path for
health professionals in clinical pharmacology.

In its modern form clinical pharmacology was de-
veloped in the 1960s, principally in response to pub-
lic scares about the safety of medicines. The trig-
ger was thalidomide, an incompletely tested drug
administered to pregnant women that caused con-
genital malformations in more than 10,000 new-
born infants. In 1961 it was found to be a cause of
phocomelia (seal-like rudimentary upper and lower
limbs) and other associated abnormalities in infants
at birth. The medical world came to realise that the
scientific discipline of pharmacology, until then pre-
occupied with drug action, receptors and laboratory
experiments (as important as these are), needed to
address more systematically issues of efficacy, safety
and rational use of medicines in humans. It was a

crucial development that logically followed the ear-
lier contributions of Bradford Hill and others who
had systematically developed a logical basis for the
controlled clinical trial. The discipline was born of
necessity and it held the promise of bringing together
drug action, pathology, toxicology, immunology sta-
tistics and epidemiology in the interest of safe and
effective use of medicines in the clinic and hospital.

Given the public health importance of clini-
cal pharmacology and its potential to contribute
to health policy, it is surprising that over the past
40 years it has not thrived, and that it is weakest in
the developing world. This chapter reflects the per-
sonal experience of the authors, and their efforts to
establish clinical pharmacology in a country with a
developing economy. It is intended to serve as an
affirmation of the need for science and clinical prac-
tice to come together in support of rational and cost-
effective use of medicines, especially in resource-
limited countries and situations. A large proportion
of what is expended on medicines in many coun-
tries is lost through inefficient systems of procure-
ment and distribution, irrational use, poor adherence,
counterfeit and sub-standard medicines, and corrup-
tion. Renewed efforts are needed to stimulate clini-
cal pharmacology and to attract inspired leadership.
The public needs to have confidence in the medi-
cines available to them, without which people even
come to doubt the soundness and reliability of the
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health system itself. That is a central issue in na-
tional and international health policy.

II. THE MODERN CHALLENGE FOR
CLINICAL PHARMACOLOGY

At the heart of the challenge for modern clinical
pharmacology is the need to bring what is generally
seen as an academic discipline to the service of pol-
icy. That requires, inter alia, political will and sup-
port, leadership, expertise, applying the academic to
the practical without one sacrificing the other, find-
ing a way to work with industry; in short, securing
public confidence through excellence and integrity.
Clinical pharmacology is a responsive discipline,
identifying, seeking out and addressing the special
needs of the community.

There are a number of critical elements in an ef-
ficient university clinical pharmacology department.
They include teaching, analytical and experimental
laboratory work, clinical service, drug information
and critical appraisal, advisory support for the pro-
fessions, drug safety research and evaluation, and
pharmacovigilance.

IL.a. Teaching

The medical graduate should have the following core

skills in clinical pharmacology:

e Sound knowledge of the scientific basis of drug
action, including pharmacokinetics, pharmacody-
namics and toxicology.

e Ability to apply scientific principles in a clinical
context.

e Basic understanding of research methodology,
statistics and evaluation of data.

e Insight into the scientific basis of drug develop-
ment.

e Familiarity with the concept of drug utilisation re-
view.

Teaching clinical pharmacology to undergraduates

can be especially rewarding. It reconciles scientific

principles and clinical practice, simplifying each. It
should take place at the bedside and in the clinic,
concentrating on essential and “gold standard” drugs
and on safety. It is possible to teach the entire cur-

riculum to medical students on no more than 25-30

commonly-used medicines. Principles are taught in

a way that allows for general application. They in-

clude the basis of drug action, pharmacokinetics

and pharmacodynamics, the pathological and toxi-
cological basis of drug injury and drug-induced dis-
eases, prediction of drug safety, populations at spe-
cial risk including neonates and the very young, the
elderly, pregnant women, breastfeeding women and
infants, and patients with associated diseases such
as renal failure. This creates opportunities to in-
troduce concepts of experimental medicine, clinical
trial design, elementary statistics concepts, and phar-
macoepidemiology. That is likely to foster an inter-
est in research. Students are encouraged to develop
their own formularies that might start up a lifetime
of study, record keeping and problem solving. The
methods of examination and evaluation should be
faithful to this approach, protecting students from
having to learn detail, emphasising rather concept
and principle.

ILb. Analytical and Experimental Laboratory

Every modern clinical pharmacology department
needs a competent analytical laboratory to function
properly. Ideally, the laboratory should be accred-
ited as meeting standards of good laboratory prac-
tice (GLP). A laboratory makes therapeutic drug
monitoring (TDM) possible, facilitating individu-
alised drug therapy by drawing on pharmacokinetic,
pharmacodynamic and pharmacogenetic principles.
Therapeutic drug monitoring reduces the risks of
toxicity and for certain drugs it enhances the likeli-
hood of achieving therapeutic effects. Interpretation
of the drug concentration takes into account one or
more of the following: dosing to sample time; route
of administration, dosage, precision and validity of
the analytical method, the relevance of the pharma-
cokinetic model, concomitant therapy, and any un-
derlying disease. Since any of these influences might
affect the usefulness of the result a systematic ap-
proach to TDM is necessary. TDM is particularly
helpful in allowing for accurate dose adjustments to
be made where drugs have narrow therapeutic ratios
(the margin between efficacy and safety) or where
the pharmacokinetics are inherently variable and un-
predictable. In such cases, clinical interpretation of
the laboratory result is paramount if the results are to
be useful. Such interpretation takes into account pa-
tient co-morbidity and concomitant medication. Sys-
tems should be in place for quality assurance of the
laboratory results. Controls should take into consid-
eration linearity of the assay results, the coefficient
of variation of the assay at low and high concentra-
tions, minimum level of detection and the relevance
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of that level to the clinical situation, and laboratory
procedures ensuring stability and specificity. Vali-
dated methods, reference measurements and stan-
dard operating procedures form an integral part of
the laboratory process. Good laboratory practice,
linked with sound clinical interpretation of the re-
sults, is likely to improve patient outcome. A number
of independent indicators reflect on the effectiveness
of TDM. They include an increasing number of pa-
tients falling within the therapeutic range over time,
a declining number of inappropriate serum drug con-
centrations, patient adherence to treatment, and a fall
in drug expenditure due to reduced drug doses. TDM
can also contribute to improvements in patient mor-
bidity and mortality, fewer adverse events, and short-
ened hospital stays. Management of patients treated
with cardiac glycosides, anti-epileptic agents, im-
munosuppressive agents and antibiotics such as the
aminoglycosides is especially assisted by TDM. The
laboratory makes blood screening of common poi-
sons possible, in so doing often expediting diagnosis
and management of drug overdosing and accidental
poisoning. Finally, the clinical pharmacology ser-
vice laboratory makes possible collaborative clinical
research with other departments in the teaching hos-
pital and beyond, with industry, and it serves as a
resource for training in research methodology.

IL.c. Clinical Service

At the heart of clinical pharmacology lies a strong
clinical service. That includes consultation in com-
plex medical, surgical, gynaecological and anaes-
thetic cases, leadership and informed input in
research ethics, drug-safety and drug-induced dis-
eases, complex therapeutic decision-making, and
design and interpretation of clinical trials. The
introduction of life-saving new drugs might be possi-
ble where otherwise they might be regarded as pro-
hibitively toxic or otherwise problematic. The ser-
vice creates a basis for training registrars (residents)
through opportunities to take responsibility for op-
timal use of medicines. Drug studies conducted by
others are supported and encouraged. Trainees in in-
ternal medicine, paediatrics and anaesthetics should
be encouraged to rotate through the clinical pharma-
cology department.

The less money available for health care the more
important is the role of clinical pharmacology. In
hospitals providing specialised services, where con-
straints on the availability and affordability of com-
plex medicines are often acutely felt, clinical phar-
macology makes it possible to reduce substantially
the drug budget.

Clinical pharmacology plays no less significant
a role in primary health care. That includes em-
phasis on essential drugs, safe and rational use of
essential medicines including their side effects and
outcomes, drug data transmission and analysis, and
training with emphasis on prevalent diseases. Inter-
actions between orthodox and traditional (comple-
mentary) medicines are carefully considered. Cost—
benefit analysis is made possible.

This is the infrastructure that makes it possible for
the clinical pharmacologist is to advise government
and to provide leadership in drug policy, clinical tri-
als, ethics of clinical studies, pharmacoeconomics,
pharmacoepidemiology, drug regulation, the scien-
tific basis of drug development, traditional medi-
cines, and complementary medicines.

II.d. Drug Information

All activities related to the use of medicines need
the underpinning of independent drug information,
managed by professionals using up-to-date informa-
tion technology. From this is likely to flow support
for a national drug formulary that supports an es-
sential drugs programme and treatment protocols.
A drug information service that is open to and read-
ily accessed by pharmacists and general practition-
ers in community practice is likely also to func-
tion as a resource for government, drug regulators,
hospital administrators and to others responsible
for health policy. Patient groups might also engage
with a drug information and knowledge transmission
unit. The unit will progressively accumulate issues,
queries and outputs that it has handled in a manner
that builds on its relevance and significance. If there
is at the same time access to epidemiological data,
and to drug costs and expenditures, a powerful re-
search capability is built. All this assumes that the
professionals working in drug information centres
are free of conflict of interest and that their decisions
and recommendations are based on sound evidence
and clinical principles alone.

III. DRUG SAFETY

Every country needs an authoritative, independent,
competent and reliable system for evaluating ad-
verse reactions to drugs and vaccines — a system
that is linked with and provides support for the na-
tional drug regulatory authority (NRA) and for the
national ministry of health. More than 80 countries
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today have such a system; many do not. Some of the
units responsible are directly linked with the NRA
while others are based in an academic department.
Increasingly, these units are providing the opportu-
nity to conduct pharmacovigilance studies, expand-
ing the scope of their operations into efficacy and
cost-benefit analysis. Great opportunities exist in
these arrangements for research. The system needs
to be in place to enable the NRA and government to
respond to urgent drug and vaccine safety issues, as
they arise.

IIL.a. Pharmacovigilance

In 2003 the 55th World Health Assembly resolved

(WHA resolution 55.18) as follows: Recognizing the

need to promote patient safety as a fundamental prin-

ciple of all health systems, [The WHO] urges Mem-
ber States:

(i) To pay the closest possible attention to the prob-
lem of patient safety; and,

(i) To establish and strengthen science-based sys-
tems necessary for improving patients’ safety
and the quality of health care, including the
monitoring of drugs, medical equipment and
technology.

The resolution has a significant bearing on the in-

troduction of new medicines for neglected diseases

and on the rational use of medicines that are al-
ready available. Pharmacovigilance, as the discipline
has come to be known, is supported by the Inter-
national Collaborating Centre of the WHO, based
in Uppsala, Sweden (the Uppsala Monitoring Cen-
ter, UMC), and a network of more than 83 countries
that are now affiliated to the UMC as contribut-
ing and collaborating centres. Drug regulatory au-
thorities have come to depend increasingly on their
national pharmacovigilance centres (those countries
that have one) for ongoing review of the safety of
medicines that they approve at the time of licensing,
and for support of rational use — particularly medi-
cines used in the public sector. Pharmacovigilance
underpins dedicated national programmes such as
tuberculosis or malaria control and treatment, roll-
out of anti-HIV medicines, schistosomiasis, human
African trypanosomiasis and immunization cover-
age. It has the potential to support the introduc-
tion of new vaccines and medicines, and to provide
the necessary infrastructure for essential drugs pro-
grammes. Health ministries, professionals and the
public are reassured to know that there is a sound

system ensuring the safety of medicines, especially

at the time they are first introduced.

For a country to rely on its own pharmacovigi-
lance programme a number of elements need to be
in place:

(i) A dedicated pharmacovigilance centre, inde-
pendently funded (usually by the State), and
staffed by persons with expert knowledge of
drug safety and evaluation of adverse drug
event reports.

(i) Links between the pharmacovigilance centre
and the WHO, specifically UMC.

(iii) Close ties with the national drug regulatory au-
thority that address the mutual needs of the
NRA and the pharmacovigilance centre in mon-
itoring drug safety.

(iv) Access to drug information.

(v) Clinical pharmacological expertise.
Pharmacovigilance is a necessary public health ac-
tivity. To achieve its potential the national pharma-
covigilance programme should have clinical under-
pinning, and support from the ministry of health.
Outcomes measurement and analysis are necessary
for its successful operation in the mainstream of pub-
lic health, so that its impact on the national disease
profile can be demonstrated. The special needs of
the vulnerable should be addressed, including the
very young, the elderly, pregnant women, and pa-
tients with other diseases such as renal, cardiac, he-
patic, etc.). Pharmacovigilance is a vital component
of public health programmes for malaria, tuberculo-
sis, HIV/AIDS, schistosomiasis, national immunisa-
tion and family planning.

Technological advances in information capture,
storage and retrieval, improved systems and re-
sources for financing public health and drug safety
initiatives, specialisation in drug safety, and a grow-
ing awareness of the importance to the public good
of medicines that are safe and rationally used, in ad-
dition to their efficacy and good quality, should make
these objectives realisable.!

I The future of pharmacovigilance, assuming that the resolu-

tion of the WHA referred to above is carried forward (Waller and
Evans, 2003; Risk Management Public Workshop, 2003; Wilson
et al., 2003; Verstraeten et al., 2003) is envisaged to include the
following: (i) access to databases by practitioners, and linkage
or integration of databases for the purpose; (ii) quality control of
pharmacovigilance, ensuring its support by robust and indepen-
dent drug information systems; (iii) use of a common technical
language that is supportive of WHO programmes; (iv) integration
of vaccines and medicines in a common system; (v) education
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IV. RATIONAL DRUG USE

Rational use of medicines is defined by the World
Health Organization (1985) as “Patients receive
medications appropriate to their clinical needs, in
doses that meet their own individual requirements,
for an adequate period of time, and at the lowest cost
to them and their community”. Much prescribing,
world-wide, fails to meet expectations of rationality.
This includes: polypharmacy; wrong dosing; inap-
propriate use of antimicrobials often in inadequate
dosage, or for non-bacterial infections; administra-
tion of injections when oral formulations would suf-
fice; prescription that is in conflict with agreed clin-
ical guidelines; and inappropriate self-medication.
Lack of access to essential medicines may result
in serious morbidity and mortality, particularly with
childhood infections and adult chronic diseases such
as hypertension, diabetes, epilepsy and mental ill-
ness. Inappropriate and excessive use of medicines
wastes precious resources and is harmful in terms
of poor outcomes and adverse drug reactions. In-
discriminate use of antibiotics contributes to antimi-
crobial resistance. Stock outs result in inappropriate
patient demand, reduced access, and unnecessary at-
tendance at clinics. The result is likely to be loss of
patient confidence in the health system.?

A multi-disciplinary approach is needed to de-
velop, implement and evaluate interventions aimed
at promoting rational drug use. A national body

in the universities, and advancement of the discipline by incor-
porating it into curricula with the scientific and clinical elements
that underpin it — pathology, epidemiology, immunology, pharma-
cology, toxicology, and clinical practice; (vi) strong collaborative
arrangements; and (vii) extending the systems and expertise of
pharmacovigilance to the countries where presently they do not
exist, especially to Africa.

2 There are several established methods to measure the type
and extent of irrational drug use. These include: (i) Medi-
cine consumption data, used to identify expensive medicines
of lesser efficacy, or to compare actual consumption against
expected consumption. The Anatomical Therapeutic Classifica-
tion (ATC)/Defined Daily Dose (DDD) can be used to compare
drug consumption between institutions, regions and countries.
(ii) WHO drug use indicators help characterise general prescrib-
ing and identify quality of care problems at primary health care
facilities. (iii) Focused drug use evaluations or drug utilization
reviews can identify problems concerning specific medicines or
treatment of particular diseases, particularly in hospitals. (iv) Fo-
cus group discussion, in-depth interviews, structured observations
and questionnaires can be used to investigate the reasons behind
irrational use. The data collected can assist in the design of appro-
priate interventions and measure the impact of such interventions
on medicine use.

is needed to coordinate policy and strategy nation-
ally, in the public and private sectors. Government,
the health professions, academia, the national drug
regulatory authority, pharmaceutical industry, con-
sumer groups and non-governmental organizations
involved in health care should be included.

Standard treatment guidelines serve as an essen-
tial platform for rational drug use. They are sys-
tematically developed statements aimed at enabling
prescribers to make decisions on appropriate treat-
ments for specific conditions. Evidence-based clini-
cal guidelines are essential in promoting rational use
of medicines. They provide a benchmark for diag-
nosis and treatment against which other treatments
can be compared. They should be developed in a
participatory manner that includes the users, easy to
read, supported by training and wide dissemination;
and reinforced by prescription audit and feedback.
Guidelines should be developed according to level
of care, prevalence of the conditions and skills of
prescribers. Regular updating assures credibility and
acceptance of the guidelines.

Essential medicines are those medicines and vac-
cines that satisfy the most common and important
health care needs of the population. An essential
medicines list (EML) makes medicine management
easier in every respect — procurement, storage, dis-
tribution, prescribing and dispensing. The national
EML should be determined by national treatment
guidelines. Selection of essential medicines for the
list is based on clear criteria of efficacy, safety, qual-
ity, cost and cost—effectiveness, and the list should
be regularly updated.

V. DRUGS AND THERAPEUTICS
COMMITTEES

A drugs and therapeutics committee (DTC), alterna-
tively known as pharmacy and therapeutics commit-
tee, is aimed at ensuring safe and effective (rational)
use of medicines in the facility or area under its
jurisdiction. Hospital DTCs are common in indus-
trialised countries and they are widely used to in-
fluence national decision-taking. Members of DTCs
should represent the major specialties and the ad-
ministration; they should be independent and be
without any conflict of interest. Critical to the suc-
cess of DTCs are a sound scientific and clinical ba-
sis for decision taking, clear objectives; a firm man-
date, support by senior management, transparency in
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its operations and conclusions, wide representation,
in its membership, technical competence, multidisci-
plinary approach, and sufficient resources to imple-
ment decisions. The value of participation of clinical
pharmacologists in DTCs is self-evident.

VI. THE IDEAL CLINICAL
PHARMACOLOGIST

The ideal clinical pharmacologist would have a
strong grounding in clinical medicine and s/he
would have direct responsibility for patient care.
They would have a scientific bent and experience
in the conduct and directing of research, and an on-
going and close involvement in and understanding
of research. S/he is well placed to advocate the prac-
tice of evidence-based medicine and therapeutics.
The linking in one person of these attributes serves
as a model to students and young practitioners who
often seek assurance that it is possible and neces-
sary to integrate science, clinical practice, research,
and epidemiology and statistics in serving the care
of patients.

National regulatory authorities (NRAs) depend
on external experts to review data and provide inde-
pendent reports in the registration of new medicines
and vaccines, and in considering drug safety. If a na-
tional pricing review system exists in the public sec-
tor the input of clinical pharmacologists is advisable,
indeed essential. Tendering for medicines, devel-
oping clinical guidelines, evaluating clinical trials,
and discovering novel drugs for neglected diseases
are other examples of activities eminently depen-
dent on their input. The public needs to know that
drug safety issues, vaccine scares, and the like are
reviewed and advised upon by experts sufficiently
separated from the advocacy role that government
may have. Expertise is needed when medicines are
not effective, or are unexpectedly toxic, and when
the possibility of counterfeit is raised and must be
explored. Medicines should be affordable and avail-
able, as well as safe, of good quality and effective.
Whenever possible, the use of sound generic medi-
cines is promoted. In all these functions the clini-
cal pharmacologist has an essential role to play, and
they are equally important in the developing world,
or more so.

VII. PREQUALIFICATION OF MEDICINES
AND VACCINES

The World Health Organization, through its Depart-
ment of Vaccines and Biologicals (V&B), provides
advice to UNICEF and other United Nations agen-
cies on the acceptability, in principle, of vaccines
considered for purchase by UN agencies (WHO,
2002). This has been extended in recent years to
pharmaceuticals other than vaccines, in particu-
lar anti-tuberculosis, antiretrovirals and antimalarial
agents (WHO, 2004). Prequalification has been ef-
fective in promoting confidence in the quality of the
vaccines and other medicines shipped to countries
through UN purchasing agencies. In recent years this
WHO arrangement has been expanded to include
vaccines in complex multivalent combinations and
vaccines for outbreaks such as cholera and menin-
gitis. The system also supports countries seeking
guidance on reliable sources of vaccines and other
medicines for purchase (WHO, 2002). Its purpose is
to verify that vaccines and other critically required
medicines meet the specifications of the relevant UN
agency, based on scientific evidence.

The WHO prequalification assessment procedure
follows a number of principles: (i) reliance on, and
inclusion of, a fully functional national regulatory
authority (NRA) in the country of manufacture;
(i) an understanding of the product and presenta-
tions offered, production process, quality control
methods, technical information and specifications,
and relevance of the clinical data for the target pop-
ulation; (iii) testing of final product characteristics
and assessment of production consistency through
compliance with GMP specifications; (iv) random
testing to monitor compliance with tender specifi-
cations on a continual basis; and (v) monitoring of
complaints from the field.?> Thus, the prequalifica-
tion process involves initial evaluation, reassessment
and ongoing monitoring (WHO, 2002; WHO, 2004),
and it depends on clinical pharmacological expertise
for its success.*

3 WHO can advise UNICEF and other UN agencies whether
vaccines and other medicines included in the prequalification
scheme effectively meet WHO-recommended requirements only
if the national regulatory authority of the producing country exer-
cises independent and appropriate oversight of the pharmaceuti-
cals concerned, and if they have been adequately assessed by that
authority (WHO, 2002).

4 The review process at WHO differs in detail but not in princi-
ple between vaccines and medicines for HIV/AIDS, tuberculosis
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VILa. HIV/AIDS

There are, and will increasingly be, considerable
additional strains put on clinical pharmacology by
HIV/AIDS. This includes special requirements for
the following:

(i) Development of rational and affordable out-
comes-based drug protocols, produced jointly
with other clinicians in related disciplines, in-
cluding vaccines.

(i) Drug safety monitoring and pharmacovigilance
of antiretroviral agents.

(iii) Laboratory assays of antiretroviral drugs and
other drugs for complicating and coincidental
diseases.

(iv) Clinical trials support.

(v) Support for local drug development and regula-
tory approval, including vaccines.

This will require laboratory services and affiliated

scientists, as for national and regional clinical phar-

macology centres.

VIII. THE FUTURE OF CLINICAL
PHARMACOLOGY

Clinical pharmacology is well placed to support and
instruct in the evaluation of medicines, the claims
made for them, and the assessment of outcomes as a
result of treatment interventions. This will increas-
ingly be based on evidence-based medicine, drug
utilisation data, drug costs and epidemiological data
relevant to the country.

Information technology is likely to expand con-
siderably in the coming years, with the use of com-
puters becoming universal in the practice of hospi-
tal and clinic-based medicine. Clinical pharmacol-
ogy will advance greatly as a result. Public edu-
cation will make enormous progress in the coming
years. With its access to independent information,
and capacity for dissemination of drug information,
clinical pharmacology and therapeutics will play a

and malaria. The evaluation process for medicines includes full
assessment by NRA assessors, from both developed and devel-
oping countries, from which a report is generated that includes
independent clinical and data verification and validation, and as-
sessment of bioequivalence where appropriate. For prequalifica-
tion of vaccines containing novel agents there would, in addition,
need to be a plan for pharmacovigilance that allows for routine
reporting of adverse events, reviewed by a competent authority
(WHO, 2004).

central role in the process of professional and pub-
lic education to a degree that will be unrecognisable
from the present.

Drug and drug metabolite assays will become
available for critically required medicines using
analytical systems that do not depend on expen-
sive commercial kits or large samples of blood
or serum. Anti-HIV drugs, anti-tuberculosis drugs,
anti-malarial agents, and toxicology testing will ben-
efit from this. The safety and quality of traditional
and complementary medicines will come increas-
ingly under the spotlight, given their special and
dominant role in the ordinary care of many patients.
Databases, laboratories with sophisticated equip-
ment, regulatory systems and general information
systems will be required to support these develop-
ments.

No understanding of the future of clinical phar-
macology would be complete without reading the
gloomy prognosis of clinical pharmacology and
therapeutics given by Maxwell and Webb (2006),
supported by Breckenridge and others (2006). Refer-
ring particularly to the United Kingdom, they con-
clude that clinical pharmacology and therapeutics
is in decline. The situation, they believe, would be
worse in developing countries. They predict a future
that will deteriorate further to the extent that the dis-
cipline might eventually wither. Several factors are
thought to have contributed to the problem. They in-
clude the fact that clinical pharmacology (and ther-
apeutics) has never moved far from its university
base and so the links with public health services are
weak. The move to integrated and problem-based
learning at schools of medicine is seen to have de-
tracted from the traditional course-based approach
which made it possible to present the principles of
the discipline together with its clinical application.
In the merging of departments and research units
the distinct entity of clinical pharmacology has been
lost. Finally, clinical pharmacology has proven to
be an attractive base for the appointment of indi-
viduals to national organisations such as regulatory
agencies, pharmacovigilance and health technology
assessment — a major internal brain drain. Clinical
pharmacology looks weak as a specialty without a
link to an organ or a disease, but based on optimis-
ing the development and use of tools applied by oth-
ers. Paradoxically, all this has happened against the
background of unprecedented public expectations of
the medicines they take, and intolerance of prescrib-
ing errors, many of which are avoidable. Patients
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expect to have access to reliable information regard-
ing medicines so that they might take part in the
decision-making process, and they are not satisfied.

The facts are that in most countries clinical phar-
macologists (if they exist) are ideally prepared to
support rational prescribing practices and to help
balance medicines budgets through activities such as
drug and therapeutics committees, formulary man-
agement, and reviews of drug use, even if these
activities are not the sole preserve of clinical phar-
macologists. The same assets are needed to teach ra-
tional therapeutics to medical students and other stu-
dent health professionals, for management of drug
overdose, and participating in the work of ethics
committees. Progress towards a more individual ap-
proach to treatment will require substantial input
from clinical pharmacologists. Knowledge about
what medicines do in the body has expanded rapidly,
providing opportunities to improve safe use of medi-
cines and greater efficacy. That is true everywhere.

The prospects for clinical pharmacology in de-
veloping countries are particularly exciting. Exper-
tise is necessary for development of therapeutic pro-
tocols, licensing of new medicines, liberalisation
of the compassionate use of medicines, focus on
drug costs, novel drug development for neglected
diseases, enabling patient participation in decision
taking regarding medicines and addressing litiga-
tion, reducing the emphasis on the current ultra-
conservative approach to drug regulation by NRAs,
ethics including the ethics of clinical trials, good
standards of clinical practice, supporting and expe-
diting prequalification of medicines and vaccines for
UN agencies, broadening the scope of pharmacovig-
ilance and developing the tools so that issues of
safety, efficacy, costs and affordability are compre-
hensively addressed, working with the pharmaceu-
tical industry, working with traditional healers and
enabling development and promoting safety of their
medicines, overseeing clinical trials, and broadening
the science pertaining to the use of medicines in spe-
cial risk groups.

These are challenges worth addressing.
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I. HISTORY OF MEDICINES REGULATION

Medicines are perhaps as old as mankind and the
concepts how their quality has to be ensured has
evolved gradually over the time. For example, Mith-
ridates VI (120 BC), King of Pontus, concocted a
compound preparation called “Mithridatium” which
included 41 individual components and was held as a
panacea for almost all diseases until as late as 1780s.
It took until 1540 when in England the manufac-
ture of Mithridatium and other medicines was sub-
jected to supervision under the Apothecaries Wares,
Drugs and Stuffs Act. The Act was one of the earli-
est British statutes on the control of medicines and
it established the appointment of four inspectors of
“Apothecary Wares, Drugs and Stuffs”. This could
be seen as the start of pharmaceutical inspections.
History of Pharmacopoeias, the official books of
drug quality standards, probably dates back to one
of the proclamations of the Salerno Medical Edict
issued by Fredrick II of Sicily (1240), and ordered
apothecaries to prepare remedies always in the same
way — forma curiae. The first Pharmacopoeias as we
know them today stared to appear in Europe from
16th century e.g. the first Spanish Pharmacopoeia

1 The views stated in this chapter reflect the views of the authors
and not necessarily those of the World Health Organization.
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was issued in 1581. The standards for the manufac-
ture of Mithridatum were established in England in
The London Pharmacopoeia only in 1618.

The modern medicines regulation started only af-
ter breakthrough progress in the 19th century life sci-
ences, especially in chemistry, physiology and phar-
macology, which laid a solid foundation for the mod-
ern drug research and development and started to
flourish after the second World War.

Unfortunate events have catalysed the develop-
ment of medicines regulation more than the evolu-
tion of a knowledge base. In 1937 over 100 people
in the United States died of diethylene glycol poi-
soning following the use of a sulfanilamide elixir,
which used the chemical as a solvent without any
safety testing. This facilitated introduction of The
Federal Food, Drug and Cosmetic Act with the pre-
market notification requirement for new drugs in
1938. However, in countries with poor regulatory
environment even recently medicines contaminated
with diethylene glycol have killed patients.

The second catastrophe that influenced the de-
velopment of medicines regulation far more than
any event in history was the thalidomide disaster.
Thalidomide was a sedative and hypnotic that first
went on sale in Western Germany in 1956. Be-
tween 1958 and 1960 it was introduced in 46 dif-
ferent countries worldwide resulting in an estimated
10,000 babies being born with phocomelia and other

Drug Benefits and Risks: International Textbook of Clinical Pharmacology, revised 2nd edition
Edited by C.J. van Boxtel, B. Santoso and I.R. Edwards. 10S Press and Uppsala Monitoring Centre, 2008. © 2008 The authors. All rights reserved.
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deformities. The role of this disaster in shaping the
medicines regulatory systems is not hard to underes-
timate.

As a result the whole regulatory system was re-
shaped in the UK where a Committee on the Safety
of Drugs (CSD) was started in 1963 followed by
a voluntary adverse drug reaction reporting system
(Yellow Card Scheme) in 1964. In the United States,
The Drug Amendments Act of 1962 was passed by
Congress requiring the FDA to approve all new drug
applications (NDA) and, for the first time, demanded
that a new drug should be proven to be effective
and safe. Of equal importance, the FDA was also
given the authority to require compliance with cur-
rent Good Manufacturing Practices (GMP), to of-
ficially register drug establishments and implement
other requirements. The EEC Directive 65/65/EEC
on the approximation of provisions laid down by
law, regulation and administrative action relating to
medicinal products was also induced by the thalido-
mide disaster.

It took almost ten years for the European Com-
munity (EC), since Council Directive 65/65/EEC
was introduced, to further develop harmonization
in the Community. In 1975 two Council Direc-
tives were introduced, the first on approximation
of the laws of Member States relating to analyt-
ical, pharmacotoxicological and clinical standards
and protocols in respect of the testing of proprietary
medicinal products (75/318/EEC), and the second
on the approximation of provisions laid down by
law, regulation and administrative action relating to
medicinal products (75/319/EEC). The latter estab-
lished an ‘old” Committee on Proprietary Medicinal
Products (CPMP) as an advisory committee to the
EC and introduced the multistate procedure known
now as the mutual recognition procedure. Directive
87/22/EEC introduced the concentration procedure
which is now known as the centralized procedure.
These directives, and following council regulation,
were the landmarks for starting harmonization in-
side the European Union with the final longstand-
ing aim of creating a ‘common market’ for medi-
cines. The Council Regulation EEC/2309/93 estab-
lished the European Medicines Evaluation Agency
(EMEA) in 1993 and re-established the CPMP as a
‘new’ CPMP to formulate the opinion of the Agency
on questions relating to the submission of applica-
tions and granting marketing authorizations in ac-
cordance with the centralized procedure. The details
of European marketing authorization procedure are
described in detail in other publications.

Somewhat parallel with the ongoing harmoniza-
tion and movement towards creating a common mar-
ket for medicines inside the EU, the need for wider
harmonization was after preliminary contacts be-
tween officials from Japan, EU and US discussed
during the International Conference of Drug Reg-
ulatory Authorities ICDRA — organized by WHO
every second year) in Paris in 1989. The prelimi-
nary informal discussions had revealed a need for the
harmonization of requirements relating to the new
innovative drugs and the green light given in Paris
led to the establishment in 1990 of the International
Conference on Harmonization of Technical Require-
ments for the Registration of Pharmaceuticals for
Human Use (ICH), a collaborative initiative between
the EU, Japan and the United States with observers
from WHO, EFTA and Canada. ICH harmoniza-
tion focuses primarily on technical requirements for
new, innovative medicines. However, countries with
limited resources are mostly generic markets and
may have difficulties of implementing numerous so-
phisticated ICH standards. Pharmaceutical regula-
tory harmonization facilitates the availability of safe,
effective and good quality pharmaceuticals. World
Health Organization (WHO)? supports harmoniza-
tion on national, regional, inter-regional and inter-
national levels. International consensus on quality,
safety and efficacy standards can accelerate the in-
troduction of new medicines and increase availabil-
ity of generic medicines through fair competition,
thereby lowering prices.

II. WHY REGULATING DRUGS?

Drugs are not ordinary consumers’ products. In most
instances, consumers are not in a position to make
decisions about when to use drugs, which drugs to
use, how to use them and to weigh potential bene-
fits against risks as no medicine is completely safe.
Professional advise from either prescribers or dis-
pensers are needed in making these decisions. How-
ever, even healthcare professionals (medical doc-
tors, pharmacists) nowadays are not in capacity to

2 WHO is the directing and coordinating technical agency for
health within the United Nations system. It is responsible for pro-
viding leadership on global health matters, shaping the health re-
search agenda, setting norms and standards, articulating evidence-
based policy options, providing technical support to countries and
monitoring and assessing health trends.
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take informed decisions about all aspects of medi-
cines without special training and access to nec-
essary information. The production of medicines,
their distribution and dispensing also requires spe-
cial knowledge and expertise. Among medical disci-
plines clinical pharmacology could be considered as
a discipline that covers most comprehensively clini-
cal aspects of medicines safety and efficacy. Among
medical specialists clinical pharmacologists have the
most comprehensive training to understand all the
complexities of the clinical use of medicines. Due
to sophisticated scientific issues related to medicines
just any medical training may not be enough to take
fair judgments about their safety and efficacy. Also
only basic training in pharmacy may not enable to
take proper judgments about medicines quality.

The use of ineffective, poor quality, harmful
medicines can result in therapeutic failure, exac-
erbation of disease, resistance to medicines and
sometimes death. It also undermines confidence in
health systems, health professionals, pharmaceuti-
cal manufacturers and distributors. Money spent on
ineffective, unsafe and poor quality medicines is
wasted — whether by patients/consumers or insur-
ance schemes/governments. Governments have the
responsibility to protect their citizens in the areas
where the citizens themselves are not able to do
so. Thus, Governments need to establish strong na-
tional regulatory authorities (NRAs), to ensure that
the manufacture, trade and use of medicines are
regulated effectively. In broad terms the mission of
NRAs is to protect and promote public health. Medi-
cines regulation demands the application of sound
scientific (including but not limited to medical, phar-
maceutical, biological and chemical) knowledge and
specific technical skills, and operates within a legal
framework. The basic elements of effective drug reg-
ulation have been laid down in several WHO docu-
ments.

III. WHAT IS MEDICINES REGULATION?

Medicines regulation incorporates several mutually
reinforcing activities all aimed at promoting and
protecting public health. These activities vary from
country to country in scope and implementation, but
generally include the functions listed in Table 1.
What makes medicines regulation effective?
Medicines regulation demands the application of
sound medical, scientific and technical knowledge

Table 1. Principal medicines regulatory functions

e Licensing of the manufacture, import, export, distrib-
ution, promotion and advertising of medicines

e Assessing the safety, efficacy and quality of medi-
cines, and issuing marketing authorization for individ-
ual products

e Inspecting and surveillance of manufacturers, im-
porters, wholesalers and dispensers of medicines

e Controlling and monitoring the quality of medicines
on the market
Controlling promotion and advertising of medicines
Monitoring safety of marketed medicines including
collecting and analysing adverse reaction reports

e Providing independent information on medicines to
professionals and the public

Source: WHO Policy Perspectives on Medicines no 7, 2003.

and skills, and operates within a legal framework.
Regulatory functions involve interactions with vari-
ous stakeholders (e.g. manufacturers, traders,
consumers, health professionals, researchers and
governments) whose economic, social and political
motives may differ, making implementation of reg-
ulation both politically and technically challenging.
Medicines regulation has administrative part but far
more important is the scientific basis for it. All medi-
cines must meet three criteria: be of good quality,
safe and effective. The judgments about medicines
quality, safety and efficacy should be based on solid
science. There are several general and specific fac-
tors contributing to effective regulation by NRAs.
General factors include political will and commit-
ment to regulation, adequate availability of medi-
cines that are accessible (to avoid smuggling and il-
legal use), strong public support for drug regulation,
effective cooperation between the NRA and other
government institutions including those dealing with
law enforcement (e.g. customs and police), and suf-
ficient qualified and experienced pharmaceutical,
medical and other professionals. Political environ-
ment favouring independent science based decision-
making and control of import/export and distribution
(including e-commerce) of medicines is essential.
The specific factors for NRA include clear mission
statement, adequate medicines legislation and regu-
lation, appropriate organizational structure and facil-
ities, clearly defined NRA roles and responsibilities,
adequate and sustainable financial resources, includ-
ing resources to retain and develop staff and appro-
priate tools, such as standards, guidelines and proce-
dures. International collaboration with other NRAs
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Table 2. Minimum regulatory functions for a national regulatory authority (NRA)

As

an absolute minimum NRAs should

Ensure that all medicines manufacturing, importation, exportation, wholesale and distribution establishments are li-
censed. Activities and premises must comply with Good Manufacturing Practices (GMP) and Good Distribution Prac-
tice requirements

Before medicines are marketed, assess their safety, efficacy and quality

Monitor the quality and safety of medicines on the market to prevent harmful, substandard and counterfeit medicines
from reaching the public

Regularly inspect and control the informal market, including e-commerce, to prevent illegal trade of medicines
Monitor advertising and promotion of medicines, and provide independent information on their rational use to the
public and professionals

Participate in sub-regional and regional regulatory networks and international meetings of drug regulatory authorities
to discuss issues of mutual interest and concern, facilitate timely exchange of information and promote collaboration
Monitor and evaluate performance to assess if perceived regulatory objectives have been met, to identify weaknesses

and take corrective action

Source: WHO Policy Perspectives on Medicines no 7, 2003.

(for example, in the EU national regulators are re-
quired to collaborate in line with respective Com-
munity regulations) and internal collaboration with
all stakeholders, transparency (making transparent
how and based on which information decisions are
made) and accountability combined with good man-
agement and effective internal quality system con-
tribute to the success of a regulatory authority. Min-
imum functions that a NRA should be able to carry
out are laid down in Table 2.

Excessive promotion of pharmaceuticals has been
associated in many countries with serious problems
of irrational drug use. Unethical medicines promo-
tion activities often convey misleading information
about drugs to the different target audiences. Misin-
formation can be in the form of an expansion of in-
dications or an exaggeration of efficacy but can also
present itself as downplaying the seriousness or the
incidence of adverse reactions. Such misleading in-
formation will create a wrong perception of the effi-
cacy and safety of medicinals among prescribers and
consumers and it will lead to a significant increased
demand for drugs. In many countries, relevant pro-
visions regarding such control measures have been
stipulated in legislation. For example, only product
information approved during the registration process
can be included in the package inserts, leaflets or
promotional materials. Regulatory or legal provi-
sions with respect to drugs usually appreciate the
right of patients or consumers on proper informa-
tion about the drugs they take. WHO has developed
guidelines on Ethical Criteria for Medicinal Drug
Promotion. These guidelines in line with European

regulations and regulations in many other countries
do not allow direct to patient advertising of prescrip-
tion only medicines (in US it is allowed and has
increased sales of several medicines dramatically).
These guidelines remain also useful today and pro-
vide ethical criteria for different promotional activi-
ties and cover, among others, advertisements to pre-
scribers and to the general public, the availability of
free samples of prescription drugs for prescribers or
of non-prescription drugs to the general public, med-
ical symposia and other scientific meetings, activi-
ties of medical representatives, packaging and label-
ing and the information for patients in the package
inserts.

There are few in depth comparative studies of
regulatory systems in different countries globally.
The study by Ratanwijitrasin and Wondemageg-
nehu (2002) revealed that in spite of similarities
there are still substantial differences existing in how
regulatory systems in different countries carry out
minimum functions required for effective medicines
regulation. A huge variety in national regulatory
capacity does exist and not all national regulators
can effectively implement even minimum regulatory
oversight of pharmaceutical market in their jurisdic-
tion. Substandard and counterfeit medicines are still
common in many parts of the world.

IV. DRUG REGISTRATION
Registration of drugs, also known as product licens-

ing or marketing authorization, is an essential ele-
ment of drug regulation. All drugs that are marketed,
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distributed and used in the country should be regis-
tered by the national competent regulatory authority.
Only the inspection of manufacturing plants and lab-
oratory quality control analysis certainly does not
guarantee product quality and safety. Drug regula-
tion should therefore include the scientific evalua-
tion of products before registration, to ensure that
all marketed pharmaceutical products meet the cri-
teria of safety, efficacy and quality. Although these
criteria are applicable to all medicines including bi-
ological products (including vaccines, blood prod-
ucts, monoclonal antibodies, cell and tissue thera-
pies) and herbal medicines (also other traditional
and complementary medicines) there are substan-
tial differences in the regulatory requirements for
some groups of medicines. There should also be
clear distinctions between medicines which can be
dispensed without prescription (over the counter or
OTC medicines) and those for which a prescription
is needed. Usually new medicines are introduced as
prescription only medicines and only after obtain-
ing knowledge and experience about their safe use
they may be considered being used as OTC for self-
medication. This is valid only in case patients are
expected to be able for adequate self-diagnosis as
well. WHO has issued Guidelines for the Regula-
tory Assessment of Medicinal Products for Use in
Self-Medication. In regulatory practice active phar-
maceutical ingredients used in medicines are ex-
pressed using International Nonproprietary Names
(INNs). INNs are assigned upon request to a mole-
cular entity responsible for the pharmacological ac-
tion by WHO. The INN system as it exists today
was initiated in 1950 by a World Health Assem-
bly resolution WHA3.11 and began operating in
1953. Chemical names and entire formulas are of-
ten difficult to remember and may be incomprehen-
sible for a non specialist (for example, perhaps few
medical doctors know that 4'-hydroxyacetanilide or
N-(4-hydroxyphenyl) acetamide is paracetamol).
The cumulative list of INN now stands at some 7500
plus names designated since that time, and this num-
ber is growing every year by some 120-150 new
INN (INNs are proposed also for biological medi-
cines such as monoclonal antibodies and gene ther-
apy products). INNs are also widely used in scien-
tific literature and in teaching basic and clinical phar-
macology. The lists of International Nonproprietary
Names are published in regular manner. Use of INNs
in product labeling and information is nowadays in

most countries compulsory. As important as assess-
ment of quality, safety and efficacy is ensuring ap-
propriateness, accuracy and availability of approved
by regulators product information. When marketing
authorization is granted for medicines a set of clin-
ical information including indications are approved.
The use of medicines for indications that have not
been approved by a regulator is called ‘off-label’
use. This means that the safety and efficacy of medi-
cines for these indications has not been assessed and
approved by a regulator. One of the most common
off-label use areas is pediatric medicine.

In the next section we are concentrating on giv-
ing general overview of registration requirements for
two major groups of medicines: innovative (origina-
tor) and multisource (generic) medicines.

IV.a. Innovative Medicines

Innovative medicines (originator products) are new
medicines that have not been used in humans ear-
lier and contain new active ingredients (usually ex-
pressed using INN system). Nowadays these medi-
cines are usually first approved by regulators in
well resourced countries using regulatory require-
ments harmonized in the framework of International
Conference on Harmonization of Technical Require-
ments for the Registration of Pharmaceuticals for
Human Use (ICH - see also web site: www.ich.org).
The terms of reference for ICH include to maintain
a forum for constructive dialogue between regula-
tory authorities and the pharmaceutical industry on
the real and perceived differences in the technical
requirements in the EU, USA and Japan in order to
ensure a more timely introduction of new medicinal
products, and their availability to patients, to monitor
and update harmonized technical requirements lead-
ing to a greater mutual acceptance of research and
development data and to contribute to the protection
of public health from international perspective.

The ICH technical Topics are divided into four
major categories and specific ICH Topic Codes
(such as Ql, E6, S1 and M4) are assigned accord-
ing to these categories. Q means ‘Quality’ Topics
i.e., those relating to chemical and pharmaceutical
Quality Assurance (examples: Q1 Stability Test-
ing, Q3 Impurity Testing). S means ‘Safety’ Top-
ics, i.e., those relating to in vitro and in vivo pre-
clinical studies (examples: S1 Carcinogenicity Test-
ing, S2 Genotoxicity Testing). E means ‘Efficacy’
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Topics, i.e., those relating to clinical studies in hu-
man subject (examples: E4 Dose Response Stud-
ies, Carcinogenicity Testing, E6 Good Clinical Prac-
tices; Clinical Safety Data Management is also clas-
sified as an ‘Efficacy’ Topic — E2). M designates
‘Multidisciplinary’ Topics, i.e., cross-cutting Top-
ics which do not fit uniquely into one of the above
categories (examples here are M1 Medical Termi-
nology — MedDRA, M2 Electronic Standards for
Transmission of Regulatory Information — ESTRI,
M3 Timing of Pre-clinical Studies in Relation to
Clinical Trials, M4 The Common Technical Doc-
ument — CTD and M5 Data Elements and Stan-
dards for Drug Dictionaries). ICH guidelines are not
mandatory for anybody per se but the strength of
ICH process lies in the commitment for implemen-
tation by the ICH ‘regions’ (EU, USA and Japan)
using appropriate national/regional tools. For exam-
ple, in the EU all ICH guidelines are submitted to the
Committee for Human Medicinal Products (CHMP)
associated to European Medicines Agency (EMEA,
see web site: http://www.emea.europa.eu/) for en-
dorsement once they have reached certain matu-
rity phase ICH process. The CHMP, in consultation
with the European Commission decides on the dura-
tion for consultation with interested parties (up to 6
months). The European Medicines Agency (EMEA)
publishes and distributes the Step 2 guidelines for
comments. At Step 4 the guidelines are endorsed by
the CHMP and a time frame for implementation is
established (usually 6 months). The guidelines are
subsequently published by the European Commis-
sion in the Rules Governing Medicinal Products in
the European Union (http://ec.europa.eu/enterprise/
pharmaceuticals/eudralex/index.htm). Step 2 and
Step 4 guidelines are also available from the EMEA
site on the Internet (http://www.emea.europa.eu).
As more than 95% of new medicines are worked
out in the ICH “regions” the technical requirements
for the safety, efficacy and quality of new medi-
cines is determined at large by ICH technical guide-
lines. The application format for registration (mar-
keting authorization) of new medicines in ICH and
associated countries (such as Canada, Switzerland
and Australia) has to follow The Common Technical
Document (CTD) which provides harmonized struc-
ture and format for new product applications. This
Common Technical Document is divided into four
separate sections and 5 modules (see Fig. 1). The
four sections address the application organization
(M4: Organization), the Quality section (M4Q), the

Safety section (M4S) and the Efficacy section (M4E)
of the harmonized application. Module 1 contains
ICH region specific administrative data and prescrib-
ing information and is not part of CTD. Module 2
contains CTD summaries, Module 3 is dedicated to
quality, Module 4 for non-clinical study reports and
Module 5 on clinical study reports. The structure
of Common Technical Document (CTD) is given in
the Fig. 1. The content for CTD has to be compiled
taking into consideration technical requirements in
more than 56 ICH guidelines for Quality, Safety and
Efficacy plus 5 multidisciplinary (M) topics. Reg-
istration of new medicines by less resourced regu-
latory agencies is often based on first approval ei-
ther by US FDA or EMEA from EU. Indirectly ICH
guidelines used by these regulatory agencies have
major impact on approval of new medicines beyond
ICH regions. Many ICH guidelines, especially those
concerning preclinical and clinical research, are of
interest to the research community and can serve
also as educational tools.

Clinical pharmacologists should be familiar with
available ICH guidelines concerning medicines ef-
ficacy and safety. Those involved in clinical re-
search have to know in depth Good Clinical Prac-
tice (GCP — ICH E6) guidelines as well the guide-
lines concerning the research ethics. WHO has its
own GCP guidelines which do not contradict ICH
guideline but which in addition describe the role
of regulatory authorities. In addition, WHO has de-
veloped a tool for implementation of GCP which
provides practical advice on the principles of GCP
and has an interactive CD which incorporates many
texts related to GCP and research ethics. In research
ethics the fundamental principle that “no one shall
be subjected without his free consent to medical
or scientific experimentation” has found further in-
terpretation in a set of principles laid down in the
World Medical Association (WMA) Declaration of
Helsinki (first edition 1964, current version from
2004 under revision). In case of research ethics and
medicines safety the work of the Council for Interna-
tional Organizations of Medical Sciences (CIOMS)
should be referred to. CIOMS was founded un-
der the auspices of the World Health Organization
(WHO) and the United Nations Educational, Scien-
tific and Cultural and Organization (UNESCO) in
1949. In the late 1970s, CIOMS set out, in cooper-
ation with WHO, to prepare guidelines “to indicate
how the ethical principles that should guide the con-
duct of biomedical research involving human sub-
jects, as set forth in the Declaration of Helsinki,
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Fig. 1. Diagrammatic representation of the organization

could be effectively applied, particularly in develop-
ing countries”. In 1991, CIOMS published the Inter-
national Guidelines for Ethical Review of Epidemi-
ological Studies; and, in 1993, International Ethical
Guidelines for Biomedical Research Involving Hu-
man Subjects. This guideline was updated and pub-
lished in 2002 and is designed to be of use, particu-
larly to low-resource countries, in defining the ethics
of biomedical research, applying ethical standards
in local circumstances, and establishing or redefin-
ing adequate mechanisms for ethical review of re-
search involving human subjects. In addition, WHO
has created several guidance documents how to es-
tablish and run Ethics Committees dealing with clin-
ical research. Several CIOMS guidelines have also
influenced regulatory approach to medicines safety.

of the ICH Common Technical Document (CTD).

Most important of them are International Report-
ing of Adverse Drug Reactions, which has been ba-
sis for ICH guideline E2A (pre-approval reporting)
and ICH E2B (electronic case submission of indi-
vidual case safety reports — ICSRs). CIOMS Inter-
national Reporting of Periodic Drug-Safety Update
Summaries has been basis for ICH E2C (periodic
safety update report — PSUR). The latest CIOMS
working group resulted in publishing The Develop-
ment Safety Update Report (DSUR): Harmonizing
the Format and Content for Periodic Safety Report-
ing During Clinical Trials. CIOMS has also been
involved in discussing issues related to pharmaco-
genetics with regulators, industries and academia
which resulted in publishing Pharmacogenetics: To-
wards Improving Treatment with Medicines.
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IV.b. Multisource (Generic) Medicines

Multisource (generic) medicines are formulated
when patent and other exclusivity rights expire.
These medicines have an important role to play in
public health as they are well known to medical com-
munity and usually more affordable due to compe-
tition. The key for generic medicines is their ther-
apeutic interchangeability with originator products.
To ensure the therapeutic interchangeability generic
products must be pharmaceutically interchangeable
(contain the same amount of active ingredient and
have the same dosage form) and bioequivalent to the
originator product. Bioequivalence is usually estab-
lished using comparative in vivo pharmacokinetic
studies with originator products. The detailed de-
scription how it is carried out is described in respec-
tive WHO document and national regulatory guide-
lines. Well resourced regulatory authorities require
that a multisource (generic) medicine must meet cer-
tain regulatory criteria. These are presented in Ta-
ble 3.

WHO has developed comprehensive set of guide-
lines for generic drug registration which are useful
for drug authorities in developing countries: Market-
ing Authorization of Pharmaceutical Products with
Special Reference to Multisource (Generic) Prod-
ucts — A Manual for Drug Regulatory Authorities
(first edition 1999, updated version to be published
in 2008).

In the context of generic medicines it is appro-
priate to ask what is a “pharmacopoeia” (word is
derived from Greek pharmako-poios “drug-maker”)
and how it fits in nowadays regulatory systems?
The answer to this question may seem obvious, but
the term “pharmacopoeia” is used in a varied way

Table 3. Regulatory requirements for multisource
(generic) medicines

A generic medicines must:

(1) contain the same active ingredients as the innovator
drug

(2) be identical in strength, dosage form, and route of
administration

(3) have the same use indications

(4) be bioequivalent (as a marker for therapeutic inter-
changeability)

(5) meet the same batch requirements for identity,
strength, purity and quality

(6) be manufactured under the same strict standards of
GMP required for innovator products

in different contexts. In the pharmaceutical sense,
the pharmacopoeia is an official (legally binding)
publication containing recommended quality speci-
fications for the analysis and determinations of drug
substances, specific dosage forms, excipients and
finished drug products. A quality specification is
composed of a set of appropriate tests which will
confirm the identity and adequate purity of the prod-
uct, ascertain the strength (or amount) of the ac-
tive substance and, when possible, certain its per-
formance characteristics. General requirements are
also given in the pharmacopoeia on important sub-
jects related to drug quality, such as microbiological
purity, dissolution testing and stability.

The underlying principles of a pharmacopoeia
are that pharmaceutical substances and products in-
tended for human use should be manufactured in
sites that are adequately equipped, dispose of ap-
propriate professional and technical knowledge and
that are operated by qualified staff. General rules
of appropriate pharmaceutical manufacture are con-
tained in the Good Manufacturing Practices (GMP)
requirements recommended by WHO and/or those
laid down by the competent national (or regional,
such as European Commission) regulatory authority.
In regulatory terms GMP could belong to ABC of
regulatory requirements for medicines and compli-
ance with it is vital for products quality. GMP is ap-
plicable for both innovator and generic products. It is
applicable for manufacture of active pharmaceutical
ingredients and finished dosage forms. Even manu-
facture of investigational drugs should follow GMP.
Without GMP consistency of manufacture clinical
performance of medicines cannot be assured.

There is a practical distinction between phar-
macopoeial standards and manufacturers’ release
specifications, although both comprise sets of tests
to which a given product should conform. Release
specifications are applied at the time of manufacture
of a pharmaceutical product to confirm its appropri-
ate quality but they also need to have a predictive
value, to support the notion that the manufacturer is
responsible for the product during its entire shelf-
life. In many cases pharmacopoeial monographs are
based on the specifications developed by the manu-
facturers of innovator (originator) products.

In order to launch innovator products pharma-
copoeial specifications are not necessary as the man-
ufacturers quality specifications have to pass rigor
scientific assessment by the competent regulatory
authorities in conjunction with pre-clinical and clin-
ical safety and efficacy data. It is important to notice
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that the focus in regulatory environment has been
shifting from finished dosage form quality control
to the control of the whole complex of processes and
procedures involved in the manufacture of both ac-
tive pharmaceutical ingredients (APIs) and finished
dosage forms. The objective of a nowadays regula-
tory approval is to ensure that the manufacturer has
built quality into the product from A to Z.

In case of multisource (generic) medicines (which
are formulated after the patents and other exclu-
sivity rights expire) pharmacopoeial monographs
are more important as they enable manufacturers
not to elaborate their own specifications but rather
develop the products to meet the requirements of
pharmacopoeial standards (both for APIs and fin-
ished dosage forms). It should be noted that not all
pharmacopoeias present monographs (quality stan-
dards) for finished dosage forms. Pharmacopoeial
standards have also certain limitations. For example,
testing using pharmacopoeial methods is not neces-
sarily identifying all possible dangerous impurities.

Pharmacopoeial methods are usually designed to
catch the impurities that are likely to occur dur-
ing the route of synthesis that has been utilized by
the originator. In case of different route of synthe-
sis or accidental contamination with other chem-
icals it may not necessarily pick up the impuri-
ties even if they pose danger to the health. This is
why nowadays well resourced regulatory authorities
never base their marketing authorizations of mul-
tisource (generic) products only on quality control
testing based on pharmacopoeial monographs. In
fact, the pre-marketing quality control testing has di-
minished constantly and more accent is put on mar-
ket surveillance after the product is put on the mar-
ket.

Pharmacopoeial monographs help to verify the
quality and in case of multisource (generic) medi-
cines they may indicate also on pharmaceutical in-
terchangeability with the originator product. How-
ever, pharmacopoeial monographs even for finished
dosage forms may have limitations in proving thera-
peutic interchangeability which is very important for
clinical use of medicines (Box 1).

WHO hosts The International Pharmacopoeia.
This pharmacopoeia is based on specifications val-
idated internationally, through an independent inter-
national scientific process.

Unlike national (such as British Pharmacopoeia,
Indian Pharmacopoeia or US Pharmacopoeia) and
regional (such as European Pharmacopoeia) phar-
macopoeias, The International Pharmacopoeia has,
a priori, no determined legal status, but WHO Mem-
ber States are free to adopt it and to incorporate it
into national legislation, either in part or in whole.
The first edition was published in two volumes (1951
and 1955). The latest fourth edition of The Interna-
tional Pharmacopoeia was published in 2006 and an
update is to be published in 2008.

Most importantly, a new series of monographs
has been added for antiretrovirals. These mono-
graphs have been developed as part of the WHO
strategy to make quality antiretroviral medicines
more widely available to HIV-positive patients. Such
specifications support the joint United Nations —
WHO Prequalification project, managed by WHO
(web site: http://mednet3.who.int/prequal/). Interna-
tional Chemical Reference Substances (ICRS) are
primary chemical reference standards used in con-
junction with International Pharmacopoeia mono-
graphs. They are supplied primarily for use in phys-
ical and chemical tests and assays described in the
specifications for quality control of drugs published
in The International Pharmacopoeia or proposed in
draft monographs.

WHO gives advice on the establishment and man-
agement of national quality control laboratories,
prepares guidelines on their functioning, publishes
guidance and gives advice on Good Manufacturing
Practices (GMP) and other regulatory issues, fol-
lowing the underlying principle that quality must be
built into a product from the very beginning of the
manufacturing process. The whole area of work is
overseen by the WHO Expert Committee on Specifi-
cations for Pharmaceutical Preparations. The WHO
Expert Committee on Specifications for Pharmaceu-
tical Preparations is the highest level advisory body

Box 1. Pharmacopoeial standards

Pharmacopoeial standards should be used in the framework of all regulatory measures such as Good Manufacturing
Practice (GMP) inspection of active pharmaceutical ingredient and finished dosage form manufacturing, scientific as-
sessment of all quality specifications, interchangeability data and labeling information provided by the manufacturer.
The most of their value is in post-marketing surveillance of the quality of multisource (generic) medicine.
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to WHO’s Director-General and its Member States
in the area of quality assurance. The advice and rec-
ommendations provided by this Expert Committee
are intended to help national and regional authorities
(in particular drug regulatory authorities), procure-
ment agencies, as well as major international bodies
and institutions to combat problems of substandard
and counterfeit medicines.

The importance and role of WHO in the field of
quality assurance of medicines, especially for those
countries that have no or little means to develop their
own quality control specifications, persists. WHO
has numerous activities to support member states
such as creating necessary nomenclatures, guide-
lines and guidance (WHO GMP being a good exam-
ple) but also delivering training courses and work-
shops on various topics of regulatory sciences ded-
icated to assessment of safety, efficacy and quality
of medicines in order to build national capacity to
regulate medicines.

V. ROLE OF WHO IN DRUG REGULATION

WHO is the directing and coordinating authority for
health within the United Nations system (see more
on web site: http://www.who.int/en/). It is responsi-
ble for providing leadership on global health matters,
shaping the health research agenda, setting norms
and standards, articulating evidence-based policy
options, providing technical support to countries and
monitoring and assessing health trends. In the 21st
century, health is a shared responsibility, involving
equitable access to essential care and collective de-
fence against transnational health threats.

WHO?’s role in drug regulation is fourfold. First,
issuing necessary norms and standards (see exam-
ples above) through its Expert Committees (such as
WHO Expert Committee on Specifications for Phar-
maceutical Preparations and WHO Expert Com-
mittee on Biological Standardization) and Expert
Committee like bodies (such as International Non-
proprietary Names Expert Group and International
Working Group for Drug Statistics Methodology —
issuing Anatomical, Therapeutic and Chemical or
ATC codes and Daily Defined Doses or DDDs for
drug utilization research). Second, supporting reg-
ulatory capacity building leading to implementa-
tion of drug regulation on national level and its
harmonization on regional and Global level. This

activity involves assessment of regulatory activi-
ties on country level and various technical train-
ing courses (such as GMP and GCP, how to assess
generic medicines, bioequivalence, safety monitor-
ing and pharmacovigilance, quality assurance and
quality control) and customized technical assistance
(in cooperation with numerous WHO collaborating
centers and other partners) to the countries. Third,
in selected areas of essential products, ensuring the
quality, safety and efficacy of limited high public
health value essential medicines (such as antiretro-
voirals to treat HIV/AIDS, or medicines to treat
malaria) and vaccines (used in national vaccina-
tion programs) through “prequalification”. De facto
prequalification, although primarily meant for UN
procurement and international donors, is a regula-
tory activity mimicking medicines registration (mar-
keting authorization) in its all elements to ensure
that products prequalified meet all international stan-
dards for quality, safety and efficacy. Prequalifica-
tion program has also a very strong capacity build-
ing element built into it. Fourth, WHO plays a very
important role in facilitating exchange of regulatory
information for which it has developed a number of
tools. Since 1980 WHO convenes every second year
International Conference of Drug Regulatory Au-
thorities (ICDRA) and publishes their proceedings.
These conferences provide drug regulatory authori-
ties of WHO Member States with a forum to meet
and discuss ways to strengthen collaboration. The
ICDRAs have been instrumental in guiding through
its recommendations regulatory authorities, WHO
and interested stakeholders and in determining pri-
orities for action in national and international reg-
ulation of medicines, vaccines, biomedicines and
herbals.

WHO manages also a system for regular ex-
change of information between Member States on
the safety and efficacy of pharmaceutical products,
using a network of designated national drug infor-
mation officers. WHO ensures the prompt transmis-
sion to national health authorities of new information
on serious adverse effects of pharmaceutical prod-
ucts and it also responds to individual requests
for information. These goals are achieved by the
regular publication of regulatory information in
the WHO Pharmaceuticals Newsletter (http://www.
who.int/medicines/publications/newsletter/en/index.
html) and by the dissemination of one-page Drug
Alerts on an ad hoc basis. Relevant restrictive regula-
tory decisions are ultimately compiled in the United
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Nations Consolidated List of Products Whose Con-
sumption and/or Sale Have Been Banned, With-
drawn, Severely Restricted or not Approved by Gov-
ernments. WHO publishes updates to this list: Phar-
maceuticals: Restrictions in use and availability.
WHO publishes also quarterly WHO Drug Infor-
mation (http://www.who.int/druginformation/) jour-
nal which provides an overview of topics of cur-
rent relevance relating to drug development, safety
and regulation. Latest lists of proposed and recom-
mended International Nonproprietary Names (INN)
for Pharmaceutical Substances are also published in
this journal.

WHO cooperates very actively with national reg-
ulatory authorities of all of its Member States. It tries
to facilitate spreading best practices and experience.
Through its observer role in the international Confer-
ence of Harmonization (ICH) WHO is liaising be-
tween ICH and non-ICH countries trying to ensure
that information exchange between highly industri-
alized and less resourced countries is taking place.

VI. FUTURE OF MEDICINES REGULATION

Medicines regulation has been developing together
with the sciences involved in developing new drugs.
Also developments in health delivery systems have
plaid role as those involved in health service delivery
are interested in safe and effective treatments which
would be cost effective and affordable. Both costs
of research and development and regulatory assess-
ment of products is increasing. There is likely no al-
ternative for more harmonization (international, re-
gional and sub-regional) of regulatory requirements
and work sharing (together with information shar-
ing) between different national regulatory authori-
ties. The cost of full regulatory assessment of a new
drug is increasingly becoming not affordable (both
in terms of financial and human resources) for less
resourced smaller regulatory agencies. What are the
new areas of development beyond better harmoniza-
tion, information exchange and gradual building of
trust in each others decisions leading to recognition
instead of duplication?

Although even quality issues are still a prob-
lem (poor quality of starting materials including
active pharmaceutical ingredients, quality problems
with finished dosage forms, spreading of counter-
feit medicines) it is likely that new technologies

and new products will create new regulatory chal-
lenges. For example, how will increasing public at-
tention and expectations on medicines safety shape
the regulations? How using new technologies such
as nanotechnologies change the medicines regula-
tion? Issues relating to the understanding of how
the nanoparticles are presented to organs, cells and
organelles are of the highest importance when try-
ing to understand the different mechanisms for in-
tracellular trafficking and use their full therapeu-
tic potential. Those aspects cannot be established
without improving appropriate basic knowledge of
cell and molecular biology at the intracellular level.
However, at the same time important quality prob-
lems can rise. In order to assure quality physical and
chemical properties of nanopharmaceuticals, includ-
ing residual solvents, processing variables, impuri-
ties and excipients, should all be well known. There
will be a need for well-established standard tools to
be used in the characterization of nanopharmaceu-
ticals, including availability of validated assays to
detect and quantify nanoparticles in tissues, medici-
nal products and processing equipment. Toxicologi-
cal aspects of nanomedicines have been highlighted
with focus on long-term toxicity. Carbon nanotubes,
quantum dots and other nonbiodegradable and po-
tentially harmful materials should be given closer
attention weather associated with medicines or di-
agnostics. A special set of standards must be grad-
ually established in the global regulatory environ-
ment. In fact, some elements already do exist. In Eu-
rope Directive 2004/27/EEC on medicines addresses
directly the need for the study of environmental im-
pact of medicines which will have major impact for
new nanomaterails to be used in medicines. To ex-
amine and predict environment impact is a new task
for regulators.

Using genetic information to create safe and ef-
fective medicines offers potential for more individ-
ualized therapies and patient benefits but will also
have an impact on the use of healthcare resources.
Pharmacogenetics has been viewed as something
for the future, but real clinical examples now exist.
Some pharmacogenetic tests, such as the thiopurine
methyltransferase (TPMT) test that aims to predict
the risk of severe neutropenia for the purine drugs
azathioprine and 6-mercaptopurine, have already
relatively low unit costs (approximately 50$ US).
However, even low unit cost tests may have a signifi-
cant cost impact if they have a high volume of uptake
in a healthcare system. There may be added value as-
sociated with introducing a pharmacogenetic test to
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guide a prescribing decision, in terms of improved
health-related quality of life resulting from fewer se-
vere side effects and improved treatment response
in the patient population taking the medicine. Phar-
macogenetic tests broadly fall into one of two cate-
gories, those provided through clinical laboratories,
such as the TPMT test, and those for which a prod-
uct license has been granted in a similar way to new
medicines, such as Third Wave Technologies’ (WI,
USA) Invader® UGT1A1 Molecular Assay, which
was approved by the US FDA in 2005. The last op-
tion means that regulators are directly involved. Reg-
ulators are starting to regulate pharmacogenetics and
some guidance already exists in Canada, EU and US.
Recently also ICH started to deal with pharmacoge-
nomics and pharmacogenetics. The E15 guideline
Definitions for Genomic Biomarkers, Pharmacoge-
nomics, Pharmacogenetics, Genomic Data and Sam-
ple Coding Categories has been finalized.

Another area of challenges includes biological
medicines including ‘generic’ biological medicines.
New product groups are emerging and even with
known product groups there are challenges ahead,
especially from the point of view of safety. Other
important areas for drug regulators remain pharmo-
covigilance, pediatric medicines, orphan medicines
and medicines for diseases outside ICH regions.
There are few financial incentives to create medi-
cines for tropical and neglected diseases but recently
due to public private partnerships for drug develop-
ment and creation of specific regulatory pathways
such EU Article 58 procedure that enables European
Medicines Agency to assess these products and pro-
vide scientific advise for WHO has improved the sit-
uation. There are even calls for ‘complete rethink’
of the regulatory systems in order to prepare for the
next 20-30 year.

The present short overview of medicines regula-
tion is clearly not comprehensive but rather an at-
tempt to give idea about the complexities of this im-
portant area of work that has many direct links with
clinical pharmacology. Clinical pharmacologists as
medical specialists equipped with unique knowledge
about medicines have a role and responsibility to de-
velop and contribute to medicines regulation.
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I. INTRODUCTION

Major causes of morbidity and mortality in many
developing countries such as malaria, tuberculosis,
pneumonia, acute diarrheas, maternal diseases can
be treated with simple essential medicines (Box 1).
But, essential medicines will save lives and improve
health, only if they are available, affordable and of
good quality, and properly utilized.

In developed countries, the discovery of new
medicines and their introduction in the existing
health care system during the second part of the
last century has dramatically improved health, re-
ducing mortality and morbidity from many com-
mon diseases. The society in general have benefited
from these advances through the regular access to
the needed medicines in their health care system.
However, in many developing countries the needed
essential medicines are not always available, acces-
sible and affordable to those in need.

The discovery of new medicines and their in-
troduction into the market will not optimally have
positive impacts on health if the needed essential
medicines are not available and affordable, if they
are not of good quality and if they are not prop-
erly utilized by the health care providers and con-
sumers. This chapter will highlight the issues re-
lated to commonly occurring problems in the area of
medicines in developing countries, and relevant poli-
cies and programme to deal with them. In particular,
the chapter will highlight the problems of access to
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the needed medicines, the problems irrational use by
providers and consumers and the problems of coun-
terfeit medicines. The sections on equitable access
to essential medicines and on promoting rational use
are taken from WHO Policy Perspectives on Medi-
cines (WHO, 2004; WHO, 2002) reflecting the posi-
tions advocated by WHO on these issues.

II. EQUITABLE ACCESS TO ESSENTIAL
MEDICINES

Essential medicines save lives and improve health
when they are available, affordable, of assured qual-
ity and properly used. Still, lack of access to es-
sential medicines remains one of the most serious
global public health problems. Although consider-
able progress in terms of access to essential medi-
cines has been made in the last twenty-five years
since the introduction of the essential medicines con-
cept, not all people have benefited equally from im-
provements in the provision of health care services,
nor from low cost, effective treatments with essential
medicines (Table 1). Through a combination of pub-
lic and private health systems, nearly two-thirds of
the world’s population are estimated to have access
to full and effective treatments with the medicines
they need, leaving one-thirds without regular access.
It is estimated that by improving access to existing
essential medicines and vaccines, about 10 million
lives per year could be saved.

Drug Benefits and Risks: International Textbook of Clinical Pharmacology, revised 2nd edition
Edited by C.J. van Boxtel, B. Santoso and I.R. Edwards. 10S Press and Uppsala Monitoring Centre, 2008. © 2008 The authors. All rights reserved.
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Box 1. Definition of essential medicines

Essential medicines are those that satisfy the priority health care needs of the population. They are selected with due
regard to public health relevance, evidence on efficacy and safety, and comparative cost effectiveness. Essential medicines
are intended to be available within the context of functioning health systems at all times in adequate amounts, in the
appropriate dosage forms, with assured quality and adequate information, and at a price the individual and the community
can afford. The implementation of the concept of essential medicines is intended to be flexible and adaptable to many
different situations; exactly which medicines are regarded as essential remain a national responsibility

Table 1. Key points for policy makers: Access to medicines supported by the principles of the essential medicines
concepts

e Common health problems for the majority of the population can be treated with a small number of carefully selected

medicines

e Individual health professionals normally use fewer than 50 different medicines, the WHO Model List of Essential

Medicines contains about 300 active substances

Training and clinical experience should focus on the proper use of these few medicines
Procurement, distribution and other supply activities can be carried out most efficiently for a limited number of phar-

maceutical products

e Patients can be better informed about the effective use of medicines by health professionals

Essential medicines are only one element in the
continuum of health care provision but they are a vi-
tal element. The major access challenges which can
be obstacles for health improvement are:

e [nequitable access. About 30% of the world popu-
lation lacks regular access to essential medicines.
In the poorest parts of Africa and Asia the figure
rises to over 50%.

e Health reforms. In many low-income and middle-
income countries, health sector reforms have led
to insufficient public funding for health.

e Medicines financing. In many high-income coun-
tries, over 70% of medicines are publicly funded,
whereas in low- and middle-income countries
public medicines expenditures does not cover the
basic medicines needs of the majority of the pop-
ulation. In these countries, 50-90% of medicines
are paid for by patients themselves.

e Treatment cost. High cost of treatments with new
essential medicines for tuberculosis, HIV/AIDS,
bacterial infections and malaria will be unafford-
able for many low- and middle-income countries.

e Globalization. Global trade agreements can have
a negative impact on access to newer essential
medicines in low- and middle-income countries.
Access to health care and therefore to essential

medicines is part of the fulfillments the fundamental

right to health. All countries have to work towards
the fulfillments of equitable access to health services
and commodities, including essential medicines nec-
essary for the prevention and treatment of prevalent

diseases. Appropriate policies and action plans need
to be put in place to achieve this aim (Table 2).

II.a. The Access Framework

Improving access to essential medicines is perhaps
the most complex challenges to all actors in the pub-
lic, private and NGO (non-government organization)
sectors involved in the field of medicines supply.
They must all combine their efforts and expertise,
and work jointly towards the solutions. Many factors
define the level of access, such as financing, prices,
distribution systems, appropriate dispensing and use
of essential medicines.

WHO has formulated a four part framework to
guide and coordinate collective action on access to
essential medicines, namely,

e Rational selection and use of essential medicines,
e Affordable prices,

e Sustainable financing, and

e Reliable supply system.

Il.a.1. Rational Selection and Use of Essential
Medicines

No health system in the world have unlimited ac-
cess to all medicines. Rational selection of essen-
tial medicines is one of the core principles of na-
tional medicines policy. It focuses on therapeutic
decisions, professional training, public information,
financing, supply and quality assurance efforts on
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Table 2. Key actions: Check list for policy makers

Rational selection and use of essential medicines

e Develop national treatment guidelines based on the
best available evidence concerning efficacy, safety,
quality and cost effectiveness

e Develop a national list of essential medicines based on
national treatment guidelines

e Use of national list of essential medicines for procure-
ment, reimbursement, training, donations and super-
vision

Affordable prices

e Use available and impartial price information

Allow price competition in the local market

Promote bulk procurement

Implement generic policies

Negotiate equitable pricing for newer essential medi-

cines for priority diseases

e Undertake price negotiation for newly registered
essential medicines

o Eliminate duties, tariffs and taxes on essential medi-
cines

e Reduce mark-ups through more efficient distribution
and dispensing system

e Encourage local production of essential medicines of
assured quality when appropriate and feasible

e Include WTO/TRIPS compatible safeguards into na-
tional legislation and apply

Sustainable financing

e Increase public funding for health, including for essen-
tial medicines
Reduce out-of-pocket spending, especially by the poor
Expand health insurance through national, local and
employer schemes

e Target external funding — grants, loans, donations —
at specific diseases with high public health impact

e Explore other financial mechanisms, such as debt
relief and solidarity funds

Reliable supply system

e Integrate medicines in health sector development

e Create efficient public—private—-NGO mix approaches
in supply delivery
Assure quality of medicines through regulatory control
Explore various purchasing schemes: procurement co-
operatives

those medicines which all have their greatest impact
in a given healthcare setting. It is a global concept
which can be applied in any country, in both pub-
lic and private sectors and at different levels of the
healthcare system. Rational selection and use can be
pursued through various tools.

National treatment guidelines are defined by
WHO as systematically developed evidence-based

statements which assist providers, patients and other
stakeholders to make informed decisions about
health interventions. Guidelines have mostly been
used to advise practitioners on which interventions
to use in their interactions with patients.

National lists of essential medicines should be
developed for different levels of care and on the ba-
sis of treatment guidelines for common diseases and
conditions that should be treated at each level. Care-
ful selection of essential medicines is the first step in
ensuring access.

Rational use of essential medicines is one of the
core activities of health workers and patients.
Trained and motivated health staff, and the neces-
sary diagnostic equipment, are needed to ensure the
safe and effective treatments, minimizing the risks
and waste linked to irrational prescribing and use of
medicines.

I1.a.2. Affordable Prices

With the potential cost saving of providing a full
range of treatments for prevailing common diseases,
medicines prices and financing are inescapable fac-
tors in access to essential medicines (Box 2). Af-
fordable prices can be pursued through the following
mechanism.

Price information is fundamental in obtaining
the best price. Several international and regional
price information services are made available for
WHO Member States (Table 3). Price information
helps price negotiations, in locating new supply
sources, and in assessing the efficiency of local pro-
curement.

Price competition through tendering of generic
products and therapeutic competition are power-
ful price reduction tools, as evidenced by experi-
ences from large producing countries such as Brazil
and India. Through generic competition price re-
ductions at 75-95% were achieved over the initial
brand prices (Fig. 1). In addition, price reductions
were also obtained through therapeutic competition
— between several branded products belonging to the
same therapeutic class.

Bulk procurement encompasses that medicines
orders are pooled together, that the focus is on the
list of priority medicines and that duplication within
therapeutic categories is avoided as much as possi-
ble. This will result in larger procurement volume
and will increase purchasing power. Bulk procure-
ment can be through cooperation of facilities in a
country, but positive experience has also been re-
ported from arrangements between states.
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Box 2. Inequities on financing

The inequities are striking. In developed countries, a course of antibiotics to cure pneumonia can be bought for the
equivalent of 2 or 3 hours wages. One year’s treatment of HIV/AIDS infection consumes the equivalent of 4-6 moths’
salary. And the majority of costs are reimbursed. In developing countries, a full course of antibiotics to cure a common
pneumonia may cost one’s month wages. In many countries, one-year’s HIV/AIDS treatment, if it were purchased, would
consume 30 years’ income. And the majority of households must buy their medicines with money from their own pocket

Table 3. WHO medicines price information services

WHO works with several partners to make price information easily accessible to governments, non-governmental organiza-
tions, donor agencies and any institution involved in medicines procurement.

International Drug Price Indicator Guide. Details of 350 active ingredients in 750 dosage forms from 17 sources.
Indicative price of generic products on the international market and selected tender prices. Produced by Management
Sciences for Health and WHO.

Sources and Prices of Selected Medicines and Diagnostics for People Living with HIV/AIDS. Details of 59 active in-
gredients in 100 dosage forms. Issued by UNICEF, UNAIDS, Medicines San Frontiere and WHO. Covers antiretroviral
(ARV) medicines, HIV/AIDS test kits for diagnosis and ongoing monitoring, and medicines treating opportunistic in-
fections, for pain relief, for use in palliative care, for the treatment of HIV/AIDS-related cancers, and for managing
drug dependence.

Pharmaceutical Starting Materials/Essential Drugs Report. Details over 273 active ingredients. Issued by WHO and
the International Trade Centre, a joint WTO-UNCTAD Centre.

AFRO Essential Drugs Price Indicator. Nearly 300 essential medicines and dosage forms are listed. Details are provided
by Member States and low cost essential drugs suppliers. Published by the Regional Office for Africa and the WHO
Collaborating Centre for the Quality Assurance of Medicines, University Potchefstroom, South Africa.

AMRO: AIDS and STI — Average Prices for One Year Treatment with Antiretrovirals in Countries of Latin America and
the Caribbean: survey by Pan American Health Organization of ARV Therapy in Latin American countries.

Source: http: www.who.int/medicines/organization/par/ipc/drugpriceinfo.shtml

Indicative annual cost per person for triple therapy in Africa
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Fig. 1. Advocacy, corporate responsiveness and competition have reduced antiretroviral prices by 95% in 3 years.

Generic policies are effective instruments when
a patent expires. In the United States of America the
average whole sale price falls to 60% of the price of
the branded medicines when one generic competitor
enters the market, and to 29% when 10 competitors.
To introduce and expand the use of generic medicine
products, it is important that (1) supportive regula-
tions exist, (2) reliable quality assurance is in place,

(3) professional and public acceptance is obtained,
and (4) financial incentives are in place.

Equitable pricing is especially important for
newer essential medicines that are still protected by
patents or other instruments that provide market ex-
clusivity. Equitable pricing is explained as the adap-
tation of prices which are charged by the manufac-
turer or seller to countries with different purchasing
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power. Wide spread equitable pricing is economi-
cally feasible provided that low-income countries do
not leak back to high-income countries.

Sustainable financing for essential medicines
must be viewed in the context of overall health care
financing. Most low- and-middle income countries
rely on a diverse set of health and medicines financ-
ing mechanisms which can contribute in the pay-
ment of medicines. Nevertheless there are still op-
portunities in many low and middle income coun-
tries for both better and more public funding on
health and essential medicines.

Reduction or elimination of duties and taxes for
both generic and patented essential medicines con-
tribute to price reduction. In developing countries,
the final price of a medicines may be two five times
the producer or importer price. This reflects the ef-
fects of multiple middlemen, taxes of over 20% in
some countries, pharmaceutical import duties up to
65%, high distribution costs, and pharmacy and drug
seller charges.

Local production of assured quality when eco-
nomically feasible and where it follows good manu-
facturing practices (GMP) can result in lower medi-
cines prices. This can be facilitated by transfer of
technology, GMP inspections, and other arrange-
ments. Generic companies in India, Brazil and Thai-
land have offered their help to low- and middle-
income countries to produce antiretrovirals locally
through technology transfer through South—South
collaboration.

The WTO/TRIPS Agreement defines minimum re-
quirements for intellectual property rights that are
applicable to all WTO (World Trade Organization)
members. Significantly higher prices are anticipated
with full implementation of TRIPS (Trade Related
Aspects of Intellectual Property Rights) require-
ments in low and middle income countries. National
patent and related legislation should include stan-
dards of patentability that take health into account,
promote generic competition, incorporate provisions
for TRIPS compatible safeguards such as compul-
sory licensing and parallel import.

Il.a.3. Sustainable Financing

Sustainable financing for essential medicines must
be viewed in the context of overall health care fi-
nancing. Most low- and middle-income countries
rely on a diverse set of health and drug financing
mechanisms which can contribute in the payment of
medicines. Nevertheless there are still opportunities

in many low- and middle-income countries for both
better and more public spending on health and es-
sential medicines.

Increased public funding for health and medi-
cines is important for high public health impact and
strong potential for equity and solidarity, and for
support to the disadvantaged. It does not mean that
low- and middle-income countries should reallocate
funds from prevention or other health priorities, but
that additional new public funding should be brought
to the health sector. One example is the Global Funds
to fight AIDS, Tuberculosis and malaria that offers
an opportunity of additional new public funding to
those countries where public funding is increasing
very slowly or not at all.

Out of pocket spending is a result of failure by the
government to allocate sufficient financial resources
for medicines supplies essential for treating prevail-
ing diseases for the majority of the population. Pa-
tients therefore have to buy all medicines they need
from the private sector.

Cost sharing with patients should be seen only
as a transitional measure towards long term aims,
such as universal health insurance. User charges or
co-payment for medicines in public health services
do not always lead to increased supply of medi-
cines and may result in decreased utilization of pub-
lic health services. In addition they can further im-
poverish already disadvantaged populations. User’s
charges should complement rather than replace gov-
ernment allocations for curative health services and
essential medicines provision.

While virtually 100% of the population has
health insurance of some forms in most high-income
countries, median coverage is 35% in Latin Amer-
ica, 10% in Asia, and less than 8% in Africa. Addi-
tionally the inclusion of medicine reimbursement in
health insurance varies greatly. Coverage of newer
and high-cost essential medicines through well-
developed social security schemes is necessary. Ad-
vantages of prepayment are that the healthy part of
the population subsidizes the sick, and through in-
come related premiums, the wealthy citizens can
subsidize the poor. It reflects the solidarity princi-
ples that health care should be provided according
to need and financed according the ability to pay.

Donor assistance and development loans such
as bilateral aid and development loan/grants from
development banks continue to provide for many
countries sources of health sector financing, which
can include funding for essential medicines, such
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Table 4. Four types of medicines supply strategies in addition to central medical stores

Central Medical Stores
(Semi)autonomous supply agency
Direct delivery system
Prime distributor

system
Fully private supply

Centralized, fully public management, warehousing and delivery system
Centralized, (semi)private management and warehousing system

Centralized decision making but decentralized, private direct delivery system
Centralized decision making but decentralized, private warehousing and delivery

Decentralized decision making, fully private wholesalers and pharmacies system

as HIV/AIDs-related therapies or combination treat-
ment for medicine resistant malaria. Yet it is debat-
able whether development loans should be used for
consumables such as medicines.

Donor funding for and donations of medicines
can have an impact on health in low- and middle-
income countries in the short term. In the medium
term these donations should be targeted at specific
diseases and planned as additional supplies inte-
grated into the national medicines supply system.
But in the long term, self-sufficiency is the only vi-
able means to tackle increasing disease burdens.

Other financing mechanisms which are being pur-
sued include targeted use of debt relief funds, tax in-
centives in high-income countries, in kind funding
in the form of medicines donations, and solidarity
funds.

I.a.4. Reliable Health and Supply Systems

Rapid assessment of health care and supply systems
is essential for identifying major weaknesses and ini-
tiating corrective actions. Among the many elements
of an effective health care system, those most impor-
tant in supporting access to essential medicines are
as follows.

Health sector development is a vital government
obligation. In a national health system, proper use of
well known and newer essential medicines for pri-
ority health problems depends on certain minimal
level of medical and pharmaceutical services. This
includes inexpensive diagnostic test to confirm diag-
nosis, and well-informed trained clinicians, pharma-
cists, nurses and other health staff to help patients,
especially those with chronic illnesses, to adhere to
their treatments. An overall capacity strengthening
of the health and supply systems is a pre-requisite
to respond adequately to the increased medical and
pharmaceutical needs of populations.

Public—private-NGO (non-governmental organi-
zation) mix approaches are being pursued to ensure
timely availability of medicine supplies of assured

quality in the health care system. These vary con-
siderably with respect to the role of the govern-
ment, the role of the private sector (non-profit and for
profit), and the incentives for efficiency. Many coun-
tries struggle with the unfortunate combination of an
inefficient public medicines supply system meant for
the entire country and various private supply systems
serving mostly urban areas. Increasingly, an effec-
tive medicines supply system is seen to depend on an
appropriate mix of public, private and NGO procure-
ment, storages and distribution services (Table 4).

Regulatory control is shared responsibility of the
national regulatory authorities, pharmaceutical pro-
ducers, distributors and other actors active in medi-
cines management. Effective medicines regulation
is public service necessary to ensure the quality of
pharmaceutical product, that producers fully imple-
ment good manufacturing practices to combat sub
standard and counterfeit medicines, and to contain
drug resistance resulting from uncontrolled supply
and use of antibiotics and other essential medicines
for both public and private sectors.

Procurement cooperatives increases efficiency.
Regional and sub-regional procurement schemes can
become a credible option for ensuring medicines
supplies. The Gulf Cooperation Council (GCC) and
the Organization of Eastern Caribbean States Pro-
curement Services (OECS/PPS) successfully orga-
nize pooled procurement for six and eight countries
respectively.

ITII. PROMOTING RATIONAL USE OF
MEDICINES

III.a. The Problem of Irrational Use

Irrational or non-rational use is the use of medi-
cines in a way that is not compliant with rational
use as defined in Box 3. World-wide more than 50%
of all medicines are prescribed, dispensed, or sold
inappropriately. Conversely, about one-third of the
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Box 3. Definition of rational use of medicines (WHO, 1985)

community

Patients receive medications appropriate to their clinical needs,
in doses that meet their own individual requirements, for an ad-
equate period of time, and at the lowest cost to them and their

world’s population lacks access to essential medi-

cines and 50% of patients fail to take them correctly.

Common types of irrational medicine use are:

e the use of too many medicines per patient (poly-
pharmacy);

e inappropriate use of antimicrobials, often in inad-
equate dosage, for non-bacterial infections;

e over-use of injections when oral formulations
would be more appropriate;

e failure to prescribe in accordance with clinical
guidelines;

e inappropriate self-medication, often of prescription-
only medicines.

Lack of access to medicines and inappropriate
doses result in serious morbidity and mortality, par-
ticularly for childhood infections and chronic dis-
eases, such as hypertension, diabetes, epilepsy and
mental disorders. Inappropriate use and over-use
of medicines waste resources — often out-of-pocket
payments by patients — and result in significant pa-
tient harm in terms of poor patient outcomes and
adverse drug reactions. Furthermore, over-use of an-
timicrobials is leading to increased antimicrobial re-
sistance and non-sterile injections to the transmis-
sion of hepatitis, HIV/AIDS and other blood-borne
diseases. Finally, irrational over-use of medicines
can stimulate inappropriate patient demand, and lead
to reduced access and attendance rates due to medi-
cine stock-outs and loss of patient confidence in the
health system.

Ill.a.1. Assessing the Problem of Irrational Use

To address irrational use of medicines, prescribing,
dispensing and patient use should be regularly mon-
itored in terms of:

e the types of irrational use, so that strategies can be
targeted towards changing specific problems;

o the amount of irrational use, so that the size of the
problem is known and the impact of the strategies
can be monitored;

e the reasons why medicines are used irrationally,
so that appropriate, effective and feasible strate-
gies can be chosen. People often have very ra-
tional reasons for using medicines irrationally

(Box 4). Causes of irrational use include lack
of knowledge, skills or independent information,
unrestricted availability of medicines, overwork
of health personnel, inappropriate promotion of
medicines and profit motives from selling medi-
cines.

There are several well-established methods to
measure the type and degree of irrational use. Ag-
gregate medicine (drug) consumption data can be
used to identify expensive medicines of lower effi-
cacy or to compare actual consumption versus ex-
pected consumption (from morbidity data). Anatom-
ical Therapeutic Classification (ATC)/Defined Daily
Dose (DDD) methodology can be used to compare
drug consumption among institutions, regions and
countries. WHO drug use indicators (Table 5) can
be used to identify general prescribing and quality
of care problems at primary health care facilities.

Focused drug use evaluation (drug utilization re-
view) can be done to identify problems concerning
the use of specific medicines or the treatment of spe-
cific diseases, particularly in hospitals. The qualita-
tive methods employed in social science (e.g. focus
group discussion, in-depth interviews, structured ob-
servation and structured questionnaires), can be used
to investigate the motives underlying irrational use.
All data collected should be used to design interven-
tions and to measure the impact of those interven-
tions on medicine use.

IILb. Working towards Rational Use of
Medicines

A major step towards rational use of medicines was
taken in 1977, when WHO established the 1st Model
List of Essential Medicines to assist countries in
formulating their own national lists. In 1985, the
present definition of rational use was agreed at an
international conference in Kenya. In 1989, the In-
ternational Network for the Rational Use of Drugs
(INRUD) was formed to conduct multi-disciplinary
intervention research projects to promote more ra-
tional use of medicines (e-mail: inrud@msh.org,
web site: http://www.msh.org/inrud). Following this,
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Box 4. Monitoring of medicine use

to success

Monitoring medicine use and using the collected information to develop, implement and evaluate strategies to change
inappropriate medicine use behaviour are fundamental to any national programme to promote rational use of medicines.
A mandated multi-disciplinary national body to coordinate all activities and sufficient government funding are critical

Table 5. Selected WHO/INRUD drug use indicators for primary health care facilities (WHO, 1993)

Prescribing indicators:

Average number of medicines prescribed per patient encounter

% medicines prescribed by generic name
% encounters with an antibiotic prescribed
% encounters with an injection prescribed

% medicines prescribed from essential medicines list or formulary

Patient care indicators:

Average consultation time

Average dispensing time

% medicines actually dispensed

% medicines adequately labelled

% patients with knowledge of correct doses
Facility indicators:

Availability of essential medicines list or formulary to practitioners

Auvailability of clinical guidelines

% key medicines available
Complementary drug use indicators:

Average medicine cost per encounter

% prescriptions in accordance with clinical guidelines

Source: International Network for Rational Use of Drugs.
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Fig. 2. Review of 30 studies in developing countries. Size of drug use improvements with different interventions.

the WHO/INRUD indicators to investigate drug use
in primary health care facilities were developed and
many intervention studies conducted. A review of
all the published intervention studies with adequate
study design was presented at the 1st International
Conference for Improving the Use of Medicines

(ICIUM) in Thailand in 1997. Figure 2 shows a sum-
mary of the magnitude of prescribing improvement
by type of intervention. The effect varied with in-
tervention type, printed materials alone having little
impact compared to the greater effects associated
with supervision, audit, group process and commu-
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nity case management. Furthermore, the effects of
training were variable and often un-sustained, pos-
sibly due to differences in training quality and the
presence or absence of follow-up and supervision.

Further evidence was presented at the second
international conferences for improving the use of
medicines held in Chiang Mai, Thailand in 2004 re-
spectively (URL: http://www.icium.org). On the ba-
sis of this evidence the second conference issued
a major recommendation for countries to have na-
tional programmes to promote rational use of medi-
cines. The conference further recommended that
such programmes should be based on coordinated
implementation of sustainable multi-faceted inter-
ventions, scaled up to the national level and with in-
built systems for monitoring medicines use in order
to evaluate progress.

II1.b.1. Core Policies to Promote More Rational
Use of Medicines

Although many gaps remain in our knowledge,
a summary of what is known concerning core poli-
cies, strategies and interventions to promote more
rational use of medicines is presented in the follow-
ing sections and summarized in Table 6.

II1.b.1.1. Mandated multi-disciplinary national
body to coordinate medicine use policies. Many
societal and health system factors, as well as pro-
fessionals and many others, contribute to how medi-
cines are used. Therefore, a multi-disciplinary ap-
proach is needed to develop, implement and eval-
uate interventions to promote more rational use of
medicines. A national regulatory authority (RA) is
the agency that develops and implements most of
the legislation and regulation on pharmaceuticals.

Ensuring rational use will require many additional
activities which will need coordination with many
stakeholders. Thus a national body is needed to
coordinate policy and strategies at national level,
in both the public and private sectors. The form
this body takes may vary with the country, but in
all cases it should involve government (ministry of
health), the health professions, academia, the RA,
pharmaceutical industry, consumer groups and non-
governmental organizations involved in health care.
The impact on medicine use is better if many inter-
ventions are implemented together in a coordinated
way, single interventions often having little impact.

II1.b.1.2. Clinical guidelines. Clinical guidelines
(standard treatment guidelines, prescribing policies)
consist of systematically developed statements to
help prescribers make decisions about appropriate
treatments for specific clinical conditions. Evidence-
based clinical guidelines are critical to promot-
ing rational use of medicines. Firstly, they provide
a benchmark of satisfactory diagnosis and treat-
ment against which comparison of actual treatments
can be made. Secondly, they are a proven way to
promote more rational use of medicines provided
they are: (1) developed in a participatory way in-
volving end-users; (2) easy to read; (3) introduced
with an official launch, training and wide dissem-
ination; and (4) reinforced by prescription audit
and feedback. Guidelines should be developed for
each level of care (ranging from paramedical staff
in primary health care clinics to specialist doctors
in tertiary referral hospitals), based on prevalent
clinical conditions and the skills of available pre-
scribers. Evidence-based treatment recommenda-
tions and regular updating help to ensure credibil-

Table 6. Twelve core interventions to promote more rational use of medicines

1. A mandated multi-disciplinary national body to coordinate medicine use policies
2. Clinical guidelines
3. Essential medicines lists based on treatments of choice
4. Drugs and therapeutics committees in districts and hospitals
5. Problem-based pharmacotherapy training in undergraduate curricula
6. Continuing in-service medical education as a licensure requirement
7. Supervision, audit and feedback
8. Independent information on medicines
9. Public education about medicines

10. Avoidance of perverse financial incentives

11.  Appropriate and enforced regulation

12.

Sufficient government expenditure to ensure availability of medicines and staff
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ity and acceptance of the guidelines by practition-
ers. Sufficient resources are needed to reimburse all
those who contribute to the guidelines, and to cover
the costs of printing, dissemination and training.

II1.b.1.3. Essential medicines list based on treat-
ments of choice. Essential medicines are those that
satisfy the priority health care needs of the popula-
tion. Using an essential medicines list (EML) makes
medicine management easier in all respects; pro-
curement, storage and distribution are easier with
fewer items, and prescribing and dispensing are eas-
ier for professionals if they have to know about fewer
items. A national EML should be based upon na-
tional clinical guidelines. Medicine selection should
be done by a central committee with an agreed mem-
bership and using explicit, previously agreed crite-
ria, based on efficacy, safety, quality, cost (which
will vary locally) and cost—effectiveness. EMLs
should be regularly updated and their introduction
accompanied by an official launch, training and dis-
semination. Public sector procurement and distrib-
ution of medicines should be limited primarily to
those medicines on the EML and it must be ensured
that only those health workers approved to use cer-
tain medicines are actually supplied with them. Gov-
ernment activities in the pharmaceutical sector, e.g.
quality assurance, insurance reimbursement policies
and training, should focus on the EML. The WHO
Model List of Essential Medicines can provide a
starting point for countries to develop their own na-
tional EML.

II1.b.1.4. Drugs and therapeutics committees in
districts and hospitals. A drugs and therapeutics
committee (DTC), also called a pharmacy and ther-
apeutics committee, is a committee designated to
ensure the safe and effective use of medicines in
the facility or area under its jurisdiction. Such com-
mittees are well-established in industrial countries
as a successful way of promoting more rational,
cost-effective use of medicines in hospitals (Ta-
ble 7). Governments may encourage hospitals to
have DTCs by making it an accreditation require-
ment to various professional societies. DTC mem-
bers should represent all the major specialities and
the administration; they should also be independent
and declare any conflict of interest. A senior doctor

Table 7. Responsibilities of a drugs and therapeutics
committee

e Developing, adapting, or adopting clinical guidelines
for the health institution or district

e Selecting cost-effective and safe medicines (hospi-
tal/district drug formulary)

e Implementing and evaluating strategies to improve
medicine use (including drug use evaluation, and liai-
son with antibiotic and infection control committees)

e Providing on-going staff education (training and
printed materials)

e Controlling access to staff by the pharmaceutical in-
dustry with its promotional activities

e Monitoring and taking action to prevent adverse drug
reactions and medication errors

e Providing advice about other drug management issues,
such as quality and expenditure

would usually be the chairperson and the chief phar-
macist, the secretary.

Factors critical to success include: clear objec-
tives; a firm mandate; support by the senior hos-
pital management; transparency; wide representa-
tion; technical competence; a multi-disciplinary ap-
proach; and sufficient resources to implement the
DTC’s decisions.

II1.b.1.5. Problem-based training in pharmaco-
therapy in undergraduate curricula. The quality
of basic training in pharmacotherapy for undergrad-
uate medical and paramedical students can signif-
icantly influence future prescribing. Rational phar-
macotherapy training, linked to clinical guidelines
and essential medicines lists, can help to establish
good prescribing habits. Training is more successful
if it is problem-based, concentrates on common clin-
ical conditions, takes into account students’ knowl-
edge, attitudes and skills, and is targeted to the stu-
dents’ future prescribing requirements. The Guide
to Good Prescribing describes the problem-based
approach, which has been adopted in a number of
medical schools.

IILb.1.6. Continuing in-service medical education
as a licensure requirement. Continuing in-service
medical education (CME) is a requirement for li-
censure of health professionals in many industrial-
ized countries. In many developing countries oppor-
tunities for CME are limited and there is also no
incentive since it is not required for continued li-
censure. CME is likely to be more effective if it is
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problem-based, targeted, involves professional soci-
eties, universities and the ministry of health, and is
face-to-face. Printed materials that are unaccompa-
nied by face-to-face interventions, have been found
to be ineffective in changing prescribing behavior.
CME need not be limited only to professional med-
ical or paramedical personnel, but may also include
people in the informal sector such as medicine re-
tailers. Often CME activities are heavily dependent
on the support of pharmaceutical companies, as pub-
lic funds are insufficient. This type of CME may not
be unbiased. Governments should therefore support
efforts by university departments and national pro-
fessional associations to give independent CME.

I11.b.1.7. Supervision, audit and feedback. Su-
pervision is essential to ensure good quality of care.
Supervision that is supportive, educational and face-
to-face, will be more effective and better accepted
by prescribers than simple inspection and punish-
ment. Effective forms of supervision include pre-
scription audit and feedback, peer review and group
processes. Prescription audit and feedback consists
of analysing prescription appropriateness and then
giving feedback. Prescribers may be told how their
prescribing compares with accepted guidelines or
with that of their peers. Involving peers in audit
and feedback (peer review) is particularly effec-
tive. In hospitals, such audit and feedback is known
as drug use evaluation. Group process approaches
amongst prescribers consist of health professionals
themselves identifying a medicine use problem and
developing, implementing and evaluating a strategy
to correct the problem. This process needs facilita-
tion by a moderator or supervisor. Community case
management is a special type of supervised group
process involving community members in treating
patients.

I11.b.1.8. Independent medicine information. Of-
ten, the only information about medicines that prac-
titioners receive is provided by the pharmaceutical
industry and may be biased. Provision of indepen-
dent (unbiased) information is therefore essential.
Drug information centres (DICs) and drug bulletins
are two useful ways to disseminate such informa-
tion. Both may be run by government or a university
teaching hospital or a non-governmental organiza-
tion, under the supervision of a trained health pro-
fessional. Whoever runs the DIC or bulletin must
(1) be independent of outside influences and dis-
close any financial or other conflict of interest; and

(2) use evidence-based medicine and transparent de-
duction for all recommendations made. The WHO
Model Formulary provides independent information
on all medicines in the WHO Model Essential Medi-
cines List.

I11.b.1.9. Public education about medicines.
Without sufficient knowledge about the risks and
benefits of using medicines and when and how to use
them, people will often not get the expected clinical
outcomes and may suffer adverse effects. This is true
for prescribed medicines, as well as medicines used
without the advice of health professionals. Govern-
ments have a responsibility to ensure both the quality
of medicines and the quality of the information about
medicines available to consumers. This will require:
e Ensuring that over-the-counter medicines are sold
with adequate labelling and instructions that are
accurate, legible and easily understood by layper-
sons. The information should include the medi-
cine name, indications, contra-indications, dos-
ages, drug interactions, and warnings concerning
unsafe use or storage.

e Monitoring and regulating advertising, which
may adversely influence consumers as well as pre-
scribers and which may occur through television,
radio, newspapers and the internet.

e Running targeted public education campaigns,
which take into account cultural beliefs and the in-
fluence of social factors. Education about the use
of medicines may be introduced into the health
education component of school curricula or into
adult education programmes, such as literacy
courses.

II1.b.1.10. Avoidance of perverse financial incen-
tives. Financial incentives may strongly promote
rational or irrational use. Examples include:

e Prescribers who earn money from the sale of
medicines (e.g. dispensing doctors), prescribe
more medicines, and more expensive medicines,
than prescribers who do not; therefore the health
system should be organized so that prescribers do
not dispense or sell medicines.

e Flat prescription fees, covering all medicines in
whatever quantities within one prescription, lead
to over-prescription; therefore user charges should
be made per medicine, not per prescription.

e Dispensing fees, calculated as a percentage of
the cost of the medicines, encourage the sale of
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Table 8. Regulatory measures to support rational use

Registration of medicines to ensure that only safe efficacious medicines of good quality are available in the market and
that unsafe non-efficacious medicines are banned

Limiting prescription of medicines by level of prescriber; this includes limiting certain medicines to being available
only with a prescription and not available over-the-counter

Setting educational standards for health professionals and developing and enforcing codes of conduct; this requires the
cooperation of the professional societies and universities

Licensing of health professionals — doctors, nurses, paramedics — to ensure that all practitioners have the necessary
competence with regard to diagnosis, prescribing and dispensing

Licensing of medicine outlets — retail shops, wholesalers — to ensure that all supply outlets maintain the necessary
stocking and dispensing standards

Monitoring and regulating medicine promotion to ensure that it is ethical and unbiased. All promotional claims should
be reliable, accurate, truthful, informative, balanced, up-to-date, capable of substantiation and in good taste. WHO’s

ethical guidelines (1988) may be used as a basis for developing control measures

more expensive medicines; therefore a flat dis-
pensing fee irrespective of the price of the medi-
cine is preferable. Although it may lead to price
increases for cheaper medicines, it lowers the
price of higher cost medicines.

e Patients prefer medicines that are free or re-
imbursed. If only essential medicines are pro-
vided free by government or reimbursed through
insurance, patients will pressure prescribers to
prescribe only essential medicines. If medicines
are only reimbursed when the prescription con-
forms to clinical guidelines, there may be an even
stronger pressure on prescribers to prescribe ra-
tionally.

IIL.b.1.11. Appropriate and enforced regulation.
Regulation of the activities of all actors involved in
the use of medicines is critical to ensuring rational
use (Table 8). If regulations are to have any effect,
they must be enforced, and the regulatory authority
must be sufficiently funded and backed up by the
judiciary.

II1.b.1.12. Sufficient government expenditure to
ensure availability of medicines and staff. Lack
of essential medicines leads to the use of non-
essential medicines, and lack of appropriately trained
personnel leads to irrational prescribing by untrained
personnel. Furthermore, without sufficient compe-
tent personnel and finances, it is impossible to carry
out any of the core components of a national pro-
gramme to promote rational use of medicines. Poor
clinical outcome, needless suffering and economic
waste are sufficient reasons for large government in-
vestment.

Governments are responsible for investing the
necessary funds to ensure that all public health fa-

cilities have sufficient, appropriately trained health
professionals and enough essential medicines at af-
fordable prices for all the population, with specific
provisions for the poor and disadvantaged. Achiev-
ing these will require limiting government procure-
ment and supply to essential medicines only, and in-
vesting in adequate training, supervision and health
staff salaries.

IV. COMBATING COUNTERFEIT
MEDICINES

IV.a. Silent Murderer

Medicines including vaccines save lives and prevent
diseases and epidemics only when they are effica-
cious, safe, of good quality and rationally used. Un-
fortunately in recent years there has been an alarm-
ing increase in the distribution and sales of counter-
feit medicines in many countries. The problems of
counterfeit medicines have become rapidly expand-
ing trans national criminal activities, which pose
serious threat to the health and safety of the peo-
ple throughout the world, especially in countries
where regulation and law enforcement are weak
(Cokcburn et al., 2005; UNICRI, 2006). When pa-
tients take counterfeit medicines, whose packaging
look like the genuine ones, they are unaware that
they have taken useless or dangerous products con-
taining none, insufficient, or even wrong ingredi-
ents. Counterfeit medicines resemble a silent mur-
derer when they are used to treat life threatening
conditions (Newton et al., 2002; Aldous, 2005), and
people of lower-income segment who are attracted
by the lower price of counterfeit medicines are at



Medicines in Developing Countries 91

greater risk of purchasing and consuming unsafe
counterfeit products.

IV.a.1. What Are Counterfeit Medicines?

The below definition needs some explanatory words
(Box 5). A first aspect to consider is that counter-
feiting implies the intention to cheat those who re-
ceive the medicine — either in the distribution chain
or as patients. This is important because it permits
to make necessary distinction between counterfeit
medicines and sub-standard medicines. Counterfeit
medicines are sub-standard because they are man-
ufactured and distributed out of control and their
composition is unpredictable. On the other hand,
not all sub-standard medicines are counterfeits. Sub-
standard products are genuine products, manufac-
tured by officially licensed manufacturers, which do
not meet quality specification set for them. All sub-
standard products are manufactured without com-
pliance with Good Manufacturing Practices (GMP)
and other regulatory requirements established by the
competent national regulatory authorities in order to
ensure that efficacy and safety of medicines is not
affected by quality problems.

Another aspect to consider is that experiences
have shown that there are so many different kinds of
counterfeit medicines. Counterfeiters have targeted

well known branded as well as unbranded products,
expensive as well as inexpensive products, that they
have even produced counterfeit medicines that do
not refer to any existing brand or manufacturer.

IV.a.2. What Are the Consequences of Counterfeit
Medicines

Medicines counterfeiting can involve any kind of
medicines, but when it involves medicines for life
threatening condition such as malaria, infections,
diabetes, cardiovascular diseases, their impact on
health outcomes can be formidable. For example,
a high incidence of counterfeit new antimalarials,
containing no active ingredient, has been reported in
Greater Mekong countries in South East Asia. The
prevalence of counterfeit antimalarial medicines in
the samples collected in this area has been rising
rapidly in recent years and ad hoc studies have found
that over fifty percent of artesunate and over ninety
per cent of mefloquine products did not contain any
active ingredient (Dondorp et al., 2004; Newton et
al., 2003). In such situations the outcome of malaria
treatment can be severely jeopardized and even fatal.

The consequences a patient can experience if s/he
is given no medicine, the wrong medicine, the wrong
dose, or a toxic mixture of chemicals can be very se-
rious (see Box 6). It is not surprising that many cases

Box 5. Definition of counterfeit medicines

e Correct ingredients

Wrong ingredients

Incorrect amount of active ingredients
Without active ingredients

Fake packaging

WHO defines counterfeit medicine as one which is deliberately and fraudulently mislabeled with respect to identity
and/or source. Counterfeiting can apply to both branded and generic products, and may include products with:

Source: WHO, 1999.

Box 6. The human cost

Verénica Diaz lived in Viedma, a modern city in Argentina. She was 22 and healthy, except for a mild ferropenic
anaemia (insufficient iron in her blood) for which she was receiving injections of an iron preparation. After the 7th of
a 10-injection treatment, she became very sick and was hospitalized on 18 December 2004. She died of liver failure on
23 December 2004. While hospitalized samples of the medicine she was taking were collected and tested. On the day
she died, the medicines authority of Argentina (ANMAT) ascertained that she had been given a highly toxic counterfeit.
ANMAT ordered the immediate recall of the product, established a 24-hour hotline to receive and provide information,
and started a comprehensive investigation. By 27 December ANMAT had traced the source of the counterfeit product to
a distributor. Investigations and laboratory tests continued in January 2005 and led to tracking and recovering of most
of the counterfeit product and to the prosecution of four persons. Yet, the highly fragmented distribution system was not
fully responsive to the recall. In May 2005, a 22-year old pregnant woman was injected with the same counterfeit iron
preparation. She survived, but gave birth to a 26-week premature baby weighing only 1300 grams
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of counterfeiting have been uncovered while investi-
gating therapeutic failure or adverse events observed
in patients treated, unknowingly, with fake medi-
cines. Counterfeit medicines usually contain a lower
levels or no active ingredient at all, thus failing to
cure the patient. However, several cases have been
found that counterfeit medicines also contain poiso-
nous substances, such as diethylene glycol, therefore
even more dangerous to patient health. For exam-
ple, the use of counterfeit glycerin containing high
percentage of diethylene glycol (which is extremely
toxic) in the manufacture of cough syrups has been
reported to cause hundreds of fatalities in Panama
and in China in 2006 (UNICRI, 2006).

There are however other consequences that is es-
sential to remember. One is that the presence of
counterfeits challenges people’s confidence in the
entire health care delivery system, hitting manufac-
turers, pharmacists, doctors, and private and govern-
ment institutions alike.

IV.a.3. Where Counterfeit Medicines Can be
Found?

Counterfeit medicines can be found everywhere. Al-
though with different frequency, and no country of
the world can say to have never known the prob-
lem. In developing countries, medicines are often
sold in street-market stalls, in unlicensed outlets,
without proper packaging, and in many other uncon-
trolled situations. It is certainly easier to sell coun-
terfeit medicines in these situations than in countries
that can count on more effective control on man-
ufacturing and distribution as well as on more ef-
fective law enforcement. Yet, counterfeit medicines
are increasingly detected in those European and
North-American countries which are considered ref-
erence models in medicine regulation and enforce-
ment. Counterfeit cases have involved widely-used
drugs such as atorvastatin or paracetamol, limited-
use drugs such as growth hormone, paclitaxel or fil-
grastim, as well as other kinds of drugs such as silde-
nafil and tadalafil. This means that counterfeit medi-
cines can surface in community pharmacies and the
hospital alike.

Nobody knows the precise dimensions of the
counterfeit medicines problem. Counterfeits are dif-
ficult to detect, investigate, quantify. Rough esti-
mates, mainly based on unpublished reports and
studies focused on specific medicines or geograph-
ical areas, suggest that up to 10% of the medicines
circulating in the world could be counterfeit. This

estimate shadows broad differences among different
countries and areas within a country. It is very likely
that this estimate is not a realistic description of the
situation of the best regulated countries of the world.
Yet, a few dozen cases in a year mean many thou-
sands of tablets and ampoules and therefore many
thousands of patients at risk!

In some Sub-Saharan African countries, a WHO
study (WHO, 2003) shows a high failure rate in qual-
ity control testing on chloroquine tablets. Only 58%
of the medicines tested had an acceptable levels of
chloroquine content and only 25% had the correct
dissolution rate (which is an indicator of the fact that
the active substance is dissolved in the intestine and
therefore can be absorbed by the body) (Figure 3).
Treating patients with poor quality medicines may
result in providing insufficient dosages, so promot-
ing the development of resistance.

IV.a.4. Who Are the Counterfeiters

Organized crime has extended its criminal activi-
ties to counterfeiting medicines. Yet, it is important
to realize that counterfeiting requires the coopera-
tion of people who have had professional experience
in pharmaceutical manufacturing and distribution.
This should not lead to distrust an entire profession,
but rather to consider how all health professionals
could help pharmacists to protect their reputation.
In addition to organized crime, there are small-scale
counterfeiting activities as well as individuals acting
alone. The most emblematic case is Robert Court-
ney’s, a Kansas City pharmacist who, in ten years,
accumulated at least US$ 19 million by diluting in-
jections, often prepared for patients he personally
knew. He got a 30-year sentence.

A few elements may explain why criminals en-
gage in counterfeiting medicines:

e It is relatively easy to hide and smuggle medi-
cines. No country can count on customs con-
trols specialized in combating counterfeit medi-
cines. Customs control is not helped by liberaliza-
tion of international commerce and the growing
number of ‘natural products’, ‘nutritional supple-
ments’ and other products non-classified as phar-
maceuticals that use packaging and forms more
and more similar to those of medicines.

e Demand for medicines does not dwindle and most
users are not able to distinguish between real and
counterfeit.

e Manufacturing bad quality medicines does not re-
quire huge investment and the equipment is easy
to move.
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Fig. 3. Percentage failures in ingredient content and dissolution in quality control tests on chloroquine tablets in seven

Sub-Saharan African countries.

e In many countries, regulatory and control sys-
tems, especially oversight on distribution chan-
nels, are ineffective. In addition, in most coun-
tries, punishment is not sufficiently harsh to deter
criminals.

IV.a.5. What Factors Make Circulation of
Counterfeit Medicines Possible?

Criminality does not explain everything. Many fac-
tors favour the development of counterfeiting and
trade of counterfeit medicines. We shall mention
some of these factors with the understanding that
their importance varies considerably among the dif-
ferent countries.

A first factor is governments’ willingness to
recognize or deny the existence or the gravity of the
problem. Denying the problem entails that no ade-
quate measures are taken. This is the basis for other
factors that favour counterfeiters:

e inadequate legal framework and ineffective pun-
ishment: counterfeiting medicines is not properly
defined and is dealt with in the same way as all
other types of counterfeiting,

e weak administrative and coordination measures,
not focused on fighting counterfeit medicines,

e ineffective control on pharmaceutical manufactur-
ing, importation and distribution.

In addition to the ubiquitous factor of corruption,
there is a number of socio-economic factors, many
of which are specific to some countries or specific
areas inside a country:

e national drug policies that prioritize economic
over public health aspects of medicine manufac-
turing: in these situations exportation takes prior-

Source: WHO, 2003.

ity over respect of good manufacturing practices
and patients’ interests;

ineffective collaboration among authorities and
institutions involved in regulation, control, inves-
tigation and prosecution, such as health authori-
ties, police, customs, judiciary;

extremely fragmented distribution channels in-
volving an unnecessarily large number of transac-
tions, which increases the opportunities for coun-
terfeiters to infiltrate the normal distribution sys-
tem;

existence of ‘extraterritorial’ zones which are sub-
stantially out of regulatory oversight and control
and where it is possible to manipulate goods and
the documentation that accompanies them;
inadequate access to health services and reliable
pharmaceutical supply, absence or insufficient
coverage of social security systems: these prob-
lems, far too common in rural areas of developing
countries, create opportunities for ‘informal op-
erators’ who can settle and try to meet, in their
informal way, populations’ real needs;

extremely wide price gaps or extremely high
prices in countries that do not regulate prices:
in these cases patients who are not covered by
a security system screen markets in search of bet-
ter prices, this leads to fierce competition among
vendors and opens opportunities for counterfeiters
who can offer unbeatable prices;

illiteracy and poverty: in these situations patients
are at a particular disadvantage and are not able to
know and claim their rights;

excessive promotion (direct and indirect) of cer-
tain medicines creating unexpected demand as
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well as ‘alternative’ supply circuits: the most ob-
vious examples are drugs such as sildenafil or an-
abolic steroids;

o Internet trade, which makes it easy to hide the ac-
tual origin of the medicines;

e third-party manufacturing, which, if not properly
and carefully organized, may lead to the unautho-
rized use of manufacturing techniques and pack-
aging materials.

IV.a.6. How to Protect Public Health?

Combating counterfeit medicines requires the col-
laboration, at national, regional and international
level, among several institutions and several groups
representing the civil society. Each has a role to play,
but it is necessary that collaboration be based on free
circulation of information and frank discussion of
problems.

The first issue to address is to sensitize and obtain
the commitment of law-makers in order to introduce
adequate legislative measures, in particular:

e that counterfeiting medicines be clearly defined
and recognized as a crime that is different and
more serious than counterfeiting other kinds of
goods because its effects go far beyond the eco-
nomic sphere and hit, sometimes very dramati-
cally, people’s health;

e that effective coordination mechanisms be put in
place to ensure collaboration among the different
institutions that have a role to play in combating
counterfeit medicines; these institutions must be
able to act in a synergic, rapid and effective way
under the guidance of a single unit in charge of
coordination and able to avoid that competency
disagreements or unnecessary bureaucratic com-
plications delay action creating in this way oppor-
tunities for counterfeiters;

e that effective measures be put in place to ade-
quately control exportation and distribution sys-
tems on the basis of the principle that, without
unnecessarily hindering free movement of goods,
protection of public health should be given prior-
ity over commercial interests.

In order to sensitize decision-makers it is neces-
sary to develop initiatives that involve all stakehold-
ers of the public sector and the civil society through
organizations representing health professionals, pa-
tients, manufacturers, distributors, as well as com-
munication professionals and the media.

It is also necessary to take into account the in-
ternational dimensions of counterfeiting. It has al-

ready been said that liberalization and intensifica-
tion of international trade offer opportunities, albeit
undesired, for trading in medicines of unclear ori-
gin, including counterfeits. It appears therefore nec-
essary that national authorities improve border con-
trol and develop appropriate international collabora-
tion and exchange of information. In this connection,
international organizations have an important role to
play by facilitating communication among national
authorities and developing internationally agreed le-
gal and administrative instruments. Essential play-
ers are Interpol, Organization for Economic Co-
operation and Development, World Customs Orga-
nization, World Intellectual Property Organization,
World Trade Organization, and, needless to say, the
World Health Organization.

Pharmaceutical manufacturers and their associa-
tions are also key players in combating counterfeit
medicines. It is industry that most frequently de-
tects cases. In the past, many companies have kept
quiet on the cases they had detected, probably for
fear of negative commercial consequences of cases
becoming widely known. However, this attitude has
now changed as many have come to the conclusion
that industry’s image would be much more nega-
tively affected if the public opinion found out that,
for commercial reasons, patients are deliberately left
exposed to counterfeit medicines. Industry has many
roles to play, but the key ones are: providing infor-
mation that help detecting and investigating cases,
and developing and adopting technologies that make
it more difficult to counterfeit medicines and make it
easier to detect counterfeits.

Pharmaceutical distributors, wholesalers, import-
ers, exporters, all those involved in the distribution
chain are key players that, maybe more than others,
should improve their capacity to combat counterfeit
medicines. It is through the distribution chain that
counterfeit medicines reach patients. It is therefore
essential that distributors, wholesalers, importers,
exporters develop and effectively implement busi-
ness practices that make the distribution chain as
impermeable as possible to counterfeits and open to
appropriate verification by national authorities. It is
known that in many countries unauthorized trade is
widespread and that it is difficult to get unauthorized
traders to respect rules and regulations. Yet, if unau-
thorized trade is the result of many factors, local dis-
tributors and retail pharmacists may find themselves
part of the problem (for having left important areas
of the country without effective supply mechanisms)
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DECLARATION OF ROME
18 FEB 2006

The participants of the WHO International Conference
'‘Combating Counterfeit Drugs: Building Effective International Collaboration’,
gathered in Rome on 18 February 2006

DECLARE
1. Counterfeiting medicines, including the entire range of activities from manufacturing to providing
them to patients, is a vile and serious criminal offence that puts human lives at risk and undermines the

credibility of health systems.

2. Because of its direct impact on health, counterfeiting medicines should be combated and punished
accordingly.

3. Combating counterfeit medicines requires the coordinated effort of all the different public and private
stakeholders that are affected and are competent for addressing the different aspects of the problem.

4. Counterfeiting medicines is widespread and has escalated to such an extent that effective
coordination and cooperation at the international level are necessary for regional and national
strategies to be more effective.

5. National, regional and international strategies aimed at combating counterfeit medicines should be
based on:

a) political will, adequate legal framework, and implementation commensurate to the impact of this
type of counterfeiting on public health and providing the necessary tools for a coordinated and
effective law enforcement,

b) inter-sectoral coordination based on written procedures, clearly defined roles, adequate
resources, and effective administrative and operational tools,

c) creating an awareness about the severity of the problem among all stakeholders and providing
information to all levels of the health system and the public,

d) development of technical competence and skills in all required areas,

e) appropriate mechanisms for ensuring vigilance and input from healthcare professionals and the
public.

6. The WHO should lead the establishment of an International Medical Products Anti-Counterfeiting
Taskforce (IMPACT) of governmental, non-governmental and international institutions aimed at:

a) raising awareness among international organizations and other stakeholders at the
international level in order to improve cooperation in combating counterfeit medicines, taking
into account its global dimensions

b) raising awareness among national authorities and decision-makers and calling for effective
legislative measures in order to combat counterfeit medicines

c) establishing effective exchange of information and providing assistance on specific issues that
concern combating counterfeit medicines

d) developing technical and administrative tools to support the establishment or strengthening of
international, regional and national strategies

e) encouraging coordination among different anti-counterfeiting initiatives.

The IMPACT shall function on the basis of existing structures/institutions and will in the long term
explore further mechanisms. includina an international convention. for strenathenina international action

Box 7. Declaration of Rome.
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and part of the solution (by creating mechanisms that
through the existing and spontaneous informal trade
permit to provide medicines of assured origin to un-
derserved populations).

Other actors of the public sector and the civil so-
ciety can contribute to combating counterfeit medi-
cines. Purchasing organizations and NGOs should
seriously consider the risk that their operations can
be affected by counterfeits and develop appropriate
procurement procedures and be vigilant on the field
in order to be able to signal suspected cases.

Health professions are crucial to combating coun-
terfeit medicines. Nurses and pharmacists are con-
stantly in contact with medicines and can detect dif-
ferences that, even if small, can arise suspicion and
trigger investigation. Physicians must start to include
counterfeiting among the possible causes of adverse
reactions or therapeutic failure. Yet, for profession-
als to be able to effectively play their role, it is neces-
sary that national authorities set up effective systems
that permit to collect signals, verify and investigate
them, and feed back the results to those who have
provided signals.

And what can consumers or patients do? Fear all
medicines they come across? No, counterfeit medi-
cines are not invariably present in all pharmacies and
hospitals. Consumers should learn to go back to their
pharmacist or their doctor when they feel that the
medicines they regularly takes seem to work differ-
ently, when a new medicine does not work as ex-
pected, or every time they experience a side effect.
In most cases there will be no counterfeit medicine
to blame. However, it is important that patients know
what to do when they have a doubt about a medi-
cine. Consumers should always purchase medicines
from the officially licensed outlets as there is evi-
dence that the incidence of counterfeits medicines is
much lower in licensed outlets.

It is on this basis that WHO has lead the estab-
lishment of the International Medical Product Anti-
Counterfeiting Taskforce, IMPACT (www.who.int/
impact). IMPACT aims at gathering and mobilizing
all key stakeholders at the international, regional and
national level in order to effectively combat coun-
terfeit medicines within the guiding principles en-
shrined in the Declaration of Rome (Box 7).
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I. INTRODUCTION

“We are drowning in information and starving for
knowledge” (Rutherford D. Roger).

This famous statement is as true for drug infor-
mation as it is for many other scientific areas today.
With the globalisation of access to computer based
sources of drug information, this applies to develop-
ing and western countries alike. As for drug treat-
ment, no matter how much information is available,
there is still the need to search, sort, critically eval-
uate and digest the information into useful knowl-
edge or guidance in any given therapeutic situation.
This is one of the main goals of clinical pharmacol-
ogy. In developing countries, just a few years ago,
the lack of information concerning drugs, in parallel
to the lack of the drugs themselves, was a major chal-
lenge. Today, with a growing access to both generic
drugs, and information about drugs, the right use of
available information is the key to success. The more
scarce the economical resources, the more there is to
gain from the critical use of drug information, both
on a community level and for the benefit of the indi-
vidual patient.

The task of gathering and critically evaluating
drug information can be performed on several lev-
els: by individual physicians or prescribers, by local
Drugs and Therapeutics Committees, by national au-

thorities or by large international organisations, like
the Cochrane Collaboration. This chapter will more
specifically deal with the concept and function of the
Drug Information Centre.

II. THE WORK AND FUNCTION OF
A DRUG INFORMATION CENTRE

Regional Drug Information Centres are health care
based services, that concentrate the knowledge on
how to search, find and evaluate drug information,
and that also have knowledge of regional health care
facilities. They keep, as far as possible, updated in-
formation sources and maintain expertise within the
fields of pharmacology, clinical pharmacology and
critical drug evaluation. They can thus support the
work of both individual health care workers and
local Drugs and Therapeutics Committees, as well
as give advice to hospitals and health care centres
within the region.

A Drug Information Centre may also serve as a
Poison Control Centre, which will include services
towards the public. The Poison Control Centre an-
swers questions concerning possibly toxic effects
of any kind of ingested substance, animal bites or
stings, or other forms of chemical exposure. This
kind of service will require a 24-hour attendance,
whereas the work of answering drug related ques-
tions usually can be limited to office hours.

Drug Benefits and Risks: International Textbook of Clinical Pharmacology, revised 2nd edition
Edited by C.J. van Boxtel, B. Santoso and I.R. Edwards. 10S Press and Uppsala Monitoring Centre, 2008. © 2008 The authors. All rights reserved.
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Fig. 1. Types of questions investigated by the Karolinska Drug Information Centre in 2005. The centre was founded in 1974.

Different professionals can work within a Drug
Information Centre. The main responsibility for the
organisation and the quality of the services per-
formed, both from a medical, scientific, and health
economical point of view should preferably be held
by a physician with pharmacological expertise, such
as a clinical pharmacologist. Otherwise, physicians,
pharmacists, nurses, pharmacologists, toxicologists,
documentalists or information technicians may all
be of good use and contribute to services in differ-
ent ways, as long as they are well trained and adhere
to standardised operating procedures.

The Drug Information Centre should always be
available by telephone, but can also answer inquiries
by mail, e-mail, Internet based formularies or by
functions integrated into local technical systems,
such as computerised medical records.

The centre should also be prepared to deal with
a wide range of topics. Questions concerning side
effects of drugs, drug interactions, and drug use dur-
ing pregnancy and lactation will be common in re-
lation to individual patients. More general questions
concerning drug choice, documentation of effect and
dosing may be of relevance to local health facili-
ties or Drug and Therapeutic Committees. For many
drugs, there is a lack of information in the labelling

to support paediatric drug treatment. Here, the Drug
Information Centre can be of good use in aggre-
gating the latest reports. Pharmaceutical questions
concerning e.g. drug formulations or identification
of active substances from different trade names may
also be an important task, especially in the absence
of this kind of support from local pharmacies. The
type and frequency of questions received by our cen-
tre is shown in Fig. 1.

In all cases and types of inquiries, the Drug Infor-
mation Centre should strive to give evidence based
advice, i.e. search available information sources in
a standardised manner, and relate the answer to the
level and strength of the documentation found.

III. SOURCES OF DRUG INFORMATION

The primary source of information about the bene-
fits and risks of drugs is found in the scientific litera-
ture; in articles that have been submitted to indepen-
dent referees and peer review, and been published
in any of the currently available 20,000 biomedical
journals. The largest and most commonly used med-
ical bibliographic database, Medline, contains over
15 million citations today, and a search using the
word ‘drug’ gives 3.3 million citations.
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When using scientific articles to answer a drug
problem, one must know how to apply appropriate
search strategies to the relevant databases, one has to
be able to retrieve the actual articles, and one must
carefully read and evaluate the content, including the
research methodology, of each publication. Finally,
one has to congregate the information found into
a sensible conclusion. Having done this, and docu-
mented the process, one is by definition as close to
the current scientific ‘truth’ as one will get, and can
present an evidence based solution to the problem.
Many of the questions put to a Drug Information
Centre are quite specific — does drug A interact with
drug B? — and thus well suited to form the basis of a
well defined search strategy in e.g. Medline.

However, in many cases this will be a much to
elaborate, expensive and time-consuming process to
answer either very simple questions (what is the
half-life of drug Y?) or questions of a more general
character (what are the current guidelines for the
treatment of hypertension?). If so, there are many
secondary sources of drug information, all of which
contain information from the primary sources in a
processed format, and all which have their different
advantages and draw-backs (Table 1).

Medical and pharmacological textbooks, such as,
for example, Martindale’s The Extra Pharma-
copoeia, Dollery’s Therapeutic Drugs, or The
Oxford Textbook of Medicine, are in many cases
both useful and sufficient in answering questions
concerning e.g. therapeutic guidelines, pharma-
codynamics and pharmacokinetics of drugs, ap-
proved indications, common side-effects and
established drug interactions. These textbooks
provide overviews of large and important ther-
apeutic areas, as well as organised detailed in-
formation on e.g. pharmacokinetics properties.
However, textbooks are often several years out
of date already by the time they are published,
and they are not updated very often. One can es-
timate a mean 10-year-latency for the textbook
information. Also, textbooks are not always well
referenced and may to a varying degree reflect
author bias.

Summary of Product Characteristics (SPC) and
package inserts from the manufacturers. This in-
formation is based on scientific research per-
formed within the drug company, that may or may
not have been published elsewhere, but that has

been presented to the drug regulatory authorities
in the process of registration. However, the valid-
ity and basis of the information given in the SPC
cannot be evaluated by other scientists, unless the
original study reports have been made publicly
available.

Full text databases like Micromedex or the online
version of Martindale or Stockley’s Drug In-
teractions have the advantage of being easy to
search and are frequently up-dated. References
may be directly linked and thus easily retrieved.
The information content, as with textbooks, mir-
rors the selection and bias of the authors.

Review articles are useful tools to grasp larger ther-
apeutic areas, and also to sort out key references
within those areas. Again, the selection of mate-
rial for and conclusions from a review article are
those of the authors, and must be subjected to the
same scrutiny as in other scientific publications.

The Internet. Several traditional, primary and

secondary sources of drug information are now
available freely over the Internet, whereas others
require some sort of subscription. The main ad-
vantage of the Internet-based sources is that they
are (or at least could and should be) updated much
more frequently than books. Unquestionably, In-
ternet access is of great value to any person or
institution dealing with drug information today.
As always, the source and quality of the informa-
tion retrieved must be carefully evaluated. Due to
the very fast development and turnover of infor-
mation on the Internet, no direct links are given in
this text. Most of the relevant sources can easily
be found by any common search engine, such as
Google.
The Internet is already the main source of drug
information for many patients. They will relate
to, and ask about, this information when they
meet health professionals. Not only can the Inter-
net be a source of information about drugs. Re-
cently, our centre has dealt with several cases of
severe side-effects from unregistered drugs pur-
chased over the Internet.

Reports and guidelines from drug regulatory
authorities, health authorities or other inde-
pendent institutions, like the Cochrane Collab-
oration, are valuable in many aspects. Drug
regulatory authorities have, in the process of drug
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Table 1. Information sources

Type of query

Sources of information

Therapeutics, ratio-
nal use of drugs

Medicine
Pharmacokinetics

Adverse drug reac-
tions

Drug interactions

Drugs in pregnancy

Drugs and lactation
Renal failure

Paediatrics
Natural (herbal)
products

Tropical diseases
Drugs in sport

Goodman & Gilman’s Pharmacological Basis of Therapeutics. The golden standard of pharmacol-
ogy texts.

Katzung: Basic and Clinical Pharmacology.*™*

Martindale: The Extra Pharmacopoeia®* is probably the most widely used reference source. This
encyclopaedia is the basis of many other drug information systems.

Dollery: Therapeutic Drugs. Detailed drug monographs including e.g. molecular structures and
concentration-effect data, that may not be easily found elsewhere.

Micromedex.™ This is a well-referenced full-text electronic, mainly US based, information sys-
tem that consists of several different databases: Poisondex system for poisoning information and
DrugDex which includes monographs, Martindale, Index Nominum (for identifying foreign drugs),
adverse drug reactions, AltMedex for natural products, and more. It is a very comprehensive and
practical source of information, but not altogether indispensable, if considered to expensive.
Cochrane Collaboration.®* Very thorough, evidence based analyses of a large span of different
therapeutic areas.

FDA home page.*

EMEA home page.* In addition to information concerning the work and functioning of European
drug regulatory authorities, one can find useful evaluations of drugs, in relation to their registration
within the EU.

WHO home page.® Under health topics, one can find information on e.g. essential drugs, drug
safety, and substandard medicines.

Harrison’s Principles of Internal Medicine.

David A et al.: Oxford Textbook of Medicine.

Rowland, Tozer: Clinical Pharmacokinetics.

Meyler’s Side Effects of Drugs. The most essential encyclopaedia of adverse drug events. Includes
registers to both substances and adverse effects, and is very well referenced.

Side Effects of Drugs Annual (SEDA). A yearly update to Meyler’s.

Davie’s Textbook of Adverse Drug Reactions. Chapters on organ systems and their possible adverse
reactions, including mechanisms and clinical advice.

Lee A, editor: Adverse Drug Reactions. Similar information to that of Davie’s.

Stockley’s Drug Interactions.** The most complete listing of drug interactions. Includes mecha-
nisms, as well as advice on clinical importance and actions. Chapter one gives an excellent intro-
duction to the field.

Hansten and Horn: Drug Interactions Analysis and Management. 1s updated regularly with insert
sheets.

Levy RH et al.: Metabolic Drug Interactions. With information on drug metabolising enzymes,
inhibitors and inducers.

Briggs GB et al.: Drugs in Pregnancy and Lactation. Information sorted by substance, with the
main focus on teratogenicity.

Schaeffer: Drugs During Pregnancy and Lactation. Sorted by treatment indication, which is useful
for questions of drug choice.

Bennett PN, editor: Drugs and Human Lactation. The only main work on lactation specifically.
Bennett WM et al.: Drugs and Renal Disease.

Ashley, Currie: The Renal Drug Handbook.

Davison et al.: Oxford Textbook of Clinical Nephrology.

Yaffe et al.: Neonatal and Pediatric Pharmacology.

Barnes J et al.: Herbal Medicines.

LaGov B, editor: PDR for Herbal Medicines.

AltMedex, within the Micromedex information system.

Aden Abdi et al.: Handbook of Drugs for Tropical Parasitic Infections.

World Anti-Doping Agency home page.* Lists of prohibited drugs and therapeutic use exemptions.

*freely available on-line;

**electronic or on-line version available by subscription.
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registration, access to unpublished material from
the manufacturers, and can thereby evaluate the
drug in a better way, less influenced by publi-
cation bias. The authors within governmental or
independent institutions should openly declare
that they have no competing interests, and that
they are in no way sponsored by drug manufac-
turers. Institutes like the Cochrane Collaboration
can perform very large and comprehensive analy-
ses of the primary information sources.

Without penetrating the whole area of critical drug

evaluation, which would merit a chapter of its own

in this book, there are a few basic questions you will
have to ask in relation to any source of drug infor-
mation:

e Is this information manufacturer dependent or in-
dependent? This question applies to primary and
secondary sources alike.

e For all kinds of evaluated or processed informa-
tion — by whom, how and why has the primary
information been processed?

e Age and half-life of the information? Is there rea-
son to believe that a new study, based on current
technology and knowledge would show different
results?

e What information is lacking? The phenomenon of
publication bias means that the accumulated sci-
entific literature selectively contains reports from
studies with positive results, where the primary
hypothesis has been confirmed and the so called
null hypothesis has been discarded.

IV. SUMMARY OF INFORMATION IN
RELATION TO CLINICAL
CIRCUMSTANCES

Finally, the information retrieved has to be sum-
marised in relation to the present clinical
situation. How is the information relevant to my pa-
tient? What were the inclusion and exclusion crite-
ria’s of the studies performed? What patients were
actually studied and of what ethnicity? What doses
were studied? Has any studies been performed on
children? What resources does the health care sys-
tem have to deal with the clinical situation, e.g. in
terms of monitoring, or in terms of available treat-
ment modalities? In our department, which does also
house a large pharmacological laboratory, we do of-
ten recommend monitoring of drug concentrations
for the guidance of dosing and in the diagnosis of

adverse events or drug interactions. This may not be
feasible in other health care settings. Guidance on
how to process common types of queries is given in
Table 2.

V. DOCUMENTATION

The work of the Drug Information Centre should be
continuously documented in writing. This for sev-
eral reasons: to ensure the quality of the work and
the evidence-based working method, to answer any
medico-legal issues that may arise in connection to
the advice given by the centre, to assure the financ-
ing of the facility by providing proof of both the
quality and quantity of the work performed, to al-
low research on the type of drug related problems
present in the region, to disseminate the information
to other parties, and last but not least — to make the
work at the centre more efficient. The documentation
should include what questions were received from
what questioner, what information sources were con-
sulted and by what search strategies, answers given,
by whom, and references. Preferably one should also
keep track of the working procedure, i.e. time to an-
swering the questions or failure to do so. To keep
an in-house database of frequently asked questions
and answers, or even better, to share such a data-
base with other centres, saves a lot of daily work.
In Scandinavia, there is an ongoing cooperation be-
tween eight Drug Information Centres in Sweden,
Finland and Denmark, that together create a full text,
referenced database of questions and answers han-
dled at the centres.

VI. EDUCATION AND INTERNATIONAL
COOPERATION: GLOBALISATION OF
DRUG INFORMATION

The Drug Information Centre provides a unique
learning environment for the education of clinical
pharmacologists, other medical doctors, information
pharmacists or information technicians, and for any
other health care personnel that need training in clin-
ical pharmacology, drug evaluation and the rational
use of drugs.

The Drug Information Centres may also serve as
knots in an international web of collaborating cen-
tres, sharing their working methods and information
sources, including their own Q&A databases, edu-
cating and exchanging personnel, and learning from
each other’s experiences.
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Table 2. Guidance on how to answer common type of queries

Information to be retrieved from the questioner
Sex, age and medical history of the patient including the present medical problem, current and recent drug treatment,
including dose and indication, time relations for suspected side-effects, stage of pregnancy at the time of drug exposure
and maturity of neonates.

The structure and content of the answer will naturally depend on the type of inquiry
Side-effects of drugs
Is there a known pharmacological basis for this possible adverse event?
What has been reported in the literature concerning side-effect X as caused by drug Y'?
Adverse events listed in clinical trials, case reports, and for rare events epidemiological studies, such as case control
studies. Data from national side-effects registers or from the WHO register can be of value, but should be interpreted
with caution.
An evaluation of the causal relation between drug exposure and symptoms according to an established algorithm, as
described elsewhere in this book.
Advice, when appropriate, on the clinical handling of the case; should the dose be adjusted or the treatment be stopped?
If so, what other substances could be used? Should one avoid all drugs of the same class or mechanism of action, or of
chemical similarity? Is there a drug interaction contributing to the effect?
A recommendation to report the case to the national side-effect register.

Drug interactions

What has been reported in the literature concerning a possible interaction?

Is there a pharmacodynamic basis for interaction — what is the mechanism of action of the drugs involved?

Is there a pharmacokinetic basis for interaction — how are the drugs absorbed, distributed, and eliminated?

If there is a risk for an interaction — what clinical consequences are to be expected and how can these be handled? Can
therapeutic drug monitoring be of use? Can dose adjustments be sufficient or should the combination be avoided?

Drugs in pregnancy

Are there literature data supporting that the drug does not cross the placenta? If so, the drug is not likely to cause direct
harm to the foetus (but may still act indirectly, as with e.g. hypoglycaemic agents).

Is teratogenicity (risk of malformations) a concern? That depends on the drug as well as the time of exposure, with the
most vulnerable period being between week 4—14 of pregnancy (counted from the first day of the last menstrual period).
Are there any other possible effects on the health, well-being or development of the foetus? This has to be computed
from knowledge of the pharmacological action of the drug and literature data.

The disease of the mother may pose a risk to the foetus that may on one hand serve as a confounder in studies of foetal
outcome, and that may on the other hand also strengthen the treatment indication.

If there is little or no data from humans, animal studies can be taken into account. When looking at results from animal
studies, the possibility of toxic effects on the mother animal should be taken into account, as these can affect the pregnancy
outcome as well.

The pharmacokinetics of many drugs can change during pregnancy, with an increased dosage need particularly during
the third trimester.

Neuroactive drugs should preferably be tapered towards the end of pregnancy to avoid withdrawal symptoms in the
newborn.

Drugs and lactation

The age, health and maturity of the baby is of importance, as is the relative contribution of breast milk to the nutrional
intake by the baby.

Does the drug transfer into breast milk? Are there data concerning milk concentrations in relation to maternal plasma
concentrations? What is the oral bioavailability of the drug?

Are there any reports or studies on the clinical outcome in nursing children? What effects could be expected in the infant?
How can the infant or child eliminate the drug?
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I. INTRODUCTION

In this chapter an overview will be given of the drug
development process, which is both exciting and
complex. We will focus on the development of new
drugs and neglect developments based on existing
drugs. Examples of the latter are improvements of
the active ingredient (new ester, salt or non-covalent
derivative, single enantiomer of a racemic drug, or
the active metabolite of a (pro-)drug, new pharma-
ceutical formulations, new combinations and new in-
dications). Of the drug candidates in development
the majority belongs to the category of chemically
synthesized small molecules (also referred to as new
chemical entities, NCEs). However, in recent years
an increasing number of drug candidates have been
produced using biotechnological methods, the so-
called biotech compounds, biologic(al)s or new bio-
logical entities (NBEs). Examples of the latter cate-
gory are proteins, monoclonal antibodies (which are
also proteins) and peptides, but also vaccines. Of the
28 new drugs approved in 2005 by FDA 8 were bi-
ologicals (29%). It is expected that over the coming
years this percentage will remain between 25-35%.

The aim of drug development is to gather com-
prehensive information on the optimal use of a new
drug in the treatment or prevention of disease, and to
document the quality of the drug product. Efficacy,
safety and quality are the main criteria for granting

marketing authorization. However, it should be real-
ized that clinical studies carried out during the devel-
opment of a drug are not generating sufficient data to
warrant the safety of a new drug. In fact, this aspect
can only be appraised when there has been sufficient
exposure to the drug in medical practice over longer
periods of time.

For reasons of space we will not discuss the de-
velopment of the production process nor that of
the formulation and presentation form. The reader
should appreciate, however, that this is a major part
of the overall drug development process, subject to
the highest quality requirements and a key factor in
the regulatory approval and medical and commercial
success of the drug.

II. RECENT CHANGES IN DRUG
DEVELOPMENT

Over the past decades drug development has un-
dergone dramatic changes. Only a few decades ago
it was an empirical poorly orchestrated regional or
sometimes even local activity, often pushed by a
‘product champion’ within or outside a pharmaceu-
tical company, usually a pharmacologist or a clini-
cian. Support disciplines such as pharmaceutical de-
velopment, toxicology, pharmacokinetics and drug
metabolism, clinical pharmacology and regulatory

Drug Benefits and Risks: International Textbook of Clinical Pharmacology, revised 2nd edition
Edited by C.J. van Boxtel, B. Santoso and I.R. Edwards. 10S Press and Uppsala Monitoring Centre, 2008. © 2008 The authors. All rights reserved.
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affairs contributed in an independent and unsystem-
atic way. Decision making was erratic and develop-
ment times were long. The number of failed trials
was high and there were many projects that flopped
only at the end of phase 3. For those that made it to
submission, the registration process was in general
slow, often subjective and in some cases even cor-
rupt.

Nowadays, under the influence of economic fac-
tors, scientific progress and increased regulation, the
drug development process has become much more
sophisticated and rational (although there is still con-
siderable room for improvement). To a large extent
it has become a global activity with the objective
being to launch each new drug in the three major
markets, i.e. the USA, Europe and Japan, if possible
even simultaneously. Only in this way it is possible
to have the maximum return on the huge investment
that is now required to develop new drugs.' Also
the quality and speed of the registration of drugs
has improved tremendously. Among the factors that
contributed to this improvement are the initiative to
harmonize the regulatory requirements globally (In-
ternational Conference on Harmonisation, ICH), the
modernization of the US Food and Drug Adminis-
tration (FDA: Modernization Act) and the central-
ization of registrations in the European Union by the
European Medicines Evaluation Agency (EMEA).

III. PHARMACEUTICAL MEDICINE

One of the developments that has contributed sub-
stantially to the improved quality of drug develop-
ment is the emergence of Pharmaceutical Medicine.
Pharmaceutical Medicine is the discipline concerned
with the medical aspects of research, development,
evaluation, registration, monitoring and marketing
of medicines in the interest of patients. In Great
Britain a Diploma in Pharmaceutical Medicine was
introduced in 1975, and in 1989 the Faculty of Phar-
maceutical Medicine was established as part of the
Royal College of Physicians. Subsequently, similar
developments took place in other countries.

' DiMasi and his group of the Tufts Center for the Study of Drug

Development have provided figures for out of pocket costs per
new drug as high as US$400 million. If the costs of compounds
abandoned during testing were also taken into account the figure
increases to 800 million US$ (see DiMasi et al., 2003). However,
this figure does not stand unchallenged, see e.g. Goozner (2004).

Pharmaceutical Medicine is usually taught by
academicians and senior staff from the industry in
post-graduate courses to physicians, pharmacists
and other academic staff working in the pharma-
ceutical industry. It typically covers topics such
as pharmacology, toxicology, pharmacy, clinical
pharmacology, medical therapeutics, clinical trial
methodology, biostatistics, adverse reactions, reg-
ulatory affairs, medical information, ethical and
legal aspects, pharmaco-epidemiology, pharmaco-
economics, project management and marketing and
sales.

For a comprehensive overview of the topic the
reader is referred to two recently published text-
books of Pharmaceutical Medicine and to the web-
sites of several courses and institutions mentioned at
the end of this chapter.

IV. KEY PLAYERS IN DRUG
DEVELOPMENT

To give a better understanding of the environment in
which drug development takes place, we will start
with a brief description of the key players in this
multifaceted endeavor, the complexity of which is
not always easy to comprehend from outside the in-
dustry. In addition to the pharmaceutical industrial
complex which discovers and develops almost all
new drugs, these comprise the governmental regula-
tory authorities, governmental and private research
institutes, universities and the medical profession.
It is obvious that among these key players cultures
are totally different. On the one extreme there is the
pharmaceutical industry that combines (sometimes
cutting edge) science with (often ruthless) business
practises. On the other extreme there are the regu-
latory authorities that traditionally have a more civil
service attitude, although clear improvements have
occurred over the recent years.

IV.a. The Pharmaceutical Industry

To illustrate that drug development is almost ex-
clusively a business driven activity we will provide
some key data about the pharmaceutical industry.
The world market by pharmaceutical sales
amounted to approximately 643 billion US$ in 2006
and this market is expected to grow with an average
rate of 6—7% per year. The United States has approx-
imately 48% of the world market, Europe approxi-
mately 30% and Japan 9%. By 2020 the pharmaceu-
tical market is anticipated to more than double to
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$1.3 trillion, with the E7 countries — Brazil, China,
India, Indonesia, Mexico, Russia and Turkey — ac-
counting around one fifth of global pharmaceutical
sales.

There are currently 6 drugs that sell 5 billion US$
or more per year, the list being headed by Lipitor®
with sales of 13.6 billion US$ per year (see Ta-
ble 1). From Table 2 it is clear that the best selling
therapeutic areas are: cardiovascular (lipid lowering,
anemia and hypertension), CNS (psychosis, epilepsy
and depression), gastro-enterology (ulcers and gas-
tro esophageal reflux), cancer and asthma. Note that
two of the drugs listed in Table 1 are biologicals,
and also one of the best selling areas is taken in by a
group of biological drugs, the erythropoietin prod-
ucts. Note also the absence of drugs for diseases
that are prevalent in the developing world e.g. HIV,
malaria and tuberculosis.

The costs for developing a new drug have recently
been estimated to be approximately 800 million US$
(but see footnote 1). Since the 1960s these costs have
increased tremendously as a result of increased reg-
ulatory requirements, increased complexity of the
drug development process and greater competition
in the marketplace. It should be realized that the
costs of the development of a successful drug would
be much lower than the figures cited above, if there
were fewer failures either in the preclinical phase or
during clinical development. In other words, the low
probability of success (or the high attrition rate) is
one of the major factors that determine the costs of
new drug development.

Pharmaceutical companies spent on average 15%
of their sales on Research & Development (R&D).
For biotech companies this figure is (sometimes
much) higher. It should be realized that many
biotech companies do not have sales yet and are fi-
nanced by the income from joint ventures with major
pharmaceutical companies, or by venture capital.

It is estimated that the number of NCEs and
NBEs in active development was approximately
6100 at the end of 2005. Only a fraction of these
will obtain marketing authorization. This is illus-
trated by the fact that during 2001-2005 on average
only 30 new drugs were launched worldwide.

IV.b. Regulatory Authorities

Governments are also key players in the develop-
ment of new drugs. They regulate and provide guid-
ance for the development and approval of new drugs
for marketing. In some countries they also play a role
in pricing and reimbursement. After the launch of a
new product they closely follow its safety, quality
and various other aspects such as inappropriate use,
promotion, etc.

In the USA the FDA is the governmental office
that oversees drugs in development as well as on
the market. The FDA has two offices for drug de-
velopment and approval. Originally the Center for
Drug Evaluation and Research (CDER) occupied it-
self with NCE type drugs, whereas the Center for
Biologicals Evaluation and Research (CBER), dealt
with biologics. In recent years some categories of bi-
ologicals (e.g. monoclonal antibodies and therapeu-
tic proteins) were transferred from CBER to CDER.

Table 1. Leading products by global pharmaceutical sales, 2006

Leading brands

2006 sales % Global
(billion US$) sales

% Growth
year-over-year
(constant $)

Lipitor (atorvastatin)
Nexium (esomeprazole)

Plavix (clopidogrel)
Norvasc (amlodipine)
Aranesp (darbepoetin alfa)
Zyprexa (olanzapine)
Risperdal (risperidone)
Enbrel (etanercept)
Effexor (venlafaxine)

OO XTI B WD~

—_

Total leading brands

Seretide/Advair (fluticasone + salmeterol)

13.6 22 4.2
6.7 1.1 16.9
6.3 1.0 10.3
5.8 1.0 —34
5.0 0.8 -0.5
5.0 0.8 35.6
4.7 0.8 —0.4
4.6 0.8 12.3
4.5 0.7 18.4
4.0 0.7 2.7

60.0 9.9 8.0

Source: IMS MIDAS®, MAT Dec 2006.
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Table 2. Leading therapy classes by global pharmaceutical sales, 2006

Audited world therapy class 2006 sales % Global % Growth
(billion USS$) sales year-over-year

(constant $)
1. Lipid regulators 352 5.8 7.5
2. Oncologics 34.6 5.7 20.5
3. Respiratory agents 24.6 4.0 10.4
4. Acid pump inhibitors 24.1 4.0 3.9
5. Antidiabetics 21.2 35 13.1
6. Antidepressants 20.6 34 3.3
7. Antipsychotics 18.2 3.0 10.9
8. Angiotensin-II antagonists 16.5 2.7 15.2
9. Erythropoietin products 13.9 23 11.8
10. Anti-epileptics 13.1 2.1 10.8
Total leading therapy classes 184.3 32.9 10.7

Source: IMS MIDAS®, MAT Dec 2006.

The former division now deals mainly with vaccines,
gene therapy and blood products.

The application for marketing authorization for
NCEs is called a New Drug Application (NDA)
and for biologics a Biologics License Application
(BLA). Guidances for the development of biologics
are in part different from those of traditional drugs,
especially with respect to the biotechnological pro-
duction process and the non-clinical safety testing.

Is has long been the policy of the FDA to work as
much as possible as a partner of the pharmaceutical
industry from the submission of the IND (Investiga-
tional New Drug documentation) before the start of
clinical studies until the approval of the NDA before
marketing of the compound.

In Europe, at least as far as the European Union
is concerned, the old system of national regulatory
bodies has gradually been replaced by a centralized
system in which the requirements are unified and in
which the different countries work closely together.
The EMEA is the organization for granting market-
ing authorization for new drugs in the EU. Market-
ing authorization can be obtained using either the
centralized procedure (approval at once for the en-
tire EU) or the mutual recognition procedure (ap-
plication in one member state and, after approval,
requesting authorization in other member states).
Technical and scientific support for ICH activities is
provided by the Committee for Proprietary Medici-
nal Products (CPMC) of the EMEA. With few ex-
ceptions, the European agencies have been much
more restrained and less approachable than the FDA.

However, in recent years there is a clear tendency to
more openness and partnership with pharmaceutical
companies.

The Pharmaceuticals and Cosmetics Division
(Koseisho) of the Pharmaceutical Affairs Bureau
of the Ministry of Health and Welfare (MHW) is
the regulatory body in Japan. Also in Japan there
have been clear changes in the drug approval system,
mainly inspired by ICH. One of the most important
recent changes is that, under certain conditions, it is
now possible to use also foreign data for the approval
of new drugs in Japan.

Despite the efforts of the ICH, the regulatory re-
quirements in the different regions are still quite
different. For instance, only the USA has the pos-
sibility for accelerated approval of drugs to treat
life threatening or severely debilitating illnesses (so-
called Subpart E drugs).

IV.c. Academia and the Medical Profession

Although drug development is primarily an activ-
ity of the pharmaceutical industry, it could not be
successful without the collaboration with and input
from academia and the medical profession. Much of
the basic research that is applied during drug dis-
covery originates from academia and the vast ma-
jority of research based pharmaceutical companies
have alliances with academic departments e.g. on
the mechanism of disease or on new targets for
drug discovery. In the development stage there are
also numerous collaborations, varying from research
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projects to participating in or consulting on develop-
ment activities. As a result, many academic depart-
ments, scientists and clinicians receive sometimes
considerable financial support from the pharmaceu-
tical industry. It is obvious that this constitutes a po-
tential conflict of interest and in the worst case may
lead to misconduct. To prevent excesses the FDA has
recently issued guidelines stating that the financial
interest of investigators for drug company studies
should be disclosed and the same is now requested
by editorial boards of leading scientific journals.

V. DRUG DISCOVERY

Over the past two decades there have been several
major changes in the drug discovery process in the
pharmaceutical industry. As a result of the mole-
cular revolution in biology and medicine, and the
introduction of a wide range of new technologies,
the drug discovery process has become much more
sophisticated. Based on a rapidly expanding under-
standing of the pathophysiology of diseases and on
molecular biology technologies, new targets (recep-
tors, enzymes, ion-channels, genes) are identified
and assay systems are developed to test large num-
bers of molecules from existing libraries rapidly us-
ing robotic systems. This so-called high throughput
screening (HTS) or ultra-high throughput screening
(UHTS) will identify hits, i.e. molecules with affin-
ity for the target. The medicinal chemist will then
try to optimize the hit molecule, aiming at maximal
potency and/or selectivity, and when successful this
will result in one or more lead compounds for test-
ing in in vivo systems. NMR, mass spectroscopy and
computer assisted structure-activity relation (SAR)
techniques are used in the process of lead optimiza-
tion. Recent developments in drug discovery are the
availability of advanced information technologies
(pharmacoinformatics) and the increasing role of ge-
netics in the identification of new drug targets (phar-
macogenomics). Potentially this will lead to more
specific and more effective medicines.

Drug discovery has become much more inte-
grated with the other main functions of a pharma-
ceutical company, i.e. drug development and market-
ing. Discovery is no longer done in an ivory tower
with unlimited freedom for the scientist to select
topics for research. Nowadays, in most big pharma-
ceutical companies, the areas of research are chosen
in close collaboration with marketing and develop-
ment, usually as part of a comprehensive therapeutic

area strategy. Obviously, the risk of this is the possi-
ble loss of creativity and serendipity. Finally, to re-
duce later stage failures, development aspects such
as physico-chemical properties, metabolic stability,
pharmacokinetics and intrinsic toxicity are consid-
ered in a much earlier phase of development than in
the past.

Nowadays, drug discovery is no longer the
monopoly of the large chemical-pharmaceutical
companies. Since the emergence of a large number
of smaller biotech companies in the 1980s attracting
high-class scientists with entrepreneurial spirit from
academia, these companies have contributed tremen-
dously to the drug discovery effort, alone or in col-
laborative projects with so-called ‘big pharma’, the
traditional pharmaceutical companies.

The discovery process of biologics is different
from that of classical drugs (small molecules). Bi-
ologics are not picked up from large molecule li-
braries using smart selection procedures, but they are
often based on physiologically functional molecules
present in humans. Examples are naturally occurring
proteins and peptides, monoclonal antibodies (which
are a subclass of proteins), or genetic material (e.g.
DNA). They can also be alien proteins or peptides
interfering with such human proteins, peptides or ge-
netic material.

Biologics are very difficult or even impossible
to manufacture using classical chemical techniques,
hence they are generally made using biotechnolog-
ical methods. Immortalized cells are a commonly
used production platform for their production. The
origin of these cells can be yeast, bacteria, insects,
plants and algae, or mammalian. More recently also
immortalized human cells (PER.C6%®) have been
introduced for the production of biologics. These
human cells have the advantage of not introducing
non-human proteins as a impurity in the final drug
product, which can cause undesired immunogenic
side effects. In order to make these cells produce
the desired molecule they are genetically modified
(genetically modified organism, GMO). Cell-based
technologies also take over classical methods of vac-
cine production using animals or chicken eggs (in-
fluenza). This offers great advantages in terms of
production speed, flexibility, scale, and purity.

VI. DRUG DEVELOPMENT

VI.a. The Label-Driven Development Plan

Drug development starts with a development plan in
which the targeted profile of the compound is de-
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fined. This target profile basically follows the for-
mat of the desired package insert with the indica-
tion, patient population, usage, safety, and dosage
and administration as the main items. A clear ad-
vantage of a ‘label driven’ plan is that it determines
what information needs to be collected, hence it
will help to keep development focused. However,
it requires thinking from the right (the desired end
product) to the left (the activities during the de-
velopment process), something that is unusual for
many scientists. The plan will contain a schedule
(GANTT-chart) showing the activities in the vari-
ous clinical and non-clinical functions over the time
of the project and their interdependency. To identify
the time-critical activities, which determine the over-
all duration of the project, it is important to perform
a “critical path analysis”. Often this will reveal that
activities other than clinical studies, e.g. production
of the test material or toxicology studies, are on the
critical path.

VLb. Milestones in Drug Development

The duration of the development process, together
with the progressive investments required, make it
mandatory to have milestones along the way (see Ta-
ble 3). At these milestones key data are reviewed and
a decision taken to continue if the target profile can
still be met, or to stop if this is not the case (go/no
go decision). In practice the third option i.e. to adapt

the plan to the findings is not unpopular. Although
this is seen by skeptics as moving the goalposts, it
sometimes will save a valuable project. The obvious
risk is to drag on and spend a great deal of money on
a dubious project. Obviously, the quality of the de-
cision making is one of the key factors determining
the success of a company. It is also the area that still
has a great need for improvement, as some recent
predictable failures (Posicor, troglitazone) illustrate.
It goes without saying that economical considera-
tions play an important role in the decision making,
in fact they are the overriding argument, especially
as development proceeds. It may interest the reader
to learn that in many companies milestone decisions
are taken by boards chaired by officials without a
scientific or medical background.

There are several ‘natural’ milestones during drug
development, and although there are differences be-
tween companies, both in the number and in the
names of the milestones, these differences are quite
small. The first milestone is the selection of a com-
pound in the drug discovery phase for development.
In the past this decision was exclusively based on
the pharmacology (potency, selectivity) of the com-
pound. Since there is now greater awareness that
compounds with attractive pharmacological prop-
erties may fail later because of poor solubility or
extensive metabolism, the physical chemistry, pre-
liminary PK and metabolism characteristics of the

Table 3. Phases of clinical drug development

Phase of development Main objectives

Study population

Phase 1 Tolerability
Safety
Pharmacokinetics

Pharmacodynamics

Phase 2 Proof of concept

Dose and dose regimen for phase 3

Safety
Pharmacokinetics

Phase 3a
(benefit/risk)

Comparison with standard therapy

and/or placebo
Long-term safety

Phase 3b

Phase 4 Investigator driven studies

Local marketing support studies

Confirmation of efficacy and safety

Further profiling of the compound

Usually male healthy volunteers
For inherently toxic compounds patients (e.g.
anti-tumor agents)

Patients with the targeted disease, usually ex-
cluding those with complications or concomit-
tant conditions

Patients with the targeted disease, including
(as much as possible) those with complications
and/or concomitant conditions

Patients; seldomly healthy volunteers

Patients; seldomly healthy volunteers
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compound are now also taken into account. Develop-
ment starts with preclinical safety studies and phar-
maceutical work to prepare a formulation for the
early clinical studies. This early, non-clinical devel-
opment is called phase 0.

At the end of phase 0 the second milestone is the
decision to start clinical studies, the entry into man
decision. The major decision criteria are the in vivo
pharmacology of the compound and its safety based
on the toxicology, mutagenicicity and safety phar-
macology studies.

The third milestone is usually during or at the end
of phase 2 when a decision has to be made to embark
on expensive and resource intensive phase 2b and or
pivotal phase 3 trials. Obviously not only a compre-
hensive medical/scientific analysis including a judg-
ment on the expected profile of the compound, but
also a full financial analysis is part of this milestone.

Before the end of phase 3, a decision is taken
whether or not to file the compound, what the con-
tent and message of the dossier and what the regu-
latory strategy will be. Also the final decisions will
be made on the production for marketing and on the
anticipated pre-marketing requirements. This is the
pre-filing decision point.

The final decision is whether to launch the prod-
uct after regulatory approval or not. Although this
seems irrational at first sight, not all products that
are approved are also launched. In practice this de-
cision is dependent on the agreed labelling and, in
some countries, on the outcome of the price and re-
imbursement negotiations.

VIL.c. Pre-Clinical Development
Vl.c.1. Toxicity and Safety Studies

After one or more lead compounds have been se-
lected for further development, more preclinical in-
vestigations are needed before it is possible to start
studies in humans. The main studies during this
phase are toxicity studies in animals. It is important
to note that the goal of these studies is not so much
to find safe compounds and reject unsafe ones, but
rather to learn under which conditions a potentially
beneficial compound can be harmful, and to find out
how it can be used safely in humans, if at all. De-
tails on the type, duration and extent of toxicity stud-
ies needed can be found in various regulatory guide-
lines issued by ICH, FDA and EMEA and are easily
accessible via the internet sites of these bodies. Al-
though there are still differences in the requirements

between countries or regions, ICH has achieved ma-
jor progress in their global harmonization.

Toxicity studies are performed in healthy ani-
mals. For NCEs two species are to be used, one ro-
dent (most often rats or mice) and one non-rodent
(dog, rabbit, monkey or others). Biologics should be
tested in a species in which they are pharmacologi-
cally active, usually a monkey. The route of admin-
istration is the same as that of the intended use in
clinical studies.

The first question to be answered by the toxi-
city studies is what are the adverse effects of the
compound in the species tested, and what is (are)
the target organ(s). During the studies the animals
will be observed for changes in behaviour, appear-
ance, food intake and body weight. Blood and urine
tests will be done regularly as well as special ex-
aminations if indicated. At the end of the study the
animals will be sacrificed and a full necropsy per-
formed, including microscopy of the various tissues
and organs. The next important questions to answer
is whether the observed toxic findings are reversible,
and whether the occurrence of toxicity will be easy
to detect in clinical studies. Obviously the answers
to these questions may well determine the fate of the
compound, depending on the clinical indication and
the expected risk/benefit ratio.

As a principle, the maximal doses used in toxicity
studies should be (much) higher than the doses sub-
sequently used in humans. The doses for the defini-
tive toxicology studies, which have to be performed
according to Good Laboratory Practice (GLP), are
selected after a so-called dose range finding study.
At the end of the GLP studies the following should
be known about doses: (1) the no-adverse effect dose
which is the highest dose that does not produce an
adverse effect; (2) the threshold dose which is the
lowest dose that produces an adverse effect; (3) the
maximal permissible dose; and (4) the therapeutic
index (if possible) which is the ratio between the
median toxic dose (TD50) and the median effective
dose (ED50), and which gives an indication of the
safety margin.

In the past the results of toxicology studies were
interpreted and extrapolated to the human situation
on the basis of the dose/kg or dose/m?2. However, it
has long been recognized that measuring the plasma
concentration of the compound and its metabolites
often provides a better indication of exposure, and
therefore this has become mandatory. The area un-
der the plasma concentration—time curve (AUC) and
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the peak plasma concentration (Cpax) are the most
frequently used parameters, and for a more reliable
extrapolation to the clinical situation, the dose lev-
els discussed in the previous paragraph should be re-
lated to these parameters.

The study of absorption, distribution, metabolism
and excretion in toxicology studies, usually referred
to as toxicokinetics, provides extremely useful infor-
mation on the pharmacokinetics of high doses and
of repeated doses of the compound. The dose depen-
dency of the pharmacokinetics and the possible time
effects, e.g. a decrease in exposure over time as a re-
sult of enzyme induction, is essential information for
the interpretation of the toxicity findings as well as
for the planned clinical studies.

With few exceptions, drugs will be developed for
use in males and females and both genders will have
to be included in the clinical studies. Although there
is pressure for women to participate in the first clini-
cal trials, especially in the USA, this is not practised
widely, mainly because the studies required to show
that it is safe have not yet been performed at the start
of phase 1, and waiting for them would delay the
project. The standard NDA package of reproductive
toxicology studies includes a fertility and early em-
bryonic development study in rats in which the male
and female animals are dosed prior to mating, a ter-
atogenicity study (so-called segment II study) in fe-
male rats and rabbits and a pre- and post-natal devel-
opment study in female rats.

Another aspect of toxicity are the genotoxicity
studies used to investigate the possible harmful ef-
fects on genetic material (DNA). Routinely three
tests are used: (1) a test for gene mutation in bac-
teria (Ames-test), (2) an in vitro test for chromoso-
mal damage in mammalian cells or an in vitro mouse
Ilymphoma TK assay and (3) an in vivo test for chro-
mosomal damage using rodent hematopoietic cells.
(ICH guideline S2B). In exceptional cases additional
investigations may be necessary (e.g. antibacterial
compounds, compounds with a ‘suspicious’ chem-
ical structure), whereas in the case of biotech prod-
ucts there is usually no need to test for genotoxicity.

Finally the effect of the compound on several
body functions is investigated in so-called safety
pharmacology studies. The most relevant are the
possible effects on the respiratory system, the car-
diovascular system and on the central nervous sys-
tem. Usually these studies are done in rodents, dogs
or primates. Lately there has been increased inter-
est in the effect of new drugs on ECG parameters,

especially on prolongation of the cardiac QT inter-
val, since this has been associated with the risk for
sometimes lethal arrhythmias. In vitro and in vivo in-
vestigations of cardiac conduction are now required
for each NCE that enters the clinic.

VI.c.2. Other Preclinical Studies

In addition to toxicity and safety data, the preclini-
cal package to start clinical studies also contains in-
formation on the pharmacology, the pharmacokinet-
ics and metabolism and the galenical aspects of the
compound. As a rule there is evidence of pharmaco-
logical activity and, if possible, of therapeutic activ-
ity in one or more animal models of disease. Ideally
there is also information on the in vivo concentration
effect relationship.

Pharmacokinetic (PK) studies in different animal
species and additional in vitro studies provide in-
formation on the compound’s predicted human PK
parameters, including dose- and time-dependencies,
its protein binding, the effect of food on its PK,
and the cytochrome P450 isoenzymes responsible
for its metabolism as well as the structure and ac-
tivity of the main metabolites. Also a sensitive as-
say to quantify the compound and its metabolites in
human blood and urine should have been developed
and validated.

The galenical information describes the formula-
tion (purity, stability, etc.) of the compound and the
analytical method. For intravenous formulations the
compatibility with infusion solutions and infusion
set material should also be known.

VI.c.3. Toxicity Testing and Biologics

As indicated before, the toxicity testing require-
ments for biologics differ importantly from NCEs
(see ICH S6 guideline). Toxicity with biologics is
generally due to immunogenicity (immunotoxicity),
or to exaggerated pharmacology. The doses used in
toxicity studies do not need to be exaggerated as
much as for NCEs, as the objective is not to iden-
tify a NOAEL. Pharmacokinetics are often of lesser
importance as is the concept of exposure.

Basically safety testing should be scientifically
sound, using only ‘relevant’ animals species (i.e.
species in which the biologic to be tested is expected
to exert similar effects as in humans). However, such
is often difficult to establish. This is exemplified by
a recent tragedy that shocked the biotech commu-
nity. The company Tegenero tested a monoclonal
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antibody (TGN1412) in healthy male subjects. The
subjects who received active treatment experienced
near-fatal side effects. Analyzing what went wrong
revealed that (amongst others) the animal species in
which the drug was tested for toxicity prior to human
administration, turned out to be not relevant. The
molecular target of TGN1412 did not have enough
molecular similarity in the animal species selected
to predict the toxicity later seen in humans, which
was due to exaggerated pharmacology.

The authorities in Europe tend to apply different
requirements for toxicity testing particularly for bi-
ologics, than do the FDA, despite ICH (!). In order
to design the appropriate toxicity testing strategy en-
abling a given clinical development plan one should
therefore consult the appropriate regulatory bodies
to check its adequacy and regulatory acceptability.

VIL.d. Clinical Development

Clinical drug studies can be divided into develop-
ment studies carried out in the phases 1, 2 and 3a,
company driven profiling studies in phase 3b, and
company or investigator driven marketing support
studies in phase 4 (see Table 3). Here only the devel-
opment studies will be discussed, i.e. the studies that
provide the clinical data of the NDA/BLA. Although
the terminology suggests that the different phases of
drug development are carried out sequentially, this is
not true for phase 1 studies since this term is not only
used for the first phase of drug development but also
for non-therapeutic (clinical pharmacology) studies
performed during later phases of drug development.

Sometimes the terms early and late clinical de-
velopment are used instead of the phases 1, 2 and 3.
Early development refers to all studies before the full
development decision point, whereas late clinical de-
velopment refers to all studies thereafter.

Three key disciplines are involved in the clin-
ical development of new drugs, these are clinical
pharmacology, clinical development and biometrics.
Although each of the three disciplines has its own
expertise and responsibilities, it cannot be stressed
enough that drug development can only be carried
out successfully if there is a close and harmonious
collaboration among the groups, based on mutual
understanding and acceptance.

Clinical pharmacology carries out all phase 1
studies and in some companies also proof of prin-
ciple studies. Usually clinical pharmacokinetics (in-
cluding PK/PD modeling, simulation and popula-
tion pharmacokinetics) also belongs to the domain of

clinical pharmacology. Clinical development is re-
sponsible for late development. In practice this re-
quires the totally different skills of medical exper-
tise, clinical science and organization and running
of large clinical trials. In some companies this has
resulted in the creation of separate groups, i.e. a sci-
ence group and an operations group. The third player
in clinical drug development is biometrics, which
comprises biostatistics and data management. It is
hard to underestimate the importance of this disci-
pline for drug development, and in many companies
this is one of the biggest departments within clini-
cal development. Biostatistics contributes both to the
overall development plan as well as to the design and
analysis of individual studies, and data management
contributes to the efficient collection and storage of
the huge amount of data collected during a develop-
ment program.

VI1.d.1. Phase 1

As a rule, the main studies in phase 1 are a single
rising dose (SRD) and a multiple rising dose (MRD)
study in healthy volunteers. For compounds given by
continuous intravenous infusion, one single study in
which different rates of the compound are infused
to steady state, is usually sufficient. The objective
of both the SRD and MRD study is to investigate
the tolerability, safety, pharmacokinetics and when
possible pharmacodynamics of the compound. The
number of subjects used in these studies is based on
empiricism rather than on statistical considerations.

At the end of phase 1 the optimal dose range and

dose regimen for the following first efficacy trials in

patients should be clear.

Various designs are used for the SRD study.
We will discuss the two study designs that are most
frequently used.

(1) Sequential groups of volunteers receive in a
double blind way either active compound or
placebo, usually in a ratio of 6-2 or 6-3. The
advantage of this design is that volunteers will
receive only one dose and that adverse event
reporting is not affected by experiences during
previous sessions. On the other hand more vol-
unteers are needed, which may create a problem
of recruitment.

(2) Cross-over studies in which one or more panels
of 4-6 volunteers receive several doses of ac-
tive compound, with double blind placebo ran-
domly interposed. The advantage of this design
is that before giving a higher dose, the reaction
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to lower doses in the same subject is known, re-
ducing the risk of exaggerated responses. It also
enables collection of dose—response information
within one subject. Potential downsides are the
risk of carry-over between doses and of subjects
dropping out before the study is complete.

For the SRD study in humans a starting dose has
to be selected, together with the dosing intervals.
When there is a maximal permissible dose, the high-
est dose is also determined before the start of the
study. The starting dose is selected on the basis of the
toxicological findings, the exposure in terms of dose,
AUC and Cpax, and the predicted human pharma-
cokinetics. The dose steps are usually a doubling or
tripling of the dose, depending on the expected type
of toxicity and the likelihood of non-linear pharma-
cokinetics. As a rule the next dose is not given be-
fore the tolerability, safety and pharmacokinetics of
the previous dose have been carefully reviewed. The
doses in a first in man study should be flexible and
it should be possible to add, delete or repeat doses if
circumstances so demand. To enhance flexibility in
cases of oral compounds, many companies prefer to
use a drinking solution for their early phase 1 studies
rather than a solid formulation (capsule, tablet).

In the MRD study, the compound is administered
for several days, usually until steady state has been
reached plus a few days more. The doses are selected
on the basis of the results of the SRD study.

The measurement of pharmacodynamics (PD)
parameters in phase 1 studies can be very informa-
tive. First of all it may help to define the starting
dose for subsequent studies in patients. It may also
help to build a PK/PD model, which can be used as
a framework for further development.

For oral compounds there is often an absolute
bioavailability study and a preliminary assessment
of the effect of food on the PK of the compound dur-
ing phase 1. The information obtained so far will al-
low the choice of a proper dosing regimen for the
first patient study in phase 2.

VI1.d.2. Phase 2

Phase 2 is a critical phase in drug development. Dur-
ing this phase it should become clear whether the
compound is ‘worth’ developing further or not. The
main objectives for phase 2 are therefore to ‘prove’
efficacy and to determine the dose or dose range for
phase 3 studies. In addition the safety of the com-
pound should be carefully evaluated, but the limited
numbers of patients studied often preclude definitive

conclusions. Depending on the type of compound
and the more or less aggressive development strat-
egy of the company, phase 2 can be conducted in one
step or two, i.e. phase 2a and phase 2b. Accordingly,
the full development decision (see before) is at the
end of phase 2, or between phase 2a and phase 2b.

For innovative compounds representing a new
treatment, the large degree of uncertainty about ef-
ficacy and safety induces many companies to follow
a cautious approach by performing a ‘proof of con-
cept’ or ‘proof of principle’ study at the beginning
of phase 2 (i.e. phase 2a), before embarking on the
much larger and more expensive trials of phase 2b
and 3. The objective of this study is to show convinc-
ingly that the compound has therapeutic efficacy in
the selected disease. If it does, the project will pro-
ceed, whereas if it does not, the project will either be
discontinued, or another target will be selected. The
proof of principle study is usually carried out as a
double blind 2- or 3-arm parallel study, with active
treatment, placebo, and sometimes an active control
arm. The active control arm is primarily used as an
internal validation of the study and partly also to ob-
tain preliminary comparative information. It should
be realized, however, that since standard treatments
do not show efficacy consistently, only in the case of
a positive result with the active control and a nega-
tive result with the investigative compound can firm
conclusions be drawn.

The selection of the dose of the active treatment
arm may be critical for the success of the proof of
principle study. Depending on the available informa-
tion and the type of compound, one can use (1) the
maximal tolerated dose (assuming a log-linear re-
lation between dose or concentration and effect),
(2) a dose that produces a certain pharmacodynamic
effect (e.g. a predefined % of inhibition of platelet
aggregation for a platelet inhibitor), or (3) a dose
that produces a certain exposure, based on extrapo-
lation of preclinical safety and/or efficacy data to the
human situation. To prevent later disappointments,
the proof of principle study should be fully pow-
ered, and the outcome should be statistically signifi-
cant for a clinically meaningful improvement. Com-
panies that try to save money here (recurrently ill
advised by academic opinion leaders with an inter-
est) by doing a limited, often single centre trial, may
regret this later when promising results are not con-
firmed in the larger phase 2b or 3 trials.

A more aggressive phase 2 strategy is to do a
study in which proof of principle is combined with
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dose finding. In this case, several doses of the in-
vestigative drug (usually 3 or 4, covering a 10-20
fold dose range), placebo and sometimes a positive
control are studied, often using a double blind par-
allel fixed-dose design. If the results of such a study
are positive, the project can proceed to phase 3 im-
mediately and precious time can be gained. In cases
of (the me-too-like type of) compounds with known
therapeutic benefit, there is no need for a proof of
principle study and the project can proceed directly
to dose finding in phase 2. It cannot be emphasized
enough that, to be able to draw firm conclusions,
which may mean embarking on huge investments or
discontinuation of the project, phase 2 studies have
to be adequately powered.

In the foregoing, we referred several times to dose
finding. Since this topic is very important for the
safe and effective use of (new) drugs, it deserves
a special discussion. It has been realized for quite
some time that, despite extensive development pro-
grammes, easily encompassing more than 50 clini-
cal studies, drugs were launched on the market with
recommended doses that later proved to be totally
wrong. Usually but not exclusively doses were much
too high, classical examples being the thiazide di-
uretics and captopril. The explanation for this re-
markable observation is that in the past dose find-
ing was not always done, and when it was done, it
was frequently done in the wrong way (e.g. using
dose titration rather than parallel designs). More-
over, marketing departments pushed hard for “one
dose fits all” compounds since this feature helped
them in the promotion.

Nowadays, much more attention is paid to proper
dose finding and an ICH expert working group has
issued a guideline for the industry entitled “Dose—
response information to support drug registration”
(this and other guidelines can be found and retrieved
from the websites mentioned at the end of this chap-
ter). The main messages from this guideline are that
e dose-response data for beneficial and adverse ef-

fects are desirable for almost all NCEs entering

the market (for drugs to treat life-threatening dis-
ease the requirements are less);

e the data should be derived from properly designed
trials as well as from a meta-analysis of the entire
database;

o the data should be used to identify a starting dose,
titration steps and a maximal dose, as well as ad-
justments of these for demographic variability and
clinical circumstances (concomitant disease, con-
comitant therapy);

e the endpoints may vary at different stages of de-
velopment (e.g. pharmacodynamic in early devel-
opment and clinical in late development);

o the randomized parallel dose-response study with
several doses of active treatment and placebo is
the most robust design for obtaining population
average dose-response data;

e regulatory agencies and drug companies should
be open to new approaches in search of dose-
response data (e.g. Bayesian and population meth-
ods, modelling and PK/PD techniques).

VI1.d.3. Phase 3

As mentioned earlier, phase 3a is the last part of
drug development ending with the submission of
the NDA and Phase 3b will not be discussed here.
The main purpose of phase 3a is to confirm the
findings of phase 2 and to provide convincing evi-
dence for a favourable benefit/risk ratio. If needed,
additional studies will be carried out to fulfill the
regulatory requirements (e.g. long-term safety), to
support specific claims in the label (e.g. studies in
sub-populations or studies on drug—drug interactions
or combination therapy), or to profile the compound
in its class (comparative trials).

In most cases phase 3a is the largest, longest and
most expensive part of a development project. De-
pending on the drug, the indication, and the endpoint
for efficacy, phase 3a studies can range in size from
a few hundred to several thousand patients, whereas
the duration of the studies can vary from single dose
to up to 4 years of treatment. Phase 3a studies are
carried out as national (especially in the US and
Japan), multinational (especially in Europe), or in-
tercontinental studies (US, Europe, Australia). As a
rule they are multicenter trials under the supervision
of one or more steering committees with represen-
tatives from academia and from the sponsor. Often
there is a special committee (data monitoring board,
DMB) that has continuous access to all safety data
and randomization codes, and this committee has the
authority to stop the study, or parts of it, if there is
evidence of harm to patients.

The logistics of large phase 3a trials are extremely
complicated and require considerable manpower in
the headquarters and in the field. Full compliance to
Good Clinical Practice (GCP) as well as scientific in-
tegrity are prerequisites for the acceptability of these
trials to the regulatory authorities, and the ‘pivotal’
trials undergo detailed inspection to safeguard these
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aspects. Since many companies do not have the ex-
pertise or the resources needed to run these trials in
house, they often rely on CROs, of which there are
many specialized in late clinical development.

Vl.e. Efficacy Endpoints in Clinical Trials

An area that merits special attention is the choice
and acceptability of endpoints in phase 2 and 3 clin-
ical trials. As a rule the approval of new drugs is de-
pendent on the evidence that it causes improvement
of one or more clinical endpoints, the definition of
a clinical endpoint being how a patient feels, func-
tions, or survives. Whereas this is relatively easy to
show for some types of drugs (e.g. pain killers, an-
tibiotics for acute infections), it is much more diffi-
cult for others, because it would require large studies
running over several years. Especially during phase
2, before there is proof of concept, this would not
be feasible. To overcome this hurdle there is cur-
rently great interest in the use of surrogate endpoints
in drug development. Surrogate endpoints are de-
fined as biological markers intended to substitute for
a clinical endpoint. A classical example is the treat-
ment of hypertension where the lowering of blood
pressure is widely (although not universally) ac-
cepted as a surrogate for the clinical endpoint, i.e. the
prevention of cardiovascular complications. More
recent examples are the use of changes in viral load
as surrogate endpoints in the treatment of HIV infec-
tions. Especially since the outcome of the trials with
the class 1 anti-arrhythmics flecainide and encainide,
in which a positive effect on the presumed surrogate
endpoint (i.e. ventricular ectopic beats) was shown
to be accompanied by increased mortality due to a
pro-arrhythmic effect, it is evident that as a rule sur-
rogate markers have to be validated before they can
be accepted as endpoints of clinical studies.

VII. THE FUTURE OF DRUG
DEVELOPMENT

As must be clear by now, drug development is a very
dynamic activity with high interests at stake. For pa-
tients this is the availability of more effective or bet-
ter tolerated treatments, for pharmaceutical compa-
nies it is the return on the huge investments that are
needed to discover and develop new drugs. It is not
difficult to predict that there will be continuous at-
tempts to speed-up development times and to im-
prove the quality and efficiency of the development

and approval process. For instance, PK/PD driven
development plans, modeling and simulation of clin-
ical trials and application of pharmacogenomics in
clinical trials are exiting new tools that are already
practised in some enlightened environments. The
same is true for innovative biostatistical methodol-
ogy, electronic submissions and electronic review
of NDAs/BLAs. These and other trends ensure that
drug development will remain an intriguing and re-
warding challenge for many scientists among which
clinical pharmacologists take a prominent position.
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APPENDIX: SOME USEFUL WEBSITES

Regulations and Guidances

International Conference on Harmonization
(ICH):
http://www.ich.org/
Food and Drug Administration (FDA):
http://www.fda.gov/
FDA Center for Drug Evaluation and Research:
http://www.fda.gov/cder/
FDA Center for Biologics Evaluation and Re-
search:
http://www.fda.gov/cber/
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European Medicines Evaluation
(EMEA):
http://www.emea.europa.eu/
European Union Pharmaceutical legislation:
http://ec.europa.eu/enterprise/pharmaceuticals/

eudralex

Agency

Pharmaceutical Medicine

European Center for Pharmaceutical Medicine
(ECPM):
http://www.ecpm.ch
Center for Drug Development Science (CDDS):
http://www.georgetown.edu/research/cdds/

Tufts Center for the study of Drug Development:
http://csdd.tufts.edu/

Pharmaceutical Industry Associations

European Pharmaceutical Industry Association
(EFPIA):
http://www.efpia.org/
Pharmaceutical Research and Manufacturers of
America (PhRMA):
http://www.phrma.org/
European Association for Biolndustries:
http://www.europabio.org/healthcare.htm
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I. INTRODUCTION

Students often find pharmacokinetics difficult. Two
of the reasons are that a very formal writing style to-
gether with many equations make the subject appear
much more difficult than it is. In this chapter we have
deliberately adopted an informal style and aimed to
keep key concepts as simple as possible. We hope
we have succeeded and that you will find the chapter
helpful as you prepare to become good prescribers.

Why is, amoxycillin administered three times
daily, cotrimoxazole twice and phenobarbitone only
as a single daily doses? Why was a slow-release
theophylline preparation developed and why may it
be taken only once a day? Why do we often give
analgesics as a single dose but antibiotics as a course
of doses, which should be taken regularly for a pe-
riod of days?

If you could design it, what would an ‘ideal’
drug do, and how would it behave? Perhaps this de-
pends on what it is being used for. If it is to treat a
chronic condition such as high systemic blood pres-
sure then it should be easy to take, not require in-
jection, and should reduce the blood pressure to the
normal range and maintain it there without causing
adverse effects. If it were hardly metabolized in, or
lost from, the body in any way it might be possible
to give a single dose and maintain the effect for a
very long time — weeks or even months — good for
the patient but not so good for the manufacturer who
wants to sell lots of his drug! What about a drug for
headache? It needs to be easy to take, to act quickly,
but it does not need to stay around in the body for

a long period once the headache is relieved, and in-
deed, this could be a disadvantage if the drug pro-
duces unwanted or adverse effects. So it needs char-
acteristics different from those of a drug to treat hy-
pertension which ideally requires a long duration of
effect.

In the past before clinical pharmacokinetics (lit-
erally — “movement of drugs” — implying measure-
ment of the rate of movement of drugs into, out of,
and around the body compartments) had been estab-
lished in the 1970s, dosage regimens were decided
largely by trial and error, relying on measurement
of the therapeutic effect to tell you when a response
had occurred and the appearance of toxic effects to
tell you when you had given too much. The ability to
measure drug concentrations in body fluids meant a
more precise way existed for deciding by what route
and how frequently drugs needed to be given to get
the best outcome for the patient.

In this chapter we will look at the factors that are
responsible for differences in the rate of onset, the
duration and size, and the rate of offset — or loss — of
a drug’s effect.

I.a. Maintaining the Constancy of the Internal
Environment

Imagine a lizard waking in the morning and stretch-
ing out on a warm rock to absorb the heat and raise
body temperature to the ideal for action. Later in
the day, observe the snake, which like the lizard has
warmed itself in the morning, has hunted success-
fully, and has now produced excess body heat from
exercise and the digestion of food. To get rid of the
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heat it must find a cool spot and preferably one close
to, or in, water.

Reptiles like the snake and the lizard cannot reg-
ulate their body temperature, and adopt the temper-
ature of their environment (i.e., they are poikilother-
mic) — so they cannot survive extremes which put
their body cells, and particularly their enzyme sys-
tems, at risk. By contrast, we can shiver or sweat to
increase or reduce our core temperature, and so hu-
man beings can function effectively in a much wider
range of temperature than can reptiles. What has this
to do with drugs and other ingested chemicals? In
just the same way as we mammals have evolved to
be relatively independent of environmental tempera-
ture so we also have developed a system of screen-
ing and filtering out chemical substances that present
themselves to us in our diet and from other sources.

We are exposed to plant products (many of the
earlier drugs and most of the herbal pharmacopoeia
in use today are crude plant extracts), some of which
are potentially toxic, as, less commonly, are foods
of animal origin. Medicinal drugs are just one of a
set of chemicals which are exposed to the range of
defence mechanisms put up by the body to protect it
from the onslaught of ‘foreign’ chemicals.

Lb. Perils for Pills
Lb.1. In the Stomach

Think about a drug formulated as a tablet and swal-
lowed. The first process which will affect it will
be the dissolution (breaking down) of the tablet
under the influence of gastric acidity (or in other
cases the higher intestinal pH). This liberates the
drug molecules and also exposes them to attack by
gastric acid and enzymes. Some drugs are inacti-
vated/chemically modified by gastric acid, and so are
relatively ineffective when taken by mouth — a tri-
umph for our defence mechanisms but a therapeutic
setback.

One of the best known examples of this is ben-
zylpenicillin (penicillin G). This was one of
the original members of the penicillin fam-
ily and remains a very valuable antibiotic. If
given by mouth it is rapidly destroyed by gas-
tric juice at an acid pH of around 2. As a con-
sequence, on average, only a third or less of
an oral dose of benzylpenicillin is absorbed
into the systemic circulation, and to achieve
high and effective concentrations in plasma
and tissues it must be given by a route which

bypasses the stomach, normally by intramus-
cular or intravenous injection. A small modifi-
cation of the chemical side chain of the peni-
cillin G molecule converts it to penicillin V
(phenoxymethyl-penicillin) which is resistant
to the action of gastric acid and allows it to be
given effectively by mouth.

After the tablet disintegrates in the stomach the
drug molecules are dispersed in gastric juice with or
without partially digested food, and normally only
a small proportion will penetrate the gastric mu-
cosa and enter the blood circulation — partly be-
cause the stomach presents only a small surface area
for absorption. Drugs are absorbed across mucosal
surfaces but there are factors which determine how
much is absorbed and at what rate in any particular
site. The first set of factors is to do with the drug
molecule itself.

e Size. Most commonly-used drugs have molecu-
lar weights of less than 1000 daltons and their
molecular dimensions are small compared with
those of the complex lipids and, especially, the
proteins of the cell wall. So their size provides lit-
tle hindrance to crossing cell walls. Molecules as
big as moderately-sized proteins (30,000 daltons
and above) have much more difficulty in getting
across and normally have to be administered di-
rectly into the blood stream (e.g., gene transfer,
immunoglobulins).

e Lipid solubility. Because cell walls comprise
mainly lipid, drugs which readily dissolve in lipid
will have an advantage in crossing into the cell.
Conversely, water-soluble compounds may have
great difficulty in crossing the lipid barrier. Aque-
ous pores do exist within lipid cell membranes
and a proportion of the water-soluble molecules
may traverse this route.

e FElectrical charge (ionisation). Many drugs are
weak acids (e.g., non-steroidal anti-inflammatory
drugs) or bases (e.g., beta-receptor blocking
drugs) and therefore exist in both uncharged and
charged forms. The proportion of drug in the un-
charged or charged form depends on the pH of
the environment in which it finds itself. In most
people’s stomachs the pH is low (around 2 —i.e.,
the hydrogen ion concentration is high) and this
favors ionization of weak bases but not of weak
acids. The converse occurs in the duodenum and
upper small intestine where pH is high after gas-
tric acid has been neutralized by pancreatic bicar-
bonate.
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The importance of this is that the uncharged
drug molecules are usually the more lipid solu-
ble species and can cross into cells whereas the
ionized molecules are inhibited by their charge
which acts like a covering of “barbed wire”, get-
ting “tangled up” with the charges on the mega-
molecules, especially the proteins, of the cell
membrane thereby limiting their passage.

Weakly acidic drugs will be less ionized in the

stomach and therefore penetrate membranes more

readily in this organ while weakly basic drugs
will be less ionized and therefore more readily ab-
sorbed in the small intestine.

The second set of factors is to do with the envi-
ronment in which the drug finds itself. It needs time
to cross a membrane barrier. Less drug may be ab-
sorbed from the gut if the patient has diarrhea with
intestinal hurry (often in this situation, oral drugs
may not even disintegrate fully and release their con-
tents for absorption — visible tablets may be seen in
the faeces).

Lb.2. In the Small Intestine

Gastric emptying through the pylorus and into the
duodenum is the next important event. This may oc-
cur rapidly or take up to one or two hours, depending
largely on what is already in the stomach. So the ef-
fect of an oral drug may be delayed or hastened, by
taking it with, or before, food.

Once in the duodenum, with its alkaline environ-
ment, the drug faces new perils. If it is a small pro-
tein or peptide it may be exposed to the action of di-
gestive enzymes such as peptidases which can break
it down into smaller fragments with consequent loss
of its action.

An example of this is insulin, a naturally oc-
curring hormone produced by the beta-cells
of the pancreas. It is composed of two pep-
tide chains linked by disulphide bonds. It is a
big molecule with a molecular weight around
5,800 daltons. If taken by mouth, which would
be a good alternative to injection for diabetics
who are dependent on it, it may survive the
assault of gastric acid, but in the small intes-
tine it is seen as just another peptide and be-
comes a target for digestive enzymes. All sorts
of attempts have been made to ‘protect’ insulin
from enzyme attack, including wrapping it in
fat molecules (to make ‘liposomes’) or giv-
ing it intra-nasally. So far there has been only

modest success with these strategies and so the
intestinal defence mechanisms have remained
triumphant.

If the drug reaches the small intestine with its
vast absorbing surface it stands a good chance of
being absorbed, provided it can get across the mu-
cosal surface of the intestinal transporting cells. As
we saw above if the drug molecule is of small mole-
cular weight and readily soluble in fat it should be
able to cross the intestinal barrier with ease as do,
for example, the steroid hormones and their syn-
thetic analogues such as prednisolone. However, if
it is water-soluble, and most particularly, if it exists
in the lumen of the intestine as a charged molecule it
may have great difficulty in getting across.

A good example here is the family of antibi-
otics called the aminoglycosides. It includes
gentamicin, tobramycin, and neomycin. The
first two of these are widely used to treat in-
fections caused by gram-negative bacteria. All
of these drug molecules share a fairly complex
chemical structure, and are known as ‘polyca-
tions’, i.e., there are multiple sites in the mole-
cule where dissociation can occur leaving a
large, electrically charged residue. In addition,
they are all water-soluble and so we would ex-
pect that they would have difficulty in cross-
ing into the intestinal mucosal cell and achiev-
ing adequate concentrations in the plasma. So
gentamicin and tobramycin must be given par-
enterally (literally ‘alongside/apart from’ the
gut) to be effective — conventionally by the in-
travenous route.

Once again the defence mechanisms that keep for-
eign chemicals at bay have succeeded. However, this
can be turned around and used to therapeutic advan-
tage. For example, if an aminoglycoside antibiotic is
very poorly absorbed from the gut, a large propor-
tion of any oral dose will remain there and may be
useful for treating gut infections.

A good example is neomycin, which is one of
the least well absorbed of the aminoglycosides
and has a place as an oral drug in the manage-
ment of hepatic failure — probably because it
acts locally and reduces the bacterial load of
the large bowel.

Pyrantel pamoate, a commonly-used anti-
helmintic, provides another clinical example
of exploiting the poor absorption of a drug
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in order to eradicate gut pathology. In this in-
stance the drug eradicates intestinal parasites
such as roundworm, hookworm, and pinworm.

One of the physiological mechanisms which
can help poorly lipid-soluble molecules to cross
the small intestinal mucosa is the process of ac-
tive transport-molecules actively shuttled across the
membrane, commonly ‘riding’ on transporter mole-
cules and moving through the expenditure of cellular
energy.

Levodopa in one sense is hardly a drug be-
cause it is an amino acid normally found in
the body as a precursor of the biologically ac-
tive catecholamines dopamine, noradrenaline,
and adrenaline. However, when given in large
oral doses enough of it gets into the brain to be
converted into, and increase the concentration
of, dopamine which, in turn, often has spectac-
ular and beneficial effects in patients with the
movement disorder, Parkinson’s disease. Lev-
odopa is an amino acid and it ‘rides’ the active
transport system for amino acids found in the
small bowel. In this way even though not very
lipid-soluble, it achieves effective concentra-
tions in the blood plasma. However, this abil-
ity to ‘ride’ an active transport mechanism also
means that it may have to compete for a place
with other amino acids in digested food. Giv-
ing levodopa with meals can reduce its absorp-
tion by as much as 30%.

The inner surface of the small intestine is not
smooth and flat but wrinkled into a large number of
finger-like projections called villi, which project into
the lumen. If we look at each villus under the micro-
scope (Fig. 1) we find it, in turn, has small finger-
like processes projecting out into the lumen — the
microvilli. The result of this is that the surface of the
small intestine (which is only 300 cm in length — in
the relaxed state after death it may measure 6—7 me-
tres), is estimated to have an area of 250 m?. It is
obviously designed to absorb, particularly, nutrients
and this is also where most of any drug taken by
mouth is absorbed.

There is also a big safety margin in this absorptive
process. Patients who have lost substantial amounts
of their small intestine in surgical operations often
still absorb adequate amounts of food substances and
oral drugs. In fact it has been estimated that up to
50% of the small intestine has to be lost before there
is a significant impact on food (or drug) uptake.

Fig. 1. Longitudinal section of the intestine, showing the
villi and microvilli which increase the surface area of the
small intestine.

Think now for a moment about what happens
when a potentially toxic substance is taken acciden-
tally or deliberately in overdose. The first possible
event is that it causes the patient to vomit and so
get rid of most of the substance. If that does not
occur spontaneously, emptying the stomach using a
stomach tube is a good first approach to treatment
in many cases. The fact that gastric emptying usu-
ally does not occur in a matter of minutes gives a
little time for the treatment team to recover some
of the drug from the stomach. (By the same argu-
ment there is usually little point in passing a stomach
tube if the overdose occurred, say, ten hours before,
as the stomach contents usually will have emptied
into the intestine and be beyond the reach of the
tube.) If it is likely that some or much of the drug
taken has already got beyond the pylorus and into
the small intestine we might be tempted to think that
large amounts have been absorbed and intervention
is pointless. The counter-measure is totally logical.
Activated charcoal in single or multiple oral doses of
50 g provides millions of particles of charcoal also
with an immense surface area, which adsorb many
drugs and so ‘compete’ with the small intestine lim-
iting the amount of drug absorbed into the systemic
circulation.

There is one more hazard in the small intestine,
which may affect a drug. Although drug metaboliz-
ing enzymes are found in large amounts in, partic-
ularly, the liver, they are present in most other cells
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in the body, including those of the small intestine.
Some drugs e.g., oral nitrates used in the treatment
of angina, are substantially metabolized in the gut
wall which reduces the amount of active drug avail-
able at target sites in blood vessels.

To return to our medicinal drug and its progress
past the body defences. Let us assume it has success-
fully crossed the small bowel wall and can then take
one of two pathways. If it gets into the lymphatic
system through the lacteals of the villi it can avoid
going to the liver and find itself in the thoracic duct,
and ultimately, in the venous circulation. It is ex-
tremely difficult to measure the extent of this process
in man, but in animals it has been shown to account
for only a small portion of drugs absorbed through
the intestine. Most absorbed drug passes into the
veins draining the intestine, the mesenteric system,
which come together to form the hepatic portal sys-
tem, and eventually the hepatic portal vein.

Lb.3. The Liver

And now the final hazard, and the only remaining
obstacle for our drug before it reaches the systemic
circulation and is distributed to its target site. The
liver stands like a sentinel, and presents a formidable
challenge to any chemical molecule seeking to gain
access to the circulation. The liver has a very effi-
cient mechanism for extracting nutrients and drugs
from the portal venous blood. It removes, for exam-
ple, amino-acids derived from the digestion of plant
and animal proteins in the diet, and rebuilds them
into our own human proteins. It also takes up many
of the drugs we use in treatment and may do this in
a variable way depending on the individual.

For example, the earliest surviving beta-block-
ing, drug which is still in use, propranolol,
may be extracted variably by the liver during
this ‘first-pass’ through that organ. Some peo-
ples’ livers remove only 10% of the drug pre-
sented to them in the portal venous blood, oth-
ers remove as high a proportion as 90%, and
so may need much higher oral doses to achieve
the same plasma concentration.

We have heard patients sitting in the outpatient
clinic comparing their doses, and concluding
that the one taking the higher oral dose must
have much more severe disease! It is difficult
to explain that in all probability one has a high,
and the other a low, hepatic extraction, and that
the circulating concentrations of the drug will
be very similar in both cases.

There appear to be two important factors that de-
termine how the liver removes different drugs. Many
are taken up by a chemical process that can be sat-
urated relatively easily if the drug is presented at a
high enough rate. In this case, the capacity of the
liver to clear the drug from the portal venous blood
is what determines the rate of clearance. If that ca-
pacity is exceeded no extra drug can be taken up, and
it will pass through the liver and on into the systemic
circulation unchanged.

In other cases the capacity of the liver to clear
the drug may be so high that what determines the
amount taken up is the amount of drug being pre-
sented to the liver in the portal blood. If flow is re-
duced, less drug is removed, and if flow is high much
more is taken out. In this case capacity is not the de-
termining factor but blood flow to the liver is. If we
consider therapeutic drugs there are some whose he-
patic clearance is determined by the intrinsic capac-
ity of that organ, while others are more dependent
on flow — or delivery — to the liver. Is this just a theo-
retical concept or does it have relevance to practical
treatment?

A patient with heart failure developed a seri-
ous abnormal heart rhythm, ventricular tachy-
cardia, and it was decided to treat this with lig-
nocaine (also known as lidocaine) by the in-
travenous route. He was given a loading dose
designed to raise the plasma concentration to
an effective 2 mg/l, and then given a constant-
rate intravenous infusion aimed at maintaining
that concentration. In about an hour he was ob-
served to be tremulous and then had a brief
generalized convulsion (a fit). The plasma lig-
nocaine concentration was found to be 8 mg/I
(desired therapeutic range 1 — no more than
5 mg/l).

Lignocaine’s clearance by the liver is flow de-
pendent. In heart failure cardiac output may
be very low and therefore hepatic blood flow
through both the hepatic artery and the portal
venous system is also low. This meant a lower
extraction of the drug from the blood and ac-
cumulation of lignocaine until the high plasma
concentration produced the central nervous
system toxicity.

By now our drug molecule may have suffered
many different fates. If the tablet did not dissolve in
the stomach or intestine, it may still be bound with
all the other molecules and the excipients, and will
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ultimately appear in the faeces as an unchanged —
if slightly tarnished — pill. If the tablet did dissolve,
but for some reason the stomach has not emptied,
the molecule may be simply sitting in a pool of
gastric juice waiting for the pylorus to relax. If it
passed the pylorus it may have been attacked by en-
zymes in the gut, been metabolized in the gut wall or
have been competing unsuccessfully for a place on a
transporter molecule. If it was absorbed it may have
been taken up into liver cells and transformed into
a metabolite (which might be pharmacologically ac-
tive or inactive, or even on occasions may now have
become toxic ...), and be on its way back to the gut
in the bile or to the kidney for excretion (Fig. 2).
So, for many drugs only a proportion of an oral dose
may ultimately reach the circulation and be available
to produce its effect.

We refer to this proportion as the oral bioavail-
ability of the drug — normally expressed as a per-
centage of the oral dose taken. Bioavailability varies
according to the physico-chemical properties of the
drug molecule and the individual characteristics of
the person who takes it. However it is possible to
describe and measure the overall bioavailability of
a given drug when measured under standard condi-
tions in a group of people, and express the percent-
age bioavailable as an average figure for the group.
That is how we get our “Tables of Oral Bioavail-
ability” that are found in many textbooks of clinical
pharmacology. Bioavailability will obviously vary
according to the conditions under which it is mea-
sured but nevertheless is a useful concept, which has
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practical consequences as will be discussed in Sec-
tion II.

As examples of the range of oral bioavailability
a very lipid-soluble drug such as the anticonvul-
sant phenytoin, or the steroidal anti-inflammatory
compound prednisolone, would normally have an
oral bioavailability greater than 90%, whereas a
very lipid-insoluble drug such as the antibiotic,
neomycin, has an oral bioavailability of less than 1%.

Lb.4. In the Circulating Blood

Once through the liver on its first pass, the drug is
carried in the blood plasma. Variable amounts of it
penetrate the cellular components of the blood.

The anti-malarial drug chloroquine can be
present in red cells at up to 200 times the con-
centration it achieves in plasma, one of the
factors making it an effective anti-malarial,
as the circulating plasmodium parasites reside
largely in the red cells.

For most drugs there is some binding to pro-
teins in the plasma. Drugs which are acidic in
type (e.g., the anti-convulsant phenytoin, the anti-
coagulant warfarin, many of the non-steroidal anti-
inflammatory drugs), bind to plasma albumin, while
basic drugs (beta-receptor blocking drugs, local
anaesthetics) bind to alpha-1 acid glycoproteins.
Lipoproteins may also bind significant amounts of
some drugs. The importance of this binding to big
molecules is that the free concentration of a highly

Other body fluids and tissues
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Fig. 2. Illustration of absorption, distribution and elimination processes of drugs in the blood circulation.
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bound drug may be very small in comparison with
the total amount in the plasma. Warfarin, for exam-
ple, is normally 99% bound to plasma albumin, with
just 1% travelling unbound. Yet it is the unbound,
free fraction which is pharmacologically active at
the drug—receptor site.

In severe malnutrition where circulating protein
concentrations are very low, in uraemia and in preg-
nancy, the distribution of the drug (e.g., anticonvul-
sants) between bound and free forms may alter, and
when monitoring treatment it may be necessary to
get the laboratory to measure free concentrations of
the drug. However this can only be done in spe-
cialised centres, even in developed countries, and is
not usually available elsewhere.

Let us assume our drug molecule has reached
its target organ — heart, brain, bronchus, etc. — has
bound to its receptor to produce its pharmacological
effect, has dissociated from the receptor (perhaps be-
ing displaced by the competing endogenous ligand
(the name given to any molecule which has the ca-
pacity to bind to a receptor) —e.g. beta-blocking drug
by noradrenaline/adrenaline), and is once more back
in the plasma.

Lb.5. The Final Steps

What are the final steps in the journey? For most
drugs there is a ‘choice’ of two routes. If the drug
molecule is very water-soluble it may have had dif-
ficulty in getting into the body in the first place, and
may have had to have its absorption facilitated in
some way. But getting out through the kidney is a
much easier process. Once through the glomerulus
a water-soluble drug faces no major hazards. Dis-
solved in watery urine it is unlikely to diffuse back
to any great extent through the lipid membranes of
the cells lining the lumen of the nephron.

As we saw above, the antibiotic gentamicin has
so much difficulty getting into the body by the oral
route that it has to be given by injection. Part of this
difficulty is due to its high water-solubility. On the
other hand it passes through the normal kidney read-
ily, and is effectively unmodified by the cells of the
renal tubule — neither secreted nor re-absorbed. In
fact, measuring the renal clearance of gentamicin is
almost as good as a marker of glomerular function
(glomerular filtration rate), as using more conven-
tional markers such as inulin.

Many commonly used drugs, however, perhaps
particularly those which act on our (very fatty)

brains such as anti-psychotics, sedatives and hyp-
notics, are very lipid-soluble. Once they move away
from their target site they are prone to cross back
into cells again, and have no great likelihood of dis-
solving in water/urine. Indeed, if and when filtered
by the glomerulus, they are most likely to diffuse
back into cells of the nephron and recirculate! In
one sense they are nearer in behavior to that mythi-
cal drug, which could be given once and never need
to be repeated, mentioned at the beginning of this
chapter.

Clearly they do not in fact keep going round and
round, and we do have to give repeat doses to main-
tain the effect. So how are they cleared? Again these
molecules ‘ride’ chemical mechanisms which nor-
mally handle lipid-soluble molecules taken into, or
produced, in our bodies. These systems were not de-
signed to await the arrival of the pharmaceutical in-
dustry and its products in the early 20th century, but
are fundamental protective pathways which, like the
other mechanisms we have looked at, maintain our
chemical homeostasis and protect our internal en-
vironment from chemical harm. The greatest con-
centration of these enzymatic systems is found in
the liver, the chemical sentinel, but the metabolic
processes they catalyze can also occur in many other
organs such as kidney, lung and placenta.

Put very simply two sorts of drug-metabolizing
enzymatic processes occur in the microsomes of the
smooth endoplasmic reticulum or in the cytosol of
liver cells. The first, so-called ‘Phase I’, reactions
may add or subtract a small portion of the drug mole-
cule, commonly by oxidation. This by itself may
make a product more water-soluble, but, more com-
monly, a second step — ‘Phase II’— process is re-
quired in which the altered drug is coupled (con-
jugated — literally ‘married’) to compounds already
existing in the liver cells to form salts such as glu-
curonides and sulphates (Fig. 3).

These conjugated products, being water-soluble,
are much more easily lost to the body through the
bile and faeces, or through the kidneys. Contrast
water-soluble gentamicin and penicillin, which are
excreted virtually unchanged by the kidney, with
the lipid-soluble chlorpromazine, one of the first
effective anti-psychotic drugs used in the manage-
ment of schizophrenia, which has at least ten ma-
jor metabolic products — several of them glucuronide
conjugates of oxidized forms of the parent molecule.

This story of a pill’s ‘progress’ is summarized in
Fig. 4. But medicinal drugs are not always given by
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Fig. 3. Phase I adds a small reactive portion to the drug molecule, and Phase II conjugates the Phase I metabolite to an
endogenous molecule already existing in the liver cell.

mouth. Think for yourself what differences would

need to be made to Fig. 4 if the drug were given:

e Locally, e.g., as an eyedrop

e As a subcutaneous or intramuscular injection

e As a transdermal patch (from which the drug is
absorbed through the skin)

e Sublingually (in a preparation designed to be
absorbed through the mucous membrane of the
mouth)

e As an intravenous injection

e By the rectal or vaginal route in a suppository

e By inhalation e.g., salbutamol in asthma.

How do the chemical defences of the body re-
spond to these different routes of drug administra-
tion? Does any of the routes bypass any or all of the
chemical defences we have considered above? How
would the drug travel? What advantages or disad-
vantages might each route have? (We will return to
some of these ideas later in this chapter.)

This section has given you a brief overview of
some of the normal bodily functions that affect how
well, or how poorly, an oral drug gets to its site of
action, and how it is subsequently cleared. We will
look at many of these concepts in more detail later.

Pharmacokinetics is simply the study of the rates
of these processes, and provides the basis for decid-
ing how much we need to prescribe, how often, and
by what route, to get the best effect out of our drugs.
It takes account also of how age, race, disease and
other inter-acting factors may modify dosing deci-
sions.

Cral @
admini sration

5
o =
k Hepatic vein g
‘5
Stomach “ . 2
@O
1) £
t i

W
Intestine TL & J l
B :
y s
=]
a
w
=
Redum ‘s’
g
Eliminetion £

through the Kidney

Fig. 4. Absorption of drug administered orally (D = drug,
M = metabolite).

II. PHARMACOKINETICS: MEASURING
A PILL’S PROGRESS

All the mechanisms we have encountered, which af-
fect the way in which a drug is handled by the body,
are important for one major reason — they all work
together to determine how much drug is present at
any given time at the point in the body where the
drug acts — its effector site. Commonly this is at a
receptor site in particular cells and organs, and the
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concentration there will usually be closely related to
the concentration in the blood plasma.

In experiments done many years ago on epileptic
patients who were undergoing brain surgery, small
brain biopsies were taken at operation. The con-
centration of anti-convulsant drug was measured
in both the brain tissue and in the plasma from
simultaneously-withdrawn venous blood. For the
drugs phenobarbitone and phenytoin, a linear corre-
lation was observed between plasma and brain con-
centrations. This suggested that plasma concentra-
tions of anti-convulsants could reflect brain concen-
trations, and therefore, presumably concentrations at
the receptor sites within the brain substance.

Too little drug at the effector site means no ther-
apeutic effect, too much may cause toxic effects to
appear. So there is commonly a range of plasma con-
centrations between which the desired effect is ob-
tained without toxicity — often called the ‘therapeu-
tic window’ or therapeutic range (Fig. 5).

If all the mechanisms mentioned above are oper-
ating at the same time, how can we measure them,
and devise a dosing schedule that will give us the
plasma concentration we need — and maintain it over
a period of time if that is what is required?

The fundamental central concept is that the
plasma concentration of any substance, a drug or any

Plasma drug concentration

endogenous compound such as glucose or choles-
terol, is determined by just three factors:

e The rate of input into the plasma

e The rate of loss from the plasma

e The volume in which it is distributed.

It follows that a rise in plasma concentration of any
substance will occur if input increases, loss dimin-
ishes, or the volume in which it is distributed shrinks.
Conversely, a fall in plasma concentration will occur
if input diminishes, loss increases, or the volume in
which the substance is distributed expands. How can
we measure these variables for any individual and
any drug?

In Section I we looked at mechanisms which can
affect these processes, but we did not group them
in this way. If we do we find that rate of input into
plasma of an oral drug depends on:

e Rate of dissolution of the formulation (tablet/cap-
sule) in gastric or duodenal juice

e Rate of gastric emptying

e Rate, of uptake through the intestinal wall into the
portal venous system

e Rate of passage of drugs through the liver and into
the systemic circulation.

Can these be measured? Tablet dissolution can be

measured in a laboratory where a tablet is exposed at

37°C to a solution made up to resemble gastric or in-

testinal juice. This is the method the pharmaceutical

Therapeutic (required) concentrations

Minimum Toxic Concentration

Fig. 5. Simulated plasma drug concentration vs. time curve showing the therapeutic window.
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industry uses to ensure that a drug preparation will
break down to liberate the active drug in the stomach
or intestine, when used clinically.

Gastric emptying can be measured using X-ray
imaging, or the passage of a radioactive marker sub-
stance from the stomach using external counting of
radioactivity — scintigraphy — but these techniques
are only useful as research tools.

Even more difficult, though not impossible, is the
measurement of drug transfer across the human in-
testine or across the liver.

Clearly we cannot use techniques like these in
routine clinical practice to measure the rate of in-
put of drug into the plasma after oral or parenteral
administration. Similar arguments apply to measur-
ing drug loss — it is comparatively easy if it’s only
through the kidney, but very difficult if loss through
the biliary system needs to be measured as well.

Measuring faecal drug loss is a particularly un-
pleasant process, often involving amalgamating and
blending 2-3 days’ collection of faeces, extracting
the drug contained with solvents or by combustion if
the drug is radioactively labeled, and measurement.
For most drugs at some point in their development
someone has to undertake this task.

How then do we get from the theoretical under-
standing of how drugs are handled by the body, to a
practical set of techniques that will enable us to de-
vise proper and effective dosing schedules, monitor
our treatment, and avoid drug toxicity?

Plasma drug concentration
(numeric scale)

II.a. Measuring Drug Kinetics

With just a few relatively simple techniques it is pos-
sible to get all the important information needed to
devise appropriate dosing schedules. We will only
look at the simplest of these, which are of everyday,
practical importance in clinical practice. All of these,
and several others, are carried out in the process of
drug development, and their results must be reported
to regulatory authorities before a new drug may be
registered for use.

Il.a.1. A Single Dose, Given Intravenously

Giving a single dose of drug intravenously means
that input into the vascular compartment is known
and controlled. Therefore what happens after the in-
jection gives us information about the other two vari-
ables, distribution and loss.

Imagine a dose of a drug given intravenously —
i.e., 100% of the drug goes into the vascular com-
partment — followed by measurement of the con-
centration of drug in the plasma from blood sam-
ples withdrawn over a period of several hours. If this
concentration—time profile is plotted out on graph
paper, it will look something like Fig. 6.

Note that the highest concentrations measured are
in the early blood samples withdrawn after the dose
is given, and that thereafter the plasma concentra-
tion falls, steeply at first and more slowly later. This,

Plasma drug concentration
(logarithmic scale)
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Fig. 6. Simulated plasma drug concentration vs. time curves after intravenous administration: (a) showing the y-axis in
numeric scale, and (b) showing the curve when the y-axis is converted to logarithmic scale.
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then, is the pattern of /oss from the vascular com-
partment — much loss early on, and progressively
less as time passes. In almost all cases this pattern
of reducing plasma concentrations follows an expo-
nential curve. In simple terms this means that al-
though the absolute amounts of drug loss from the
plasma diminish each hour, the proportion of the
total amount in the body lost in each hour remains
the same. For example, if 10% is lost in each hour,
and 100 mg was the initial dose or body ‘load’, in
the first hour 10 mg is lost, 90 mg remaining; in the
second hour 9 mg is lost, 81 mg remaining; in the
third hour 10% of 81 mg (= 8.1 mg) is lost, leaving
(81 —8.1mg)=729mg ..., and so on.

Note again that each successive hour a smaller
absolute amount is lost, but this represents a con-
stant proportion of the body load.

If we now plot the same data points, but this
time take the logarithm of the plasma concentra-
tion, the curved line of Fig. 6a becomes a straight
line (Fig. 6b), and we can start to use it to derive
some useful information. First of all, let us think of
the body as a single, big compartment. What volume
does this compartment have? If the 100 mg of drug
we have injected intravenously were to be distributed
instantaneously through not only the vascular com-
partment but also any other tissue compartments it is
able to enter, it would be a bit like putting the drug

into a well-shaken container and getting instant mix-
ing. In this case the theoretical concentration of drug
in the plasma (Cp) at time zero (0) would reflect the
size of the compartment. So, if we extrapolate the
Cp—time line back to zero (the dotted line in Fig. 7),
we can estimate the plasma concentration of drug at
time 0. For the sake of argument let this turn out to
be 10 mg/l, which we will call C},0. Then, if we in-
jected a dose of 100 mg and the C,0 measured from
the graph is 10 mg/l, the volume in which it appears
to be distributed (usually abbreviated to V) is given
by

Dose
\4

~ Concentration (Cp0)

_ 100mg 100 mg/1 101
" 10mg/1  10mg

It has to be emphasized that drug only appears to be
distributed in this volume; we have not measured any
volume directly, but simply divided dose by maxi-
mum concentration, i.e. Vy is, mathematically, a pro-
portionality constant.

So, very simply, we have already calculated an
apparent volume of distribution for our drug — one
of the three variables (input, loss, volume) that de-
termines the plasma concentration of the drug.

The apparent volume of distribution will be rea-
sonably consistent if measured repeatedly in the

Plasma drug concentration (logarithmic scale)

Cp0 +

Fig. 7. Simulated plasma drug concentration (in logarithmic scale) vs. time curve.
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same individual with the same drug, but would be
independent of the intravenous dose given. As you
might guess it may change with weight loss and
under- or over-hydration. Values given for a range of
drugs appear as tables in textbooks, and are usually
derived from healthy individuals and less commonly
extend to sick patients (it is easier to measure appar-
ent Vq in healthy people!).

If you do look up apparent volumes of distribu-
tion for different drugs you will find some which are
remarkably high, and you may have difficulty un-
derstanding how that can be. Again it is important
to remember that apparent Vjy is not a real measured
volume, but a mathematical expression.

To illustrate this point, let us look at a different
drug — say digoxin, commonly used to treat atrial
fibrillation with a rapid ventricular rate. This drug
is seldom given intravenously because it takes about
six hours to redistribute from the circulation into tis-
sues, and there is therefore little or no advantage
overall in intravenous administration if the patient
can swallow and absorb the digoxin preparation. For
the sake of this example, let us assume that 0.5 mg of
digoxin has been given orally on two occasions, six
hours apart, to a patient with atrial fibrillation and a
fast ventricular response.

We ask the laboratory to measure the plasma
digoxin concentration at 12 hours after the first dose,
and find it to be 1 pg/l. Can we get any idea of the
apparent volume of distribution?

The maximum possible amount of digoxin pre-
sent in the body at 12 hours, if it were completely
absorbed and not lost at all, would be (0.5 + 0.5) =
1 mg. The plasma half-life (the length of time it
takes for the plasma concentration to fall by 50%)
of digoxin in normal individuals is around 36 hours,
so at 12 hours after the first dose we would anticipate
rather less than 1 mg to be retained — probably about
0.6 mg if digoxin in this case is 70% absorbed. So a
very crude estimate of Vg would be

Amountin pody
Cp

_0.6mg 600 pg 6001

Lpg/l lpg/l
This is a bit of a surprise as the patient only weighs
62 kg and therefore has a total body water content of
around 40 1 at most. How can an apparent volume of
distribution be so much bigger than any physiologi-
cal volume?

Va=

Fig. 8. A fishbowl filled with 1 liter of water containing
500 eggs.

To understand this apparent nonsense, let us look
at an analogy. Instead of drugs and blood let us sub-
stitute water and ants’ eggs.

Figure 8 shows a fishbowl — the sort you have on
a table at home for ornamental fish. The capacity
of the bowl is 1 liter. For some reason best known
to yourself you decide to confirm the volume of the
bowl by seeing to what extent ants’ eggs are diluted
when put in the water. You insert 500 ants’ eggs and
stir the bowl. When mixing is complete you with-
draw a 20 ml sample and count the eggs. If you have
done a good job of mixing you should find 10 eggs
in the 20 ml sample. Knowing a bit about measuring
volumes you calculate as follows:

I put 500 eggs in the bowl. After mixing
I found 10 eggs in 20 ml, i.e., a concentra-
tion of 0.5 egg/ml. If 500 eggs went in it ap-
pears that they are distributed in a volume of
(500/0.5) ml = 1000 ml or 1 liter.

(As you knew the volume of the bowl to start with,
this has not got you very far — but is reassuring.)

Now introduce a complication (see Fig. 9). The
goldfish has devoured 250 of the 500 eggs, but you
did not know it. So now there are only 250 eggs dis-
tributed in the water of the bowl. You ensure ade-
quate mixing — producing acute vertigo in the gold-
fish — and sample 20 ml of the water. You find on this
occasion only 5 eggs, or 0.25 egg/ml.

Applying the same formula,

Added eggs (dose) 500
Concentration of 20 eggs ~ 0.25°

you find that the apparent volume of distribution is
500/0.25 = 2000 ml, or 2 liters. But you know that
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Fig. 9. A fishbowl filled with 1 liter of water and 500 eggs,
250 eggs are in the fish stomach.

the true volume is only 1 liter. So in this instance
you appear to have measured a volume double that
of actual volume — and it is all because there is a high
concentration of eggs inside the fish.

Back to drugs — if we give a drug and it is taken
up and concentrated in particular tissues (the ‘fish’)
this is not easy to measure. However it reduces the
amount of drug left in the plasma compartment (the
‘water’ in the goldfish bowl), but it is from this com-
partment that we take our sample, measure the drug
concentration, and do our calculations. So if we mea-
sure an apparent volume of distribution greater than
any actual, conceivable physiological volume, it tells
us one thing. The drug is being taken up and concen-
trated in tissues outside the plasma compartment.

In the case of digoxin we can visualize what is
happening. The site of action and binding site of
digoxin is to tissue Na™ K+ ATPase. This enzyme is
distributed very widely in tissues, and particularly
in excitable tissue, which depends on it to restore
sodium/potassium balance to resting levels after ex-
citation. Digoxin preferentially distributes therefore
to these tissues, and a disproportionately small com-
ponent is left in the plasma compartment from which
we sample.

It is difficult for us to come to terms with appar-
ent volumes of anything. Remember it is an impor-
tant and useful concept and not a real volume. Later
in this chapter (Section IV) we will show how it can
be used to calculate doses of drugs — often those
which are given in an emergency situation.

However, our experiment with the intravenous
drug bolus can give us much more information than
the apparent volume of distribution. As we took
away all the uncertainty about input by putting the

drug directly into the vascular compartment, the
curve must also be telling us a lot about the loss of
drug, and the rate at which this is occurring.

Figure 10 compares two curves obtained in the
same individual after intravenous bolus injections of
100 mg of two different drugs. Notice that if we ex-
trapolate the curve back to zero both cut the x-axis at
the same point, i.e., they have similar apparent vol-
umes of distribution. But the obvious difference is
the slope of the two curves. Drug B is being lost
from the plasma compartment much more rapidly
than Drug A, and the rate of loss, or more exactly
the proportion of total body drug being lost in each
hour, is much greater for Drug B than Drug A.

This tells us a lot about the rate of drug clear-
ance, but nothing about where it is being lost (kid-
ney, liver, skin, lung). If you visualize it being lost at
multiple sites, then the curve represents the sum of
the clearance rates through all of these sites, i.e., the
total clearance of the drug from the body.

The slope of the line gives the value of the elim-
ination rate constant — often abbreviated to K¢ —
which is measured in units of h~! (think of it as ‘per
hour’) or min~! for a very rapidly eliminated drug.
What this means from a practical point of view is
that K¢ is a measure of that constant proportion of
total body drug load which is eliminated in each unit
time period (i.e., a K¢ of 0.1 h~!, means that 10%,
0.1/1 expressed as a percentage, of the body drug
load is being eliminated each hour; a K¢ of 0.05 h™!
implies a constant 5% loss per hour).

Putting together the two ideas of apparent volume
of distribution of a drug, and its elimination rate con-
stant, you can see that, if K¢ is 0.1 h~1, 10% of the
volume appears to be cleared of drug in each hour.

So the total clearance of any drug is given by
Vg () x Kep (h™1) = (V4 Kep) I/h, and is expressed,
as is for example glomerular filtration rate, as units
of volume per time period. We will use this concept
of measuring clearance later in this section, and in
clinical applications in Section IV. Tables of drug
clearance are commonly set alongside those for ap-
parent volume of distribution of common drugs in
textbooks which list kinetic data.

Before leaving the simple single dose experiment
of Fig. 6 there is one more point to make. Drug clear-
ance goes on by losses of constant proportions of
drugs in each unit of time. Therefore, theoretically
at least, a drug is never entirely cleared! This is not
a useful concept for clinical practice, but we do need
some way of estimating how long it will take for,
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Drug concentration (logarithmic scale)
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Fig. 10. Simulated drug concentration versus time curve after intravenous administration of two different drugs to the same
individual.

say, a very high and perhaps toxic plasma concentra-
tion of a drug to fall into the therapeutic range. The
convention has arisen of describing this variable for
individual drugs as the half-life, or Ty > (sometimes
written 7'/2), which is defined as the time taken for
the Cp, to fall by 50%. It obviously is related to the
elimination rate constant — the steeper the slope, the
shorter the time for plasma concentration to fall by
50% — and conversely the shallower the slope (the
lower the K¢}), the longer the time for plasma con-
centration to fall by 50%. Thus, K and T}/, are in-
versely related, and can be calculated the one from
the other:

T 0.693 . 0.693
1/2 Ka 0 el T
From one simple experiment with an intravenous
drug bolus we have been able to derive estimates
of apparent volume of distribution, total drug clear-
ance, elimination rate constant, and plasma half-life.
We have however (and quite deliberately by choos-
ing the intravenous route), learned nothing about the
input side — drug dissolution, absorption and passage
through the liver — and that can only be done by giv-
ing the test drug orally.

I.a.2. A Single Dose Given Orally

For this experiment we will use the same willing (!)
subject, and instead of giving 100 mg by intravenous

bolus we will administer the same dose of the same
drug orally — preferably on an empty stomach as this
will take away the impact of food on gastric mixing
and emptying (if we needed to know about interac-
tions with food and gastric emptying we could repeat
the experiment on another day after food had been
taken).

Again we will take blood samples at intervals af-
ter dosing, measure plasma drug concentrations, and
plot the results on a linear graph (Fig. 11). The first
and obvious thing to note is that the plasma concen-
trations rise to a maximum at around 1 h, whereas, of
course, the early plasma concentrations taken soon
after the intravenous bolus were the highest. The
time to reach the peak plasma concentration after an
oral dose is often abbreviated to 7,5, and the con-
centration itself to Cppax — the maximum concentra-
tion achieved after that dose.

Notice that the Cpax is substantially less than
that achieved with the intravenous dose, although
we would anticipate the same volume of distribution
in this same individual, and similar drug clearance
rates. This probably implies that the full amount of
ingested drug has not been absorbed from the gas-
trointestinal tract, or that some has been taken out
and lost in the liver.

If we wanted to calculate the proportion of drug
absorbed out of the initial 100 mg oral dose we now
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Plasma drug concentration (logarithmic scale)

Time

Fig. 11. Plasma drug concentration vs. time curve after administration of oral dose.

Plasma drug concentration (logarithmic scale)

Time

Fig. 12. Plasma drug concentration (in logarithmic scale) vs. time curves after administrations of oral and intravenous

have the data to do so. In Fig. 12 the concentration—
time curves for both oral and intravenous dosing
of the test drug have been plotted. This immedi-
ately points out the difference in Cpax between the
i.v. and oral dosing. Notice also the close similar-
ity of the later points of both curves. At this stage

the early absorptive processes are playing little role
in determining plasma concentration, which is gov-
erned almost entirely by drug clearance. If measures
of K. were to be made from both curves (plot-
ted logarithmically) they would be found to be the
same.



138

Drug Benefits and Risks

So the major difference between the two curves is
attributable to drug absorption in the oral dosing ex-
periment. The extent of that difference can be mea-
sured by comparing the area under each of the curves
(there are several mathematical ways of doing this,
which can be found in textbooks of pharmacokinet-
ics if you are interested in pursuing this).

The intravenous curve is, by definition, a repre-
sentation of 100% bioavailability as the drug was
put in its entirety into the vein. The oral curve has
an area under it approximately 75% the size of the
intravenous curve, and this suggests that 25% of the
oral dose failed to get into the circulation. The oral
bioavailability of the drug is the proportion getting
into the vascular compartment, and can be measured
if there is an intravenous dose curve available for
the same subject at the same dose. In this example,
F (the fraction bioavailable) is 0.75. It might be as
high as 1.0 (100%) for some steroids, or as low as
0.1 (10%) or even less for poorly absorbed amino-
glycosides.

Returning to drug input, we can now characterize
it by measuring Cpyax and Tax — and its extent by
estimating oral bioavailability.

Il.a.3. Repeated Oral Dosing with Measurements
of Blood Plasma Concentration over Time

In clinical practice drugs are given orally whenever
possible to avoid injections, but how do we decide

Plasma drug concentration (mcg/mL)

how often to give them — once, twice, or thrice a day?
(This was the question at the very beginning of this
chapter.) Imagine we are repeating the experiment
of Fig. 11 but on this occasion we are repeating the
oral dose at 8 hourly intervals. The concentration —
time profile might look something like Fig. 13. How
might the pattern of plasma concentration affect the
action of the drug? If the effect of the drug needs
to be continuous and uninterrupted, as for an anti-
arrhythmic or anti-convulsant drug, then giving the
drug 8 hourly will only keep the plasma concentra-
tion in the therapeutic range for a total of around 8
of the first 16 hours. Equally, the doses given do not
raise the plasma concentration into the toxic range at
any point. On the other hand this might be a totally
appropriate regimen for an antibiotic, where bacter-
ial ‘kill’ is achieved by a high transient peak plasma
concentration, with rapid fall in concentration there-
after ahead of the next peak.

To improve matters let us increase the size of each
dose, keeping the frequency 8 hourly. The profile in
Fig. 14 might be obtained.

Now the plasma concentration is in the therapeu-
tic range for 12 of the first 16 hours, but it is also
in the toxic range for 4 of these hours. So increasing
the dose prolongs the effect, but increases the risk of
toxicity. If we go back to the original dose, but give it

8

12 13 14 15
Time (hours)

9 10 11 16

Fig. 13. Plasma drug concentration vs. time curve after administrations of multiple oral doses at 8-hour intervals.
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Fig. 14. Plasma drug concentration vs. time curve after administrations of larger multiple oral doses at 8-hour intervals.
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Fig. 15. Plasma drug concentration vs. time curve after administrations of multiple oral doses at 6-hour intervals.

more frequently (6 hourly), we might get the profile
of Fig. 15. In this case the peak plasma concentra-
tions rise with each successive dose (because there
is residual drug in the plasma at the time each new
dose is given), but after 5 doses the plasma concen-
trations have reached a consistent pattern — oscillat-

ing over each dose interval but remaining within the
therapeutic range. The major determinant of the time
it takes to reach this ‘steady state’ is the half-life of
the drug in the plasma. For oral dosing this usually
works out at 5 half-lives when the drug is given at an
interval close to its half-life.
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At steady state, by definition the total drug clear-
ance, or loss, is equal to drug input and plasma con-
centration oscillates around an average figure. How-
ever two situations occur which can provide prob-
lems in dosing.

First, think of a drug with a short half-life — say
1% hours — which you would like to give by mouth
but whose effect is critically dependent on its plasma
concentration. It is just not practical to ask patients
to take a compound every 1% hours without fail!

The solution to this problem has been the devel-
opment of oral ‘slow-release’ preparations — formu-
lations of the drug in a matrix from which it slowly
leaches out allowing for intestinal absorption over a
period of many hours. T, for these preparations
may be as high as 10-12 hours after ingestion.

All new developments have a flip side. The
availability of slow-release theophylline has
produced new problems for toxicologists. In
overdose theophylline is potentially lethal.
When a poisoned patient arrives at hospital,
a plasma concentration is measured and, for
most drugs, it can reasonably be assumed that
the absorptive phase would be nearing com-
pletion (or can be shortened by gastric aspi-
ration or giving charcoal by mouth). No such

comfort exists with slow-release preparations
which, beyond the reach of the gastric tube
and only partially adsorbed to charcoal in the
intestine, may go on presenting fresh drug for
absorption for many hours. The technique of
whole bowel lavage — literally flushing the
gut — has been introduced to combat this prob-
lem.

The second problem is that of drugs, which can
saturate their elimination mechanisms at plasma
concentrations, which are within the therapeutic
range. Perhaps the most important example is that
of the anti-convulsant, phenytoin.

To grasp the concept of saturation think of a
narrow gate at the entrance to an athletics stadium
(Fig. 16a). As the athletes begin to arrive at the end
of the marathon race there is very little hindrance
to their entering the ground. As their numbers in-
crease, the narrow gate still allows them to enter at a
rate proportional to their numbers. However, as the
majority of the athletes arrive, their number exceeds
the capacity of the narrow gate to let them in. The
capacity of the gate has been exceeded and only a
constant number can get into the stadium in any one
unit of time (Fig. 16b). If we plotted the rate of entry
into the stadium against the numbers of athletes try-
ing to get through the narrow gate it would look like

()

(b)

Fig. 16. Graphic illustration of the concept of saturation.
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Fig. 17. Saturation of the rate of entry due to a limited capacity.

Fig. 17. In summary, the rate of entry to the stadium
is proportional to the number coming to the gate un-
til its capacity is saturated when the rate of entry
becomes constant no matter how many are trying to
get through.

If we apply this concept of saturation to drug
elimination we get a similar picture. The anti-
convulsant phenytoin depends critically for its elim-
ination on one enzyme reaction (to produce the
p-hydroxy-phenyl metabolite) and this, like the turn-
stile, can exceed its capacity to metabolize the drug.
Phenytoin is then eliminated at a constant amount
(not a constant proportion) per unit time. If input
then exceeds this elimination capacity (and volume
of distribution does not change), plasma concentra-
tion will rise rapidly into the toxic range.

In clinical practice we increase the dose of pheny-
toin cautiously when we think we are approach-
ing the saturation point and the manufacturers have
recognized this problem by providing not only a
standard 100 mg capsule but also a 30 mg capsule
so that we can approach the saturation point gently.

This phenomenon of saturation is seen with al-
cohol (ethanol) which rapidly saturates its first
metabolic enzyme, alcohol dehydrogenase, and
thereafter is eliminated at a constant rate, which ap-
proximates 10 ml per hour. And this is the figure
you will find in many textbooks. However, as the Cp,

reduces it drops down below the saturating concen-
tration and begins to fall by constant proportion (i.e.,
exponentially) just like other drugs.

A general principle emerges that saturation kinet-
ics apply when a drug’s concentration is rising into
the toxic range. (This also seems to imply that our
enzymes were not designed to handle drugs like al-
cohol except in very small quantities.) Because the
slope of the curve when saturation has occurred is
quite flat i.e., not rising at any rate at all, this form
of kinetics is referred to as “zero-order” kinetics
in contradistinction to the conventional exponential
curve which can be expressed by a single exponent
(arising, but consistent slope) and is called “first or-
der”. In general terms, “zero-order” kinetics operate
mostly when the plasma concentration is in the toxic
range.

IL.b. Implications of Different Routes of
Administration of Drugs

Earlier, in Section I, we looked at some of the many
different routes by which drugs can be given but did
not follow up on the implications of these for the
rate and extent of absorption of the drug. Figure 18
shows some of these routes.

I1.b.1. Sublingual

Gyeceryl trinitrate is a vasodilator drug used for the
relief of cardiac pain on exertion — angina pectoris.
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Fig. 18. Absorption processes from different routes of ad-
ministration.

If swallowed it undergoes extensive metabolism in
the gut and liver and only a tiny fraction reaches
the systemic circulation and then only after an un-
acceptable delay. Giving it under the tongue allows
the formulation to disintegrate and the active drug is
readily absorbed through the buccal mucosa. Drug
molecules cross directly into the venous system and
rapidly get into the superior vena cava. and there-
fore into the vasculature. The response to sublingual
glyceryl trinitrate is very rapid and this is a very ef-
fective way of relieving the pain. Note that the drug
is in this way spared the action of drug metabolizing
enzymes until after it has acted on its target tissue.

I1.b.2. Transdermal

Increasing numbers of drugs are being formulated
in a way that permits delivery through the skin. We
tend to think of the skin as a poorly permeable layer
but in fact it can transport drugs quite rapidly and is
a convenient way of giving drugs which we want to
leach out of a slow release formulation over a period
of a few to many hours.

One of the toxic hazards of organo-phosphate
insecticides comes from their ability to cross

the skin and both patients and staff attending
them must either have the skin thoroughly de-
contaminated or protect the skin in some way
to prevent further absorption.

Skin presents a big surface area for absorption
and drug administration does not involve injection.
Amongst the drugs given in this way are glyceryl
trinitrate in a slow release preparation, which is of-
ten applied to the chest as a patch from which the
drug is slowly absorbed over 12-24 hours. There is
no good reason why the patch should be applied on
the chest of course — except that that’s where the pa-
tient experiences the pain! The drug might just as
well be put on the back as the front of the chest.

How does the drug travel? Recall your anatomy
and the venous drainage of the skin and you will
realize that drug gets into the systemic circulation
without going through the liver — so once again the
metabolic impact of going through the portal circu-
lation is prevented.

Other drugs given by this route include oestro-
gen for the relief of menopausal symptoms, nicotine
for the treatment of withdrawal symptoms in patients
who have given up smoking and hyoscine for the
prevention of motion sickness (for some reason the
convention in some countries is to put the patch be-
hind the ear! — presumably this is either because it
is out of sight there or because someone decided it
should be near to the semicircular canals — the organs
concerned with balance — the drug will take its route
through the venous system and into the inferior or
superior vena cava no matter where it is positioned
on the body).

I1.b.3. Subcutaneous and Intramuscular

These are common routes used when a drug has to
be given by a non-oral route. Insulin is a good ex-
ample of such a drug for, as we have seen, it is
not possible to give it by mouth and all insulin-
dependent diabetics learn to give themselves subcu-
taneous injections — often into the abdominal wall.
Think again about the anatomy of the area and you
will realize that the drug will be absorbed into the ve-
nous system and reach the inferior vena cava without
passing through the liver and thus first-pass hepatic
metabolism is by-passed.

The intramuscular route is normally used where
a muscle bulk is required to receive a large or poten-
tially painful fluid volume — such as repeated doses
of antibiotics when the oral route cannot be used,
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perhaps because the patient is vomiting. Removal
of drug from the muscle can be quite rapid but this
depends on the vascularity of the muscle and the
nature of the drug formulation. A drug “bound” to
a large transporting molecule such as protamine—
insulin formulations and given by injection may act
as a depot and only allow the drug to be released
over a prolonged period of time — e.g., many hours.
Depot preparations of antipsychotic drugs may be
used in the management of schizophrenia and benza-
thine penicillin, again in a slow-release preparation,
is commonly used to provide prophylaxis against
recurrent streptococcal infection in young patients
who have had rheumatic fever.

I1.b.4. Rectal

Drugs given into the rectum are usually wrapped
up in some slow delivery matrix so that they are
absorbed slowly. An exception is the antimicrobial
metronidazole, which can be given through the rec-
tum to achieve as high plasma concentrations as can
be achieved with oral or even parenteral administra-
tion.

Again, consider the anatomy of the absorptive
pathway. Apart from the anal margin the rectum has
venous drainage directly into the portal venous sys-
tem and so any drug absorbed from the rectum will
be subject to extraction and/or metabolism before
reaching the systemic circulation. There is therefore
no particular advantage to giving a drug with a high
first-pass clearance by this route.

Suppositories (the name given to drug prepara-
tions, which are inserted into the vagina or rec-
tum) can also be used to allow the slow release
of a drug through the night. Examples include the
non-steroidal anti-inflammatory drug, indomethacin,
used for the relief of the joint pain and morning joint
stiffness in rheumatoid arthritis and the bronchodila-
tor drug, theophylline, in patients with asthma who
are troubled by nocturnal wheeziness which inter-
rupts their sleep.

I1.b.5. Inhaled Route

Several inhaled drugs are used for the relief and
management of asthma. The drug, formulated into a
solution which can be reduced to fine particles, is in-
haled from an inhaler device and most patients over
the age of about 6 years can be trained to use the de-
vice so as to get an effective dose into the bronchial
tree. How far does the drug go? Studies have shown

that the inhaled drug (corticosteroid or beta-2 ago-
nist) does not get far beyond the secondary branches
of the bronchial tree but is capable of producing a
full therapeutic benefit at this level.

It is naive to believe that the inhaled drug will
not be absorbed to some extent. Ask any asthmatic
about the effects they experience from two puffs of
salbutamol from an inhaler and most will tell you
about the fine tremor (sometimes bad enough to pre-
vent them writing for a while) which they get. This
must reflect systemic absorption from the bronchial
mucosa and re-emphasises the point that many drugs
can penetrate most body mucosae.

II.c. More Complex Drug Kinetics

It was emphasized above that the “models” of the
body we have discussed in this section are very much
an oversimplification. The body does not really be-
have all the while like a single big compartment
and drugs do not always leave the body precisely
along a single straight line (when plotted logarith-
mically) but sometimes the findings are better “ex-
plained” mathematically by a combination of loss
from two “compartments” each having its own vol-
ume of distribution and elimination constant. Full-
time pharmacokineticists like to spend their time re-
fining the “models” for particular drugs or medical
conditions. But in the world of normal medical prac-
tice the conditions are seldom so nicely controlled
that we can make these calculations. Very often we
are lucky if our patients take their medicines in a
way resembling the ideal (it is estimated that only
about 50% of hypertensive patients are fully compli-
ant with their medicines), many omit doses and most
would not take their drugs precisely at the suggested
times. In our experience more complex models are
not useful in the clinic and only rarely at the bed-
side.

However, there is one more relatively recent de-
velopment in pharmacokinetics, which is important
to note. As we went through the measurement of the
concentration—time curve for the single intravenous
or oral dose, did you consider what the “volunteer”
had to do? He or she probably had to be at the lab-
oratory without having had anything to eat, to have
a cannula put into one of the forearm veins so that
repeated blood samples could be withdrawn at reg-
ular intervals — usually up to and beyond 24 hours
from dosing. You can see that this would just not be
a possible thing to do in a sick child or an elderly
patient with a major medical problem. So how do
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we get kinetic data about drugs in order to establish
their correct dose and dose interval if we cannot get
repeated samples from the same individual?

The answer is a technique called population ki-
netics. In this, blood samples are taken on a few oc-
casions, carefully timed in relation to the previous
drug dose, in as big a population as can be observed.
The blood samples may be obtained at widely dif-
ferent time points after dosing and all are analyzed
for drug concentration. The next step is a statistical
treatment of the results which makes the assump-
tion that all the patients belong to one big, if vari-
able, population. A spread of data points is obtained
over the dose interval and one gigantic “curve” of
concentration—time relationships created. If the pop-
ulation is big enough, the mathematics iron out any
awkward individuals whose data do not fit the over-
all pattern and from this derived “curve” the kinetic
parameters we have been discussing can be deduced.

As an example, a study looked at the kinetics of
a new drug for the movement disorder, Parkinson’s
disease. The manufacturing company organized a
study in which their drug was given to 275 patients
with the disease. It was used in varying doses (this
was a dose-finding study in the early stages of devel-
oping the drug) and between 5 and 8 blood samples
were taken from each patient — generating over 1400
blood samples for analysis in total. From analysis
of all these data they were able to calculate the nor-
mal kinetic parameters such as clearance, volume
of distribution and so on. What is particularly inter-
esting is that the values for these items, calculated
in this way, were very close to those obtained from
the more controlled type of single and multiple dose
studies we have been considering above.

In the next section of this chapter we will look at
some of the factors that can influence drug kinetics.
There are many of them, yet the general experience
is that about 80% of all patients with a particular
condition can be treated adequately and well with a
“standard” treatment regimen. Most of the variabil-
ity seems to reside in the remaining 20%.

Population kinetics exploits these resemblances
and, by using very large numbers of samples,
smooths out some of the differences that do exist.
The development of this technique has enabled us
to have data to guide our prescribing even where it
would be unethical or simply impossible to get the
same data from the rigorous investigation of a much
more limited number of people.

III. FACTORS WHICH MODIFY DRUG
KINETICS

Up to now we have assumed that the people in whom
we have examined drug kinetics have been fit and
healthy, and physically very similar. In reality peo-
ple come in all shapes and sizes — young, old, well
or sick — and there is no reason to expect that the ki-
netics of drugs in them will be the same. In fact, the
reality is that in clinical practice we will quite often
have to adjust drug doses according to a patient’s re-
sponse. The old saying ‘the right dose of a drug is
that required to produce the desired effect without
unacceptable side-effects’ is right as far as it goes —
and implies that there are major differences between
individuals which might well be based on either
different drug kinetics or different response to the
same plasma concentration. Nevertheless, those who
compile national Essential Drug Lists, and Standard
Treatment Guidelines, find that the drug list and the
dosage guidelines cover the needs of at least 80%
of the population — which implies close similarities
among most people in any individual population in
the way they handle and respond to drugs. It is in
the 20% who respond differently that we are likely
to find the factors that explain widely differing re-
sponses.

As you read through each of the factors that
may modify pharmacokinetics, work out for your-
self what may happen to drug input, distribution and
loss, and therefore to the plasma concentration of
drugs affected by these factors.

IIL.a. Age-Related Factors

For a fuller treatment of age-related factors, see
Chapters 12 and 13.

IHla.l. Infancy

More and more babies are being born prematurely
(elective Caesarian sections for pregnancy-induced
hypertension, diabetes, foetal distress of varying
kinds). Neonatal units need highly specialized skills
in managing these tiny creatures — occasionally as
much as 10-12 weeks premature. Among the very
many special problems of the premature baby are
those related to drug administration and elimination.

Some oxidative (Phase I) drug-metabolizing en-
zymes are already present in the human foetal liver
as early as 12 weeks after conception. Others pro-
gressively appear as foetal age advances, although
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so far it has not been possible to find Phase II con-
jugating enzymes, mediating glucuronidation (the
process of adding the glucuronic acid molecule to
the drug or its oxidative metabolite(s), which makes
the product more water-soluble). This may mean that
a drug administered to a neonate may be poorly, if
at all, metabolized, or alternatively may be metab-
olized along an alternative pathway to that of the
adult.

The analgesic paracetamol is largely excreted
in the urine of adults as the glucuronide, only
around 30% appearing as the sulphate. When
human foetal liver cells were incubated with
paracetamol, however, they produced the sul-
phate conjugate but no glucuronide.

Again, theophylline, which is only excreted
in adult urine as oxidative metabolites, is ex-
creted almost entirely as unchanged drug in
the urine of premature infants.

Drug-metabolizing enzymes can be very imma-
ture in both premature and full-term babies. There-
fore, drug plasma concentrations may be much
higher after doses (per kilogram) which would be
perfectly acceptable and safe in older children.

Renal development is also immature in both the
premature and the full-term baby. At birth overall
renal function is approximately 20% of the adult
value, but increases rapidly up to around one year
of age when it is usually the same as that of an adult
(when adjusted for body size). Glomerular filtration
rate in particular may increase four-fold over the first
week of life. As renal blood flow, glomerular filtra-
tion rate and tubular secretion of drugs are all low in
the neonate, drugs cleared by the kidney need to be
given in reduced dose — particularly if the drug has
a narrow ‘therapeutic window’, and the potential to
produce toxicity if C}, rises too greatly.

II.a.2. Childhood

Renal function matures to its peak between 5-12
years of age, and glomerular filtration rate may ex-
ceed adult values when corrected for body surface
area.

Drug-metabolizing enzymes also appear in full
range in the liver during early childhood, and some
drugs seem to be metabolically cleared more rapidly
at this time — e.g., sulphonamides metabolized by
acetylation. However, some of the conclusions about
drug clearance rates in children have been made only
on the basis of altered plasma Ti,, for the drug.

From Section II you will remember that clearance
equals Vg x K¢y or Vg x 0.693/ T/, (because K| =
0.693/T1/2). Therefore a change in half-life does not
necessarily signal a change in clearance unless it can
be guaranteed that Vy has not altered as well.

However, for some drugs, such as the anti-
convulsant phenytoin, there is good evidence that Vg
is not altered and that oxidative clearance is greater
than in adult patients.

111.a.3. Pregnancy

Pregnancy is associated with enormous changes in
physiological functions which start early in the first
trimester with vasodilatation and an increase in car-
diac output, possibly secondary to the vasodilata-
tion. Fluid retention follows, and intravascular vol-
ume may expand by up to 25-30% by the end of
the second trimester. Renal blood flow increases, and
glomerular filtration rate may be 50% higher than in
the non-pregnant state. Miraculously, almost all of
these changes return to normal within a week of de-
livery.

From the point of view of drug handling, there are
several distinct changes, which have been well doc-
umented. Firstly, haemodilution results in a lower
plasma albumin concentration and therefore an al-
tered partition between free and bound drug for
drugs that are tightly bound to plasma proteins.
While this does not appear to have a big impact on
drug response, some laboratories are able to mea-
sure free drug concentration in the plasma and this
may be a valuable addition to monitoring if patients
are receiving drugs whose effect is critically depen-
dent on free drug concentration — e.g., some anti-
convulsants.

Hepatic drug metabolism, on balance, increases
although not all families of metabolizing enzymes
are affected equally. In one study, pregnant heroin-
dependent women in the USA on stable methadone
maintenance treatment showed lower plasma con-
centrations as pregnancy advanced due to stimu-
lation of drug-metabolizing enzymes. Some mani-
fested methadone withdrawal symptoms necessitat-
ing an increase in oral methadone dose.

However, the major change with pharmacokinetic
implications is an increase in the renal excretion of
water-soluble drugs eliminated by the kidney. Peni-
cillins, aminoglycosides (avoided in pregnancy if
possible because of the slight risk of ototoxicity to
the foetus), and digoxin, all have their renal clear-
ance increased. This may mandate dose revision, al-
though the penicillins are commonly given in doses
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in excess of those required to eradicate organisms,
so dosage adjustments are not as large as might be
expected from the change in renal clearance.

Il.a.4. The Elderly

In most countries in the world life expectancy is ris-
ing. Therefore the proportion of elderly people in the
community is also rising. In Australia it is estimated
that at least 80,000 patients are admitted to hospital
each year as a direct result of problems with their
medication. Many of these are elderly, frail people,
often with multiple disease and usually on multiple
medications (drug—drug interactions are considered
briefly later in this section and, in more detail, in
Chapter 16). However some of their problems are
caused by a failure to recognize how the physiologi-
cal changes of ageing may affect drug kinetics.

Many other factors in drug use are also relevant —
poor vision and therefore difficulty in reading labels,
mental confusion, poor memory leading to failure to
remember if tablets have been taken or not, musculo-
skeletal problems preventing the opening of bottles
(particularly the ‘child-proof” variety which in our
experience are readily opened by children, but only
opened with difficulty by the elderly).

However, the physiology of ageing includes
poorer gastrointestinal absorption, somewhat re-
duced hepatic drug metabolism, and, commonly,
a loss of lean body mass. While all of these have
been documented, none is of as great a significance
as the loss of renal excretory function which is in-
variably present in old age.

Glomerular filtration rate increases from infancy
and through childhood, and remains at this level until
the 30s or early 40s when it begins slowly to fall. Re-
nal size shrinks as nephrons die and are not replaced.
By age 65 approximately half of the nephrons have
gone, and the process continues through the 60s and
70s. Why is it that many doctors fail to recognize and
allow for this when prescribing renally cleared drugs
to older people? One possible reason is the fact that
serum creatinine, a common marker of renal func-
tion, does not tend to increase as patients age.

Apply the same reasoning to this as to the level
(concentration) of any other substance in the blood —
be it a drug or an endogenous chemical. An unchang-
ing plasma creatinine means, if volume of distrib-
ution is unchanged, that input equals loss from the
plasma into the urine. Creatinine comes from crea-
tine released continuously from our muscles. In old
age muscle mass is less, and the input of creatine

from muscle to blood reduces. This should lead to
a fall in serum creatinine, but commonly it remains
unchanged in the ‘normal’ range. This either means
that the Vg for creatinine has reduced — not normally
the case in a well-hydrated person — or that creati-
nine clearance (loss) through the kidney has fallen.

The only way to be sure would be to measure
glomerular filtration rate using some exter-
nal marker substance, which is only excreted
through the kidney. Inulin is commonly used
for this purpose, but nowadays other mark-
ers exist such as >' Chromium-labeled EDTA
(ethylene-diamine-tetra-acetic acid) which can
be given by intravenous bolus (just like the
i.v. drug bolus given in the first experiment
in Section II), measuring the C}, of the EDTA
at regular intervals, plotting the concentration-
time profile, and calculating Vy and K¢ which
multiplied together give the clearance. The
great advantage of the EDTA method is that it
is radioactively labeled and the measurement
simply involves measuring the radioactivity of
each plasma sample using a suitable counter.
In fact elderly people have a reduced creati-
nine clearance, often balanced by the decline
in creatinine input with a resulting normal
serum creatinine. This is clinically impor-
tant because drugs which are cleared through
the kidneys need to be given in scaled down
amounts to prevent cumulation and possible
toxicity — e.g., gentamicin and other parenteral
aminoglycosides, digoxin.

If you have done some clinical work you may
have noticed that digoxin tablets come in two
dose sizes — 0.25 mg (usually white), and
0.0625 mg (or 62.5 microgram — often blue in
colour). One brand name is ‘Lanoxin PG’. Did
you know that the PG stands for paediatric-
geriatric which recognizes the immature kid-
neys of the infant and the failing kidneys of
the elderly and the need to give smaller doses
at both ends of life to avoid digoxin toxicity?

Table 1 summarizes the physiological changes re-
lated to age or pregnancy.

IIL.b. Genetic Factors

Over the past 45 or so years one of the most fas-
cinating stories in clinical pharmacology has gradu-
ally unravelled. In the 1930s it had been recognized
that many of the original anti-infective drugs, the
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Table 1. Important age- or pregnancy-related physiological changes which may alter drug kinetics

Age Physiological change

Possible kinetic problems

Neonate Immature kidney

Immature drug metabolizing enzymes

Children Enhanced hepatic metabolism
Pregnancy Increased blood volume
Increased renal blood flow and GFR
Reduced plasma albumin
Increased hepatic metabolism
Old age Reduced absorption ]

? Reduced metabolism | —
Loss of body mass ]
Reduced renal function —

Risk of Cy rise if dose not adjusted

Occasional need for increased dose/kg

Altered drug distribution between protein
bound and free forms

Greater excretion of renally-cleared drugs
May need increased dose to maintain
effective Cp

Few practical consequences

Risk of toxicity with renally-cleared drugs

GFR, glomerular filtration rate.

sulphonamides, were metabolized by being acety-
lated and that the reaction (a Phase I reaction) oc-
curred predominantly in the liver. The enzyme in-
volved was called N-acetyltransferase. When the
metabolism of isoniazid (a drug still widely used in
treating tuberculosis) was investigated in the 1960s
it was partly in an attempt to explain the clinical ob-
servation that some patients receiving it developed
the adverse response of peripheral neuropathy — ap-
parently as a direct consequence of taking the drug —
while some others were unfortunate enough to de-
velop jaundice due to hepatitis. There seemed to be
no obvious basis for the different adverse effects un-
til the rate of acetylation was compared in patients
taking isoniazid (or INH as it is also called). It was
shown that acetylation occurred at quite different
rates in these patients. Some were rapid and some
who were more likely to develop the adverse effects
were slow acetylators. The basis for this difference,
and the difference in toxicities, was shown to be due
to possession of differing forms of N-acetyl trans-
ferase (NAT) in metabolizing tissues and especially
in the liver. This division of a population into two or
more groups dependent on drug metabolizing capac-
ity is known as genetic polymorphism (poly — many,
morphism — forms).

It required the growth of molecular genetics to
probe the differences more intensely, and to discover
in the 1980s and early 1990s that the gene coding for
one of the two NAT (NAT I and NAT II) enzymes
could exist in various forms, and that each form gave
rise to a modified form of the enzyme which con-
ferred properties of rapid or slow acetylation. The

story became more complex as people of varying
races were investigated, and now there are known to
be around 12 variant forms of NAT II which confer
rapid, or slow, or intermediate rates of acetylation on
their substrates (Fig. 19).

Other drugs that are acetylated were investigated.
The anti-hypertensive drug hydrallazine, was known
rarely to cause, after a long period, a serious syn-
drome resembling lupus erythematosus, with skin
rash, arthropathy, and occasionally renal impair-
ment. Hydralazine is metabolized by acetylation,
and investigation of the, predominantly, younger
women who developed this syndrome showed they
were also slow acetylators of the drug. Hydralazine
is used much less nowadays and rarely for long-term
treatment, but in the 1970s it was common practice
to measure acetylation status in patients with hyper-
tension to avoid giving hydralazine to slow acety-
lators who were perceived to be at greater risk of
drug-induced lupus.

Another anti-hypertensive drug provided the next
step in recognizing and understanding genetic poly-
morphism. It was observed in the clinic that patients
with apparently similar degrees of hypertension re-
quired widely differing oral doses of the drug de-
brisoquine (now superseded and withdrawn from the
market) to control their blood pressure. The differ-
ences were found to be explained by differing rates
of metabolism to the 4-hydroxy-metabolite, some
being rapid hydroxylators or ‘extensive metaboliz-
ers’, and some slow, or poor metabolizers.

At this time in the mid to late 1970s, molec-
ular pharmacology was beginning to sort out the
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Fig. 19. Distribution of acetylator status among 67 Indonesian healthy subjects (from Santoso, 1983).

many enzyme families which had previously been
lumped together as ‘mixed function oxidases’, found
in the microsomes of the smooth endoplasmic retic-
ulum of the liver cytosol. A new naming system for
many of these enzymes was introduced at about this
time — which always starts with ‘CYP’ (earlier these
enzymes were all classified as ‘cytochrome-P450’
enzymes from which the ‘CYP’ comes). The en-
zyme which hydroxylates debrisoquine was named
CYP2D6, and was found to metabolize many other
drugs and also to be found in several isoforms — ge-
netically determined differences in enzyme structure
conferring differing enzymatic function.

Moreover individuals were found who had mul-
tiple copies of the gene (up to 12 copies has been
described in one Swedish family), and in these peo-
ple a substance such as debrisoquine is metabolized
so rapidly that virtually no therapeutic effect would
be seen, as the hydroxy-metabolite is not pharmaco-
logically active. These variants are inherited, and so
it is possible to characterize families by their inher-
ited drug-metabolizing enzymes, and the genes that
code for them.

Before this molecular basis for differing response
to drugs was understood, ultra-rapid metabolizers
would have been thought of as ‘non-responders’ to
the drug — or accused, falsely, of failing to take their
medication properly.

When anaesthetics are given it is common prac-
tice to give succinylcholine, a depolarizing muscle
relaxant with normally a short duration of action.

A rare genetic variant is found in some patients who
possess a form of butyrylcholinesterase, the metabo-
lizing enzyme, for which succinylcholine has a very
low affinity. The consequences are greatly prolonged
duration of action of the relaxant. Patients fail to re-
sume spontaneous respiration, and often have to be
artificially ventilated, sometimes for days, before the
relaxant effect disappears.

More recently the enzyme CYP3A4, which is
the most abundant drug-metabolizing enzyme in the
liver, has begun to be investigated. It is a major
metabolizer of the calcium channel-blocking drug,
nifedipine, of the antibiotic erythromycin, of the
immuno-suppressant cyclosporin used to treat trans-
plant rejection, and of many other commonly used
drugs. CYP3A4 may demonstrate up to a 10-fold
difference in enzyme activity between individuals
which, again, appears to be genetically determined.

These are just a few of the best known genetic
variants that can influence hepatic drug metabolism.
By definition, if a drug is pharmacologically active
in its own right, these genetic variants will strongly
influence the C}, of the drug by influencing its loss
from the plasma compartment.

There is no other genetic factor, which has a
greater effect on drug kinetics than genetically-
determined drug metabolism.

IIL.c. Inter-ethnic Differences

Once genetic polymorphism was recognized it was
not long before it was applied to apparent differ-
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ences in drug handling between races. However,

not all inter-ethnic differences are due to differing

metabolism. Not very many years ago a new drug
was launched in Australia, and shortly after in South

East Asia. The recommended oral starting dose was

the same in each locality, but it was not long before

patients in South East Asia began to experience ad-
verse effects rarely seen in Australia. First thoughts
suggested an ethnic difference in drug metabolism —
except that the drug was almost completely excreted
unchanged in the urine! The explanation was quite
simple. The average Australian weighs around 74 kg
and the average South East Asian weighs around

52 kg. The apparent Vy for the drug was directly

proportional to the body weight, and so South East

Asians were getting the same input into a substan-

tially smaller apparent V3 with a consequent higher

Cp than the Australians.

Inter-ethnic differences in drug metabolism have
become a trendy, and often quite exciting, line of en-
quiry. Results have often been quite surprising. For
example:

e Ultra-rapid metabolizers of debrisoquine (see
above) are fairly uncommon in many races (1-2%
in a Swedish/Caucasian population), but make up
21% of a Saudi Arabian study population, and
29% of a population studied in Ethiopia.

e Alcohol (ethanol) is metabolized initially to ac-
etaldehyde by the enzyme alcohol dehydrogenase.
Acetaldehyde is further metabolized by acetalde-
hyde dehydrogenase. The cumulation of acetalde-
hyde in the plasma is believed to mediate flush-
ing and gastro-intestinal discomfort, and possibly
headaches after alcohol. (‘Antabuse’, disulfiram,
is an inhibitor of acetaldehyde dehydrogenase de-
liberately given to produce this syndrome as part
of the treatment of alcohol abuse.) Caucasian sub-
jects are rarely deficient in acetaldehyde dehydro-
genase, but deficiency is common in some oriental
populations. This has been suggested to be asso-
ciated with their low rates of alcohol-dependence.

e A variety of ethnic differences have been de-
scribed in CYP2D6 function. The metabolic ra-
tio — debrisoquine/4-hydroxydebrisoquine ratio in
the urine — for a Chinese population was substan-
tially higher than that in a Swedish comparator
group — on average the Chinese are poorer me-
tabolizers of debrisoquine than the Swedes — and
there is no clear separation between normal and
poor metabolizers, i.e., there do not appear to be
two separate populations based on genetic poly-
morphism.

These are a few illustrations of the emerging pat-
tern of inter-ethnic differences in drug metabolism,
which is genetically determined.

Pharmacogenetics is the branch of pharmacol-
ogy/genetics, which studies these differences and
seeks to account for them in molecular genetic
terms.

III.d. Environmental Factors

For a fuller treatment of food—drug and drug—drug
interactions, see Chapter 15.

While genetic differences between people or
races are important, relatively rapid changes in the
way drugs are handled by individuals are commonly
the result of factors in the environment. A major ‘en-
vironment’ for drug molecules is the food we eat.

111.d.1. Food-Drug Interactions

We have already met several of the important con-
cepts in this topic, so now it is time to round them
up and bring out the major principles. In the first
place drug molecules clearly might interact with
food molecules in the lumen of the gut. Perhaps the
best-known example of this is the interaction be-
tween the tetracyclines and dietary calcium and iron.
The binding, which occurs between them, produces
a chelate, which is not particularly lipid-soluble,
and therefore the overall absorption of tetracycline
may be reduced to the point where plasma levels do
not achieve effective antibiotic concentrations. The
commonest dietary constituent to produce this bind-
ing is milk with its high calcium content. Tetracy-
cline ingestion should be separated from food as far
as possible.

Perhaps the most important effect of mixing
drugs and food in the stomach is the prolongation of
gastric emptying time produced by food. If we think
about the time taken for drug molecules to achieve
their Cpax it is obvious that gastric emptying is the
major component among several others. Swallowing
takes only a few seconds, tablet dissolution some
minutes, absorption through the intestine and pas-
sage through the liver (except with a slow-release
preparation) quite quick at around a few minutes.
Gastric emptying is the only component of the input
processes that can take up to 2—3 hours. It is usually a
fairly constant time for any one individual, although
the nature of the food in the stomach may shorten or
prolong (fatty meals especially) gastric emptying.

Some drugs slow down the rate of gastric emp-
tying to a great extent. Most of them have actions
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which are anti-cholinergic (oppose the actions of
acetylcholine, one of the endogenous mediators of
increased motility), and cause gastric stasis. They in-
clude the tricyclic anti-depressants and the phenoth-
iazines such as chlorpromazine. If a patient acciden-
tally or deliberately takes an overdose of one of these
drugs, and gets to hospital several hours later, you
might be tempted to think that it might be too late
to pass a gastric tube and aspirate any tablets. Most
often there are still residual tablets — or at least dis-
solved drug — in the stomach because it has not emp-
tied completely.

Taking drugs with food may not influence the
overall uptake and passage into the plasma (the oral
bioavailability), but often reduces the Cpax and in-
creases the time to peak plasma concentration, the
Tiax- If you are looking for a rapid effect, for ex-
ample from an analgesic, it is usually best to take it
either one hour before or up to three hours after a
meal.

There are occasional anomalies to the rule that
food reduces and delays peak plasma concentration.
The anti-fungal drug, griseofulvin, has enhanced ab-
sorption if taken with a meal — possibly because it
becomes emulsified by bile salts and passes more
readily into the lymphatic drainage of the gut which
bypasses the liver, entering the venous system di-
rectly. The immuno-suppressant cyclosporin, and
calcium salts in general, show a similar increase in
absorption when taken with a fatty meal.

At the level of the small intestine we have already
encountered the case of the amino-acid L-dopa,
which has to compete with dietary amino-acids for
uptake through an active transporter system in the
intestinal wall.

Finally, ingested foods can have an effect on
the enzymes that metabolize drugs. Grapefruit juice
(probable responsible constituent naringin) has a
rapid — after one glass of juice — inhibitory effect on
several of the Phase I oxidative enzymes. CYP3A4
in the intestinal wall in particular is inhibited, and
drugs which are normally partly metabolized there
become more bio-available (input increases). In one
experiment, the area under the curve of oral felodip-
ine, a calcium channel-blocking drug of the dihy-
dropyridine class, was increased by over 200% after
grapefruit juice and, reflecting this, both blood pres-
sure and pulse rate fell to a greater extent than with-
out the grapefruit juice. The same observation has
also been made with other dihydropyridines such as
nifedipine, or nisoldipine.

Cyclosporine, the immuno-suppressant, had its
Cp increased by 300% after grapefruit juice, with the
same oral dose (and no evidence of reduction in loss
or distribution volume).

An even more important interaction with grape-
fruit juice involved the now withdrawn anti-hista-
mine terfenadine. It too is metabolized in the gut
wall, predominantly by CYP3A4 enzymes, and into
a pharmacologically active metabolite — fexofena-
dine. However, the parent drug at high C, is car-
diotoxic, producing a prolonged QT interval on the
electrocardiogram, and provoking serious cardiac ar-
rhythmias, and on occasion sudden death. Inhibition
of terfenadine metabolism by grapefruit juice is be-
lieved to have lead to the death of a 29 year old man
who had taken just 2 glasses of grapefruit juice on
the day he died.

Less potentially serious efforts may be pro-
duced by vegetables of the brassica family (cab-
bage, sprouts, spinach) which increase the activity
of some oxidative enzymes, and possibly of conju-
gating (Phase II) enzymes also, leading to lowered
Cp of some analgesics — notably paracetamol.

One other impact of food on enzyme activity is
that of charcoal-broiled meats, and also of some con-
stituents of cigarette smoke which enhance the activ-
ity of another member of the large cytochrome fam-
ily of enzymes, the CYP1A sub-family. Enzymes of
this group are capable of activating a range of possi-
ble carcinogens, and it has been suggested that there
is a link between this activation and some human
cancers, although the evidence is not yet conclusive.

It is quite wrong therefore to think of food as an
inert player in the drug kinetics game. The defen-
sive mechanisms of the gut we considered in Sec-
tion I have evolved to deal with exogenous chemicals
from the environment. Food and drugs are merely
two forms of exogenous chemical, and it is not sur-
prising that they may interact at times as the body’s
defences do not distinguish between them.

II1.d.2. Drug—Drug Interactions

By now you will be comfortable with the idea that
the body treats drugs as just another set of chemi-
cals to cope with, and also the idea that drugs inter-
act with many molecules in many sites — with gastric
acid, with chemicals in food, with enzymes in the gut
and others in the gut wall and liver, with plasma pro-
teins in the blood, and (often transiently) with their
tissue receptor once they have got that far.
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It therefore should not come as a surprise that
drugs may interact with other drugs in many dif-
ferent ways. Although drugs may interact positively
with other drugs to potentiate their action, it is ad-
verse drug interactions that always steal the head-
lines — perhaps because some of them have dramatic
endpoints.

Many studies on hospital patients have docu-
mented the risk and the actual occurrence of adverse
drug interactions. Those articles which concentrate
on the potential of drugs to interact (as judged from
the treatment chart) always report a much higher po-
tential for interaction than those that assess actual
clinical events. Nevertheless it has been known for
many years that patients, particularly the elderly who
take multiple drugs for multiple conditions, have a
much higher rate of adverse drug response than a
comparable group taking only one or two different
drugs each day. It is probable that a substantial pro-
portion of these are drug—drug interactions. The el-
derly, of course, are more prone to manifest adverse
drug responses because of their declining renal, and
to a lesser extent hepatic, function.

An Australian local study conducted by med-
ical students measured the number of different
drugs being taken by patients aged 65 years
or more, at the point of admission to a teach-
ing hospital, for an acute medical condition.
The average number of different drugs was
6.4 per patient. The students then followed
the patients through their hospital stay when
the drug regimen was reviewed and amended.
At discharge the average number of drugs per
patients was ... 6.4, but they were a differ-
ent set of drugs from those taken on admis-
sion! There seems to be two possible morals
from this story. In the first place doctors are
good at starting drugs, but not so good at stop-
ping them, and secondly, as the populations of
both developed and developing countries age,
there will be increasing numbers taking multi-
ple drugs for multiple, valid reasons. It is par-
ticularly among them that great care should be
taken in choosing drugs and especially in mon-
itoring their effect, and ensuring that adverse
drug interactions do not occur, or are detected
early before catastrophic events occur.

With the expanding availability of medications
there is an increasing risk of interactions. Even
simple Essential Drugs Lists usually contain 200-
300 preparations, and the more generous list of

Government-subsidized drugs in Australia numbers
over 500 separate chemical entities (admittedly, in
the context of over 10,000 that are registered for im-
port and sale).

Studies of doctors’ prescribing show that the ma-
jority of experienced practitioners prescribe from
their own unwritten ‘limited list” or ‘personal formu-
lary’, which usually contains no more than 50 drugs
and seldom exceeds 70. Prescribing in a controlled
way gives doctors confidence in handling their own
‘limited list’, and obliges them to be aware of fewer
potential interactions than if they prescribe widely
using a big range of all the available drugs.

Drug may interact with drug to alter the pharma-
cological effect by an action on the effector site —
a dynamic interaction such as the potentiation of
alcohol-induced drowsiness by a sedating antihista-
mine. However, this chapter is about drug kinetics,
and the interactions we need to understand are those
altering the rates of input to, or loss from, the plasma
compartment, or the volume in which drugs are dis-
tributed, i.e., those factors which affect the C,, of the
primary drug and therefore its effect.

Logically these interactions can be grouped ac-
cording to the site at which they occur. Prominence
will be given to interactions that commonly cause
clinical events.

I11.d.3. Interactions Affecting Input into the
Plasma Compartment

I11.d.3.1. Interactions involving drug absorption.
Drugs may bind to other drugs in the gut. We have
already met the iron/calcium interaction with tetra-
cyclines, which reduces the absorption of the antibi-
otic.

Other drug molecules may do similar but less spe-
cific things. Cholestyramine, may bind drugs given
at, or near, its time of administration — the two best
documented interactions are with the anti-coagulant
warfarin, and the anti-arrhythmic drug, digoxin. The
result is a reduction in input and a loss of pharmaco-
logical effect.

The very poorly absorbed aminoglycoside, neo-
mycin, may also induce a malabsorption state which
can include other drugs such as oral penicillins.

Drugs which alter gastric pH (H»-blockers such
as ranitidine, proton-pump inhibitors such as
omeprazole) theoretically should alter the ionization
of polar compounds, i.e., those capable of dissoci-
ation in the physiological pH range. This in turn
should alter the fraction absorbed. However, while
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the mechanism undoubtedly exists, the clinical con-
sequences are few.

Changes in gastric emptying induced by drugs,
as with food, tend to alter the Cpax or Trax Without
affecting the overall bioavailability. The anti-emetic
metoclopramide accelerates gastric emptying, and is
used in this way to speed radiological examination
of the gastrointestinal tract. As most drug absorption
occurs in the upper small intestine it is not surprising
that metoclopramide may increase Cpax and reduce
Tmax- However, the total drug (paracetamol in one
experiment) absorbed is usually not significantly al-
tered.

111.d.3.2. Interactions involving metabolism. This
means metabolism which may occur in the gut wall
or in the liver. Several drugs inhibit CYP3A4 in the
gut wall, including erythromycin, the anti-fungals
miconazole and ketoconazole, and the H receptor-
blocking drug cimetidine. There is an enormous
list of compounds which are metabolized by this
enzyme. Some of them are not uniquely metabo-
lized by it, and for them there are ‘escape’ alterna-
tive pathways for metabolism. But significant clini-
cal events have occurred when inhibitors have been
given with cyclosporine (ketaconazole, often used
in transplant patients, increases cyclosporine input),
the calcium channel-blocking drugs nifedipine, and
felodipine (increased input, enhanced reduction of
blood pressure).

A different and opposite activity to drug enzyme
inhibition is the process of enzyme induction. This
simply means that when some drug metabolizing en-
zymes are exposed to drug substrate their amount in-
creases.

Enzyme induction occurs with a wide range of
drugs. Rifampicin, used widely for the treatment of
tuberculosis, can induce the metabolizing enyzmes
CYP2C9 and CYP3A4, and so (in contrast to ke-
toconazole which inhibits CYP3A4) produce more
rapid metabolism of, for example, cyclosporine, and
reduce its effect. Whether this is viewed as reduced
input (if the relevant CYP3A4 is in the intestinal
wall), or increased /oss as blood recirculates through
the liver which also contains CYP3A4, makes little
difference to the observable fact that plasma concen-
trations of cyclosporine fall.

Rifampicin, the anti-convulsants phenytoin, phe-
nobarbitone and carbamazepine, and the steroid dex-
amethasone, are amongst the best recognized in-
ducers of enzyme function, and their action nearly

always leads to a fall in the Cp of the interact-
ing drug. This is usually a cause of reduced activ-
ity except in the one case where the parent drug is
not the active species. In this event, enzyme induc-
tion may increase activity by increasing the rate of
metabolism of the parent drug to active metabolite.

111.d.3.3. Interactions affecting the apparent V4.
At one stage in the development of modern kinetic
understanding it was believed that displacement of
one drug from its binding site on plasma proteins by
another with greater affinity was a common interac-
tion which explained many clinical events. Much of
this belief came from experiments in the laboratory
where it was easy to demonstrate such displacement.
Unfortunately, isolated solutions of plasma proteins
do not tell the full story, for, in the body, a rising free
fraction of a drug is usually matched by enhanced
clearance and the re-establishment of a new steady
state.

Diuretics which reduce plasma volume may lead
to increased Cp of drugs distributed mainly to the
plasma compartment such as aminoglycosides.

I11.d.4. Interactions Affecting Loss from the
Plasma Compartment

I11.d.4.1. Interactions in the kidney. Many drugs
which are cleared by the kidney appear in the
glomerular filtrate, and may also be actively secreted
by the cells of the proximal tubule. This particu-
larly applies to weak acids such as the penicillins,
and some cephalosporins. This means that the re-
nal clearance of these drugs will normally exceed
glomerular filtration rate — indeed up to 70% of peni-
cillin clearance is attributable to this tubular mech-
anism. For years it has been known that probenecid
(a drug used to increase renal uric acid clearance in
gout) will compete with penicillin at this site to re-
duce its loss. This can be turned to good use if we
want to maintain high penicillin C,, for long peri-
ods — particularly if the patient is old and thin, or a
child, and the penicillin needed has to be given by
injection, e.g., benzyl penicillin for endocarditis or
osteomyelitis. Patients can be spared frequent large
injections by giving probenecid to maintain high Cp,
of penicillin.

As you might expect, the converse occurs, and
the renal elimination of methotrexate, an anti-folate
drug used to treat some malignancies as well as, re-
cently, rheumatoid disease and florid psoriasis, may
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be blocked by salicylates and some of the non-
steroidal anti-inflammatory drugs. This interaction
has provoked methotrexate toxicity. In clinical prac-
tice, a big overdose of aspirin may be fatal and needs
rapid action — enhancing renal elimination may help.
Once undissociated salicylate crosses into the renal
tubular lumen on its way through the kidney it can
do one of two things. If it remains undissociated it
may simply diffuse back through the tubular cells
and into the blood, or, if dissociated it may be much
more difficult for it to diffuse back and it is more
likely that it will pass out of the body in the urine.
So the therapeutic “trick” is to create an environ-
ment which will favour dissociation and thereby trap
the salicylate in the renal tubule. This can be done
by giving bicarbonate solution intravenously to raise
the urinary pH. It is a valuable strategy which also
works for poisoning with other weak acids such phe-
nobarbitone — barbiturates are all derivatives of bar-
bituric acid.

111.d.4.2. Interactions with biliary and gut excre-
tion. Combined oral contraceptives contain both
oestrogen and progestogen. The bioavailability of
the oestrogen varies widely from subject to subject,
and the low-dose preparations sometimes demon-
strate how relatively low the Cp is when women ex-
perience breakthrough bleeding. Oestrogens are me-
tabolized in the liver, and the Phase I reaction can
be accelerated by enzyme induction, for example
by phenytoin. Oestrogen is also largely eliminated
in the bile as conjugated products. Bacteria in the
gut possess enzymes (beta-glucuronidase in partic-
ular) which break down these products, releasing
free oestrogen which is reabsorbed and contributes
to the total plasma concentration. The importance of
this recycling is not very great if plasma oestrogen
concentrations are well within the range to suppress
ovulation. In other cases, however, the recycled oe-
strogen may be critical to maintain contraception.

In some well-documented cases given oral antibi-
otics, contraception has failed — presumably because
gut bacteria have been killed and the recycled com-
ponent of oestrogen lost with a consequent fall in
plasma oestrogen. It is possible to be ‘pregnant on
the pill’ in this case!

111.d.5. Drug Interactions with Herbal and
Traditional Medicines

Attitudes to herbal and traditional remedies in devel-
oped countries are divided between unjustified scep-
ticism on the part of some health professionals —

after all many of our present-day drugs came from
plant sources — to those with the mind-set that any-
thing that is natural must be both good and safe —
equally untrue as some of the most poisonous chem-
icals are found within plants. Developing countries
have a much more balanced approach, depending as
they do on traditional remedies for much primary
health care and recognizing that many useful herbal
products also have toxic potential.

Research groups are developing in many coun-
tries to examine the safety and efficacy of, and pro-
duce the evidence surrounding claims for, traditional
medicines and most of these maintain an open mind
about safety and efficacy until the evidence is suffi-
cient to permit a judgement.

Those who have worked through earlier parts
of this chapter will have no difficulty in predicting
that the body is likely to treat chemicals from plant
sources as just one more set of chemical invaders
that should be handled in exactly the same way as
foods and Western-style medicinal drugs.

Many patients (67% in one recent survey) in Aus-
tralia take herbal remedies. Most do not declare
these if they are admitted to hospital. The recent
story of one herbal preparation reinforces the need
to look carefully at possible interactions between
preparations from the pharmaceutical and herbal in-
dustries.

St John’s Wort (Hypericum perforatum, SJW) has
been on the herbal pharmacopeia for many years.
It is a traditional remedy for depression which has
been validated in recent randomized clinical trials.
Like many herbal preparations levels of active con-
stituents vary from one preparation to another. As
a consequence of its validation as an active prepa-
ration it has been widely promoted. Recently it has
been shown to interact with a variety of other sub-
stances probably through the process of drug inter-
action.

Two molecular mechanisms for the interactions
have been established. First, both hypericin and hy-
perforin, two of the pharmacologically active con-
stituents of the herb, cause induction of the en-
zyme CYP3A4 which is responsible for much of
the metabolism of many commonly used drugs. Giv-
ing SJW to patients also taking the immunosuppres-
sant, cyclosporine, which is metabolized primarily
by CYP3A4, has led to near-rejection of transplanted
organs as cyclosporine plasma concentrations fell
due to increased metabolism. The same mechanism
has led to reduced efficacy of indinavir in patients
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with HIV/AIDS as indinavir is also metabolized by
CYP3AA4.

The second mechanism is through induction of
the membrane transporter protein, P-glycoprotein
(PGP). This is one of the “super-family” of mem-
brane proteins (the ATP-binding cassette (ABC-)
transporters) which translocates substrates across
many extra- and intra-cellular membranes. PGP was
found to be important in cancer chemotherapy as its
concentration may be increased by some anti-cancer
drugs. This may cause the cancer cells to increase
the rate of transport of the drugs out of the cells,
reduce their effective concentration and render the
cells resistant to treatment. For this reason PGP was
originally called Multiple Drug Resistance protein
although there is a wide range of drugs which it
pumps out of cells and it is found in many places
other than malignant cells, including the intestinal
wall and the blood-brain barrier. SIW increases the
concentration of PGP in intestinal cells which en-
hances the transport of some drugs back into the
intestinal lumen. Reduced absorption and effect of
digoxin have resulted from interaction with PGP in
patients also taking SJW. A further interaction may
occur with warfarin (metabolised by CYP2C9) and
possibly with theophylline.

Perhaps the most important biological concept
these interactions demonstrate is that many of our
defence mechanisms against ingested chemicals are
not static but may be enhanced (usually by induc-
tion of new enzyme or transporter molecules) or in-
hibited by either the primary drug being used for a
medical condition or by another drug being used at
the same time for another co-existing condition.

IIl.e. Kinetics in Disease

While a lot of basic kinetic research has been done in
normal human volunteers (because the conditions of
the experiments can be standardized in them and it is
also ethical to take, with consent, the multiple blood
samples needed), the practical purpose of drug ki-
netics is to improve our ability to treat patients and
we cannot assume that drug kinetics will remain the
same when someone is ill. Many research reports
and reviews have been written about changing kinet-
ics in disease and what follows is only a brief sum-
mary.

Intuitively it would seem likely that drug kinet-
ics would be influenced most by diseases of those
organs most concerned with absorption, metabolism

and excretion. While this is true, diseases of the dis-
tribution system — the heart and blood vessels — can
lead to profound changes in a drug’s access to its tar-
get site or its excretory mechanism.

A dramatic and sad example of this occurred
in one of last century’s many wars. United
States troops serving in Korea were often
badly wounded. They would be treated at a
fieldpost — often with intramuscular morphine.
They often required more morphine for their
pain on the way to the next hospital and, if
they had to make a further transfer to the base
hospital yet more analgesic might be given —
sometimes because of the apparent lack of ef-
fect of the earlier doses. At the base hospital,
resuscitation was instituted and, to the surprise
of many doctors, these young men began to
show signs of morphine poisoning. Some died
before it was recognized what was happening.
In retrospect, the reason for this is not all that
obscure. Most of the soldiers were in hypo-
volaemic shock with low blood pressure, low
blood volume, and as part of the shock syn-
drome, systemic circulation was minimal with
intense vasoconstriction — hence the poor ther-
apeutic effect. The repeated doses of morphine
were usually given intramuscularly into the
buttock or thigh but their clearance into the
systemic circulation was minimal until resus-
citation occurred and the peripheral circula-
tion was restored. Blood flow to the muscle in-
creased and all the morphine injected became
available — all at once. This was the reason
for the morphine overdoses and the occasional
death. Thereafter it has become standard prac-
tice to give morphine in emergency directly
into the veins and not into poorly perfused
muscles.

IIl.e.1. Diseases of the Gastrointestinal Tract

Drugs continue to be absorbed after even the most
major resections of the stomach — Cpx may be
higher and Tyax earlier if gastric contents move more
rapidly into the upper small intestine. The intestine
itself has enormous redundancy — i.e., there is far
more than is actually needed — and disease, including
moderate forms of malabsorption, such as coeliac
disease, make relatively little impact although salts
of iron and folic acid are often transported poorly
and deficiencies may occur.
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Exocrine pancreatic function leads to a lower pH
in the intestine and some drug formulations designed
to release their contents into the intestine may fail to
do so.

Vomiting and diarrhea from any cause will obvi-
ously alter the likelihood of any medication being
absorbed. In migraine even before the attack is fully
developed and before vomiting has occurred, gastric
stasis exists. Taking a prophylactic dose of aspirin or
paracetamol is unlikely to be effective if it does not
pass the pylorus. Suppository forms of e.g., ergota-
mine, have been developed to permit self medication
early in the attack.

Obesity is not exactly a gastrointestinal disease
but is a condition characterized by an unusually high
percentage of body fat — normally 15-18% in males
and 20-26% in young females. Definitions vary but
obesity is commonly defined as having more than
30% of total body weight composed of fat.

Minor obesity is not associated with altered drug
kinetics but moderate to severe is. Obesity is not as-
sociated with altered absorption or bioavailabilty for
those drugs which have been studied. As might be
expected the major impact of obesity is found in the
distribution of highly lipid-soluble drugs. Fat acts
as a reservoir for drugs which readily dissolve in it.
Benzodiazepines, thiopentone (the induction anaes-
thetic agent), the calcium-channel blocking drug ver-
apamil and lignocaine all have much higher volumes
of distribution in obesity than do less lipid-soluble
compounds like the aminoglycoside antibiotics and
the non-steroidal anti-inflammatory drug, ibuprofen.

This increase in V4 has an impact on the loading
dose of some antibiotics (cefotaxime, vancomycin),
of lignocaine (for which a doubling of the total body
weight from 69 to 124 kg is associated with nearly a
two-fold rise in Vg4 from 186 to 325 1) but has little
or no effect on loading doses of theophylline. All of
these compounds may be given in urgent situations
by the intravenous route and so knowledge of their
apparent Vq is important in determining the safe and
effective loading dose.

Drug half-life depends on both the total drug
clearance and the volume in which the drug appears
to be distributed — 77 2 = Vg x 0.693/CL — for most
drugs that have been studied in obesity drug clear-
ance tends to be the same or slightly increased. Vqy,
by contrast, is often substantially greater and there-
fore measured drug half-life is greater. In simple
terms, there is a much bigger volume from which
to eliminate the drug and it takes longer.

Rates of hepatic enzyme processes are either un-
changed or slightly increased in obesity. Phase I ox-
idative processes and conjugation to glucuronides —
Phase II — are commonly enhanced and account for
some of the observed increases in overall systemic
drug clearance.

The other important factor in drug clearance is
that obese subjects in general have a higher glomeru-
lar filtration rate than non-obese subjects and clear-
ance rates of some drugs handled by glomerular fil-
tration such as the aminoglycosides and vancomycin
are consistently higher in obese individuals.

From a practical point of view very obese peo-
ple require careful assessment before giving them
a loading dose of a drug with a narrow therapeu-
tic ratio (the ratio between the effective and the
toxic dose) such as gentamicin, lignocaine or theo-
phylline, and careful monitoring of the effects of
such drugs either clinically or, if available, by thera-
peutic drug monitoring.

Ill.e.2. Heart Failure

This condition commonly shows a low cardiac out-
put and organ congestion — of the lungs, liver and
gastrointestinal tract in particular. Reduced perfu-
sion of gut, liver and kidney can alter drug handling
in heart failure but unfortunately there is no simple
rule that fits all drugs.

Gut oedema can reduce drug bioavailability, in-
creasing Tmax and reducing Cpax. If the response
to oral drug is less than would have been expected
or absent altogether, consider this explanation and,
if appropriate and necessary, change to a parenteral
preparation.

Metabolism of drug during the “first-pass”
through the liver may be reduced if its extraction
depends on blood flow as hepatic blood flow is char-
acteristically low in heart failure. This mechanism
leads to a higher C}, of drugs in this group (e.g., lig-
nocaine, an example discussed earlier in the chap-
ter).

Microsomal enzyme function may also be de-
pressed in heart failure and hepatic drug clearance
reduced leading to elevated C}, of drugs cleared in
this way.

Renal clearance is usually decreased. Renal blood
flow in particular is often poised critically and the
use of, for example, a non-steroidal anti-inflammato-
ry drug may cause heart failure and/or renal failure in
people with existing cardiac conditions or some pre-
existing degree of chronic renal failure. These non-
selective inhibitors of the cyclo-oxygenase enzyme
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reduce the production of vasodilator prostaglandins
in the kidney which are critical to the maintenance
of renal perfusion. Theoretically cyclo-oxygenase
2 inhibiting drugs such as celecoxib (and rofe-
coxib) might have been expected to spare renal
prostaglandin production and therefore not be as-
sociated with renal impairment. A meta-analysis of
114 randomised trials published in 2006 suggests
that celecoxib does not have a deleterious effect
on renal function when used in conventional doses
whereas rofecoxib (a drug which has appeared and
then been withdrawn since the last edition of this
book!) was associated with a dose-dependent reduc-
tion in renal function (see Zhang et al., 2006).

Ill.e.3. Hepatic and Renal Disorders

IIl.e.3.1. Hepatic disease. The liver, like the gut,
has enormous redundancy and up to 80% of the or-
gan can be removed without affecting many of its
functions including most of the metabolic processes
involved in the metabolism of drugs.

In end-stage liver cirrhosis, the major impact
on drug kinetics is on the first-pass clearance of
drugs that normally have extensive extraction as they
pass from the intestine to the circulation. In cirrho-
sis, there is commonly the development of vascular
shunts between the portal and the systemic circu-
lation (this is thought to be one of the reasons for
portal-systemic encephalopathy — the non-extraction
of toxins which normally would be cleared by the
hepatic parenchymal cells) and this allows drugs to
by-pass the liver and get into the circulation unmod-
ified. For drugs that are active in their own right this
means an increase in plasma concentration and ef-
fect. For drugs that need to be metabolized to an ac-
tive metabolite (pro-drugs) this will mean a reduc-
tion in plasma concentration As examples, the oral
bioavailability of labetalol, an antihypertensive drug
is doubled, in hepatic cirrhosis, as is that of pethi-
dine, the potent analgesic. A similar effect is seen
with morphine and the beta-blocking drug propra-
nolol. Thus the enhanced effect of these compounds
in patients with cirrhosis is not, as might be ex-
pected, due to a reduction in metabolism but rather
an increase in oral bioavailability.

If a patient with liver disease also has ascites and
oedema, the Vg of some drugs may be increased and
biliary obstruction may impair the excretion of drugs
cleared through the bile.

IIl.e.3.2. Renal disease. This produces some pre-
dictable effects and some which have surprised clin-
icians until their mechanisms became clear.

The example of morphine is perhaps the most
surprising. Less than 10% of morphine is excreted
unchanged in the urine, and so would not be ex-
pected to be affected by renal failure. However, the
clinical observation is that patients with severe re-
nal disease respond to morphine as though it were
cleared through the kidney! The explanation is quite
straightforward. Morphine is metabolized exten-
sively to two glucuronides. Morphine-6-glucuronide
is pharmacologically active and accumulates when
water soluble drug excretion is impaired. Morphine-
3-glucuronide, by contrast, does not have an anal-
gesic effect but can produce a strange syndrome of
restlessness and anxiety. Both of the metabolites are
readily soluble in water and therefore their plasma
concentration rises in renal failure. Which one dom-
inates the clinical picture depends on their relative
concentrations but, if it is the 6-glucuronide, a con-
dition resembling morphine overdose may be pro-
duced.

A similar toxic outcome can occur with pethidine
in renal impairment — again not mediated through
the parent drug but through a more water-soluble
metabolite, nor-pethidine, which has pro-convulsant
properties and may produce fits.

It is therefore important not to lose sight of the
fact that many lipid-soluble drugs are metabolized
to water-soluble products, which may be pharmaco-
logically active in their own right.

More easily predictable effects occur with drugs
with a low therapeutic ratio which are excreted to
a major extent through the kidney. These include the
drugs we encountered as potential hazards for the el-
derly (as the dominant kinetic difference in the aged
is the loss of renal function). Thus, digoxin, lithium
and gentamicin are all drugs that need to be moni-
tored carefully in renal disease. The penicillin and
cephalosporin antibiotics are also affected by this
excretory impairment but their therapeutic ratio is
much greater and they are unlikely to produce clini-
cal adverse effects as a result of cumulation.

Changes in drug absorption are variably reported
as diminished (particularly if the patient had been re-
ceiving aluminium salts by mouth to reduce the ele-
vated plasma phosphate found in renal failure) or in-
creased and the Vg4 of some compounds is increased.
These appear to be relatively unimportant compared
to the loss of excretory capacity.
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However, in patients with renal failure there is a
strange and currently unexplained observation in re-
lation to non-renal clearance. If this is measured for
some compounds it also is found to be depressed
even though it is the kidney that is diseased and
not the liver! The picture becomes a little clearer
if the same non-renal (presumed hepatic) clearance
is measured again in patients after renal dialysis
when the hepatic clearance has been found to have
risen to control values. Recent animal experiments
have demonstrated that the circulating inhibitor of
hepatic cytochrome P450 may be parathyroid hor-
mone. Parathyroidectomy of rats with chronic renal
failure prevented the reduction in liver cytochrome
activity (see Michaud et al., 2006).

I1l.e.3.3. Assessing renal function. 1t is not prac-
tical to expect that, renal function — glomerular filtra-
tion rate in particular — will commonly measured by
sophisticated methods and a simpler way of assess-
ing it must be used. Many different formulae have
been used for this purpose but perhaps the most use-
ful is that devised by Cockcroft and Gault which re-
quires knowledge of the patient’s age, weight and
sex together with the serum creatinine. The esti-
mated creatinine clearance is given by the formula
below:

Creatinine clearance (ml/min) = (140 — age) X
(weight (kg))/(72 x serum creatinine (mg/dl)); for
women the result is multiplied by 0.85.

As many tables of drug doses in renal failure
given in reference books are related to the creatinine
clearance, this gives a practical and useful measure
to be used in the hospital or clinic.

In general in renal failure therefore the doses of
commonly given drugs may need only to be reduced
by a small amount as the V3 in which they will be
distributed is little affected by the disease. However
the dose frequency of renally-cleared drugs will need
to be reduced. A common example is that of gen-
tamicin, which can be given in a similar loading
dose but whose Cj, will fall much more slowly than
in someone with normal renal function. Gentamicin
is commonly dosed at 8-hourly intervals in patients
with normal renal function (although increasingly
the tendency is to give once daily doses that have
been shown to be equally efficacious) but perhaps
only once a day or less frequently if renal function is
severely impaired.

Although this is a good example of the difference
disease makes to drug kinetics, there is a very good

argument — in any country in which plasma concen-
trations of gentamicin cannot be measured reliably
or frequently — for not using this aminoglycoside at
all in renal disease but selecting an alternative. The
argument often hinges on cost. Gentamicin is cheap
and widely available while alternatives are usually
very expensive. The counter argument is that the cost
of gentamicin must also take into account the cost of
laboratory monitoring and when this is done the al-
ternative antibiotic may not look all that expensive
after all.

Finally, in countries where is it available, renal
dialysis presents other challenges as many drugs are
lost from the body in the course of peritoneal or
haemodialysis.

For those who like the ability to calculate things
for themselves, it is relatively easy to predict how
much drug is lost in dialysis — the dialysis is effec-
tively another clearance mechanism which operates
alongside whatever remaining clearance the patient
has for the drug in question. From the equations we
have used it follows that

0.693 x Vg4
CL

If it is possible to measure the 77, of the drug in
question during the period that the patient is hooked
up to the dialysis machine, to estimate the Vj for that
substance (and the existing intrinsic clearance has
been measured during the non-dialysis period — from
a similar exercise of repeated plasma concentration
measurement), then it is possible to work out how
much drug is being lost through the dialysis process
itself. Even in the more sophisticated centres of the
developed world this would be a heroic exercise and
would seldom be done unless a fervent pharmacoki-
neticist was a member of the ward team.

In summary, then, there are many factors which
may have an impact on the way drug kinetics per-
form in any individual. Age, genetic make-up, racial
background, interactions with food, other drugs and
even herbal medicines may all play a part. In the
even more complex arena of single or multiple dis-
eases it may all become very difficult to unravel. It
is really quite surprising that only about 20% of any
patient population will require to receive a different
regimen from that contained in the Standard Treat-
ment Guidelines. Being aware of all these possibili-
ties should make us much more cautious prescribers
who take care to monitor closely the effect of the
drugs we give in these varied circumstances.

T =
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IILf. The New Biopharmaceuticals and Their
Kinetics

After fifty years the promise anticipated when the
molecular structure of DNA was described in 1955
is finally resulting in the production of many new
medicines from recombinant DNA technology. In
2003, the US Food and Drug Administration, for
the first time, licensed more new products produced
by biotechnology than by conventional chemical
synthesis or modification. Almost all the products
now available (currently at a price which makes
them prohibitive for less well-resourced countries)
are proteins or related molecules and they have led
to advances in the provision of coagulation factors
(factors VIII and IX), hormones (human growth
hormone, human insulin), interferons, vaccines,
growth factors (haemopoietin), thrombolytic drugs
(alteplase, tenecteplase) and monoclonal antibodies
directed against particular cellular targets (rituximab
which induces death of malignant B lymphocytes
in lymphoma, or infliximab which acts as an anti-
body to tumour necrosis factor and is increasingly
used in rtheumatoid arthritis and other arthropathies.
Note the ending “mab” to the approved name of
a medicine indicates it is a monoclonal-antibody).
These new medicines have several differences from
the conventional low-molecular weight substances
which we have concentrated on in this chapter.

The first difference is their size. As protein
macromolecules they have molecular weights ex-
ceeding 1000 daltons (Da) — some as high as
250 kDa. Remember the criteria for medicines to
cross biological membranes and you will realise that
proteins are likely to have big problems in getting
to their effector site unless there is some form of
transport mechanism that can take them across cell
membranes.

Secondly, as proteins they are vulnerable to di-
gestion in the gut and therefore have to be given
by either subcutaneous or intravenous injection — in-
sulin is a prime example (see Section 1.b.2).

Third, they can act as antigens and generate an
immune response which may result in a lower effec-
tive concentration of the protein at its effector site
(because some of it is bound to the antibody) or oc-
casionally in a clinical allergic syndrome — most par-
ticularly if the protein has been derived in whole or
in part from non-human DNA (mouse DNA is incor-
porated with human in some production systems and
this tends to produce more common immunological

responses than proteins which come from pure hu-

man DNA).

Fourth, they are difficult to measure in body flu-
ids. There are very precise ways of measuring very
small quantities, in plasma or urine, of almost all
conventional medicines and this has made it possible
to make the kinetic measurements we have been con-
sidering earlier. Some of the techniques for the big
protein medicines are not as reliable. For example,
one way of tracing a big molecule’s progress through
the body is to label it with a radioactive tracer. Bio-
pharmaceuticals can be labelled with, for example,
radio-iodine (Iodine-125) which can be counted in
samples of plasma or urine. However as proteins
are similar or identical to normal proteins they can
be metabolised and the label can become part of a
metabolite or another breakdown product. Counting
the iodine radioactivity in this case will not be mea-
suring the parent molecule alone.

Fifth, there are often additional clearance mecha-
nisms for protein medicines which are more impor-
tant than the renal and hepatic routes we have been
considering. Two examples will illustrate this.

e Filgrastim is a recombinant form of the natural
granulocyte colony-stimulating factor (G-CSF). It
is used in many oncology units to prevent the
reduction in circulating neutrophils, after cancer
chemotherapy, and thus protect patients from in-
fection. It is partly excreted by the kidney but the
predominant way in which it is cleared is by neu-
trophils themselves. In being taken up into the site
where it acts it is also taken out of the circula-
tion. As the patient improves so the clearance in-
creases. This is a direct result of the increase in
mass of the white-cell population resulting from
the action of G-CSF.

e Recombinant erythropoietin, a hormone normally
secreted by the kidney, which stimulates the pro-
duction of red blood corpuscles, also shows in-
teresting clearance mechanisms. Arguing from the
G-CSF case you might guess that it will be taken
up by the cells of the bone marrow which is its site
of action. This is the case, and up to half of the
clearance of erythropoietin is through the marrow
itself.

Finally, the kinetics of recombinant proteins can
be modified by complexing them with other big
molecules such as polyethylene glycol (PEG), an in-
ert substance which confers different properties on
the molecule making it less easy to stick to endothe-
lial cells, more difficult to pass out of the blood
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and, probably, less immunogenic. This is so com-
mon a modification that the medicines treated this
way can be recognised from the PEG prefix to the
approved name. Filgrastim has a pegylated version
which shows very different kinetics from the non-
pegylated form — most especially a much longer
elimination phase which allows patients to have a
single injection in a day and still maintain the re-
covery of their neutrophils count.

This is a rapidly evolving area of research and
will undoubtedly become both more important as a
form of pharmacotherapy and also more precise as
measurement techniques are improved.

IV. HOW DO CLINICAL PHARMACO-
KINETICS HELP US TO TREAT
PATIENTS?

IV.a. Calculating ‘Loading’ Doses

You are called to the Emergency Department where
a known epileptic is having recurrent grand mal
seizures. A friend, who has come with him, says he
knows he has not taken any of his anti-convulsant
medication for at least a week, as he has been travel-
ling and he had left the drugs behind.

The Senior Resident comes to your aid. “What
does he usually take?” You have found out that
phenytoin is his regular drug. “If he has been off his
medication for a week, that’s more than 5 half-lives
(T12 phenytoin = 24 hours), and he’ll have none on
board. You’d better give him a loading dose intra-
venously” ... and off goes the Resident.

How do you decide how much to give? In this in-
stance, firstly, as with all prescribing decisions, you
need to be sure what you are aiming to do. Your
aim is to raise the plasma concentration of phenytoin
from zero to somewhere in the therapeutic plasma
concentration range. This range has been well es-
tablished, and, when you look it up, you find it is
between 10-20 mg/l — let’s say you set your target
midway between these points, at 15 mg/1.

How can you calculate the dose to achieve this
concentration? Remember the experiments above in
which an apparent volume of distribution of a drug
was calculated by giving a known amount intra-
venously (i.e., 100% bioavailability), and measuring
the plasma concentration at various time points af-
terwards (Fig. 6).

When you did this, and extrapolated the curve
back to zero you obtained a measure of the plasma

concentration that would have been achieved if in-
stantaneous mixing had occurred (C0). If you had
given 100 mg of drug, and C,0 was 4 mg/I it would
appear that the drug had been diluted in 100/4 1, i.e.,
the apparent volume of distribution of the drug was
25 liters. The simple equation is,

Apparent volume of distribution

Dose

~ Plasma concentration at time 0 (Cp0) '

Now, let us use this relationship to work out the
dose for our patient. We will rearrange the equation
to read (by bringing the Dose across to the left-hand
side and the Vjq to the right-hand side):

Dose

= Apparent volume of distribution x C0.

We know that the C;, we want is 15 mg/l. How do
we find the volume of distribution? Many pharma-
cology texts give important volumes of distribution
for key drugs (see for example Appendix II, in Brun-
ton et al., editors, 2005). These are average data but
are quite adequate for our purpose.

Phenytoin has an apparent V3 of 0.64 l/kg. So
now we need to know the patient’s weight. His friend
says he weighed 75 kg just a week ago. Now you can
simply calculate the dose you need to give.

The Vg is (75 x 0.64) = 48 liters.

The Cp, we want is 15 mg/1

and so the intravenous dose is (48 x 15) mg =
720 mg, which can probably be safely rounded up
to 750 mg given by slow intravenous injection over
five to ten minutes.

You will need to check the plasma concentration
you achieve because the patient’s phenytoin kinet-
ics may differ from the average, but you will not be
out by much and will have the confidence of having
derived the dose in a logical and defensible way.

Now try this one for yourself — another patient
with a rhythm disturbance, but this time a cardiac,
not a cerebral, arrhythmia.

Mrs. Chen is 68 and has suffered a myocardial
infarction. An ECG showed ventricular tachycardia,
she was successfully defibrillated and now, to main-
tain sinus rhythm, your consultant asks you to ‘load’
her with lignocaine. She weighs 85 kg and the Cp, he
wants you to achieve is 1.5 mg/l. You look up the Vy
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for lignocaine (also known as lidocaine), and find it
to be 1.1 I/kg. How much lignocaine will you give?

(84 x 1.1 x 1.5) mg = 138.9 mg.

In this case an intravenous infusion of just under
150 mg lignocaine given over a few minutes should
bring the C}, into the therapeutic range.

When giving intravenous loading doses it is im-
portant to give them over a period of several ‘circula-
tion times’ — i.e., the length of time it takes blood to
circulate throughout the whole circulation. Cardiac
output is approximately 5 1/min and the total blood
volume is 5 litres, and so it follows that the circula-
tion time is usually about one minute. The injected
drug must have time to be diluted in the venous
blood to prevent too high a concentration reaching
sensitive tissues — e.g., the electrical conducting sys-
tem of the heart, which would be the first tissue to be
reached by a drug injected into an arm vein.

To emphasize the principle, let us look at one
more example. You are about to treat Mr. Shrestha,
a 42-year old man who has suspected gram-negative
sepsis. Intravenous gentamicin will be your main an-
tibiotic, and he is sick enough to make you want to
raise the peak plasma concentration to the therapeu-
tic range (8—10 mg/l) just as soon as possible. He
weighs around 55 kg and the volume of distribution
of gentamicin is approximately 0.3 I/kg. What load-
ing dose will you give?!

The principle that emerges from these three ex-
amples is a simple one. The only factors important
in calculating an intravenous loading dose of a drug
are the desired plasma concentration and the appar-
ent volume of distribution. Other kinetic parameters
do not come into this very straightforward calcula-
tion.

IV.b. “Topping-up” a Low Plasma
Concentration

Let us complicate the clinical picture a little. A col-
league who does not understand drug kinetics at all
has given an intravenous dose of phenytoin to our
first patient. He knew several hundred milligrams
would be needed but became too frightened to give
much more than about 200-300 mg. The problem is
that it is now an hour after the dose and he cannot
remember precisely how much he gave — in fact it
was all a bit of a guess! Can you help him out?

I The loading dose for Mr. Shrestha should be 165 mg.

Well, you can, but you will need one more piece
of evidence before you do the calculation. Fortu-
nately the laboratory is not closed and they do have
the ability to measure plasma phenytoin. It takes
about 30 minutes to get the answer from the lab —
6 mg/l. Remember the therapeutic concentration that
was needed to give the patient a therapeutic level was
15 mg/l.

So, each litre of blood is short of (15 —6 =9) mg
of phenytoin. The Vjy for the drug in this patient is
48 litres so he needs to be ‘topped up’ by an addi-
tional 9 x 48 mg =432 mg.

Note that exactly the same reasoning applies to
both an initial loading dose and a dose to raise a
sub-therapeutic plasma concentration into the ther-
apeutic range.

IV.c. Working out the Rate of a Continuous
Intravenous Infusion

Working out the rate of a continuous intravenous in-
fusion is another job you may have to do — although
in most hospitals there are protocols or other guides
that already take account of the kinetics of the drugs
used. This is how they were devised in the first place.

Let us look again at the second patient of the three
above. You gave her enough lignocaine to bring
her C}, up to 1.5 mg/l, and now you want to keep
it there. Lignocaine is fairly rapidly cleared from
plasma through the liver as we have already seen.
Therefore, to maintain steady state your continuing
infusion needs to match exactly the loss of drug from
the plasma compartment if the plasma concentration
is to be held constant. The principle is very simple.
If the plasma concentration of the drug is to remain
constant, then

WHAT GOES IN MUST EQUAL
WHAT GOES OUT

Total body clearance (‘what goes out’) is given by
the apparent volume of distribution (1) x elimination
rate constant (K.) (as we have seen above, Vj is
measured in litres, and K as a fraction of 1, per unit
time. A K¢ of 0.1 implies that 1/10th of a body’s
load of drug is cleared each hour). Clearance there-
fore has units of volume per unit time — put in an-
other way it means the fraction of the total Vy cleared
of drug per unit time.

Vq for lignocaine in this lady is (84 x 1.1) 1 =
92.6 1. K¢ can be derived from the accepted plasma
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half-life (77,2) for lignocaine, which is approxi-
mately 1.8 hours, and K¢ will then be 0.693/half-
life =0.693/1.8 = 0.38.

Using this figure for K. we can now calculate
the clearance as Vg x K¢ — or (92.6 x 0.38) =
approximately 35.2 I/h. So, if this volume is cleared
of drug in each hour and the concentration of drug in
this volume is 1.5 mg/l, about 35.2 x 1.5 mg is lost
from the body in each hour — and this works out at
around 53 mg of lignocaine.

This, then is the amount of lignocaine you would
need to infuse intravenously each hour to main-
tain the plasma concentration at, or very close to,
1.5 mg/l. As you can see it is quite close to 1 mg/min
and many of the protocols you will find on the wards
or in the coronary care or intensive care units will
suggest a rate of infusion for maintenance of 1 mg
per minute.

To make it simpler, and to avoid all that calcu-
lation from first principles published clearance val-
ues can be used — for lignocaine this is given as
9.2 + 2.4 ml/min/kg (this is listed by its US name —
lidocaine — in: Appendix II, in Brunton et al., ed-
itors, 2005). This figure converts to an average of
46 1/h, which is a little higher than the one we cal-
culated above. Using this figure we find we need an
infusion rate of (46 x 1.5) mg/h = 69 mg/h, a mar-
ginally higher figure than from the first calculation
but still in the same vicinity of around 1 mg/min.

Looking at the same problem in a slightly differ-
ent way, let us rearrange the equation to:

Cp (at steady state)

_ Rate of infusion (what goes in)
a CL (what goes out) ’

Think about the units for this equation. Cy is the tar-
get plasma concentration that you want to achieve
in the patient and is measured in weight/volume —
for example, mg/l. Rate of infusion is measured in
weight/time — for example, mg/h. Drug clearance
(CL) is measured in volume/time — for example, 1/h.
(Satisfy yourself that the units on the left-hand side
of the equation are the same — once time (“hour”)
has been cancelled out — as those on the right-hand
side.)

It may not be very helpful in the wards to say that
the patient is to receive, say, 60 mg lignocaine per
hour as the nurse will want to know what volume of
solution it is in and how much is to be run in per
minute. For example, if 60 mg of lignocaine is dis-
solved in 120 ml of solvent (perhaps normal saline

solution) then 2 ml of the solution will need to be
infused each minute if 60 mg are to be delivered at a
constant rate over an hour.

Depending on the giving set that you are using,
2 ml per minute can be converted into a number of
drops per minute — and that can be counted at the
bedside. In practice we rarely have to work out such
infusion rates. If infusing a drug produces a measur-
able outcome, e.g., slowing of a pulse or reduction
in blood pressure, we can use these measurements to
guide the rate of infusion (as with sodium nitroprus-
side infusion in hypertensive emergencies).

When using an anti-arrhythmic such as ligno-
caine, however, we are trying to stay within the
“therapeutic window”, steering a course between too
much drug (toxicity — such as convulsions) and too
little (loss of control of arrhythmia), and we have no
clear guide from physical measurements until disas-
ter strikes. Indeed when we have the correct infusion
rate nothing should be happening! In these circum-
stances, being able to calculate (and verify by a lab-
oratory measurement) an appropriate infusion rate
gives a great deal of confidence and reassurance.

IV.d. Calculate the Next Dose and Dose Interval
for an Intravenous Drug

We have met the aminoglycoside antibiotic gentam-
icin before. It is cleared from the body almost en-
tirely by renal excretion. While it is a very effec-
tive and important antibiotic, it is also very toxic
if plasma concentrations are too high for too long.
While there is good evidence that a peak plasma
concentration of around 10 mg/l is needed, if only
briefly, after an iv injection to provide optimal bac-
tericidal action, there is also evidence that keeping
the lowest (‘trough’) concentration, between doses,
above 1 mg/l for long periods is associated with oto-
toxicity — damage to the VIII cranial nerve — both
auditory and vestibular divisions, and nephrotoxic-
ity (uptake of the drug in high concentration into re-
nal tubular cells which can lead to acute, but usually
reversible, renal failure). So for gentamicin there is
a very critical ‘therapeutic window’, and our dosing
must take that into account. Most hospital laborato-
ries have the ability to measure plasma gentamicin
concentrations, which helps us with monitoring and
adjusting doses.

Most recently in simple, uncomplicated patients
the tendency has been to use single daily doses of
gentamicin, and evidence from clinical trials sup-
ports this.
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Fig. 20. Gentamicin concentration drops from 10 to 0.625 mg/l after 12 hours (4 half-lives) in a patient with normal
kidney function.

If we go back to our patient Mr. Shrestha, with
gram-negative sepsis, what would we expect to hap-
pen to his plasma gentamicin concentrations after
we have given him his loading dose? You remember
that you calculated that a single intravenous dose of
165 mg would be expected to give him a peak plasma
concentration of 10 mg/l. How long will it be before
his Cp, has fallen to 1 mg/l or below? Figure 20 will
help you understand this, but you can also work it out
for yourself. The quoted plasma T}/, for gentamicin
derived from many studies is 2-3 hours. Let us take
a cautious approach and assume in our patient, the
T1 2 is 3 hours. Then the Cp, at 3 hours post-dose will
be 5 mg/l (remember plasma half-life is the length of
time it takes for the Cy, to fall by 50%):

e at 6 hours (2 half-lives) it will be 2.5 mg/1

e at 9 hours (3 half-lives) it will be 1.25 mg/I

e at 12 hours (4 half-lives) it will be 0.625 mg/1
and so on up to the next dose at 24 hours — if you
were dosing once in 24 hours — the Cp, will be below
your ‘toxic trough’ level of 1 mg/l.

Now consider a patient who already has some de-
gree of renal failure, yet who needs gentamicin. As
we have already seen the loading dose to get the
drug concentration into the desired range depends
only on the apparent volume of distribution (dose:
Va x desired Cp) so that part of the calculation is
unchanged, and the loading dose will be very simi-
lar. However, renal impairment means reduced renal
clearance of gentamicin, and the half-life of the drug
may be very much increased. Let us assume it is as
high as 12 hours and do the same calculations (see
Fig. 21).

Cp at time zero = 10 mg/1

at 12 hours (one half-life) it will be 5 mg/1

at 24 hours (2 half-lives) it will be 2.5 mg/1

at 36 hours (3 half-lives) it will be 1.25 mg/I

at 48 hours (4 half-lives) it will be 0.625 mg/1

So, to ensure that the C;, does not remain above
1 mg/l for long periods, we will probably recom-
mend that the next dose of 165 mg i.v. will be given
at 48 hours from the first.

In renal failure changes in apparent volume of
distribution do occur, and changes in a patient’s hy-
dration in particular can influence this, and therefore
the renal clearance. However, the main message is
that reduced renal function reduces the renal clear-
ance of gentamicin, and this must lead to an increase
in dosing interval.

How do you know or calculate the gentamicin
half-life in an individual patient? Tables and nomo-
grams have been drawn up relating renal function
derived from a knowledge of serum creatinine and
the patient’s age (Cockcroft and Gault equation, see
Section IIl.e.3.3) with gentamicin kinetics. These
can be useful, but if you want to derive values for
a particular patient there is no substitute for mea-
suring plasma gentamicin concentrations at, at least,
two points around 2 hours after the first i.v. dose, and
again not less than 4 hours after. From these you can
measure a half-life for yourself (Fig. 20) and know
that you are dealing with your own patient’s data and
not estimating dose from a theoretical table.

If you are working in an area which does not have
the facility to measure plasma gentamicin, tables can
be used, but it might be more appropriate, as dis-
cussed earlier, to consider alternative effective an-
tibiotics. While they might be more expensive, the
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Fig. 21. Gentamicin concentration drops from 10 to 0.625 mg/1 after 48 hours (4 half-lives) in a patient with renal impair-

cost does not include the laboratory expense of mea-
suring plasma concentrations, which must be fac-
tored into the cost of using, and monitoring, gentam-
icin.
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I. INTRODUCTION

Drugs are molecules that interact with macromole-
cular structures in the body to produce effects that
are intended to be beneficial, most often through
modification of pathophysiological processes. Some
drugs may also be designed to kill intruders, such
as bacteria and parasites, or endogenous cells that
have lost their growth control and behave as can-
cer cells. Because a pharmacological effect requires
the association of a drug molecule with a recep-
tor structure, one may assume that the more active
drug is available at the effect site (biophase), the
more effect will be produced. This is basically cor-
rect, but reality is more complex as will be shown
below when discussing various relationships be-
tween drug concentrations and drug effects. The
term pharmacokinetic—pharmacodynamic (PK-PD)
analysis has been coined to include both the evalua-
tion of pharmacokinetics, which denotes the system-
atic description of drug transfer through the body,
and pharmacodynamics, which means the study and
control of drug effects.

Biopharmaceuticals deserve some attention here.
At the moment a considerable part of the drugs
newly approved by regulatory agencies belong to the
so called biologicals. These medicines have a num-
ber of characteristics that set them aside from low
molecular weight drugs. Their activity can strongly
be influenced by their complicated shape based
on secondary, tertiary and (sometimes) quaternary

structures. These structures cannot be fully defined
with our present set of analytical techniques and ap-
proaches. They often are the same as (or closely re-
semble) endogenous proteins. Those are challeng-
ing issues but those challenges need to be met and
PK/PD studies with biologicals have been published.

II. THE RECEPTOR AS A MEDIATOR OF
PHARMACOLOGICAL EFFECT

The receptor concept is fundamental for pharmaco-
dynamics. About 100 years ago, in the early days of
physiological and pharmacological research, the as-
sumption arose that chemical entities such as nico-
tine, curare, chemotherapeutic agents and antibod-
ies would exert their effects through interaction with
receptors or “receptive substances”. This idea was
clearly different from previous images of “toxic” or
“poisonous” actions on the body. The concept pre-
sented by P. Ehrlich (1845-1915) that agents have
to be bound in order to have an effect is still largely
valid. Ligands are either endogenous or externally
provided molecules that bind to specific sites. At
present, a major aim of pharmacological research
is to characterise the structure and function of re-
ceptors. After sequencing the DNA coding for a re-
ceptor, the influence of its aminoacid sequence and
three-dimensional structure on receptor functioning
can be studied. There is a pronounced amount of
homology among receptors, and similar receptors

Drug Benefits and Risks: International Textbook of Clinical Pharmacology, revised 2nd edition
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Fig. 1. Example of a receptor structure. Some anti-epileptic drugs interact with a receptor site on a Nat channel and

enhance the activity of the inactivation gate (I) decreasing the ability of neurons to fire at high frequencies. (A) indicates

the activation gate of this ion channel. (Reprinted by permission from McNamara JO. Emerging insights into the genesis of
epilepsy. Nature 1999;399(Suppl):A15-22, © 1999 Macmillan Magazines Ltd.)

may be classified into groups indicating both func-
tional kinship and evolutionary history. For some re-
ceptors, the conformational changes related to their
physiological function are known (Fig. 1). Research
on receptors is extremely important for the under-
standing of disease mechanisms and to find new drug
targets. Receptors and their tissue distribution are
also responsible for the selectivity of drug action.
The present chapter emphasises the analysis of the
time course of drug effects in man, which is a key is-
sue in clinical pharmacology. The reader is referred
to pharmacological textbooks for a more compre-
hensive overview on receptor pharmacology. How-
ever, some introductory concepts will be presented
here.

IL.a. Receptor Characteristics

Receptors are an integral part of the tissue where
they are located and are functional as soon as the
tissue has been developed in the embryo. A cell
is capable of synthesising receptors, as well as de-
grading them. Following sustained stimulation, the
rate of receptor degradation may increase, lead-
ing to a decreased number of receptors and thus a
decreased pharmacological response to a stimulus.
This is called receptor downregulation. Following a
decrease in stimulation, the cell may respond with an
increase in receptor density. This is called receptor
upregulation, which results in an increased response
to a stimulus.

Receptors are coupled to effectors, producing an
effect after a number of events have taken place.

If the receptors largely outnumber the effectors, it
is said that there are spare receptors. These recep-
tors are fully functional and do not differ from ‘nor-
mal’ receptors. An abundance of spare receptors will
make an association between a drug molecule and
a receptor very likely. In this situation, a drug will
exert its pharmacological effect already at relatively
low concentrations because a sufficient number of
receptors will be occupied and each activated recep-
tor will trigger an effect by coupling to an effector.
The existence of spare receptors increases the sensi-
tivity of the system. Spare receptors may be demon-
strated by irreversibly inhibiting a fraction of the re-
ceptor population. It will then be seen that the max-
imum pharmacological effect still can be obtained,
but at higher drug concentrations. This reflects that
more of the drug has to be present to give the same
number of drug-receptor associations.

Receptors can mediate the action of endogenous
signalling compounds and may therefore be viewed
as regulatory proteins. Such receptors are the physi-
ological targets for neurotransmitters and hormones.
Other types of receptors include enzyme proteins,
transport proteins and structural proteins. For ex-
ample, statins inhibit an enzyme catalysing the syn-
thesis of cholesterol and loop diuretics inhibit an en-
zyme that facilitates the re-uptake of salt in primary
urine.

ILb. Signalling Mechanisms and
Receptor-Effector Coupling

Between the extracellular or intracellular presence
of a drug molecule close to the receptor site and the
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observable pharmacological effect lies a cascade of

events that may need to occur. At present, at least

four different mechanisms of receptor activation and
elicitation of intracellular events are relatively well
known:

(a) lipid soluble drugs may cross the cell mem-
brane passively, reaching and activating intracel-
lular receptor proteins that will then associate
with the cell nucleus and modify gene expres-
sion (e.g. corticoids and thyroid hormone);

(b) the drug may act on an extracellular part of a
transmembranally located receptor, leading to
conformational changes at the intracellular part
of the receptor (e.g. the nicotinic acetylcholine
receptor);

(c) the drug may interact with a transmembrane
ligand-gated ion channel and change its perme-
ability for the specific ion(s);

(d) the drug may stimulate a transmembrane recep-
tor that will activate a GTP-binding signal trans-
ducer protein (G protein). The G protein will
then influence the activity of second messengers
such as cAMP or calcium ions to trigger further
effects. The action through G proteins allows the
transduced signal to be amplified since the activ-
ity of the G protein—~GTP complex will exist for
a much longer time than the initial interaction
between the ligand and the receptor and the gen-
eration of second messengers will be sustained.

II.c. Agonists and Antagonists

By definition, a drug that exerts a pharmacological
action through the stimulation of a receptor is called
an agonist. A drug that can elicit the maximum re-
sponse (Emax) in a tissue or the intact body is called
a full agonist. A full agonist is considered to trig-
ger an efficient receptor—effector coupling. A drug
with less efficient coupling will not be able to pro-
duce the full response at any drug concentration and
is therefore called a partial agonist. The intensity of
a drug response is described by the term efficacy.
Hence, a partial agonist drug has less efficacy than
does a full agonist. A drug that produces a consider-
able effect at a low concentration has high potency
(Fig. 2). High potency corresponds to a low value of
the parameter Csgq, the drug concentration associ-
ated with 50% of maximum effect. Obtaining suf-
ficient efficacy is often a more pronounced problem
in drug development than achieving enough potency.
Within reasonable limits, a somewhat low potency
of a drug can be compensated for by adjusting the

Response
J

Log concentration

Fig. 2. The meaning of efficacy and potency. Drug B has
lower efficacy than drug A, but the same potency. Drug C
has the same efficacy as drug A, but lower potency. Drug D
has higher efficacy but lower potency than drug A. Drug E
has lower potency and lower efficacy than drug A.

dose size and dosage schedule. However, an ideal
drug would have sufficient efficacy to reach thera-
peutic goals, it would be highly selective in order not
to activate non-therapeutic pathways and it would
be sufficiently potent to limit the body load of ad-
ministered chemicals. Such a drug would have an
excellent (high) therapeutic index, which is a term
reflecting the ratio between a drug dose (or concen-
tration) associated with adverse effects and a thera-
peutic dose (or concentration).

Antagonists are drugs that occupy a receptor
without activating the effector. Their presence on the
receptor will decrease the possibility of an endoge-
nous agonist to bind and produce an effect. This in-
teraction is called competitive antagonism and can
be described mathematically. The effect of a com-
petitive antagonist can in principle be overcome by
simply increasing the concentration of the agonist.
Commonly used drugs such as atropin (a muscarinic
receptor antagonist) and beta-adrenergic blocking
drugs are competitive antagonists. A drug may also
act as an irreversible antagonist, which means that
it binds irreversibly to its receptor which is then in-
activated. Once this has occurred, the decreased re-
sponse cannot be overcome by any dose increase of
the agonist. Full effect will be restored only when
the perturbed receptor has been replaced by a new
receptor.

Often in biology, diminishing returns are ob-
served, which means that a less than proportional
increase in effect is obtained when the intensity of
the stimulus is increased. The simplest explanation is
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that the number of receptors and effectors on the tar-
get tissue is limited. The availability of any other ac-
tivity necessary for the development of response, e.g.
a transport function, cofactor or responding mech-
anism, may also be limited. With increasing drug
concentrations, ‘saturation’ of the effect will grad-
ually occur. The fraction of occupied receptor sites
increases when more drug molecules enter the bio-
phase, until no more binding sites are available.

III. BASIC PHARMACODYNAMIC MODELS

Experimental concentration—effect data can be
analysed using an appropriate PK—PD model. Such
models can:
e describe the relationship between pharmacologi-
cal effect and drug concentration quantitatively in
a concise and condensed manner;
e increase understanding of some of the mechanis-
tic aspects of drug action;
e have predictive value, e.g. with respect to different
doses or routes of administration of the drug.
Primary model selection should be based on the ex-
perimental data observations but other information
may also be useful, such as knowledge of the drug’s
mechanism of action, results from earlier studies,
or concentration—effect relationships of related com-
pounds. The performance of different models can be
systematically tested by using a nonlinear regression
program, which has readymade routines for common
models and also allows the user to formulate his own
models. Model selection and validation is an impor-
tant issue, which is however beyond the scope of this
chapter.

IIl.a. The Eax Model

The simplest model that can be used to describe an
entire range of concentration—effect data is the Epax
model. This model has been obtained by applying
the law of mass action, analogously to the deriva-
tion of the Michaelis—Menten equation for enzyme
kinetics or equations for drug—protein binding. It can
be obtained realising that concentrations of drug [ D]
and receptor [R] determine the concentration of the
drug-receptor complex [DR], that undergoes spon-
taneous dissociation (Eq. (1)). The probability that
the complex is formed is proportional to the concen-
trations of both drug and receptor available and an

association constant (kygs). The dissociation is pro-
portional to the concentration of the complex and its
characteristic dissociation constant (kgijss):
kdiss
[D]+[R] = [DR] (D)

kﬂSS

Forming and breaking up of the complex occur at
equal rates when equilibrium is established:

[D][R]kass = [DR]kdiss (2
Equation (2) can be rearranged into:
[D][R]/[DR] = kdiss/kass =Kq 3)

The dissociation and association constants have been
combined into a new constant, K4. The total con-
centration of receptor [ RT] equals unbound receptor
concentration [R] plus drug-receptor complex con-
centration, [DR]:

[Rr]=[R]+ [DR] “4)

If the drug effect (E) is proportional to the concen-
tration of drug—receptor complex:

E =k[DR] (5)

then maximum drug effect (Emax) would be obtained
when all available receptors are occupied by the
drug:

Emax - k[RT] (6)
It is now possible to form the ratio E/Epax:
E/Emax = [DR]/[Rt] = [DR]/IDR] + [R]
=1/1+ ([R]/[DR]) (7

Equation (3) can be used to exchange [R]/[DR] for
Kg4/[D] and Eq. (7) can therefore be transformed
into:

E= Emax/1 + (Kd/[D])
= Emax[D]/(Ka + [D]) (®)

It follows that the effect is at half maximum when
[D] = Kq. In pharmacology, Eq. (8) or the so-called
E nax model is conventionally written as Eq. (9):

E = (Emax x €)/(Cs509% + C) €))

where E is drug effect, and C is drug concentration.
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IILb. The Sigmoid Ennax Model

In a pioneering paper by Hill (1910), Eq. (9) was em-
pirically modified to yield the sigmoid or S-shaped
Enax model:

E = (Emax x C*)/(C50q, + C*) (10)

This equation uses the same symbols as Eq. (9), but
a dimensionless parameter s has been added. This
parameter is called exponent or sigmoidicity fac-
tor and determines the slope and shape of a (sig-
moidal) concentration—effect relationship (Fig. 3).
Although the exponent theoretically may reflect co-
operativity (conceived as the number of molecules
that interact with the receptor), the value of s gen-
erally does not have any physiological meaning but
rather reflects the steepness of the concentration—
effect curve. When analysing concentration—effect
observations using an Eyy,x model, the inclusion of
a slope factor is frequently found to improve the fit
of the model to the data. Thus, s can simply be re-
garded as a fitting parameter and its value does not
need to be integer. Other synonymously used sym-
bols are n and y. A value of s < 1 will produce a
curve that is steep at low drug concentrations and
shallow at high concentrations. If s > 1 there will be
little increase in effect at low concentrations while
the effect is increasing rapidly in the concentration
range close to Csog. At high values for s, e.g. s > 5,
an ‘all or nothing’ type of concentration—effect curve
will be observed, as shown in Fig. 3.

Interestingly, a logarithmic transformation of the
concentration axis will produce an S-shaped effect
curve that is perfectly symmetrical around the point
(InCs0%, Emax/2).

Sometimes a pharmacological effect is the sum of
more than one drug effect. This may call for the com-
bination of two or more models, as shown in Fig. 4
where both tachycardia and bradycardia are implied
as drug effects. In this case, the model used consisted
of two equations equal to Eq. (10), but with an op-
posite direction of effect on heart rate and different
model parameter values.

IV. PHARMACOKINETIC ASPECTS OF
DRUG ACTION

In pre-clinical in vitro work, the pharmacological ef-
fects of drugs can be studied by using small pieces
of tissue immersed in organ baths to which differ-
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Fig. 3. Concentration—effect relationship for the sigmoid

Emax model with s = 0.5, 1, 3 and 5, respectively.

(a) Linear concentration scale, (b) logarithmic concentra-
tion scale.
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Fig. 4. Change in heart rate produced by apomorphine in
the rat. Slowing of heart rate predominates at low drug
concentrations, while tachycardia is most prominent at
high steady-state concentration. Two sigmoid Emax mod-
els have been combined for the PK-PD analysis. Cp(50)
corresponds to Csqq,. (From Paalzow LK, Paalzow GHM,
Ttelt-Hansen P. Variability in bioavailability: concentra-
tion versus effect. In: Rowland M, Sheiner LB, Steimer
J-L, editors. Variability in drug therapy: description, esti-
mation, and control. New York: Raven Press; 1985.)

ent amounts of pharmacological agents are added.
Compared to this relatively straightforward situa-
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tion, studying drug effects in patients introduces a
number of complicating factors that are discussed in
the sections below.

IV.a. The Active Drug Fraction

The pharmacological effect is exerted by unbound
drug molecules. Thus, if only total drug concentra-
tions (e.g. in plasma) are analysed, one should con-
sider whether these measurements are reflective of
the concentrations at the site of action. If the un-
bound drug fraction is more relevant than the total
concentration, e.g. because of saturable protein bind-
ing, it should be used as the independent variable in
the PK-PD model. Figure 5 shows the consistency
of the PK-PD relationship between total, as well as
unbound quinine concentration and hearing impair-
ment in man.

It may also be the case that the pharmacody-
namic effect of a drug is exerted by both the parent
compound and its metabolite(s), which implies that
both should be included in the PK—PD model. Also,
a drug may exist in two chiral forms with different
kinetic and dynamic characteristics.

0 1 2 3 4 0 1 2 3 4 0 1 2 3 4
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Fig. 5. Observed hearing threshold shift (dB) at 1, 2 and
4 kHz versus measured unbound (upper panel) and total
plasma quinine concentration in a subject who received
a computer-controlled quinine infusion. The reduced sig-
moid Emax model has been applied and is shown as the
solid line. Note that the y axis is by definition a log scale.
(From Karlsson KK, Berninger E, Gustafsson LL, Al-
van G. Pronounced quinine-induced cochlear hearing loss.
A mechanistic study in one volunteer at multiple stable
plasma concentrations. J Audiol Med 1995;4:12-24, with
permission.)
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Fig. 6. Counterclockwise hysteresis appearing between
hearing threshold shift and quinine plasma concentration
in a subject who received two identical oral doses (dotted
and solid lines) and an infusion (dashed line) of quinine.
(From Paintaud G, Alvan G, Berninger E et al. The con-
centration—effect relationship of quinine-induced hearing
impairment. Clin Pharmacol Ther 1994;55:317-23, with
permission from MOSBY Inc.)

IV.b. Drug Distribution and Analysis of Time
Lag Between Concentration and Effect

When creating a graph of the relationship between
the time course of the plasma concentrations of a
drug in the body (plotted on the x-axis) and the
time course of the observed drug effect (plotted on
the y-axis), a loop with a counterclockwise direc-
tion may be obtained. This means that there are more
than two values of effect that correspond to a sin-
gle plasma concentration (Fig. 6). The phenomenon
is called counterclockwise hysteresis or just hystere-
sis, provided that the model describes a stimulatory
(positive) response. If the drug effect would be in-
hibitory (negative), the direction of the hysteresis
would be clockwise.

There may be several reasons for this pattern to
be observed. One obvious reason is distribution, i.e.
the drug needs time to reach its site of action, and
the time lag between the measured drug concentra-
tion in plasma and the drug effect is due to distri-
butional delay. In order to describe such a plasma
concentration—effect relationship, a PK—PD model
that allows for drug distribution to the site of ac-
tion, e.g. the effect compartment model may be
used.

The effect compartment model assumes that the
pharmacological effect is produced in a hypothet-
ical, exceedingly small compartment, added to the



Clinical Pharmacodynamics 171

Tkw

Central k12 o Peripheral
compartment compartment
ka1
’k19
Effect
compartment

lkeo

Fig. 7. Scheme of the effect compartment PK—PD model.

PK model (Fig. 7). This compartment does not in-
fluence the pharmacokinetics of the drug because its
volume is assumed to be negligibly small. The para-
meter ke serves to characterise the time needed to
equilibrate the effect compartment with the central
compartment where drug concentrations are mea-
sured.

The treatment of the data proceeds as a two step
procedure. First, a suitable PK model is fitted to the
concentration—time data. Then a PD model is fitted
to the data as described by the PK model, simultane-
ously solving for pharmacodynamic parameters (e.g.
Emax> Cs50%, s) and the effect compartment parame-
ter keo.

IV.c. Sampling from Sites Other than Plasma

Instead of using an effect-compartment model to
link the plasma concentration profile with the time
course of drug effect, one may consider sampling
closer to the actual site of action of the drug. For
example, loop diuretics are known to act on a
Nat2CI~K™ co-transporter in the kidney, localised
in the apical cell membrane facing the lumen of
the thick ascending limb of the loop of Henle. The
physiological task of this co-transporter is to facil-
itate the tubular re-uptake of sodium, chloride and
potassium ions. Loop diuretics are transported by the
acid secretory system into the primary urine, reach-
ing their endoluminal site of action. The availabil-
ity of drug at this site is thus more relevant for the
effect than are drug concentrations in plasma. Al-
though primary urine is extensively processed when
passing through the tubular system, with an approx-
imate 99% re-uptake of electrolytes and fluid, the
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Fig. 8. Relationship between natriuresis and furosemide

excretion rate. The first observation representing

counter-clockwise hysteresis has not been included in the

fitting of the sigmoid Emax model. (From Wakelkamp M.

Furosemide dosage input — consequences for diuretic

effect, tolerance and efficiency. Diss. Karolinska Institutet,
Stockholm; 1997.)

urinary excretion rate of loop diuretics may serve
better for PK-PD evaluation than their concentra-
tion in plasma (Fig. 8).

Other examples of sites of action where changes
in drug concentration may not be well represented by
changes in the “plasma compartment” are the local
deposition of drugs in the lungs through inhalation,
the specific binding of proton pump inhibitors to gas-
tric parietal cells, drugs applied to intact skin, drugs
targeted to interact with organ-specific sites of ac-
tion (e.g. 5-alpha-reductase inhibitors of the prostate
gland and hormone receptors in the mammary gland
and the gonads) and drugs that act in the CNS in-
side the blood brain barrier. In some of these exam-
ples, drug concentrations may be obtained through
microdialysis of the actual tissues. In other cases,
PK-PD evaluation will have to rely on information
more distant from the site of action, e.g. the admin-
istered dose or the AUC.

If drug effects are produced inside transformed
endogenous cells such as cancer cells or cells in-
vaded by microorganisms, it would be preferable
to know the drug concentration within these cells.
However, for beta-lactam antibiotics, it has been
possible to model drug effects as bacterial killing
rates based on plasma concentrations. This implies
the assumption that there is a proportional relation-
ship between the drug concentrations outside and in-
side the target cell.
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V. PHARMACODYNAMIC ASPECTS OF
DRUG ACTION

V.a. Clinical Effects, Endpoints and Biomarkers

In clinical trials, the evaluation of drug response
is often based on indirect (or surrogate) endpoints.
Such indirect endpoints are supposedly closely cor-
related to the actual clinical effects of interest (the
clinical endpoints), which may be difficult to mea-
sure or follow-up. A clinical endpoint is a character-
istic variable that describes how a patient feels, func-
tions or survives. For example, a measured decrease
in blood pressure induced by anti-hypertensive drugs
is only an indirect endpoint, since the clinical end-
point is the risk reduction in morbidity and mortal-
ity related to arterial hypertension. Another exam-
ple of an indirect endpoint is the decrease in blood
lipid levels commonly used to monitor the efficacy
of lipid-lowering drugs. Indeed, a causal relation-
ship between lowered lipid levels and a decrease in
morbidity and mortality has been shown for statins.
A biomarker has been defined as “a characteristic
that is objectively measured and evaluated as an in-
dicator of normal biological processes, pathogenic
processes, or pharmacological responses to a thera-
peutic intervention”. Biomarkers may relate to both
therapeutic and safety aspects of drug effects. They
can be particularly useful as response measurements
in PK-PD modeling.

V.b. Methodological Aspects

A PK-PD model generally should not be used to
extrapolate far beyond the range of concentration-
effect observations that formed the basis for select-
ing the model. For example, using Monte Carlo
simulations, it has been shown for (sigmoid) Epqax
models that when data observations reach less than
95% of the actual maximum effect, the E,x and
Cs09 parameters will be estimated with consider-
able imprecision and bias. A practical difficulty is
that for drugs exhibiting a small therapeutic index,
it may not be possible in a study to reach Enax, be-
cause toxicity precludes this. A good example is qui-
nine (discussed below). In few cases e.g. for anti-
coagulant drugs, it has been possible to study drug
effects up to Enax, because of the availability of an
adequate rescue therapy (vitamin K). If effect lev-
els close to Epax cannot be reached, an Ey,ax model
should preferably not be used for PK—PD modelling,
since its parameters are rendered unreliable. Instead,

a simpler model such as a linear or exponential
model should be considered to describe the range of
data available. Figure 5 depicts the reversible hear-
ing impairment caused by quinine in a human sub-
ject, analysed with the following exponential PK—
PD model: E = k(C — b)* where b is a limit for
the concentration associated with no measurable ef-
fect. This exponential model may be viewed as a re-
duced sigmoid Epax model for drug concentrations
much below Csq,. If the slope factor is close to one,
the relationship between concentration and effect ap-
proaches linearity on a linear scale.

V.c. Basal Effect or Baseline

Since drugs interfere with (patho)physiological
processes in the body, the basal effect may be de-
fined as the level of response when no drug is
present, e.g. blood pressure before initiating treat-
ment with an anti-hypertensive drug. Assuming that
a drug effect can be observed and measured, it is
not possible to quantify this effect without some
knowledge of the basal effect, as the drug-induced
response reflects the change from baseline. Basal
response should not be confused with placebo re-
sponse, which is a treatment-induced change from
baseline, where treatment did not contain any phar-
macologically active compound. If the baseline is
fixed and not subject to any systematic measure-
ment error, one may simply subtract its value from
the observed effects, in order to obtain the drug-
induced effects. However, in most cases, basal ef-
fects are subject to non random measurement error,
as are drug induced effects, and may display con-
siderable variation, not only between individuals but
also within the same individual over time. Consider
for example basal blood pressure or pain score. In
many cases, the drug may influence the level or
activity of endogenous substances responsible for
maintaining the baseline effect (e.g. the case for hor-
mone and hormone antagonist drugs), and this is an-
other reason it has been argued that the baseline ef-
fect should be integrated into the pharmacodynamic
model. For the sigmoid Emax model, the parameter
E( can be added to estimate the basal effect:

E = (Emax x C*)/(C5q, + C*) + Eo Y

A study design should desirably include a base-
line period with repetitive baseline measurements
to obtain adequate initial estimates. Time-variable
changes, such as circadian rhythms may warrant a
more complicated basal effect model. If drug effect
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is studied in a disease of continuously changing in-
tensity, such as rheumatoid arthritis, inflammatory
bowel disease or psoriasis, special care in study de-
sign is warranted. For example, basal disease ac-
tivity could be modelled by introducing treatment-
free study periods or one could implement a parallel
group design with the number of patients sufficiently
large to render intra-individual changes in disease
activity insignificant.

V.d. Irreversible Effects

Although most drug-receptor interactions are re-
versible, some drugs act irreversibly through cova-
lent binding. For example, anti-cancer drugs, in par-
ticular alkylating agents, act by binding covalently
to DNA. For these types of drugs, the relationship
between cytotoxic effect and clinical effect is typi-
cally complex. A useful variable to evaluate may be
the area under the concentration—time curve (AUC)
as an estimated measure of total cumulative drug ex-
posure.

Irreversible drug-receptor interactions are not
unique to anti-cancer agents. Commonly used drugs
such as aspirin and proton pump inhibitors act by
covalent binding to their target structures as well.
Aspirin acts by irreversible acetylation of certain
amino acids, which are essential for the action of
both cyclo-oxygenase 1 and 2. Since platelets do
not synthesise proteins, the effect of aspirin on
platelet aggregation lasts for the remaining life of the
platelet (7-10 days). Proton pump inhibitors such
as omeprazole, lansoprazole and pantoprazole are
pro-drugs that are first transformed to their active
forms (sulphenamides) in the acidic compartment of
the parietal cell, followed by covalent binding to the
H* ,K*-ATP-ase enzyme. The degree of suppression
of gastric acid secretion is correlated to the AUC and
is not related to the plasma concentration of the drug
at a given time.

V.e. Bell Shaped Concentration—Effect
Relationships

Bell shaped concentration—effect relationships (an
Emax curve, followed by a decrease in effect when
concentrations are further increased) have been ob-
served for a number of drugs. Concerning serotonin
5-HT3 receptor antagonists, a decrease in effect was
reported with increasing doses of tropisetron and
dolasetron. This implies a bell shaped concentrat-
ion—effect relationship, which may be due to the fact
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Fig. 9. Relationship between amelioration scores in de-
pressed patients and steady-state plasma concentrations of
the antidepressant nortriptyline. Both low and high con-
centrations are associated with minimum therapeutic ef-
fect. (From Asberg M, Cronholm B, Sjoqvist F, Tuck D.
Relationship between plasma level and therapeutic effect
of nortriptyline. Br Med J 1971;3:331-4, with permission
from the BMJ Publishing Group.)

that these drugs also possess 5-HT4 receptor agonist
properties and therefore gastric prokinetic activity.

Neuroleptic and antidepressant drugs interact
with a number of different receptors in the brain,
which may partly explain their PK-PD relation-
ships. Figure 9 shows the bell shaped concentration—
response relationship for the antidepressant drug
nortriptyline.

V.f. Immediate versus Cumulated Effect, the
Efficiency Concept

Instead of describing drug effect by using common
pharmacodynamic parameters (Emax, C50%, S), one
could derive a new variable E/C, also called ef-
ficiency (Eff). The efficiency concept also is used
in areas other than pharmacology and is generally
defined as the ratio between the output of a useful
response and the input of a factor causing that re-
sponse. For the sigmoid En,x model, efficiency can
be derived by dividing both sides of Eq. (12) by C
as follows:

Eff=E/C
= (Emax X C*™1/(Cyq + C*) (12)

Efficiency decreases with increasing drug concentra-
tions when the effect approaches its maximum value,
Emax- The shape of an efficiency curve is shown in
Fig. 10.



174 Drug Benefits and Risks

40 r0.14
L]

° Fo.12 e
—_ —
£ =3
g 0.10 g.
= £
£ ro.o8 =
R o
g 005 5
S k]
3 =
L =
[a] 0.04 5

o.02

T T T T T T
100 200 300 400 500 600 700

Furosemide excretion rate (pg/min)

Fig. 10. Diuresis (O) and diuretic efficiency (@) in a
subject after the administration of furosemide 0.5 mg/kg.
(From Alvan G, Helleday L, Lindholm A, Sanz E, Vil-
Ién T. Diuretic effect and diuretic efficiency after in-
travenous dosage of frusemide. Br J Clin Pharmacol
1990;29:215-9, with permission.)

This figure demonstrates that there is a maxi-
mally efficient drug concentration at which the high-
est effect per unit stimulus is obtained (Ceffmax ). The
value of Cefrmax 1S only a function of Cspg and s
as Ceffmax = Cs09% (1 — s)l/s. This is true for s > 1,
while efficiency is ever increasing with decreasing
concentrations for s < 1.

Applying the efficiency concept may help to ex-
plain why certain drugs with slow absorption and in-
complete bioavailability characteristics (the case for
many controlled release formulations) may still pro-
duce a satisfactory total pharmacological effect over
time. This has been convincingly shown for loop
diuretics. With the administration of a controlled
release formulation of furosemide, drug excretion
rates close to Cefrmax Will be attained for a longer
period of time, compared to a plain tablet. The least
efficient dosage form of loop diuretics is the intra-
venous bolus dose. Although this kind of administra-
tion will lead to a maximum pharmacological effect
at some point, overall efficiency will be decreased,
since most of the drug will be excreted by the kid-
neys at a high rate, which is associated with a low
efficiency (Fig. 11).

V.g. Indirect Response Models

Drug distribution does not constitute the sole ex-
planation for the appearance of a counter-clockwise
hysteresis. Another reason may be that once the drug
has reached its site of action, the cascade of receptor-
related and post-receptor events leading to the mea-
sured drug effect takes time to develop and lags
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Fig. 11. Cumulative mean diuresis versus cumulative
mean furosemide excretion following 60 mg doses given
as two controlled release tablets (boxes), as plain tablets
(closed triangles) and following an intravenous dosage of
0.5 mg/kg (open triangles). (From Paintaud G. Kinetics
of drug absorption and influence of absorption rate on
pharmacological effect. Diss. Karolinska Institutet, Stock-
holm; 1993, reproduced by permission.)

behind the increase in plasma concentration. Thus,
changes in drug concentration (even at the site of ac-
tion) do not instantly change drug response. In other
words, the drug response may be called ‘indirect’.
Based on previous work, Dayneka et al. (1994) pre-
sented a family of four basic indirect response mod-
els. The general assumption of these types of models
is that a change in a physiological response variable
(R) with time reflects the result of a balance between
a zero-order production rate (kj,) and a first-order
elimination rate (koy) (Eq. (13)):
dR

Ezkin_koutXR (13)

An instructive example is the physiological vari-
able serum creatinine. Creatinine is an endogenous
metabolite formed from, and thus reflecting, muscle
mass. Total body muscle mass is sufficiently con-
stant to render measurement of serum creatinine use-
ful for assessing actual renal function. The serum
value of creatinine (R) is namely dependent on the
continuous (zero-order) input of creatinine into the
blood (ki) and its renal elimination rate, which is a
first-order rate process (koyt X R). In case of an ex-
tensive muscle breakdown, ki, will temporarily in-
crease. It may also be permanently low, for example
in old age when muscle mass is reduced. Likewise,
creatinine clearance may decrease for various rea-
sons, described by a decrease in kqy. An increase
in creatinine clearance may occur as well, for exam-
ple following recovery from renal disease. Accord-
ing to pharmacodynamic indirect response models,
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drugs act upon kj, and/or ko, stimulating or inhibit-
ing phenomena described by these rate constants,
thereby causing a change in the response variable.
Realising that a reversible positive response may be
obtained by stimulation of kj, or inhibition of kqy
and a reversible negative response may be due to in-
hibition of ki, or stimulation of kqy, the following
four equations may be derived:

dR
— =kin X S —kout X R (14)
dr
dR
Ezkin_koutXIXR (15)
dR
E:kinxl—kouth (16)
dR
E:kin_koutXSXR (17)

S represents a stimulation function related to the
drug concentration C e.g. as follows:

S=1+ (Emax X C*)/(C5pq, + C*) (18)

Analogously, the inhibition function / may be ex-
pressed as:

I =1~ (Inax X C*)/(Clgq, +C) (19)

Other stimulation or inhibition functions may be ap-
propriate as well.

Indirect response models have been successfully
applied for a number of drugs that display a rela-
tively slow onset of effect compared to their dis-
tribution to the site of action. Examples are cor-
ticosteroids, warfarin, furosemide and terbutalin.
Such models are also particularly appropriate if the
measured response is a change in circulating blood
cells or endogenous proteins (e.g. hormones or cy-
tokines).

V.h. Tolerance and Counteraction

Tolerance may be broadly defined as diminished re-
sponsiveness upon repeated exposure to the same
drug or as a decrease in effect over time for a given
concentration of drug. Tolerance development has
been most frequently demonstrated for drugs that
act upon the central nervous system, such as opiate
analgesics, nicotine, benzodiazepines, ethanol, co-
caine, amphetamine and other adrenoceptor activat-
ing drugs. The term is not well defined, in the sense
that many different physiological and pharmacologi-
cal mechanisms may be involved in the development

of tolerance. For example, chronic exposure of re-
ceptors to an agonist may stimulate receptor uncou-
pling and breakdown, leading to a decrease in recep-
tor density. Such receptor downregulation has been
implicated in the reduced response to beta-receptor
agonists such as isoproterenol.

Changes in the availability of cofactors and activ-
ity of control mechanisms at the cellular and subcel-
lular level may lead to a decreased affinity between
the receptor and the drug or to a decreased receptor-
generated response, often called “receptor desensiti-
zation”. For example, tolerance to opiates has been
attributed to up-regulation of the cAMP pathway and
persistent changes in transcription factors. Another
mechanism for tolerance development is the pres-
ence of homeostatic control systems that counteract
the primary effect of the drug, hence called “counter-
acting mechanisms”. Rapid administration of anti-
hypertensive drugs may lead to a compensatory in-
crease in heart rate, as has been shown for nifedip-
ine. The action of powerful diuretic drugs, such as
furosemide, has been found to activate the coun-
teracting renin—angiotensin—aldosterone and sym-
pathetic nervous systems. A pharmacokinetic ex-
planation for a decreased response upon repeated
exposure to a drug is autoinduction, sometimes re-
ferred to as metabolic tolerance. This mechanism
may partly explain the development of tolerance to
drugs such as antiepileptics and ethanol. Some drug
responses show virtually no tolerance e.g. inhibition
of salivation caused by certain psychotropics or the
miotic response to pilocarpin.

Acute within dose tolerance may be revealed by
a clockwise hysteresis (proteresis) loop in the effect
vs. concentration data plot for a positive response.
The visibility of such a hysteresis is influenced by
the drug input rate and sampling frequency, espe-
cially if the clockwise hysteresis is neutralized by a
distributional counterclockwise hysteresis. Another
aspect is that drug input rate as such may have a
profound influence on the rate and extent of toler-
ance development, a phenomenon which has been
reported for e.g. benzodiazepines and nitrate drugs.
This has important implications for study design and
drug formulation development. Tolerance develop-
ment after multiple dosing may be observed as a pro-
gressive decrease in cumulated response after each
dose. However, any quantification of these changes
requires knowledge of the drug’s concentration—
response relationship. If an Ey,x model is used, re-
ceptor downregulation may be modelled as a time
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Fig. 12. Diuretic response (@), decreasing when three
30 mg doses of furosemide were administered intra-
venously at 4-hour intervals, plasma active renin ([J),
simulated modifier of response (dotted line) and sodium
deficit (solid line). (From Wakelkamp M, Alvan G,
Gabrielsson J, Paintaud G. Pharmacodynamic modeling of
furosemide tolerance after multiple intravenous adminis-
tration. Clin Pharmacol Ther 1996;60:75-88, with permis-
sion from MOSBY Inc.)

dependent decrease in Enax, and receptor desen-
sitization as an increase in Csgg. A more flex-
ible approach, using the “hypothetical antagonist
model”, has been applied to analyze tolerance devel-
opment to nicotine and morphine. Tolerance devel-
opment was described using the generation of a hy-
pothetical substance (e.g. a metabolite) in a separate
compartment, acting as a noncompetitive antagonist
of the effects of nicotine and morphine. Modelling
of tolerance development has also been expanded to
indirect response models, by adding tolerance para-
meters which stimulate or inhibit the rate constants
of production or loss of response (kin and koy, re-
spectively) (Fig. 12). Examples of these tolerance
models applied to furosemide and prolactin can be
found in the literature.

A decreased responsiveness induced by disease is
shown in Fig. 13. Cardiac insufficiency is associated
with a decrease in E,x and an increase in Csqg, for
furosemide.

V.. Signal Transduction and
Mechanistic Models

Drugs interfere with a vast range of physiological
functions in order to produce their pharmacologi-
cal effects. Examples are the inhibition of coagula-
tion factor synthesis (warfarin), the promotion or re-
pression of gene expression (steroids, antisense nu-
cleotides), inhibition of an electrolyte co-transporter
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Fig. 13. Relationship between furosemide excretion rate
and sodium excretion rate in control subjects and patients
with heart failure. The heavy line with large circles and
shaded area represent mean and SEM in the controls. The
drug is much less potent and efficacious in all but one of
the patients compared to the controls. (From Brater C,
Chennavasin P, Seiwell R. Furosemide in patients with
heart failure: Shift in dose-response curves. Clin Pharma-
col Ther 1980;28:182-6, with permission from MOSBY
Inc.)

(furosemide), inhibition of ATP-ase (digitalis) or
binding to specific receptors (e.g. benzodiazepines,
neuroleptics). Some of these interventions will in-
evitably need some time to occur. Pharmacodynamic
indirect response models offer a method to evaluate
the time lapse as part of the model. However, the ef-
fect compartment approach offers a method to allow
for the time needed to complete drug distribution.
Both types of models should be viewed as oversim-
plifications of reality, since distribution, as well as
receptor and postreceptor events are part of the cas-
cade of events during the pharmacological action of
a drug (Fig. 14). Thus, when pre-receptor distribu-
tional events are rate limiting, the drug response may
be adequately described by an effect compartment
model and when postreceptor events are rate limit-
ing, an indirect response model may be more appro-
priate to describe the concentration—effect relation-
ship. If several of these factors play a role, a com-
bined PK-PD model can be used (Fig. 14).
Mechanistic models can describe pharmacologi-
cal and physiological events in a more refined fash-
ion and with greater utility than empirical models.
Such models make more advanced and more re-
alistic assumptions about drug distribution and ef-
fects. Mechanistic models may be used to find opti-
mal sampling times during clinical trial design and
to model clinical trial outcomes. The application
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Fig. 14. Schematic description of pharmacokinetic and
pharmacodynamic determinants of drug action. Distribu-
tion from the measurement site (Cp) to the biophase (Ce),
determined by a distribution rate constant k), is followed
by drug-induced inhibition or stimulation of the produc-
tion (ki) or removal (koyt) of a mediator (R), transduc-
tion of the response R and further transformation of R
to the measured effect E, if the measured effect variable
is not R. (Modified from Jusko WJ, Ko HC, Ebling WE.
Convergence of direct and indirect pharmacodynamic re-
sponse models. J Pharmacokinet Biopharm 1995;23:5-6.)

of mechanistic models should ideally provide better
ways to improve drug response in relation to dosage,
including optimisation of drug input profile based
on schedule dependency and other factors, such as
changing receptor functions or counteractive mech-
anisms.

V.j. Considerations on Biologicals

Biopharmaceuticals are protein macromolecules,
usually prepared by recombinant DNA technology,
which are used as therapeutics. This group includes
replacement hormones such as insulin, cytokines
such as interferons, and monoclonal antibodies.
Many biopharmaceutical preparations are hetero-
geneous and may be difficult to fully characterise.
Certain fractions of a preparation may have differ-
ent biological activity or kinetics than the intended
product. It is important that such fractions are appro-
priately qualified. The proportions of these fractions
may be altered when production changes are made or
they may be different between similar products pro-
duced by different manufacturers. Because of their
proteinaceous nature and their novel mechanisms of
action, all preclinical and clinical development steps
must be re-evaluated. For pharmacokinetic studies,
blood concentrations should be measured by specific
analytical techniques (most often ELISA), which
quantify the active protein and not one of its frag-
ments or inactive forms, such as antigen—antibody
complexes. For PK-PD studies of monoclonal an-
tibodies, relevant biomarkers are most often circu-

lating cells (e.g. CD20 lymphocytes during ritux-
imab therapy) or cytokines (e.g. vascular endothelial
growth factor during bevacizumab therapy). Indirect
response models are therefore particularly appropri-
ate. The concentration—effect relationship of mono-
clonal antibodies is usually more complex than for
conventional “small chemical” drugs because their
pharmacokinetics can be influenced by the number
of accessible antigens (“antigen mass”); a parameter
that will change with time during treatment. In this
case, there is interaction between the biopharmaceu-
tical concentration and the concentration of its tar-
get, potentially leading to differences in dynamics
and kinetics.

V.k. Quantal Response and Survival Rate

As an alternative to evaluating a continuous effect
parameter, one may instead define a quantal re-
sponse or response entity. The Y-axis is then ex-
pressed as the probability of reaching this pre-set
response, which could be a certain level of blood
pressure reduction or the presence of a neurologi-
cal reflex, etc. During the experiment, the absence or
presence of the quantal response is assessed. Logis-
tic regression is performed to estimate the probabil-
ity of response at each drug concentration. Figure 15
shows an analysis of a quantal response in anaesthe-
siology.

Survival rate may be a useful endpoint to study
in severe medical conditions, associated with sig-
nificantly decreased longevity. Patients who are re-
cruited for treatment may be followed prospectively
and the loss of patients in the study groups is de-
scribed with Kaplan—Meier statistics. Differences in
survival rates between groups are tested by the Log-
Rank statistical test, while the influence of a continu-
ous variable such as drug concentration can be tested
using the Cox’s regression model.

VI. PERSPECTIVES

A major problem in pharmacotherapy is the exten-
sive inter-individual variability in pharmacokinet-
ics, as well as pharmacodynamics, which motivates
more research efforts in order to better understand
and control how drug effects are produced. Another
route to be examined is “schedule dependency”
which denotes the possibility that the overall drug
response is dependent on how the dosage schedule is
constructed. It remains a necessity to understand and
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Fig. 15. Relationship between the alfentanil plasma con-
centrations and the probability of needing naloxone to re-
store adequate spontaneous ventilation. The diagram at the
upper part shows the alfentanil plasma concentrations of
the patients who required naloxone (upward deflection)
or did not require naloxone (downward deflection). The
plasma concentration—effect curve for this clinical end-
point (lower part) was defined from the quantal data shown
in the upper diagram using logistic regression. Bars indi-
cate SE of Cs5¢g,. (From Ausems ME, Hug CC, Stanski
DR, Burm AGL. Plasma concentrations of alfentanil re-
quired to supplement nitrous oxide anaesthesia for general
surgery. Anaesthesiology 1986;65:362-73, reproduced by
permission.)

control the production of drug effects through thor-
ough knowledge of a drug’s concentration—effect re-
lationship.
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I. INTRODUCTION

In stark contrast to adults, the use of drugs in infants,
children and adolescents embodies a unique element
which must be considered to ensure drug safety and
efficacy; namely, the impact of development on both
drug disposition and action.

Development, per se, represents a continuum
of biologic events that enables adaptation, somatic
growth, neuro-behavioral maturation and eventually,
reproduction. The impact of development on the dis-
position of a given drug is determined, to a great
degree, by age-associated changes in body compo-
sition (e.g. body water spaces, circulating plasma
protein concentrations) and the acquisition of func-
tion of organs and organ systems which are im-
portant in determining drug metabolism (e.g. the
liver) and excretion (e.g. the kidney). While it is
often convenient to classify pediatric patients on
the basis of postnatal age for the provision of drug
therapy (e.g. neonate < 1 month of age; infant =
1-24 months of age: children = 2—12 years of age;
and adolescents = 12-18 years of age), it is im-
portant to recognize that the changes in physiology
which characterize development may not correspond
to these age defined ‘breakpoints’. In fact, the most
dramatic changes in drug disposition occur during

the first 18 months of life where the acquisition of or-
gan function is most dynamic. Additionally, it is im-
portant to note that the pharmacokinetics of a given
drug may be altered in pediatric patients consequent
to intrinsic (e.g. gender, genotype, ethnicity, inher-
ited diseases) and/or extrinsic (e.g. acquired disease
states, xenobiotic exposure, diet) factors which may
occur during the first two decades of life.

In addition to the physiological and psychologi-
cal development that is quite evident during the first
two decades of life, it is apparent that ontogeny can
also have a profound impact on drug action. While
current information rarely permits one to profile a
predictable relationship between age and pharma-
codynamics, age-associated differences in the dose
versus concentration versus effect relationship are
evident for many therapeutic drugs. It is not known,
however, whether these differences represent dis-
crete and definable ‘events’ associated with drug
receptor interaction (e.g. receptor number/density,
affinity, kinetics of association/dissociation) or al-
ternatively, age related differences in the complex
milieu of post receptor biochemical events (e.g. the
availability and residence of second messengers, the
number and types of G-proteins, alterations in trans-
membrane ion flux capable of altering activity of
channel-linked receptors, etc.).

Drug Benefits and Risks: International Textbook of Clinical Pharmacology, revised 2nd edition
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For a practitioner to develop a rational and sound
pharmacotherapeutic approach to the pediatric pa-
tient, it is essential that he or she considers the de-
velopmental ‘factors’ (physiological, psychological
and pharmacological) that make infants, children
and adolescents different from adults. It is the goal
of this chapter to provide the reader not with a drug-
specific overview of pediatric clinical pharmacology
but rather, a premise upon which to consider the po-
tential impact (both therapeutic and toxicologic) of
ontogeny on drug disposition and action.

II. DEVELOPMENT AND DRUG
DISPOSITION

Development has been shown to impact upon each
of the ‘phases’ of drug disposition (e.g. absorp-
tion, distribution, metabolism and excretion). A bet-
ter understanding of the various physiological vari-
ables regulating and determining the fate of drugs in
the body has, in many instances, dramatically im-
proved both the safety and efficacy of drug ther-
apy for neonates, infants, children and adolescents.
This understanding has largely resulted over the last
20 years from guided clinical experience in pediatric
drug therapy (e.g. application of therapeutic drug
monitoring and clinical pharmacokinetics) and also,
from carefully conducted pediatric clinical trials de-
signed to characterize the disposition of both old and
new drugs. Accordingly, it is most useful to con-
ceptualize pediatric pharmacokinetics by examining
the impact of development on those physiological
variables that govern drug absorption, distribution,
metabolism and excretion.

IL.a. Drug Absorption

The rate and extent of gastrointestinal (GI) absorp-
tion is primarily dependent upon pH dependent pas-
sive diffusion and motility of the stomach and small
intestine, both of which control transit time. In term
(i.e., fully mature) neonates, the gastric pH ranges
from 6 to 8 at birth and drops to 2-3 within the
first few hours. After the first 24 hours of extrauter-
ine life, the gastric pH increases to approximately
6—7 consequent to immaturity of the parietal cells.
A relative state of achlorhydria remains until adult
values for gastric pH are reached at 20-30 months
of age. In the neonate, GI transit time is prolonged
consequent to reduced motility and peristalsis. Gas-
tric emptying is both irregular and erratic, and only

partially dependent upon feeding. Gastric emptying
rates approximate adult values by 6-8 months of
age. During infancy, intestinal transit time is gener-
ally reduced relative to adult values consequent to in-
creased intestinal motility. In the neonate and young
infant, additional factors may play a role in intesti-
nal drug absorption. These include relative imma-
turity of the intestinal mucosa leading to increased
permeability, immature biliary function, high levels
of B-glucuronidase activity and variable microbial
colonization.

The developmental changes in GI function or
structure in the newborn period and early infancy
produce alterations in drug absorption which are
quite predictable. In general, the oral bioavailabil-
ity of acid-labile compounds (e.g. S-lactam antibi-
otics) is increased while that of weak organic acids
(e.g. phenobarbital, phenytoin) is decreased. For
orally administered drugs with limited water solu-
bility (e.g. phenytoin, carbamazepine), the rate of
absorption (i.e. fpax) can be dramatically altered
consequent to changes in GI motility. In older in-
fants with more rapid rates of intestinal drug transit,
reductions in residence time for some drugs (e.g.
phenytoin) and/or drug formulations (e.g. sustained-
release theophylline) can reduce the extent of ab-
sorption (i.e. decreased bioavailability). Finally, as
illustrated by investigations of the antiviral agent
pleconaril, the extent of bioavailability of extremely
lipophilic drugs and, in some instances, certain pro-
drugs (e.g. chloramphenicol palmitate) can be re-
duced in neonates consequent to reductions in in-
traluminal enzyme (e.g. lipase) content and activity.
As well, developmental immaturity in other intesti-
nal enzymes (e.g. CYP3A4) and/or transport pro-
teins (e.g. p-glycoprotein) whose activities can be
rate-limiting for the presystemic clearance of spe-
cific drug-substrates may translate into altered drug
bioavailability in the neonate and young infant.

In the newborn and young infant, both rectal
and percutaneous absorption is highly efficient for
properly formulated drug products. The bioavail-
ability of many drugs administered by the rec-
tal route (e.g. diazepam, acetaminophen) is in-
creased not only consequent to efficient transloca-
tion across the rectal mucosa but also, reduced pre-
systemic drug clearance produced by immaturity
of many drug metabolizing enzymes in the liver.
Both the rate and extent of percutaneous drug ab-
sorption is increased consequent to a thinner and
more well-hydrated stratum corneum in the young
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Table 1. Summary of drug absorption in neonates, infants and children

Neonate Infants Children
Physiological alteration
Gastric emptying time Irregular Increased Slightly increased
Gastric pH >5 4-2 Normal (2-3)
Intestinal motility Reduced Increased Slightly increased
Intestinal surface area Reduced Near adult Adult pattern
Microbial colonization Reduced Near adult Adult pattern
Biliary function Immature Near adult Adult pattern
Muscular blood flow Reduced Increased Adult pattern
Skin permeability Increased Increased Near adult pattern
Possible pharmacokinetic consequences
Oral absorption Erratic-reduced 1 rate Near adult pattern
L.m. absorption Variable Increased Adult pattern
Percutaneous absorption Increased Increased Near adult pattern
Rectal absorption Very efficient Efficient Near adult pattern
Pre-systemic clearance <adult >adult >adult (1 rate)

Direction of alteration given relative to expected normal adult pattern.

Adapted from Morselli, 1983.

infant. As a consequence, systemic toxicity can be
seen with percutaneous application of some drugs
(e.g. diphenhydramine, lidocaine, corticosteroids,
hexachlorophene) to seemingly small areas of the
skin during the first 8—12 months of life.

In contrast to older infants and children, the rate
of bioavailability for drugs administered by the in-
tramuscular route may be altered (i.e. delayed fpax)
in the neonate. This developmental pharmacokinetic
alteration is the consequence of relatively low mus-
cular blood flow in the first few days of life, the rel-
ative inefficiency of muscular contractions (useful
in dispersing an intramuscular (i.m.) drug dose) and
an increased percentage of water per unit of mus-
cle mass. Generally, i.m. absorption of drugs in the
neonate is slow and erratic with the rate dependent
upon the physicochemical properties of the drug and
on the maturational stage of the newborn infant.

Developmental differences in drug absorption be-
tween neonates, infants and older children are sum-
marized in Table 1. It must be recognized that the
data contained therein reflect developmental differ-
ences which might be expected in healthy pedi-
atric patients. Certain conditions and disease states
might modify the function and/or structure of the ab-
sorptive surface area(s). GI motility and/or systemic
blood flow can further impact upon either the rate or
extent of absorption for drugs administered by ex-
travascular routes in pediatric patients.

IL.b. Drug Distribution and Plasma Protein
Binding

During development, marked changes in body com-
position occur. Alterations in the total body wa-
ter (TBW), extracellular water (ECW) and body fat
‘pools’ are illustrated in Fig. 1. The most dynamic
changes occur in the first year of life with the excep-
tion of total body fat which in males is reduced by
approximately 50% between 10 and 20 years of life.

—— TBW
—a— ECW
- - Body fat

T

S5yr 10yr 20 yr 40 yr

Birth 3m 6m 9m 1yr

Fig. 1. Developmental changes in body water and fat con-

tent (from Ritschel WA and Keams GL, 1999, reproduced

by permission from the Handbook of Basic Pharmacoki-

netics, Sth edn. © 1999 by the American Pharmaceutical
Association).
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Table 2. Plasma protein binding and drug distribution

Neonate Infants Children
Physiological alteration
Plasma albumin Reduced Near normal Near adult pattern
Fetal albumin Present Absent Absent
Total proteins Reduced Decreased Near adult pattern
Total globulins Reduced Decreased Near adult pattern
Serum bilirubin Increased Normal Normal adult pattern
Serum free fatty acids Increased Normal Normal adult pattern
Blood pH 7.1-7.3 7.4 (normal) 7.4 (normal)
Extracrainial adipose tissue Scarce Reduced/Generally reduced
Total body water Increased Increased Near adult pattern
Extracellular water Increased Increased Near adult pattern
Endogenous maternal
Substances (ligands) Present Absent Absent
Possible pharmacokinetic consequences

Free fraction Increased Increased Slightly increased
Apparent volume of distribution

Hydrophilic drugs Increased Increased Slightly increased

Hydrophobic drugs Reduced Reduced Slightly decreased
Tissue/plasma ratio Increased Increased Slightly increased

Direction of alteration given relative to expected normal adult pattern.

Adapted from Morselli, 1983.

In females, this reduction is not as dramatic, decreas-
ing from approximately 28-25% during this same
period. It is also important to note that adipose tissue
of the neonate may contain as much as 57% water
and 35% lipids, whereas values in the adult approach
26.3% and 71.7%, respectively. Finally, despite the
fact that body fat content during the first 3 months
of life is low relative to the other periods of devel-
opment, the lipid content of the developing central
nervous system is quite high; thus having potential
adverse implications for the localization of lipophilic
compounds (e.g. propranolol) administered early in
life during critical periods of brain growth.

In addition to age-related alterations in body
composition, the neonatal period is characterized
by certain physiologic alterations which are capa-
ble of reducing the plasma protein binding of drugs
(Table 2). In the neonate, the free fraction of drugs
which are extensively (i.e. >80%) bound to circulat-
ing plasma proteins is markedly increased, largely
due to lower concentrations of drug binding pro-
teins (i.e. a lower number of binding sites), reduced
binding affinity (e.g. lower binding affinity for weak
acids to fetal albumin, presence of acidic plasma pH
and endogenous competing substrates such as biliru-

bin, free fatty acids). This is exemplified by pheny-
toin, a weak acid that is 94-98% bound to albumin in
adults (i.e. free fraction = 2—4%) but only 80-85%
bound in the neonate (i.e. free fraction = 15-20%).
Consequent to developmental immaturity in the ac-
tivity of hepatic microsomal enzymes that are re-
sponsible for phenytoin biotransformation, compen-
satory clearance of the increased free fraction does
not occur, thereby producing an increased amount
of free phenytoin in the plasma and CNS. Conse-
quently, this particular age dependent alteration in
drug binding functionally reduces the total plasma
phenytoin level associated with both efficacy and
toxicity in the newborn, as compared to older in-
fants and children where phenytoin protein binding
is similar to that observed in adults. Reduced plasma
protein binding associated with absolute and rela-
tive differences in the sizes of various body com-
partments (e.g. total body water, extracellular fluid,
composition of body tissues) frequently influences
the apparent volume of distribution for many drugs
and also, their localization (i.e. both uptake and resi-
dence) in tissue. As illustrated by the examples con-
tained in Table 3, the apparent volume of distribu-
tion of small molecular weight compounds which
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Table 3. Examples of age-related differences in pharmacokinetics

Drug Vg s (Vkg) Elimination f, /2 (h)

PT T Infant PT T Infant
Ampicillin 0.7 0.65 0.6 4-6 2-3 0.8-1.5
Cefotaxime 0.7 0.6 0.5 5-6 2-3 1.1-1.5
Vancomycin 0.9 0.7 0.6 6-10 4-6 2.5-3
Gentamicin 0.5 0.45 0.35 4-12 34 2-3
Chloramphenicol 1.2 0.8 0.5-0.7 20-24 10-12 1.5-3.5
Digoxin 5-7 8-10 10-15 60-170 34-45 18-25

Abbreviations include: PT, preterm neonate; T, term neonate; Vq g5, apparent steady state volume of distribution and 7} /5, half-life.

are not extensively bound to plasma proteins (e.g.
ampicillin, cefotaxime, gentamicin) corresponds to
age-related alterations in the total body water space
and extracellular fluid pool (Fig. 1). In contrast, the
apparent volume of distribution for digoxin, a drug
extensively bound to muscle tissue, does not de-
crease during the first years of life but rather in-
creases to values (i.e. 10-15 I/kg for infants) which
exceed those reported for adults (e.g. 5-7 1/kg); alter-
ations that reflect both age-related changes in body
composition and the affinity of digoxin for its bind-
ing sites.

IL.c. Drug Metabolism

In general, most of the enzymatic activities responsi-
ble for metabolic degradation of drugs are reduced in
the neonate. Certain phase I biotransformation reac-
tions (e.g. hydroxylations) appear to be more com-
promised than others (e.g. dealkylation reactions).
This is reflected by prolonged clearance of com-
pounds such as phenytoin, phenobarbital, diazepam,
lidocaine, meperidine and indomethacin, during the
first 2 months of life. Phase II reactions are also
unevenly reduced with sulfate and glycine conju-
gation activities present at near adult levels during
the first month of life as opposed to glucuronidation
(i.e. the activity of specific UDP glucuronosyltrans-
ferase isoforms) which is reduced as reflected by
prolonged elimination of chloramphenicol (Table 3)
in the neonate.

It must be recognized that developmental dif-
ferences in hepatic drug metabolism occur conse-
quent to reductions in the activity of specific drug-
metabolizing enzymes and their respective isoforms.
For most enzymes, the greatest reduction of activity
is seen in premature infants where immature func-
tion may also reflect continued organogenesis. This

Percent adult value

>30 1
weeks \/oels <24 hr
Fetus

Newborn

Fig. 2. Ontogeny of CYP2D6 in the fetus and neonate
(adapted from Treluyer et al., 1991).

is illustrated by examining data concerning the on-
togeny of cytochrome P450 (CYP) 2D6; a polymor-
phically expressed enzyme which comprises only
2-3% of all drug-metabolizing CYPs in human liver
but regulates the biotransformation of over 50 ther-
apeutically used drugs (e.g. captopril, amitrypty-
line, codeine, fluoxetine, dextromethorphan, parox-
etine, flecanide, haloperidol, propranolol, timolol,
thioridazine, imipramine). As shown in Fig. 2, the
CYP2D6 mRNA at approximately one to four weeks
of postnatal life far exceeds the normal values ob-
served in adults while the concentration of CYP2D6
protein is only a fraction of that observed in adults.
Also, a marked discordance is evident between the
activity of the enzyme and the amount of protein in
the first week of life. Finally, as postnatal develop-
ment ensues, the ‘pattern’ of CYP2D6 activity in-
creases over time in proportion to the amount of pro-
tein such that by 6-8 months of life, the CYP2D6
activity approximates adult levels.

As reflected by an examination of the ontogeny
of important drug metabolizing enzymes as sum-
marized in Table 4, it is apparent that maturation
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Table 4. Developmental patterns for the ontogeny of important drug metabolizing enzymes in man
Enzyme(s) Known developmental pattern

Phase I enzymes
CYP2D6

CYP2C19, CYP2C9

CYPI1A2

CYP3A7

CYP3A4

Phase I enzymes
NAT2

TPMT

UGT
SULT

Low to absent in fetal liver but present at 1 week of age. Poor activity (i.e., 20% of adult) by
1 month. Adult competence by 12 months of age.

Apparently absent in fetal liver. Low activity in first 2—4 weeks of life with adult activity reached
by approximately 6 months. Activity may exceed adult levels during childhood and declines to
adult levels after conclusion of puberty.

Not present in appreciable levels in human fetal liver. Adult levels reached by approximately
4 months and exceeded in children at 1-2 years of age. Adult activity reached after puberty.
Fetal form of CYP3A which is functionally active (and inducible) during gestation. Virtually
disappears by 1-4 weeks of postnatal when CYP3A4 activity predominates, but remains present
in approximately 5% of individuals.

Extremely low activity at birth reaching approximately 30-40% of adult activity by 1 month and
full adult activity by 6 months. May exceed adult activity between 1-4 years of age, decreasing
to adult levels after puberty.

Some fetal activity by 16 weeks gestation. Poor activity between birth and 2 months of age.
Adult phenotype distribution reached by 4—-6 months with adult activity reached by 1-3 years.
Fetal levels approximately 30% of adult values. In newborns, activity is approximately 50%
higher than adults with phenotype distribution which approximates adults. Exception is Korean
children where adult activity is seen by 7-9 years of age.

Ontogeny is isoform specific. In general, adult activity is reached by 6-24 months of age.
Ontogeny is isoform specific and appears more rapid than that for UGT. Activity for some
isoforms may exceed adult levels during infancy and early childhood.

Abbreviations include: CYP, cytochrome P450; NAT?2, N-acetyltransferase-2; TPMT, thiopurine methyltransferase; UGT, glucuronosyl-

transferase and SULT, sulfotransferase.
Adapted from Leeder and Kearns, 1997.

of activity is enzyme, and in some cases, isoform-
specific. It is also important to note that for enzymes
which are polymorphic in their expression (i.e. more
than one phenotype for activity), development per
se may produce a discordance between the pheno-
type and genotype. This is exemplified by N-acetyl-
transferase-2 (NAT2) where reduced enzyme activ-
ity results in over 80% of infants being classified
as the poor-metabolizer phenotype during the first
2 months of age.

As denoted in Table 4, the activity of selected
phase I and phase II enzymes in young infants can
exceed that for adults. The potential pharmacologic
implications of this particular developmental alter-
ation in drug metabolism is exemplified by examin-
ing the impact of age on the predicted steady state
plasma concentrations of theophylline (a predomi-
nant CYP1A2 and xanthine oxidase substrate) from
a fixed dose of the drug (Fig. 3). In the first 2 weeks
of life, the activity of all of the cytochromes P450
and other enzymes (e.g. xanthine oxidase) responsi-

ble for theophylline biotransformation is markedly
diminished; leaving renal excretion of unchanged
drug and trans-methylation of theophylline to caf-
feine as the predominant clearance pathways. By
3—-6 months of postnatal age, CYP1A2 ontogeny re-
sults in activity of the enzyme which can exceed
adult levels, thus increasing the plasma clearance of
theophylline to maximum values at 16-48 months
of age as reflected by steady-state theophylline con-
centrations illustrated in Fig. 3. Despite emerging
information on isoform-specific developmental dif-
ferences in the activity of several important drug
metabolizing enzymes, there is little or no evidence
that clearly describes the regulatory events at a cel-
lular or molecular level that are responsible for pro-
ducing these differences. While it was commonly
believed that age-dependent differences in hepatic
size (relative to total body size) in children was
in part responsible for the apparent increased ac-
tivity of many drug metabolizing enzymes during
childhood, Murry et al. demonstrated that liver vol-
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Fig. 3. Impact of development on theophylline plasma

concentrations (from Ritschel WA and Kearns GL, 1999,

reproduced by permission, from the Handbook of Basic

Pharmacokinetics, Sth edn. © 1999 by the American Phar-
maceutical Association).

ume in children was not associated with changes
in the normalized (i.e. to weight and/or body sur-
face area) plasma clearance of lorazepam, antipyrine
or indocyanine green. Thus, increased clearance of
pharmacologic substrates for selected phase I and II
drug-metabolizing enzymes observed in infants and
children appears to be the consequence of develop-
mentally dependent increases in enzyme activity as
opposed to amount of enzyme.

Finally, it is possible that neuroendocrine deter-
minants of growth and maturation may, in part, be
responsible for observed developmental differences
in the activity of certain drug-metabolizing enzymes.
As recently postulated, the biological effects of hu-
man growth hormone expressed during development
may account for observed differences in the activ-
ity of specific drug-metabolizing enzymes. Support
for this assertion was drawn from evidence that hu-
man growth hormone can modulate the effect of
many general transcription factors, the demonstrated
regulatory role for growth hormone in the expres-
sion of CYP2A2 and CYP3A2 in rats, the docu-
mented effects of human growth hormone treatment
on the alteration of the pharmacokinetics for phar-
macologic substrates of selected P450 cytochromes,
and also, evidence of altered CYP1A2 activity which
appears to correlate with the pubertal height spurt.

As expected, age-related differences in the activ-
ity of drug-metabolizing enzymes can have dramatic
clinical implications for dose and dose interval se-
lection. An understanding of the basic clinical phar-
macology of a given drug (often available from
studies conducted in older children or adults), the
ontogeny of drug-metabolizing enzymes (Table 4)
and of the other physiological alterations that oc-
cur during development that potentially impact he-
patic drug metabolism can enable prediction of the
possible pharmacokinetic consequences as summa-
rized in Table 5. Determination of the developmental
‘break points’ for the activity of drug-metabolizing
enzymes can also enable effective guidance of drug
dosing and/or the study of new drugs by eliminat-
ing arbitrary age-based categories (e.g. infant, child
and adolescent) which may or may not have any-
thing to do with the competence of a specific drug-
metabolizing enzyme.

I1.d. Renal Drug Excretion

At birth, the kidney is anatomically and function-
ally immature. The acquisition of renal function de-
pends, more than any other organ, on gestational age
and postnatal adaptations. In the preterm infant, re-
nal function is dramatically reduced, largely due to
the continued development of functioning nephron
units (i.e. nephrogenesis). In contrast, the acquisi-
tion of renal function in the term neonate represents,
to a great degree, recruitment of fully developed
nephron units. In both term neonates and preterm in-
fants who have birth weights > 1500 g, glomerular
filtration rates increase dramatically during the first
2 weeks of postnatal life (Fig. 4). This particular dy-
namic change in function is a direct result of post-
natal adaptations in the distribution of renal blood
flow (i.e. medullary distribution to corticomedullary
border), resulting in dramatic recruitment of func-
tioning nephron units. In addition, there is a situa-
tion of glomerular—tubular imbalance due to a more
advanced maturation of glomerular relative to tubu-
lar function. Such an imbalance may persist for up to
6—10 months of age where both tubular and glomeru-
lar function approach normal values for adults. The
ontogeny of renal function and the potential pharma-
cokinetic consequences which occur during develop-
ment are summarized in Table 6.

The fact that the ontogeny of renal function has
been the most well characterized of any organ re-
sponsible for drug elimination makes it possible
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Table 5. Drug metabolism in the neonate, infant and child

Neonate Infants Children

Physiological alteration

Liver/body weight ratio Increased Increased Slightly increased

Cytochromes P450 activity Reduced Increased Slightly increased

Blood esterase activity Reduced Normal (by 12 mo.) Adult pattern

Hepatic blow flow Reduced Increased Near adult pattern

Phase II enzyme activity Reduced Increased Near adult pattern
Possible pharmacokinetic consequences

Metabolic rates Reduced Increased Near adult pattern™

Pre-systemic clearance Reduced Increased Near adult pattern

Total body clearance Reduced Increased Near adult pattern™

Inducibility of enzymes More evident Slightly increased Near adult pattern™

Direction of alteration given relative to expected normal adult patterns.

*denotes assumption of adult pattern of activity after the conclusion of puberty. The activity of all drug metabolizing enzymes is generally

higher before vs. after puberty.
Adapted from Morselli, 1983.
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Fig. 4. Ontogeny of glomerular filtration in the neonate

(from Ritschel WA and Kearns GL, 1999, reproduced

by permission, from the Handbook of Basic Pharmaco-

kinetics, 5Sth edn. © 1999 by the American Pharmaceutical
Association).

to accurately predict the potential impact of devel-
opment on the elimination characteristics of drugs
which are predominantly excreted by the kidney.
This is well illustrated by a study by James et al.
of famotidine, an H» receptor antagonist which in
older children and adults is approximately 80% ex-
creted unchanged in the urine. As illustrated by the
data (Table 7), the renal clearance of famotidine in
children was approximately fivefold higher than that
observed in neonates; populations where the aver-
age glomerular filtration rates would be expected to

be approximately 100 and 20 ml/min/1.73 m?, re-
spectively. Also, correlations between postnatal age,
renal function status (i.e. glomerular filtration rate
and tubular secretory capacity) and drug clearance
have been demonstrated for aminoglycoside antibi-
otics, vancomycin, S-lactam antibiotics and raniti-
dine; all of which are predominantly excreted via re-
nal mechanisms.

1. IMPACT OF PHARMACOGENETICS ON
PHARMACOKINETICS AND
PHARMACODYNAMICS

Pharmacogenetics plays a role in ontogeny through
its influence on drug disposition and/or action. Sev-
eral important drug-metabolizing enzymes which, to
some degree, demonstrate a dependence upon de-
velopment for their activity are polymorphically ex-
pressed in man. Therapeutic implications of genetic
polymorphisms are illustrated by the following ex-
amples. CYP2C9 is polymorphically expressed with
point mutations giving rise to three allelic variants
(CYP2C9*1, 2 and 3). Inheritance of the CYP2C9*2
and/or CYP2C9#3 allele convey reduced enzyme ac-
tivity as reflected by a 5.5- and 27-fold reduction, re-
spectively, in catalytic activity towards S-warfarin,
a CYP2C9 substrate. Ibuprofen, a CYP2C9 sub-
strate, shows a relationship between clearance and
age that is linear and in part, may be influenced by
the CYP2C9 polymorphism. Additionally, the dispo-
sition of phenytoin, another CYP2C9 substrate, has
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Table 6. Renal function in the neonate, infant and child

Neonate Infants Children
Physiological alteration
Kidney/body weight ratio Increased Increased Near adult values
Glomerular filtration rate Reduced Normal (by 12 mo.) Normal adult values

Active tubular secretion Reduced Near normal
Active tubular reabsorption Reduced Near normal
Proteins present in urine Present (30%) Low to absent
Urinary acidification Low Normal (by 1 mo.)
Urine output (ml/h/kg) 3-6 2-4

Urine concentration Reduced Near normal

Possible pharmacokinetic consequences

Active drug excretion Reduced Near normal
Passive drug excretion Reduced to increased Increased
Excretion of basic drugs Increased Increased

Normal adult values™
Normal adult values
Normally absent
Normal adult activity
1-3

Normal adult values

Normal adult pattern
Normal adult pattern
Near normal

Direction of alteration given relative to expected normal adult patterns.

*Denotes slight increase in excretion rate for basic compounds.
Adapted from Morselli, 1983.

Table 7. Famotidine pharmacokinetics in neonates and children

Patient group 1172 (h) ClI (/h/kg) Cliena) (I/h/kg)
Children (n = 12, 1.1-12.9 yr) 32 0.70 0.45
Neonates (n = 10, 936-3495 g) 10.9 0.13 0.09

Abbreviations include: 71 /2, elimination half-life; Cl, total plasma clearance and Clyep,, renal clearance.

Data expressed as mean values (from James et al., 1998).

been shown to vary considerably based on the spe-
cific CYP2C9 genotype, with the presence of certain
alleles (e.g. CYP2C9*3) having an apparent dra-
matic influence on the dose versus plasma concen-
tration relationship and potentially, the therapeutic
index for this drug.

IIL.a. Practical Clinical Applications of
Pharmacogenetics

Advances in technology (e.g. commercially avail-
able gene chip assays for CYP2D6, CYP2(CY,
CYP2C19, UGTIAI) are bringing the introduction
of pharmacogenetics into the process of clinical ther-
apeutics ever closer. As illustrated by the examples
contained in Table 8, there are a host of polymorphi-
cally expressed genes with currently validated as-
says which, when properly applied, can provide im-
portant information that can be used to profile patient
risk for adverse drug events (e.g., NAT2, VKORCI,
CYP2C9, CYP2D6, TPMT), guide dose selection

Table 8. Examples of gene polymorphisms of
potential clinical utilityin therapeutic decision making

e NAT2 — hydralazine-associated SLE

e VKORCI1 & CYP2C9 — warfarin-associated hemorrhage

e UGT1Al - irenotecan

e G6PD — primaquine-associated hemolysis

e HERG - quinidine-associated arrhythmia

e CYP2D6 - codeine, tramadol, antidepressant-associated
efficacy and AE, taxol

e Bcrlabl — glivec treatment of CML

e HER?2 — herceptinefficacy in breast cancer

e TPMT — 6MP and azathioprine-associated anemia

(e.g., VKORCI and CYP2C9 for warfarin dosing)
and direct drug selection by providing an indication
of susceptibility for a given therapeutic target (e.g.,
Bcr-abl for Glivec treatment of chronic myeloge-
nous leukemia). Despite the apparent great potential
of pharmacogenomics to permit precise individual-
ization of drug therapy and thereby, improve safety
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and efficacy, many of the purported ‘achievements’
have heretofore, been disappointing with respect to
their ability to significantly improve drug therapy for
large numbers of patients.

In view of the apparent complexity of pharmaco-
genetics and its integration into clinical therapeutics,
there are some general, practical queries which merit
consideration. These are summarized as follows:

Are the genes chosen for examination of quan-
titative importance to drug disposition and/or ac-
tion? As illustrated by Fig. 5, the regulation of
drug disposition and action is, in most instances,
polygenically determined. Thus, selection of a single
genotyping test may not provide a sufficiently com-
plete picture of the phenotypic consequences (e.g.
altered drug clearance, drug transporter function, re-
ceptor expression) for specific allelic variants in a
given gene. A relevant example resides in the use
of pharmacogenetics as a tool to aid in the selec-
tion of warfarin dose for anticoagulation. Recent in-
formation illustrates that polymorphic expression of
both CYP2C9 (the enzyme primarily responsible for
catalyzing biotransformation of the S-enantiomer of
warfarin) and VKORCI1 (the enzyme responsible for

bioactivation of vitamin K) when considered in com-
bination markedly improve the ability to accurately
predict warfarin dose requirements as compared to
CYP2(C9 genotype alone.

Does the drug display a narrow therapeutic range?
In the case of drug metabolizing enzymes where
genotyping is currently used clinically, the results
(i.e., implied phenotype) are most often directed at
either explaining an apparent drug-associated ad-
verse event or alternatively, preemptive dose ad-
justment (based on presumed phenotype) to avoid
toxicity (e.g., VKORCI and CYP2C9 to prevent
warfarin-associated hemorrhage by a priori dose
selection; UGTIA]I to individualize irinotecan dos-
ing; CYP2D6 to individualize dose of atomoxe-
tine in children with attention deficit hyperactiv-
ity disorder; TPMT genotyping for dose selection
of 6-mercaptopurine and azathioprine). The afore-
mentioned examples illustrate that the concern is
not only that with drugs that are known to have a
narrow therapeutic index in the general population
(e.g., warfarin) but also, compounds that in a seg-
ment of the population (e.g., patients with a poor-
metabolizer phenotype for a polymorphically ex-
pressed enzyme) may also exhibit a small difference

All Genes in Genome
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Set of genes
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and/or environmental
factors

Set of genes prioritized for pharmacogenomic

Set of genes
responsible for
modulation of
drug-receptor
Interaction

evaluation and use for individualizing therapy

Fig. 5. Selection of ‘candidate genes’ for selection in a either a study examining the role of pharmacogenomics in drug
disposition and/or action or alternatively, use as a clinical tool to individualize drug therapy. Those genes prioritized for
inclusion should be those shown to contribute markedly to drug pharmacokinetics and/or dynamics.
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between therapeutic and toxic dose. While drug tox-
icity always represents an adverse drug effect and
demands that the available scientific ‘tools’ of phar-
macokinetics, therapeutic drug monitoring and phar-
macogenetics be used in an effort to prevent or mini-
mize its occurrence, it is also important to recognize
that pharmacogenetic determinants of drug efficacy
also exist. This is exemplified by consideration of the
dose—concentration—effect relationship for the pro-
ton pump inhibitors; all of which are substrates for
the polymorphically expressed enzyme CYP2C19.
When treating infections caused by H. pylori, both
omeprazole and lansoprazole demonstrated a gene-
dose effect for CYP2C19 that correlated with treat-
ment success when standard doses of the drugs were
used.

Can the genotype be translated into a quantita-
tive reflection of protein activity capable of accu-
rately predicting function? The clinical utility of
pharmacogenetics is largely the result of being able
to accurately infer phenotype for a drug metabo-
lizing enzyme and/or transporter from genotype. In
those instances where genotype—phenotype concor-
dance is present, discernment of genotype can en-
able assignment of an individual to one of several
phenotypic groups (e.g., extensive (wild-type), ultra-
rapid, intermediate and poor metabolizers (variant
alleles)). While such an approach permits a form
of functional categorization that in some instances,
can profile risk of an adverse event and/or enable
a priori dose selection so as to ‘correct’ for phe-
notypic differences, it has rarely provided clinicians
with an accurate prediction of either a pharmacoki-
netic (e.g., plasma drug clearance) or pharmacody-
namic variables that can be used to individualize
drug treatment. A notable exception to this gen-
eral dictum appears to reside with genotyping for
CYP2D6. When one considers previous studies that
used pharmacologic probe substrates (e.g., debriso-
quine, dextromethorphan) to assign CYP2D6 phe-
notype, the difference between the extremes of the
frequency distribution for individuals classified as
‘extensive metabolizers’ is greater than one order
of magnitude. With the elucidation of 60 different
CYP2D6 alleles and examination of their association
with CYP2D6 activity as reflected by dextromethor-
phan biotransformation, it is now possible to assign
‘activity scores’ to specific genotypes. The utility
of this approach in a pediatric population has been
demonstrated by a recent study which examined the
impact of ontogeny on dextromethorphan biotrans-
formation during the first year of life.

Can the genotyping be performed accurately and in
quasi-real time? Over the past 25 years, the devel-
opment of sensitive and specific methods for quan-
tifying drugs from blood and other biological fluids
and their subsequent translation to the clinical labo-
ratory setting has enabled the development of Ther-
apeutic Drug Monitoring (TDM). Without question,
TDM has proven to be a clinically useful tool to in-
dividualize drug therapy. At its clinical inception,
TDM was generally used as a retrospective approach
to assess the adequacy of treatment. With advances
in pharmacokinetics (e.g., Bayesian estimation, pop-
ulation pharmacokinetic analyses) and automated
bioanalytical techniques which make results virtu-
ally available to the clinician within a few hours af-
ter a sample has been obtained, TDM has evolved
into a more prospective therapeutic approach. This
is not presently the case for pharmacogenetics de-
spite the marketing of chip- and bead-based tech-
nologies which enable the accurate performance of
an increasingly wide variety of genotyping assays;
the majority of which focus on polymorphically ex-
pressed drug metabolizing enzymes of quantitative
importance in human therapeutics (e.g., CYP2C9,
UGTIAI, CYP2D6). As the value of incorporating
pharmacogenetic information into therapeutic deci-
sion making increases, the demand for tests with
proven clinical utility will continue to drive tech-
nology and thus, the availability of genotyping. The
result will likely follow the pattern of TDM with re-
gard to the increased availability of accurate, reli-
able, timely and cost-effective testing in the clinical
arena.

What information is needed to interpret pharma-
cogenetics data in the context of therapeutic deci-
sion making? Like TDM, the true utility of clin-
ical pharmacogenetics will reside with the system-
atic evaluation of its ability to markedly contribute
to the outcome of drug therapy by making it safer
and more effective. In order to accomplish this over-
arching goal, a synthesis of information is required
S0 as to enable the effective interpretation and use of
pharmacogenetic information. Several examples of
the kind of information that must be available and
considered are as follows:
e Accurate genotyping information for all relevant
genes (Fig. 5)
e Complete access to the patient’s medical informa-
tion (i.e., the medical record)
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e Full access to the patient so that an appropriate
history (e.g., medical/disease history, diet history,
concomitant medications, evidence of use for al-
ternative medicines, etc.) can be taken

e Comprehensive knowledge of the clinical phar-
macology (e.g., concentration—effect relation-
ships, pharmacokinetic and pharmacodynamic
profile, information related to altered drug dispo-
sition and/or action consequent to development,
disease, concomitant drug therapy) for the drug(s)
of interest

e Ability to integrate medical, pharmacologic and
genetic information in a clinical “systems biol-
ogy” (i.e., whole patient) context

What professional expertise is needed to effectively
translate pharmacogenetics information into ef-
fective therapeutic decisions? When one consid-
ers the palate of information required to integrate
pharmacogenetic information into therapeutic deci-
sion making, it arguably may not fall to any one
healthcare discipline. As is the case for effective
use of TDM, a team approach will likely be re-
quired to effectively realize the potential of ‘clin-
ical pharmacogenetics’. The complimentary exper-
tise provided by professionals in clinical laboratory
medicine, nursing, clinical pharmacy and medicine
represent the collective skill set which encompasses
the information domain described above. Accurate
and timely information coupled with effective, dy-
namic communication between members of the ther-
apeutic team is required to convert translational sci-
ence into an effective tool with the potential to
individualize drug therapy.

Genetic
Constitution

Disease

What cannot be effectively explained solely by
pharmacogenetics? Human development repre-
sents a continuum of biological events which cul-
minate in producing a human of reproductive po-
tential. Facets of normal human development (e.g.,
somatic growth, maturation of organ function, psy-
chosocial development) have been clearly shown to
be capable of modulating both drug disposition and
action. As illustrated by Fig. 6, genetic constitution
generally (with the possible exception of epigenetic
events) represents the only ‘constant’ throughout de-
velopment with genotype being determined at birth.
In contrast, development represents more of a con-
tinuous variable. During the first weeks and months
of life, discordance between genotype and pheno-
type for some drug metabolizing enzymes exists as
a function of maturation in activity. This has been
demonstrated in a recent study which examined the
ontogeny of CYP1A2 and CYP2D6 activity by as-
sessing the biotransformation of caffeine and dex-
tromethorphan, respectively, in healthy infants dur-
ing the first year of life. In the case of dextromethor-
phan, concordance between CYP2D6 genotype and
phenotype was evident by two weeks of postnatal
age and after 1 to 2 months, CYP2D6 activity did
not change appreciably over the first year of life. In
contrast, maturation of CYP1A2 activity was more
dramatic over the first six months of postnatal life.
While development and pharmacogenetics con-
stitution may account for a substantial amount of
predictive variability during the first decade of life,
other intermittent ‘factors’ during this time can fur-
ther impact drug disposition and effect. As illus-
trated in Fig. 6, these may include environmental

Environment and
-~ 5 .
Y Socioeconomic
g Conditions
-

Fig. 6. Human development represents a continuum with distinct facets associated with somatic growth, maturation of

organs and organ systems, and psychosocial development. The net result is a physiologically mature human, capable of

reproduction. In the context of therapeutics, it must be recognized that genetic constitution, environment (including diet),

concomitant disease state(s) and their treatment cut across the continuum of development indifferential dimensions and as
a result, may modulate drug disposition and/or action.
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exposures, the impact of concomitant diseases and
their treatment(s) and nutrition (i.e., composition of
the diet, malnutrition, over-nutrition). The impact
of diet composition on caffeine biotransformation
(a surrogate for CYP1A2 activity) during infancy
was recently demonstrated where profound differ-
ences in caffeine elimination were found between
breast-fed and formula-fed infants.

IV. THE PHARMACODYNAMIC-
PHARMACOKINETIC INTERFACE

The dramatic impact that development can have on
the pharmacokinetics of a drug may also be as-
sociated with its pharmacodynamics. For example,
a single intravenous dose of famotidine in neonates
produced a sustained increase in gastric pH over a
24-hour period; a finding not seen in older infants
and children where gastric pH returned to baseline
(i.e. pre-dose) levels at approximately 8—12 hours
following a single intravenous dose. In the case of
neonates, the sustained response to famotidine was
attributed directly to the impaired clearance of the
drug which occurred consequent to developmental
immaturity in glomerular filtration. Thus, an appar-
ent age-dependent difference in the pharmacody-
namics of famotidine appeared to have a pharma-
cokinetic basis. In contrast, recent data from Scott
et al. failed to demonstrate an association between
reduced morphine plasma clearance in premature
neonates (presumed to be associated with reduced
glucuronosyltransferase activity) and analgesic ef-
fect as reflected by use of the Neonatal Facial Cod-
ing System.

Finally, developmental differences in pharma-
codynamics can be observed in the absence of
age-associated changes in the dose versus plasma
concentration relationship. Marshall and Kearns
demonstrated developmental differences in the phar-
macodynamics of cyclosporin. In this study, the ICs
for interleukin-2 (IL-2) expression observed in pe-
ripheral blood monocytes obtained from infants less
than 12 months of age and exposed in vitro to cy-
closporin was approximately 50% of the value ob-
served for older children. In this particular example,
the pharmacodynamic differences appeared not to
be the consequence of developmental dependence
on pharmacokinetics but rather, in the true drug—
receptor interaction.

V. A PRACTICAL APPROACH FOR THE
INITIATION AND MANAGEMENT OF
PHARMACOTHERAPY IN CHILDREN BY
USING TEN GUIDELINES

V.a. Introduction

Optimum individualized drug therapy first requires
that prescribers understand the general principles
of drug disposition and effect. Next, the physician
should choose the most effective drug and its correct
dosage, formulation, and route of administration, all
the while aware of its toxicity, contraindications,
drug interactions and side effects. Since children can
demonstrate age-related pharmacokinetic character-
istics that alter drug disposition, prescribing medica-
tions for pediatric patients requires an even greater
knowledge of the drug’s profile. It is imperative that
prescribers keep in mind the pharmacokinetic differ-
ences between adults and children as summarized in
Sections I-IV of this chapter. Emerging data on de-
velopmental differences in pharmacodynamics must
also be recognized.

Simply writing a prescription can have a pro-
found impact; in the past, courts have declared that
it is the responsibility of the physician to ensure that
orders are clear and unmistakable. One study eval-
uating medication errors in two children’s hospitals
demonstrated a frequency rate of approximately 5 er-
rors per 1000 medication orders. In addition, ap-
proximately 80% of those errors were due to either
overdosing or underdosing medications. Pediatrics is
the second most frequently implicated medical spe-
cialty in legal actions based on drug-related events,
with the wrong drug or wrong dose being the most
common claim. Written or computer assisted doc-
umentation of both the order and administration of
the drug is essential for evaluation of pharmacother-
apy. Remedial action to ensure compliance by the
patient and drug delivery system can only be under-
taken with data from such evaluations.

The practice of medicine requires decisions that
are both practical and evidence based; until recently,
lack of data regarding drug effectiveness in pedi-
atric patients has made this difficult. In the USA, re-
cent congressional legislation and FDA action have
encouraged the pharmaceutical industry to perform
an increased number of studies leading to pediatric
drug labeling. These studies are gradually correct-
ing the previous estimation that 78% of drugs listed
in the Physicians Desk Reference were without suf-
ficient pediatric use information. Presently, available
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information regarding drugs and their pharmacology
must be balanced with circumstances and conditions
unique to the location of the prescriber, and also
to the patient, such as endemic diseases, socioeco-
nomic issues, and access to medical care. With these
caveats, we offer guidelines in the form of a checklist
(Table 9) for initiation and management of pharma-
cotherapy in children.

V.b. Background

Is pharmacotherapy indicated? Under some con-
ditions drug therapy is inappropriate, unnecessary,
and possibly harmful. For example, though antibi-
otics are not indicated in the management of uncom-
plicated viral upper respiratory infections, many par-
ents request — even demand — a prescription for these
drugs. A few moments of explanation about the in-
efficacy of antibiotics in such situations may save
families time and expense while avoiding potentially
serious side effects and encouragement of resistant
strains of bacteria. Likewise, many parents eagerly
and aggressively treat perceived fever unnecessarily,
risking potentially serious side effects from need-
less and often excessive doses of antipyretics. The
practitioner who views these situations as an oppor-
tunity for educating and empowering parents about
the use — and misuse — of medications can impact
powerfully and positively on the families in his care.

What are the criteria to start therapy? The deci-
sion to begin drug therapy assumes that the prac-
titioner has evaluated the patient, formulated a
differential diagnosis, selected a probable work-
ing diagnosis, and developed a treatment algorithm
based on the potential risks and benefits of proposed
drug therapy. Also considered is drug cost which
may limit access to the drug. Even though many
medications are available as a generic product that
would typically provide the patient with the same
therapeutic benefits at a reduced cost, newer and
more effective drugs which do not have available
generic alternatives continue to appear on the mar-
ket. If the medication is not affordable, then the pa-
tient will not obtain the drug and unbeknown to the
physician, the drug is not taken and disease goes un-
abated.

After making a probable diagnosis and determin-
ing that pharmacotherapy is indicated, the clinician
then chooses an appropriate drug. This choice re-
quires knowledge of the patient, the disease entity

to be treated, and the drug itself. Patient-related fac-
tors include the patient’s age, whether neonate, in-
fant, child, adolescent or adult; medication allergies;
and the presence of other chronic medical problems,
such as renal or hepatic disease that may impact drug
clearance.

Often overlooked is initiation of drug therapy that
interferes with either making a diagnosis or evalua-
tion of treatment effects. For example, if a patient
is admitted for agitation, prescribing a sedative may
not be the most appropriate choice. The patient’s
history may reveal head trauma or other CNS con-
ditions that certain drugs may mask. An antipyretic
may mask symptoms of an infection, and use of an
anti-inflammatory drug for pain, rather than aceta-
minophen, may mask inflammatory signs essential
for diagnosis of rheumatoid arthritis. Thus, a drug
may confound efforts to make a diagnosis.

Simple but crucial issues such as the patient’s
ability to chew, swallow, or inhale the drug must
be considered. Children frequently require liquid
or chewable medications, and are often dosed by
weight; consequently, it is important to choose a
drug that is available in a strength that makes the
dosing volume manageable. Children also freely re-
ject medications that they find distasteful; finding
a formulation that they are willing to swallow im-
proves compliance. Medication cost is always an is-
sue, particularly when dealing with third party pay-
ment; generic formulations, while often less costly,
may not be as efficacious. All these factors must be
weighed when designing a treatment regimen.

Social issues, as well, are important in drug selec-
tion: Is the treatment regimen complicated, requir-
ing multiple doses of different drugs? Is the family’s
literacy level marginal, making the use of printed
instructions problematic. The caregiver’s ability to
read prescription labels and to measure doses ac-
curately is crucial, yet often never evaluated by
the prescriber. Davis and others have noted that
21% of American adults are functionally illiterate,
and that another 27% have only marginal literacy
skills. Additionally, Davis and colleagues concluded
that many FDA-approved, consumer-directed med-
ication guides currently in use are not likely to be
useful to patients with limited literacy. Finally, and
critically, is the drug compatible with the family’s
moral, ethical, cultural, or religious mindset? All
these issues may weaken compliance with the thera-
peutic plan.

Unique management requirements of the disease
are also important. Is the condition to be treated
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appropriately managed in the inpatient setting, the
outpatient setting, or a combination of both? Is
treatment best accomplished orally, intravenously,
topically, or via inhalation? For example, tuberculo-
sis typically requires treatment with multiple drugs
for several months. Conversely, appropriate therapy
for streptococcal pharyngitis may require a one-time
injection or a 10-day course of oral therapy. Treat-
ment of asthma may require both acute and chronic
inhalation therapy, as well as oral medications. Suc-
cessful drug treatment requires communication with
the patient and family so that treatment goals, ex-
pected duration of therapy, drug discontinuation pro-
cedures and desired outcomes of treatment are un-
derstood.

Medication allergies are potentially life threaten-
ing, and should be elicited in medical and family his-
tories taken by the clinician. Charting and substanti-
ating such information is also crucial. For instance,
is there an actual allergy, such as anaphylaxis to pre-
vious penicillin exposure? Or is the reported allergy
really an intolerance, such as nausea or diarrhea?
Careful questioning and documentation of these is-
sues are essential when designing a treatment regi-
men.

The therapeutic index and potential drug toxi-
city are critical factors in drug selection. Follow-
ing the admonition of Hippocrates to “first, do no
harm”, it is important to choose the safest, most ef-
ficacious drug for each clinical situation. No order
should be written until knowledge of a drug’s possi-
ble side effects, both intrinsic and dose-related, have
been considered and weighed. For example, prior to
the development of third-generation cephalosporins,
chloramphenicol was drug of choice for several life-
threatening bacterial infections, despite the possi-
bility of “gray baby” syndrome. The availability of
safer alternative antibiotic choices and understand-
ing of drug clearance in the infant have made the
“gray baby’ syndrome a clinical rarity today. Even
though a specific drug may be recommended for a
disease state, that drug may not be appropriate for
every patient in every situation. For example, amino-
glycoside therapy for a urinary tract infection may
not be the best drug if renal failure coexists, because
the potential for drug toxicity is increased.

What is the appropriate dosing regimen? De-
termining the appropriate dosing regimen — dose
amount, dosing interval, and route of administra-
tion — is as important as deciding upon the appropri-
ate drug, and incorrect dosing can result in serious

consequences ranging from suboptimal treatment to
toxicity. For best results, the dose is individualized
for each patient. In pediatrics, it is appropriate to
consider the diagnosis, any concomitant medications
and conditions, patient age and body size, and devel-
opmental maturity of organ systems responsible for
drug elimination. Today, most pediatric patients are
dosed according to body weight with further adjust-
ments as needed for age differences in drug clear-
ance. Neonates, for example, are dosed based on
gestational or postnatal age as well as body weight
because of the need to consider the maturation of
drug elimination routes. In the case of obese chil-
dren, all too common in the United States, lean body
mass may be a more appropriate basis for dose cal-
culation.

With some drugs, particularly those with a long
half life, a loading dose may be useful in order to
achieve a therapeutic level more rapidly. For exam-
ple, the half-life of phenobarbital in the neonate is
long, approximately 120 hours, with steady-state
concentrations achieved in two to three weeks.
A slowly-infused loading dose can be efficacious in
achieving seizure control within minutes, typically
followed by maintenance infusion and subsequent
transition to oral therapy daily.

Dosing interval, which may vary with patient age,
is a function of the drug’s half-life, which is the
time required for the concentration of the drug in
the plasma to decrease by one-half. The half-life de-
termines the frequency of dosing, and varies both
among drugs and patients. Drugs with short half-
lives must be administered more frequently; drugs
with long half-lives may be administered less of-
ten. The half-life for nifedipine is approximately
3-5 hours with a typical dosing interval of every
6—8 hours. For a drug with a short to intermediate
half-life (20 minutes—8 hours), the therapeutic in-
dex and convenience of dosing should be consid-
ered. A drug with a high therapeutic index may only
be administered once every one to three half-lives
whereas a drug with a low therapeutic index must be
given every half-life or more frequently in order to
avoid peak levels associated with toxicity. For a drug
with a long half-life (8—24 hours), the dose may be
given every half-life to achieve a convenient, compli-
ant and desirable regimen. The same scheme holds
true for drugs with a very long half-life (greater than
1 day). The drug may be administered once daily for
convenience and to increase patient compliance. The
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dosing interval for a drug is not always the same be-
tween a neonate, child and adult. For example, theo-
phylline may be administered to an adult three times
a day whereas for a young child the typical dosing
interval is four times a day. On the other hand, theo-
phylline may be administered to a neonate less fre-
quently. The differences in the dosing interval with
this agent are due to the slower clearance seen in
adults and an even slower clearance in neonates. The
average half-life of theophylline is 4-5 hours for a
child, 8 hours for nonsmoking adult and greater than
10 hours for a neonate. It is crucial to select a dosing
interval that is patient-friendly, so that compliance is
maximized. For example, common dosing intervals
include every 6, 8, 12, or 24 hours. Using uncom-
mon dosing intervals, such as every 18 or 36 hours,
may be problematic for some parents and impracti-
cal for others; regimens that interrupt sleep or school
performance typically decrease compliance.

Which route of administration is optimum? Choos-
ing the optimum drug administration route takes
into account the specific circumstances of each in-
dividual case. For example, can the patient toler-
ate oral medications, or is intravenous administra-
tion required? Does the patient have venous access?
For how long can it be maintained? Is intramuscular
administration a possibility? In many clinical situa-
tions, the available formulation determines the route
of administration. Antibiotics are a prime example of
this phenomenon; ceftriaxone, for example, is avail-
able only for parenteral administration while amox-
icillin is administered orally.

Even if a medication is available in multiple for-
mulations and dosage forms, the prescriber must
consider the absorption and distribution differences
between adult and pediatric patients. Blood supply at
injection or infusion site, available blood supply for
unit muscle mass, and skeletal muscle mass relative
to body mass vary with patient age and size, causing
drug absorption to vary, as well. A rapid intravenous
bolus in a pediatric patient might result in acute tox-
icity; a slow intravenous infusion, often required in
neonates, can cause erratic, unreliable drug delivery
in an older child. In addition, the volume of fluid
tolerated for intravenous delivery varies significantly
with the age and size of the patient. The blood supply
and blood flow to and from the injection site are of
prime importance since a gradual decrease in blood
supply per unit muscle mass is seen with matura-
tion. In addition, the skeletal muscle mass relative to

body mass is smaller in infants compared to adults.
These few examples clearly identify the depth of un-
derstanding required to understand the dosing differ-
ences between neonates, infants, children, and ado-
lescents.

Is therapeutic drug monitoring required? Thera-
peutic drug monitoring (TDM) can be vital in assess-
ing a patient’s response to treatment, especially in
cases involving the administration of drugs with nar-
row therapeutic windows, such as aminoglycosides,
antiepileptic agents, and digoxin. Serial monitoring
of serum drug levels provides data that are useful
in evaluating both therapeutic efficacy and adverse
effects; distinguishing disease effects from conse-
quences of non-compliance or drug toxicity; and ad-
justing dosage regimens in patient subgroups with
variable or rapidly changing drug disposition. How-
ever, like all data, drug levels must be considered in
context and evaluated with an understanding of sev-
eral factors in play in each clinical situation. It is im-
portant to realize that the ‘normal’ therapeutic range
reported is a guideline; not all patients are expected
to be included in this so-called ‘normal’ range. Some
may respond to lower drug levels with efficacy or
toxicity, and higher levels may be required for ef-
ficacy in other patients. Each set of values must be
considered individually for the changing drug dispo-
sition inherent in children as well as the drug level-
response relationship. Modify drug dose according
to patient status and plasma drug level, and not just
the drug level alone.

Serum drug concentrations can vary according to
sample timing, route and technique of drug adminis-
tration, and time of initiation or change in drug dose.
Ideally, samples should be drawn at steady state, typ-
ically five half-lives after the dose. Samples obtained
at trough levels, just before the next scheduled dose,
minimize the effects of absorption rate and typically
yield minimum concentration levels at steady state.
A change in dose resets the time to achieve steady
state levels.

Pediatric patients require other special considera-
tions when prescribing a drug that requires therapeu-
tic monitoring. Simply obtaining blood samples can
be difficult, depending on the age, developmental
maturation, and hydration status of the child. In
some clinical settings, a lack of personnel comfort-
able with pediatric phlebotomy makes sample col-
lection even more difficult, or even hazardous. As
well, some facilities lack on-site laboratories for
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processing specimens, making it almost impossible
to get important data in a timely manner. Once ob-
tained, drug levels must be evaluated in light of
unique aspects of pediatric pharmacology, such as
potential problems with drug administration, drug
absorption, and changing drug clearance.

How will drug efficacy be assessed? Prior to the
initiation of drug therapy, it is important to deter-
mine criteria for efficacy of treatment. Why was drug
treatment begun, and when and why should it be
stopped? Is the therapeutic goal a clinical cure, im-
proved quality of life, disease remission or a change
in laboratory value (i.e. a surrogate marker of clini-
cal outcome)? Sometimes efficacy is difficult to as-
sess in the pediatric patient, who may be too young
to answer questions like, “Do you feel better?”. The
pediatrician learns to rely on his patient’s actions,
such as going to the playroom, instead of remaining
quietly in bed. Tools have been devised to help older
children articulate their symptoms, such as num-
bered or pictorial pain scales which correspond to
the level of pain at a particular time. These provide
the physician with estimates of analgesic drug effi-
cacy. Always, it is important to interview caregivers
about the patient’s activity level, appetite, and be-
havior; those who spend time at the bedside have
valuable information about the child’s response to
drug therapy.

How will adverse effects be evaluated? Know-
ing the common and severe adverse effects of all
drugs prescribed, as well as their frequency, sever-
ity, and management, facilitates evaluation of signs
and symptoms and hence their possible relation to
drug therapy. In general, a practical “rule of three”
approach suggests that physicians should know the
three most common and the three most severe ad-
verse effects of every drug they prescribe. This
empirical but practical approach helps to avoid
polypharmacy when dealing with adverse effects;
rather than adding a medication (an anti-nausea or
anti-pruritic drug, perhaps), it makes possible other
management options. For example, the adverse ef-
fect may resolve if the dose is lowered, or its admin-
istration route changed (perhaps given with food).
Or perhaps the drug is no longer needed, and can be
discontinued. Some medications may cause adverse
effects early; the transient sedation common in the
early course of antiepileptic therapy is a prime ex-
ample. Therapeutic drug monitoring can implicate a
drug connected with an adverse effect.

What drug interactions are possible? Drug inter-
actions can range from clinically irrelevant to fatal,
and it only takes two drugs to cause a significant
reaction. When prescribing a new medication, it is
essential for the physician to be aware of all other
drugs that the patient takes concurrently, including
over the counter (OTC) products, nutritional prod-
ucts, and recreational drugs. A data base on cur-
rent drug interactions is often available at the local
or hospital pharmacy. Diet—drug interactions are not
uncommon and seldom suspected.

How will compliance be assessed? Evaluating
drug compliance in pediatric patients can be com-
plex and requires assessment of both patient and
parent behaviors. Among the factors affecting com-
pliance are number of drugs taken, dosing inter-
val(s), adverse effects, drug cost, patient or parent
educational level, and effectiveness of communica-
tion among pharmacist, physician, patient, and par-
ent. Children frequently do not comply when the
taste of the medication is unpleasant. Parental non-
compliance is often attributed to forgetting to give
a dose, discontinuing medication when the symp-
toms have cleared, misunderstanding dosing instruc-
tions, or ineffectiveness or side effects (perceived
or actual) of the medication. Additionally, children
who resist being dosed or who deny the presence of
symptoms or illness are often successful in avoid-
ing drug treatment. latrogenic compliance failure in
the hospital setting is often unrecognized. To detect
this each link in the chain of events for drug delivery
must be inspected. This begins with the physician or-
der and ends with a query of the patient. Compliance
in hospitalized patients in not guaranteed.

When and how should a medication be discontin-
ued? A plan for discontinuing medication should
be established when therapy is initiated. At the con-
clusion of the planned treatment period, it is appro-
priate to re-evaluate the patient and to decide if the
initial criteria for drug efficacy have been met. Ide-
ally, the patient’s condition should have reached a
defined endpoint, such as resolution of symptoms in
acute disease processes, or return to baseline status
in a chronic illness. Some drugs, such as anticonvul-
sants, steroids, and some antidepressants, require a
plan for tapering doses and gradual weaning to avoid
exacerbation of the disease.
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V.c. Guidelines for Individualized Drug Use

Table 9 shows a checklist for rational drug therapy of
children. The ten fundamental guidelines for phar-
macotherapy are both comprehensive and practical.
With few exceptions, these guidelines apply to drug
therapy of most diseases throughout the world. Con-
sideration of each item on the checklist stimulates
a priori considerations for drug initiation and con-
tinued use. (A concise pocket size summary of Ta-
ble 9 is included in the Appendix.) In addition to
the fundamental principles described in this chap-
ter, the reader is encouraged to consult the following
publications that were used for the guidelines seen
in Table 9 (from Robertson and Shilkofski, 2005;
World Health Organization, 2005; Bradley and Nel-
son, 2006; Yaffe and Aranda, 2004; Kearns and

in diseases frequently seen in children. A natural ap-
plication incorporates the checklist without need for
categorical recitation.

Case 1

A four-year-old male presents to an emergency room
at a small community hospital in the southeastern
United States with history of fever to 103 F, vomit-
ing, and increasing irritability. The emergency room
physician notes meningismus and makes a clinical
diagnosis of acute bacterial meningitis.

Clinical signs and symptoms and the confirma-
tory spinal tap are sufficient criteria for initiation of
drug therapy because serum, urine, and CSF spec-
imens have been submitted for immunologic and
bacteriologic evaluation, drug administration will

Reed, 1989; Jacqz-Aigrain and Morselli, 1989).

V.d. Application of the Checklist

Two case reports demonstrate application of the
checklist in Table 9 to short and prolonged drug use

not interfere with further diagnostic evaluation. The
physician consults a standard text and determines
that a third generation cephalosporin is drug of
choice in his locale. The physician orders an intra-
venous loading dose of ceftriaxone at 75 mg/kg to

Table 9. Checklist for rational drug therapy

Criteria to start therapy

Dose

Dose interval
Route

Use of TDM (Therapeutic Drug Moni-
toring)

Criteria for efficacy

Objective and subjective Common AEs
to monitor

Drug interactions (note frequency and
severity)

Compliance

Criteria for drug discontinuation

Diagnosis or likely working diagnosis

Does initiation of drug therapy interfere with making the diagnosis?

Drug of choice (e.g. cost, resistance, allergy)?

Body weight adjusted

Age adjusted

Adjust for absorption at route chosen

Adjust for organ of elimination: (Is it normal (?))

Dose load or not

A function of 7]/, or that in the label

Adjust for individual schedule of administration

Relates to speed and extent of absorption

Availability of formulation often determines route

(When to measure plasma levels of drug and What to do with them) #c5s =
Sxt /2 Valuable time for obtaining blood sample is at #cgs

Normal or desired therapeutic range is assessed with plasma level

Obtain plasma sample just before next dose to decrease effect of drug ab-
sorption

Define objectives of treatment before initiation of a drug

Note frequency and severity for a drug

Dependant on age, disease, and individual patient factors

Include drug action, absorption, elimination, and protein binding

Are they clinically significant?

Include OTC drugs, illegal drugs, and list drug interactions

Is the patient getting the drug as ordered?

Weakened by number of drugs, frequency of dosing, side effects, denial of
illness, cost

How long to treat — objective end point identified at initiation of therapy
When and how to discontinue the drug
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be followed by a maintenance dose of 100 mg/kg di-
vided q 12 h for 10 days, in accordance with CDC
(United States Center for Disease Control) guide-
lines. The physician notes that therapeutic moni-
toring of drug levels is not indicated with ceftri-
axone. He informs the parents that he will monitor
the child closely for decreasing fever and discom-
fort, improved responsiveness, and a gradual return
to normal appetite and activity levels. Changes in
laboratory values will be followed.

Over the course of treatment, the physician mon-
itors the patient for local reactions at the IV site
(redness or swelling), diarrhea, and hypersensitiv-
ity rash (three common side effects of ceftriaxone).
He also follows serum renal and liver functions and
blood counts for evidence of organ damage or abnor-
mal hematologic indices. The physician also follows
the child’s fever curve closely; remembering that
prescribed antipyretic/analgesic drugs may mask a
febrile response to infection. Nurses’ notes are read
to ensure that no doses of antibiotic are missed, even
though IV access must be re-established every third
day. On day eleven, after all treatment goals have
been met and the child’s laboratory findings are nor-
mal, the physician discharges the patient home with
his parents.

Case 2

A tearful new mother brings her one-month-old
daughter to the pediatrician for a routine visit, dis-
traught because the baby “throws up all the time”
and is “always fussy”. As the pediatrician is talking
with the mother, he notes that the baby frequently
arches backward, grimacing as if in pain. At this
point, the pediatrician makes a presumptive diagno-
sis of gastroesophageal reflux disease (GERD).
After discussing conservative measures for man-
aging GERD in infants, the pediatrician elects to be-
gin drug therapy. Since infant GERD is most often
diagnosed clinically, he believes that drug adminis-
tration will not interfere with any further diagnos-
tic evaluation. He prescribes an H-2 receptor antag-
onist, because there are drugs of this type available
in palatable, easy-to-administer liquid formulations;
additionally, there are published studies document-
ing the drug’s safety and efficacy in infant GERD.
The pediatrician calculates the dose based on the
infant’s weight, choosing the infant dose recom-
mended in a pediatric pharmacology reference text.
He prescribes a maintenance dose, given q.i.d. by
mouth prior to scheduled feedings, and advises the

mother to contact him immediately for GI distur-
bances and altered sleep patterns, the most common
side effects of the drug. He tells the mother that no
laboratory work or drug levels are indicated at this
time. At the follow-up visit, mother reports that the
baby is sleeping “much better”, and less fussy, es-
pecially after feeding. She reports that the child still
spits up occasionally, but does not appear to be un-
comfortable. The physician notes that the baby has
gained weight, and that both mother and child ap-
pear more rested. Subjective clinical criteria for drug
efficacy are appropriate in this case. After caution-
ing the mother to report any other illnesses or med-
ications, the pediatrician advises that the medication
will likely be continued for several months, based
on the baby’s symptoms. He also informs the mother
that the dose will probably be increased periodically,
as the infant’s weight increases. Both symptoms and
age of the child will give a basis for discontinuation
of the drug.
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APPENDIX: CHECKLIST FOR RATIONAL
DRUG THERAPY

Criteria to start therapy

Dose

Dose interval

Route

Use of TDM (Therapeutic Drug Monitoring)
Criteria for efficacy

Objective and subjective Common AEs to monitor
Drug interactions (note also OTC and illicit drugs
and diet)

Compliance

e Criteria for drug discontinuation
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I. SUMMARY drug—drug and drug—disease interactions. In addi-

Drug use in older patients generally is similar to that
in younger adults. There are however, unique chal-
lenges that make drug use more complicated in the
older population. These include altered physiology
that can change pharmacokinetics and drug sensi-
tivity with age. In addition, multiple diseases are
common in older patients and this leads to multi-
ple drug therapy. In turn the risk of drug—drug inter-
actions and drug—disease interactions increase with
age. These problems are discussed in this chapter in
addition to discussion of therapeutics of important
disorders in the older population.

II. INTRODUCTION

Effective treatment of older patients poses many
unique challenges. Age-related changes in body
composition and physiology, by altering drug han-
dling (pharmacokinetics), can affect dose require-
ments. Similarly changes in drug action (pharmaco-
dynamics) can alter the extent or on occasions the
quality of drug response. Added to these changes
are those due to diseases that affect organ function,
a common occurrence in older persons. Multiple dis-
eases prompt multiple drug use, raising the risk of

tion, some older patients experience difficulties with
drug adherence, reducing the potential for success-
ful treatment. To compound the problem, there has
been a relative neglect of instruction of age-related
pharmacology to medical and other health care stu-
dents and trainees. Older age groups traditionally
have been underrepresented in clinical pharmacol-
ogy research studies, even for drugs used mostly in
older age groups. In this chapter, these problems will
be discussed, emphasising the principles that im-
prove the safety and effectiveness of drug therapy
and also reviewing therapeutics of common impor-
tant conditions in older patients. Many other recent
reviews are available.

III. DRUG USE AND ADVERSE DRUG
REACTIONS

The elderly comprise an increasing section of the
population with a disproportionately high rate of
drug consumption. For example, in the US those
more than 65 years comprise about 12% of the pop-
ulation and account for about 25% of drug use. Drug
use is especially increased in older patients in hos-
pitals and in nursing homes. This high rate of use,
although likely of therapeutic benefit in many cases,

Drug Benefits and Risks: International Textbook of Clinical Pharmacology, revised 2nd edition
Edited by C.J. van Boxtel, B. Santoso and I.R. Edwards. 10S Press and Uppsala Monitoring Centre, 2008. © 2008 The authors. All rights reserved.
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may be inappropriate in other cases, leading unnec-
essarily to an increased risk of adverse drug reac-
tions. Many reports describe an age-related increase
in adverse drug reactions among both community
dwelling and hospitalised patients. While this sug-
gests increased susceptibility to adverse drug reac-
tion in older patients, further analysis suggests that
this relationship may be more complex. When dis-
ease severity and the number of drugs used are in-
cluded in the equation, it appears that the apparent
age-related relationship is abrogated. The rate of ad-
verse drug events (ADEs) is increased with age in
many, but not all studies. However polypharmacy
has a much stronger relationship than ageing with
ADEs; with an increase in the number of drugs taken
concurrently the risk of ADEs increases exponen-
tially (Fig. 1). Many adverse reactions can be se-
rious; about 7% of hospital admissions in the UK
are related to adverse drug reactions, more com-
mon in older adults and 9 and 63% of these were
classified as definitely or possibly avoidable, respec-
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tively. Based on a large meta-analysis, it was es-
timated that 76,000 or more hospitalised patients
died in 1994 in the US from adverse drug reactions.
Many adverse reactions are considered preventable;
one metaanalysis estimated that 88% of ADE hos-
pitalizations were preventable in older adults com-
pared to 24% in young adults. Thus, great care must
be taken to reduce the risk of adverse drug reac-
tions. It is important to minimise the number of
drugs used, to screen for potential drug—drug inter-
actions, to consider the risk of adversely affecting
a patient’s condition by adding or stopping a med-
ication, and to quickly recognise developing adverse
reactions. Common reactions include pruritus, nau-
sea, vomiting, rash, confusion/lethargy, diarrhoea,
unsteadiness, dizziness, falls, and incontinence. Se-
rious reactions include GI hemorrhage, intracranial
hemorrhage, renal failure, electrolyte disturbance,
heart block and fractures. Errors in prescribing, tran-
scribing, dispensing, and drug administration must
be avoided carefully. Computerised prescribing sys-
tems may help with this when available. Medications
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Fig. 1. Incidence of adverse drug reactions in relation to age (left panel) and relationship between the number of drugs
taken concurrently and the incidence of adverse drug reactions (right panel). From Nolan and O’Malley, 1988; used with
permission.
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should be included as an important aspect of patient
education. Care must be taken to enhance compli-
ance by use of reminder systems, use of simple reg-
imens, use of medication multidose containers and
by providing assistance at home with drug adminis-
tration.

IV. PHARMACOKINETICS

The magnitude of drug effect is related to the con-
centration of a drug achieved at the site of action
and to the sensitivity to the drug at the site of ac-
tion. The former is determined by pharmacokinetics
characteristics and the latter by pharmacodynam-
ics processes. Physiological changes, alterations in
homeostatic regulation, and disease modify pharma-
cokinetics and drug response in older patients (Ta-
ble 1).

IV.a. Absorption

There are some changes with ageing that have an ef-
fect on drug absorption. Prolonged gastric emptying
may delay absorption of some drugs in older per-
sons. The rate of absorption of some drugs such as
digoxin, and acetylsalicylic acid is delayed in older
subjects. Delayed absorption may prolong the time

to peak effect after a single dose of drug, of impor-
tance when rapid onset of action is required as in the
case of hypnotics or analgesics, for example. Other-
wise it is of little clinical consequence. The extent
of absorption is related to the absorptive surface in
the small bowel; there is such a large reserve that
the age-related reduction is not of significant im-
portance. Studies have shown that, overall, there is
little change with age in the extent of drug absorp-
tion.

IV.b. Bioavailability and Presystemic Extraction

Following absorption in the small bowel, many
drugs undergo metabolism in the intestine or in the
liver prior to entering the systemic circulation. This
lessens the amount of drug that becomes bioavail-
able. Whether ageing is associated with alterations
in intestinal metabolism is not yet well established.
However, the bioavailability of nifedipine, a drug
that is metabolised by CYP3A4 in the intestine,
is increased in older subjects, suggesting reduced
intestinal extraction. The effect of P-glycoprotein
(P-gp), an efflux transporter located on the mem-
brane of small bowel enterocytes on bioavailability
of substrate drugs in relation to aging in man has not
been well characterized. Ageing is associated with
a decrease in presystemic liver metabolism, with

Table 1. Effect of aging on drug disposition

Pharmacokinetic

parameters Physiologic changes of aging Clinical significance

Absorption Elevated gastric pH; reduced small- Little change in absorption with age (i.e., no clinical
bowel surface area significance)

Distribution Reduced total body water; reduced lean ~ Higher concentration of drugs that distribute in body flu-

body mass; increased body fat

Reduced serum albumin

Increased oq-acid glycoprotein

Hepatic metabolism

Renal elimination

Reduced hepatic mass; reduced hepatic
blood flow. Often decreased metaboliz-
ing isoenzyme activity. Pseudocapillar-
ization of hepatic sinusoids

Reduced renal plasma flow; reduced
glomerular filtration rate, altered tubu-
lar transport function

ids; increased distribution and often prolonged elimina-
tion half-life of fat-soluble drugs

Increased free fraction in plasma of some highly protein-
bound acidic drugs. Free drug clearance of such drugs is
better indicator of dose requirements than total clearance
Small decreases in free fraction of basic drugs bound to
a-acid glycoprotein

Often decreased first-pass metabolism; decreased rate of
biotransformation of many, but not all drugs; marked in-
terindividual variation in rate of hepatic metabolism

Decreased renal elimination of drugs and metabolites;
marked interindividual variation

Adapted from Vestal, 1979; used with permission.
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increased bioavailability of some drugs with high
hepatic extraction, such as verapamil, labetalol and
propranolol.

IV.c. Distribution

Because fat as a proportion of body mass is in-
creased with age, the volume of distribution of fat-
soluble drugs may be increased in older persons.
The increased volume of distribution also prolongs
the elimination half-life. For example, diazepam
elimination half-life is prolonged in older subjects
due to the increased volume of distribution, despite
the fact that systemic clearance is unaltered (Fig. 2).
Conversely, lean body mass declines with age and
the volume of distribution of water-soluble drugs
often is decreased in older patients. The extent of
distribution of a drug is one determinant of the con-
centration achieved in the plasma or other tissues
after a single dose. Thus, the loading dose of water-
soluble drugs such as digoxin or alcohol is decreased
in older patients due to a decreased volume of dis-
tribution. This may be one reason why older persons
are at increased risk of acute intoxication from alco-
hol.

Distribution of some drugs including fexofena-
dine, cyclosporine and verapamil is also determined
by activity of membrane bound transporters such
as P-glycoprotein, a 170-kd ATP dependent efflux
transporter member of the multidrug resistance as-
sociated protein (MDR) family. This is sited at the
blood side of the brain capillary endothelial cells.
Substrates that pass the blood-brain barrier (BBB)
can then be extruded by this glycoprotein transport-
ing mechanism. Recent studies of verapamil, a P-gp
substrate, uptake into the brain demonstrated in-
creased uptake in older compared to young adults,
consistent with an age-related decline in P-gp ac-
tivity at the BBB. This has possible significant im-
plications for age-related effect of P-gp transport
substrate drugs on brain function.

IV.d. Plasma Protein Binding

There are small changes in serum albumin concen-
tration with age, with concomitant small effects on
protein binding of some highly bound drugs such as
naproxen, salicylate, and warfarin. For such drugs
the free concentration rather than the total plasma
concentration is a better predictor of drug dose re-
quirements, particularly for drugs with low ther-
apeutic index (difference between the therapeutic
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Fig. 2. The relationship between age and the elimina-

tion half-life (upper panel), volume of distribution (middle

panel) and plasma clearance (lower panel) of diazepam in

healthy volunteers. From Klotz et al., 1975; used with per-
mission.

and toxic plasma concentration) such as phenytoin.
Overall this effect is minor and likely of little clini-
cal importance for drugs with a high therapeutic in-
dex. Likely of more importance are greater disease-
related alterations in serum albumin. Acute stress,
surgery, infections and other hypercatabolic condi-
tions can cause rapid reductions in serum albumin
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so that protein binding of highly bound drugs can
fall, increasing free fraction of drug available for dis-
tribution to the site of action. Age-related increases
in the concentration of the alpha-1 acid glycoprotein
increase the binding of some basic drugs such as lig-
nocaine (lidocaine) in older patients. In cases where
the carrier protein for highly bound drugs such as
phenytoin is reduced, the total drug concentration
also may appear to be low since the amount of bound
drug is decreased. In such cases, when possible, the
therapeutic concentration should be determined by
assay of the free drug concentration.

IV.e. Hepatic Metabolism

Many drugs are eliminated by metabolism, which
occurs mainly in the liver. The rate of metabolism
depends on the rate of drug delivery to the liver,
liver mass, and the amount and activity of drug
metabolising enzymes. Age-related changes in the
liver may alter the rate of drug metabolism. Liver
blood flow declines by about 40% with age. This
causes a decrease in the rate of metabolism of highly
extracted drugs such as lignocaine, verapamil, mor-
phine and labetalol following parenteral administra-
tion. For other, less extensively extracted drugs, the
rate of metabolism depends more on hepatic en-
zyme activity. Earlier studies suggest that the ac-
tivity and content of hepatic P450 enzymes did not
change with age. It was noted that liver volume re-
duced by about 25% in old compared to young indi-
viduals. This has been offered as an explanation for
reduced hepatic metabolism in older patients. More
recent studies indicate that there may be specific al-
terations in in vitro activity of some but not all of
the cytochrome P450 subfamilies with ageing. Stud-
ies in vivo in humans also have demonstrated vari-
able findings. One review found decreases in almost
all CYP 450-mediated drug elimination, whereas
another review found two of eight pathways stud-
ied were unchanged. For example, while clearance
of substrates of CYP2D6 such as propranolol is
not age-dependent, the rates of elimination of ery-
thromycin (measured by the erythromycin breath
test) and nifedipine are reduced, suggesting a decline
in activity of CYP3A4. A further explanation for a
reduction in drug metabolism is pseudocapillariza-
tion of hepatic sinusoids that occurs in rat and also
in human liver with advanced age, impairing oxy-
gen delivery for phase one drug metabolism (see
McLean et al., 2003).

Other drugs are metabolised by Phase II synthetic
reactions, catalysed typically by non-microsomal
enzymes. Processes include acetylation, sulphation,
glycine conjugation and methylation. Phase II re-
actions may be affected less frequently by ageing.
Thus according to some studies, the elimination of
isoniazid, rifampicin (rifampin), paracetamol (aceta-
minophen), valproic acid, salicylate, indomethacin,
lorazepam, oxazepam, and temazepam is not altered
with age. However, other studies have demonstrated
a reduction in metabolism of lorazepam, paraceta-
mol (acetaminophen), ketoprofen, naproxen, mor-
phine, free valproic acid, and salicylate, indicating
that the effect of age on conjugation reactions is vari-
able.

Although the effect of ageing in causing reduced
hepatic clearance of many drugs is important, it is
unpredictable and is one of many factors that influ-
ence biotransformation in older patients. Other fac-
tors include interindividual variation, ethnic back-
ground, drug polymorphism, liver disease, acute
disease states, nutritional status, tobacco smoking,
and other drugs that can cause induction or inhibi-
tion of drug metabolism. Since hepatic drug clear-
ance, when reduced, is so by about 30% on average,
the daily starting dose of a metabolised drug should
be reduced by 30% or more in older patients, par-
ticularly in very old, frail individuals. The dose can
then be adjusted cautiously according to clinical re-
sponse.

IV£. Renal Drug Elimination

It is well known that both glomerular and tubular re-
nal functions decline with age in at least one third
of individuals. As a result there is greater variation
in renal function in older subjects. Glomerular fil-
tration rate can be predicted by creatinine clearance,
which can be estimated based on measured serum
creatinine (Serc;) concentration. One such formula
is the Cochrane and Gault formula in which

Clcr (ml/min)
_ {150 — age (y)} x body weight (kg)
- Sercy (umol/l) ’

In males add 10%, and in females subtract 10% from
the value obtained.

The effect of age on the renal elimination of some
drugs is shown in Table 2. In general, the dose can
be guided by the estimated or measured creatinine
clearance. This should be performed in particular
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Table 2. Examples of medications with reduce renal
elimination

Amantadine
Amikacin

Amiloride
Ampicillin/sulbactam
Bumetanide
Captopril
Chlorpropamide
Cimetidine
Ciprofloxacin
Digoxin

Enalapril

Furosemide
Gabapentin
Gentamicin
Hydrochlorothiazide
Levofloxacin
Lisinopril

Lithium
Methotrexate
N-Acetylprocainamide
Oxipurinol (active metabolite of allopurinol)
Procainamide
Quinapril

Ranitidine
Streptomycin
Tobramycin
Triamterene
Vancomycin

for drugs with a low therapeutic ratio with reduced
renal clearance in older persons. Such drugs include
aminoglycosides, vancomycin, lithium, digoxin, and
procainamide. Subsequent dose adjustments can
be made depending on clinical response or ther-
apeutic monitoring. Anticipation of the effect of
decreased renal function is important, since the
risk of adverse drug events due to water soluble
drugs excreted by the kidney is increased in el-
derly patients with unrecognized renal dysfunc-
tion.

V. PHARMACODYNAMICS

In many instances, drug sensitivity (pharmacody-
namics) is altered in the elderly (Table 3). This may
be a result of altered receptor numbers, post-receptor
changes, alteration in membrane channel behaviour
or in homeostatic counter-regulation. For example,
B-adrenoceptor sensitivity appears decreased with

age. Early studies indicated that the chronotropic ef-
fect of isoprenaline (isoproterenol) and its inhibi-
tion by propranolol declined with age, suggesting re-
duced B-adrenoceptor sensitivity to both stimulation
and inhibition with advancing age. Consistent with
this were observations of reduced cyclic AMP re-
sponse to B-adrenergic stimulation perhaps related
in part to the decreased binding affinity of recep-
tors and to changes in post-receptor events, as have
been shown in human lymphocytes. However more
recent studies of the cardiac chronotropic effect of
isoprenaline in humans indicate that the decrease in
response with advancing age may not be simply due
to decreased S-adrenergic responsiveness but rather
to alterations in sympathetic and parasympathetic
response, an example of altered counter-regulation
with ageing.

Several studies have suggested increased sensi-
tivity of older persons to effects of benzodiazepines
(Table 3). For example, midazolam, widely used for
rapid sedation for procedures, requires lower doses
to reach defined end points of sedation that is at-
tributable to a 59% reduction in the ECsg (the con-
centration that produces 50% of the maximum ef-
fect) and not to changes in pharmacokinetics, as
shown in Fig. 3. The reasons for this increased sensi-
tivity are not known. Animal studies have not shown
any difference in brain benzodiazepine receptor den-
sity or affinity or effects on the associated chloride
channel function with ageing. In any event, ben-
zodiazepine doses should be reduced in older pa-
tients.

Natiuretic response to diuretics including fruse-
mide and bumetanide is reduced as a result of
decreased renal tubular secretion of diuretic Thus,
age-related changes in renal tubular function may
influence not only pharmacokinetics but also drug
action on the kidney (pharmacodynamics).

Altered homeostasis in older persons can lead
to important and common adverse drug effects; the
less robust homeostatic milieu may be stressed by
drugs, causing adverse effects. Examples include
orthostatic hypotension due to antihypertensives
and other agents that cause «-adrenergic block-
ade (e.g. terazosin, doxazosin, tricyclic antidepres-
sants and phenothiazines) in those with barorecep-
tor dysfunction. Diuretics can cause hyponatraemia
or hypokalaemia in older patients, whereas ACE in-
hibitors and NSAIDs can cause hyperkalaemia.
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Table 3. Effect of aging on drug response
Drug Action Effect of aging
Analgesics
Aspirin Acute gastroduodenal mucosal damage (0]
Morphine Acute analgesic effect 1
Pentazocine Analgesic effect 0
Anticoagulants
Heparin Activated partial thromboplastin time 0
Warfarin Prothrombin time 0
Bronchodilators
Salbutamol/albuterol Bronchodilation 0
Ipratropium Bronchodilation 0
Cardiovascular drugs
Adenosine Minute ventilation and heart rate response 0
Benazepril Acute antihypertensive effect 1
Diltiazem Acute antihypertensive effect b
Enalapril Acute antihypertensive effect b
Isoproterenol Chronotropic effect J
Phenylephrine Acute venoconstriction; acute hypertensive effect 0
Prazosin Chronotropic effect N
Timolol Chronotropic effect 0
Verapamil Acute antihypertensive effect b
Diuretics
Bumetanide Peak and extent of natriuretic effect N
Furosemide Latency and size of peak diuretic response N
Psychoactive drugs
Alprazolam Psychomotor function 0
Diazepam Acute sedation 0
Diphenhydramine Psychomotor function 0
Haloperidol Acute sedation J
Midazolam EEG activity, sedation T
Temazepam Postural sway, psychomotor effect, sedation b
Triazolam Psychomotor activity T
Others
Levodopa Dose limitation due to side effects b
Methylprednisolone Acute adrenal suppression 0
Tolbutamide Acute hypoglycemic effect N
Zolmitriptan Increase in systolic BP 4

1 = increased; | = decreased; O= unchanged.

Adapted from Cusack, Vestal, 1986; used with permission.

VI. DRUG-DISEASE INTERACTIONS

Because of the frequent co-existence of multiple dis-
ease and polypharmacy, the potential for drug dis-
ease interactions is an extremely important aspect of
drug therapy in older patients. Hepatic and renal dis-
ease, by altering drug clearance, can affect dose re-
quirements. Other diseases leave the patient at risk of
significant adverse effects (Table 4). The prescriber

should consider the possibility of a drug—disease in-
teraction prior to adding any new drug.

VII. TREATMENT OF IMPORTANT
DISORDERS IN OLDER PATIENTS

Some disorders, because of their frequency, clinical
impact and responsiveness to therapy, are important
to discuss in older patients. Appropriate drug ther-
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Fig. 3. Concentration—response curves and clinical end points for young and elderly subjects following intravenous infusion
of midazolam. The effect is expressed as a percentage of the maximum effect measured with the EEG median frequency
related to the concentration in the effect compartment. From Albrecht et al., 1999; used with permission.

Table 4. Important drug—disease interactions in older persons

Disease or disorder

Drugs

Adverse reactions

Cardiac conduction disorders

Chronic obstructive pulmonary

disease

Chronic renal failure
Constipation
Congestive heart failure

Dementia

Diabetes
Depression

Glaucoma
Hypertension
Hypokalaemia
Orthostatic hypotension

Osteoporosis

Peptic ulcer disease
Peripheral vascular disease
Prostatism

Unsteady gait

B-Blockers, digoxin, diltiazem, verapamil, tricyclic anti-
depressants

B-Blockers

Opioids

NSAIDs, radiocontrast agents, aminoglycosides
Anticholinergics, opioids

B-Blockers, diltiazem, verapamil, disopyramide,
NSAIDs, rosiglitazone
Opioids, antiepileptics, levodopa, antiparkinsonism

drugs, psychotropic drugs, anticholinergics
Corticosteroids, diuretics

Alcohol, benzodiazepines, B-blockers, centrally-acting
antihypertensives, corticosteroids

Anticholinergics

NSAIDs

Digoxin

Antihypertensives, diuretics, antipsychotics, tricyclic an-
tidepressants, levodopa, dopamine agonists, «-blockers
Corticosteroids

NSAIDs, anticoagulants

B-Blockers (non-selective)

Anticholinergics, «-agonists

Long-acting benzodiazepines, tricyclic antidepressants,
SSRIs, anti-psychotics

Heart block

Bronchoconstriction
Respiratory depression
Acute renal failure

Faecal impaction
Worsening of heart failure

Increased confusion, delir-
ium

Hyperglycemia
Precipitation or worsening
of depression

Exacerbation of glaucoma
Increase in blood pressure
Cardiac toxicity

Dizziness, falls, syncope

Fracture

Upper GI bleeding
Intermittent claudication
Urinary retention

Falls, injuries

Adapted from Cusack, 1989; reproduced with permission.
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apy of these conditions significantly improves out-
comes, while inappropriate use of these drugs can
reduce benefit or add the burden of adverse drug re-
actions. The following discussions attempt to high-
light areas of importance in treating elderly patients.
More complete discussions of individual drugs are
presented in specialist chapters.

VIl.a. Hypertension

Hypertension can be defined as a systolic blood
pressure > 140 mmHg and a diastolic blood
pressure > 90 mmHg. Isolated systolic hypertension
(BP > 140 mmHg with a diastolic blood pressure <
90 mmHg) is even more common in older persons.
It is now recommended to treat blood pressure in ex-
cess of these thresholds in older persons. Both the
risk of complications from hypertension, and bene-
fits of treatment increase with age. A meta-analysis
of 8 placebo-controlled trials observed that active
treatment of isolated systolic hypertension decreased
strokes (30%), coronary events (23%), cardiovascu-
lar deaths (18%) and total deaths by 13%. The au-
thors reported that the number of patients needed to
treat for 5 years to prevent one major cardiovascular
event was lower in men than women (18 vs. 38), at or
above age 70 compared to those under 70 (19 vs. 39).
Whether there is an upper age limit at which the ben-
efit of treating uncomplicated hypertension declines
is not known. Current evidence suggests that benefit
extends beyond the age of 80 years. On balance, the
systolic blood pressure is better than diastolic blood
pressure as a method of stratifying risk and as a tar-
get for treatment in older hypertensives. It is now
recommended that treatment should not be withheld
in patients with a systolic blood pressure between
140 and 159 as well as those with more severe sys-
tolic hypertension. Treatment should be based on an
average of 3 readings, ensuring that the patient is
resting for at least 5 minutes and that “white coat”
or pseudohypertension is excluded. Before and dur-
ing treatment, one should check for development
of symptoms and signs of orthostasis which is in-
creased in frequency in older patients.
Non-pharmacological life-style modifications, in-
cluding salt restriction, adequate potassium, calcium
and magnesium, weight loss and exercise, should
be considered in older patients. These interventions
constitute a feasible, effective, and safe nonpharma-
cologic treatment of hypertension in older patients.

Older hypertensives tend to have lower renin lev-
els than younger persons and based on this prin-
ciple, thiazide diuretics and dihydropyridines cal-
cium channel blockers may be preferred and may be
used initially. Thiazides are inexpensive, safe in low
doses (e.g. 12.5-25 mg hydrochlorothiazide daily)
and are effective in improving cardiovascular out-
comes. Effects on other cardiovascular disease risk
factors such as glucose, lipid and potassium concen-
trations generally are mild. In outpatients, the risk
of hypokalaemia, and hyponatraemia, increases with
age, mandating monitoring of electrolytes soon after
starting and later in follow up after commencing thi-
azide therapy.

Longer-acting dihydropyridine calcium channel
blockers such as felodipine, amlodipine, nitrendip-
ine and long-acting nifedipine improve cardiovas-
cular outcomes, including multi-infarct dementia, in
older hypertensives, with either diastolic or isolated
systolic hypertension. Nitrendipine has been found
beneficial in reducing cardiovascular outcomes in
patients with systolic hypertension, including pa-
tients with diabetes. Other drugs recommended for
treatment of hypertension in older patients include
ACE inhibitors, and angiotensin II inhibitors.

Beta-blockers can no longer be considered as first
line monotherapy for uncomplicated hypertension
in older patients since some studies suggest they
are less effective than diuretics and no better than
placebo in reducing cardiovascular outcomes. Their
use in elderly with hypertension probably should
be confined to those with other indications such
as angina, following myocardial infarction or with
heart failure.

VILb. Diabetes Mellitus

Older patients have predominantly Type 2 diabetes
mellitus, which shares with Type 1 the risk for
retinopathy, nephropathy and neuropathy, but car-
ries a greater risk for macrovascular complications
such as coronary artery disease, stroke and periph-
eral vascular disease. Many such patients have as-
sociated obesity, hypertension and hyperlipidemia,
compounding the risk of cardiovascular disease. The
goals of treatment of DM in the elderly are to
decrease symptoms related to hyperglycaemia and
to prevent long-term complications. Treatment of
type 2 DM can improve prognosis. In the UKPDS
trial, sulphonylureas, insulin, and metformin were
all associated with a reduction in diabetes-related
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endpoints of microvascular complications and de-
velopment of nephropathy. It should be noted that
clinical trials have shown that it takes about 8 years
to demonstrate reduction in microvascular compli-
cations with drug therapy of hyperglycemia whereas
only 2-3 years are needed to obtain benefit from
good blood pressure and lipid control. Thus, atten-
tion to control of blood pressure and dyslipidemia is
of paramount importance in treating older patients
with diabetes. Evidence from the UKPDS and other
sources support the goal of tight blood pressure con-
trol in type 2 diabetes. In the HOT study that in-
cluded patients up to age 80, there was a 51% re-
duction in major cardiovascular events in the group
with a goal of <80 mmHg compared to the group
with a target <90 mmHg in diastolic blood pres-
sure. In the UKPDS 38 report, those with a tight
blood pressure control (mean 144/82) had clinically
meaningful reductions in diabetes related deaths,
complications and retinopathy compared to the less
tightly controlled group (mean BP 154/87) (13). Dif-
ferent agents were used in these trials, suggesting
that blood pressure reduction, rather than the choice
of drug, was the explanation for benefit. Clearly,
aggressive blood pressure reduction should be em-
ployed in selected older patients with diabetes. Sim-
ilarly, because of the increased risk of myocardial in-
farction and known outcome benefit in older diabetic
patients, control of hyperlipidaemia is highly impor-
tant, with a goal of reducing LDL to 100 mg/dl or
less. Older diabetics should also be offered low dose
aspirin 75-325 mg daily for prevention of macrovas-
cular complications.

Older diabetic patients are a heterogenous group
and treatment needs to be individualized. Treatment
approaches and the goals of treatment of hypergly-
caemia should be discussed with the patient. Ide-
ally, in younger healthy elderly, a goal of reduction
of HbAlc to 7% is a reasonable target (the mean
HbAlc in the UKPDS trial was 7% in the intensive
treatment arm). This goal may have to be modified in
individual patients depending on treatment-related
side effects, risks of hypoglycaemia, severity of dis-
ease, comorbidity and life expectancy. For reasons
discussed above, in patients with a limited life ex-
pectancy of less than 5-10 years, careful control of
blood sugar to prevent microvascular complications
is of secondary importance. Finally, it should be re-
membered that the patients in the UKPDS trial had
a mean age of 55. Whether the data can be extrapo-
lated to older patients is not known.

Life-style changes are an important component
of blood sugar control. Diet, weight loss, and regu-
lar aerobic exercise reduce insulin resistance. These
life-style approaches to blood sugar control should
be strongly encouraged even in older, frailer diabet-
ics. At the same time it is prudent to understand limi-
tations to these approaches in frail persons with lim-
ited exercise ability or limited financial resources to
provide an appropriately balanced diet. If a trial of
diet and exercise does not provide adequate blood
sugar control, then one should consider oral agents.
An increasing array of oral hypoglycaemic agents is
available as shown in Table 5.

Sulphonylureas act by increasing release of in-
sulin from pancreatic B cells, reducing serum

Table 5. Oral hypoglycaemic agents

Class HbA . Name Dose range  Comment
reduction (mg/day)

Sulphonylureas 1-2% Chlorpropramide 100-750 Avoid in elderly

Tolbutamide 250-3000

Glibenclamide (glyburide) 2.5-20 Increased risk of hypoglycaemia

Glypizide 5-30

Glimepiride 1-4
Biguanides 1-2.0% Metformin 500-1700 Avoid with renal impairment, CHF
Thiazolidinediones 0.5-1.0%  Rosiglitazone Can worsen CHF
a-Glucosidase inhibitor 0.5-1.0%  Acarbose 75-300 Take with meals

Miglitol 150-300 Flatulence, abdominal pain
Non-sulphonylurea insulin ~ 0.5-1.0%  Repaglinide 1-16 Taken before meals to reduce
secretagogue meglitinides Nateglinide 180-360 postprandial hyperglycaemia
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glucagon levels, and potentiating the action of in-
sulin on target tissues. They are inexpensive and
are mainstays of oral therapy in older patients,
especially in non-obese patients. The more po-
tent agents such as glipizide are preferred in older
persons. Chlorpropramide and glibenclamide (gly-
buride) share an increased risk of prolonged hy-
poglycaemia and are not recommended in elderly
patients. Sulphonylureas have a rather flat dose-
response curve so that there is commonly little fur-
ther to gain by increasing the dose above the half-
maximal dose. Older patients may have impaired
counterregulatory response to blood sugar reduction
and are at increased risk of hypoglycaemia. Other
factors that predispose to hypoglycaemia include re-
nal impairment, liver disease, alcohol, and poor food
intake.

Metformin, the only available biguanide, has an
effect on both fasting and postprandial blood sug-
ars, perhaps by increasing peripheral glycolysis and
reducing hepatic gluconeogenesis. Metformin does
not cause hypoglycaemia or weight gain and is use-
ful in particular for obese patients. It can be used
alone or in combination with other agents. Met-
formin should be taken with meals, initially in low
doses, to avoid common GI side effects. Lactic aci-
dosis is a rare but serious adverse effect. The drug
should be avoided in those with an elevated serum
creatinine above the normal range for age. It is less
clear that old age per se is an absolute contraindica-
tion to use of metformin. Other risk factors for lactic
acidosis include hepatic dysfunction, alcohol abuse,
NYHA class 3 or 4 heart failure, severe lung disease
and a history of lactic acidosis.

Thiazolidinediones such as rosiglitazone or pi-
oglitazone decrease hepatic glucose output and in-
creases insulin-dependent glucose disposal in skele-
tal muscle. They can be used in combination with
oral agents or insulin. They should be given with
meals. They do not cause hypoglycaemia. These
agents can cause sodium retention and hepatic tox-
icity and are contraindicated in those with uncon-
trolled heart failure and active liver disease or abnor-
mal transaminase levels. Interestingly, rosiglitazone
provides more durable long term glycaemic control
compared to metformin or glyburide monotherapies
in older as well as in middle aged diabetics. Recent
studies have raised concern that rosiglitazone may
increase the risk of cardiovascular complications.

Acarbose and miglitol are «-glucosidase in-
hibitors of carbohydrate digestion in small intestine

brush border, thereby reducing postprandial hyper-
glycaemia. They are usually prescribed in addition to
other agents to help further improve glycaemic con-
trol. They have their greatest effect if taken before
high carbohydrate meals. Due to sugar malabsorp-
tion they cause flatulence, diarrhoea and abdominal
pain. Symptoms may be reduced by very slow titra-
tion of dose. Repaglinide and nateglinide, which are
meglitinides that function as pancreatic B-cell in-
sulin secretagogues with rapid absorption and short
duration of action, help to reduce post prandial blood
sugars. There is no evidence to date of altered effi-
cacy or risk of adverse events of these effective but
expensive agents in older patients. Exenatide, which
stimulates hyperglycemia sensitive pancreatic 8 cell
insulin release, with interesting potential benefits in-
cluding weight loss and low risk of hypoglycemia,
is very expensive and as yet has not been evaluated
well in older diabetics.

Insulin can be added to improve glycaemic con-
trol in those whose blood sugar is not adequately
controlled on oral agents. Although insulin clearance
may decline with ageing, this is not of great impor-
tance in determining insulin dose in older diabetic
patients with variable degrees of obesity and insulin
resistance. The goal is to use sufficient amounts of
insulin to achieve target HbA | levels with least risk
of hypoglycaemia. Different methods are employed.
Some experts advocate initial evening doses of a
longer acting insulin such as NPH or glargine, of-
ten in addition to oral agents. If lunch, afternoon
or evening blood sugars are too high, insulin can
be given twice daily in motivated, reliable older pa-
tients. Obese patients may have very high insulin re-
quirements and may be candidates for addition of
metformin, or in some cases, rosiglitazone. There is
some evidence that metformin and insulin provide
effective lowering of HbAlc with less weight gain
and fewer hypoglycaemic events than insulin alone
Clearly, insulin administration has to be tailored ac-
cording to the individual older patient’s needs, ca-
pabilities, and motivation to maintain careful gly-
caemic control while avoiding hypoglycaemia.

VIl.c. Coronary Artery Disease

Compared to 50 year olds, the incidence of CAD
rises fourfold in men and ten-fold in women aged
85-94. Thus the incidence increases with age, es-
pecially in older women so that the male to female
ratio declines to unity in those over 85. Moreover,
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the risk of death from CAD rises with age. Thera-
pies for treatment of stable angina, unstable angina
and myocardial infarction are similar in older and
young adults. The major questions are whether the
risk/benefit ratio and pattern of use are age-related.

VIl.c.1. A Stable Angina

Angina pectoris occurs when oxygen supplies are in-
sufficient to meet heightened demands that occur, for
example, during exercise or emotion. Treatment is
aimed at improving tissue perfusion or decreasing
oxygen demands. Nitrates are the primary drugs for
treatment. They act by causing vasodilatation in ar-
teries and veins, thereby reducing both afterload and
preload, respectively. This requires an initial step in
conversion of nitrates to nitric oxide, a step that re-
quires reduced sulphydryl groups. Continuous ad-
ministration can lead to tolerance, considered due
to sulphydryl depletion. Preparations include sub-
lingual nitroglycerin, oral preparations (isosorbide
mono- and dinitrate), transdermal nitroglycerin and
intravenous nitroglycerin. These agents remain ef-
fective in older patients. Adverse effects include hy-
potension due to vasodilation, and headaches. El-
derly patients should be evaluated for orthostatic
hypotension before and during treatment. It is not
known whether nitrate pharmacokinetics, including
absorption, changes with ageing. The effect of ni-
trates on human hand vein dilation and on systemic
cardiovascular physiology does not change with age-
ing. It is not known whether older persons are more
susceptible to nitrate tolerance. A drug-free interval
of at least 12 hours, typically overnight, is recom-
mended daily during chronic use to help prevent this
developing.

Beta-adrenoceptor antagonists cause reduction
in heart rate, myocardial contractility and in blood
pressure, thereby reducing myocardial oxygen de-
mands. Cardioselective f1-agents such as metopro-
lol, atenolol and bisoprolol are best used for treat-
ment of angina in older patients because of the
high prevalence of interacting co-morbidity such
as obstructive airways and peripheral vascular dis-
ease. Small studies suggest that the plasma levels
of metoprolol are unaltered but concentrations of
an active metabolite are increased in older subjects.
Although the systemic clearance of atenolol is not
age-dependent, dose requirements are likely reduced
in older patients with impaired renal function. Phar-
macodynamics of 8-blockers may be altered by age-
ing, however, as evidenced in one example where the

negative chronotropic effect of propranolol on heart
rate declined with age. In practice one should be cau-
tious in older persons, starting with lower doses (e.g.
metoprolol 12.5-25 mg bid or atenolol 25 mg daily)
and increasing the dose according to the response.
Important adverse reactions in this age group include
fatigue, symptomatic bradycardia, heart block, wors-
ening of airways disease and possibly, acutely, wors-
ening of congestive heart failure.

Calcium channel blockers are also used in angina
with beneficial effects on oxygen demands and sup-
ply due to afterload reduction, negative inotropism
and coronary vasodilation. Calcium blockers used
for angina include verapamil, diltiazem, and dihy-
dropyridines such as long-acting nifedipine, felodip-
ine and amlodipine. The clearance of some of these
drugs is lower in older persons than in young adults,
necessitating initial dose reduction. Increased sus-
ceptibility to conduction delay mandates careful
dose adjustment of verapamil or diltiazem.

Aspirin is of benefit in atherothrombotic disease
because, at low doses, it inhibits cyclooxygenase in
platelets, decreasing formation of thromboxane A»,
which is involved in platelet aggregation and coro-
nary vasoconstriction. In men with a mean age of
64 years, suffering from chronic angina, aspirin in
low doses reduced the risk of myocardial infarction
from 13% to 4% over an average of 5 years. As-
pirin (80-325 mg/day) therefore should be used in
older persons with chronic angina. Some studies,
however, that included elderly subgroups, indicate
a dose-related risk of significant bleeding of about
20-50 events per 1000 patients per year.

Unless contraindicated, lipid lowering with
HMGCoA reductase inhibitors (statins) should be
used to treat hyperlipidemia for prevention of car-
diovascular complications and are effective and well
tolerated in those at least up to 80 years with coro-
nary disease.

VII.c.2. Acute Coronary Syndrome

Drug therapy of acute coronary syndromes includ-
ing unstable angina and non-Q-wave myocardial in-
farction includes use of aspirin, heparin and anti-
ischaemic drugs and is similar in older patients to
other age groups. Activation of platelet thrombox-
ane production in the coronary circulation has been
demonstrated in unstable angina. The risk of my-
ocardial infarction or death is reduced by approx-
imately 50% by early aspirin therapy in recom-
mended doses of 160-325 mg per day and continued
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indefinitely. Heparin also is beneficial, and when
used in addition to aspirin, the risk of major com-
plications is reduced by 50% compared to aspirin
alone for the duration of heparin treatment. Heparin
is given as an i.v. bolus and infusion with a goal of
maintaining an APTT of 46 to 70 sec. Despite these
well-known benefits, older patients often do not re-
ceive aspirin and heparin therapy. More recently, low
molecular weight heparins such as enoxaparin and
dalteparin have been proven as good as or better than
unfractionated heparin and, although more expen-
sive, are easier to use. These may make use of he-
parin more widespread in older patients. Glycopro-
tein IIb/Illa inhibitors such as tirofiban, abciximab
and eptifibatide may add incremental benefit in addi-
tion to aspirin and heparin in patients including those
over 65 years. Their role in older patients is not yet
well established. Studies have shown that clopido-
gel, another antiplatelet agent that acts by inhibition
of a platelet ADP receptor required for platelet ac-
tivation, was beneficial in patients with acute coro-
nary syndromes including unstable angina, over half
of whom were over 65 years old. Benefit in reduc-
ing composite risk of cardiovascular death, myocar-
dial infarction and stroke was seen in all risk groups
and increased in higher risk individuals for a period
of 12 months. Clopidogrel is recommended in older
patients with unstable angina who are not immedi-
ate candidates for bypass surgery without bleeding
or thrombocytopenia.

Nitrates are required for symptomatic relief of
chest pain; they are not proven to improve hard
outcomes such as MI or death. Nitrates should be
given initially sublingually or by spray, followed by
oral or transdermal routes if pain is relieved. Lack
of pain relief mandates i.v. administration. Beta-
blockers such as metoprolol are used and may reduce
the risk of subsequent MI. Calcium channel block-
ers such as diltiazem, verapamil, or long-acting di-
hydropyridines can be added for symptom control
if nitrates and beta-blockers do not suffice; they do
not improve outcomes. In fact, they may worsen out-
comes in the presence of left ventricular dysfunction
or CHF in acute coronary syndrome.

VII.c.3. Myocardial Infarction

While the survival of older patients with ST eleva-
tion MI has improved in the last 20 years, it still
remains much higher than in younger adults. Thus,
the potential of treatments to improve outcomes in
absolute terms is greater in older patients. Despite

the potential for a significant impact on outcomes,
the effective therapies have not been well studied
and are often underused in older patients. Important
treatments include antiplatelet agents, beta block-
ers, thrombolytic therapy and ACE inhibitors. As-
pirin should be given to all patients unless aller-
gic in which case an alternative antiplatelet agent
such as clopidogrel may be used. Acute and con-
tinued aspirin can reduce adverse outcomes by over
20% in older patients. Beta-blockers have antiar-
rhythmic, antiischaemic and antihypertensive prop-
erties that can reduce pain, wall stress and infarc-
tion size. Early short-term use of beta blockers such
as metoprolol and atenolol is an important measure
that reduces mortality from myocardial infarction by
15% in patients at large and notably by 23% in those
aged 65-74 years. Longer-term use for up to 33
months also significantly reduces mortality. Despite
this, beta-blockers are underused in older patients,
especially those with systolic dysfunction who also
benefit. In one large study only 50% of patients dis-
charged after myocardial infarction were on beta-
blockers. These patients, after adjustment for con-
founders, had a 14% less mortality at one year com-
pared to non-treated patients. Every effort should be
made to use beta-blockers following myocardial in-
farction. Contraindications include significant car-
diac failure, pulmonary oedema, asthma, hypoten-
sion, bradycardia and greater than first degree heart
block.

In a large metaanalysis including 58,000 MI pa-
tients, thrombolytic agents were associated with sig-
nificant absolute reductions in 35 day mortality of
30 per 1000 in those treated within 0-6 h, and 20
per 1000 within 7-12 h of presentation. Mortality
reduction was significant in patients aged 65-74 at
27 per 1000 and was insignificant at 10 per 1000 in
those over 75. The modest risk of haemorrhage, in-
cluding stroke is increased in older patients. Thus
the current data support use in carefully selected pa-
tients under 75 but do not provide definitive sup-
port for those >75. The use of thrombolytic ther-
apy is reduced in older patients, even when allowing
for contraindications perhaps due to concern about
bleeding or delayed diagnosis. Heparin, used with-
out thrombolytics, is considered beneficial follow-
ing myocardial infarction, but in older patients it
may not be effective in reducing early mortality.
ACE inhibitors decrease blood pressure, ventricu-
lar wall stress and ameliorate left ventricular remod-
elling. Large studies have shown that ACE inhibitors
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such as captopril and lisinopril, administered within
24 hours for up to 42 days, reduce absolute mor-
tality by 4-5 lives per 1000 treated. Absolute ben-
efit is much greater in those with anterior MI with
either asymptomatic or symptomatic left ventricu-
lar dysfunction (EF < 45%). Older subjects were in-
cluded in these studies. Trandolapril therapy has in-
creased the life expectancy of patients, including
those over 65 years, with reduced LV function post
myocardial infarction. The time when 50% mortality
was reached was prolonged by 15.3 months (27%).
Based on these data older patients with myocardial
infarction should be treated with an ACE inhibitor
(typically captopril initially due to short half-life and
less cost), for 6 weeks and if there is evidence of left
ventricular dysfunction therapy should be continued
indefinitely.

VIL.d. Chronic Congestive Heart Failure

The prevalence of CHF increases and prognosis
worsens with age. Some studies demonstrate that age
markedly influences all follow-up events, including
total mortality, and mortality or hospitalisation re-
lated to CHF. Some studies suggest that physiologi-
cal changes occur in CHF with ageing; with an age-
related increase in systemic vascular resistance and
circulating noradrenaline (norepinephrine) concen-
trations and a decrease in renal function.

Drugs of known benefit in CHF are the same in
older and younger adult patients. Diuretics remain
important to reduce or eliminate sodium retention
and oedema. They can reduce ventricular diastolic
pressure, thereby decreasing diastolic ventricular
wall stress and promoting subendocardial perfusion.
Once oedema is controlled, diuretic use should be
reduced to avoid excessive neurohormonal activa-
tion or volume depletion. Motivated, co-operative
patients can adjust the diuretic dose to maintain
a consistent body weight. Loop diuretics such as
frusemide (furosemide) are most often used. The
response to frusemide is reduced in older persons
because of decreased presentation of frusemide to
the site of action in the renal tubule. Although inter-
esting, this not important clinically, since the dose
of frusemide is adjusted according to the response.
One should be particularly cautious in older patients
to avoid volume depletion, hypokalaemia or ortho-
static hypotension. Thus, initial doses of loop diuret-
ics such as frusemide, bumetanide and ethacrynic
acid should be low and treatment monitored by care-
ful evaluation of volume status and electrolyte lev-
els. Thiazide diuretics can be used for treatment of

milder CHF in patients with preserved renal func-
tion. The renal clearance of hydrochlorothiazide de-
creases with age.

Digoxin increases myocardial contractility by in-
hibition of sarcolemmal Na®/K*-ATPase and also
causes impairment of conduction (negative dro-
motropic effect). Digoxin is of benefit for patients
with systolic dysfunction with an ejection frac-
tion of 0.45 or less. Patients on digoxin (mean age
63 £ 11 years) in addition to diuretics and ACE in-
hibitors had fewer hospitalisations for heart failure
compared to those on placebo (63.5 & 11 years).
Digoxin appears to be of most benefit in those with
worst ventricular function (EF < 0.25). However,
digoxin did not alter mortality in the DIG trial. The
target plasma level should be around 1.0 nmol/l
(c. 0.75 ng/ml), the mean level in the DIG study.
Since digoxin clearance declines with age, digoxin
maintenance dose requirements are reduced in older
patients. The other main indication for digoxin is
for control of ventricular rate in atrial fibrillation,
particularly in the presence of cardiac failure. The
plasma level of digoxin required for control of rest-
ing ventricular rate in atrial fibrillation is unaltered
in older persons. Older patients may be at increased
risk of adverse effects including anorexia, nausea,
vomiting, visual disturbances, and cardiac toxicity,
characterised by arrhythmias and conduction distur-
bances.

Angiotensin  converting engzyme  inhibitors
(ACEISs) reduce peripheral resistance and improve
cardiac output in patients with CHF by blocking
production of the highly potent vasoconstrictor, an-
giotensin II, and perhaps by inhibiting bradykinin
breakdown, in the circulation and the heart. The sen-
sitivity of circulating converting enzyme to ACE
inhibition is unaltered with ageing. Since most of
these drugs, excepting fosinopril and trandolapril,
are cleared by the kidney, doses required in older
patients may be reduced due to decreased renal func-
tion. These drugs are important in treatment of con-
gestive heart failure. They improve symptoms, re-
duce hospitalisation and decrease mortality. Patients
over 65 years have been included in several stud-
ies with benefit observed in those up to 95 years of
age. Despite their proven benefit, ACEIs often are
underused in older patients with CHF and dosage
frequently may be inadequate. Older patients, es-
pecially the very elderly, should be started on very
conservative doses (e.g. captopril 6.25 mg daily)
after correction of volume depletion and hypona-
traemia. One should titrate very carefully to achieve
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doses equivalent to those used in successful stud-
ies (e.g. captopril 150 mg/day or enalapril 20 mg
daily). However, some patients may only tolerate
lower doses, due to impaired drug clearance or other
factors. Limiting outcomes to dose titration in older
persons include symptomatic hypotension, increase
of serum creatinine by more than 20%, and hyper-
kalaemia.

In patients who cannot tolerate ACE inhibitors for
reasons such as cough, angiotensin Il type I receptor
antagonists such as losartan should be prescribed.
These agents reduce afterload, improve cardiac out-
put and symptoms in heart failure patients. Several
studies in patients with class II to IV heart fail-
ure demonstrated benefit including significant reduc-
tion in death and hospitalization in elderly including
those over 85. Benefit appears similar to ACE in-
hibitors. In the ELITE study in elderly patients with
CHEF with systolic dysfunction, losartan 50 mg daily
was associated with similar improvement in NYHA
class and mortality rate compared to captopril 50 mg
tid. The patients generally tolerated losartan as well
or even better than captopril.

Beta-adrenergic blockers are effective in treat-
ment of CHF with systolic dysfunction in older pa-
tients. Beta-blockers can improve cardiac function,
left ventricular remodelling, and exercise capacity.
They reduce symptoms, hospitalization rate for heart
failure and death when used in addition to diuret-
ics, digoxin and ACE inhibitors. These trials showed
benefit in patients over 65 years Further studies
specifically in patients >70 years, one third of whom
had EF > 35%, showed a reduction in mortality or
cardiovascular hospitalization with treatment with
nebivolol that appeared unaffected by age, EF or
gender. As with ACE inhibitors, the starting dose in
older patients has to be low (e.g. carvedilol 3.125 mg
bid; metoprolol 6.25-12.5 mg daily) and the dose
slowly titrated to target doses if possible, watching
for evidence of hypotension and bradycardia. In the
MERIT-HF study the target dose of metoprolol was
200 mg daily, and in the COPERNICUS study the
target dose was 25 mg bid for carvedilol. Many el-
derly patients may not be able to tolerate these doses,
however. Aldosterone inhibitors such as spironolac-
tone and epleronone, help reduce mortality in pa-
tients with advanced heart failure. Electrolytes and
renal function should be closely monitored espe-
cially in old patients and these drugs should be used
with great caution if at all in those with renal dys-
function.

Older patients with CHF may be faced with mul-
tiple therapies of diuretics, ACE inhibitors/angioten-
sion II blockers and beta-blockers. This puts them
at risk of hypotension, orthostatic hypotension, azo-
taemia and electrolyte imbalance. Drugs should
be added carefully, starting at low dose and pa-
tients should be monitored for volume depletion and
changes in serum creatinine and electrolyte concen-
trations.

Patients with CHF and a normal ejection frac-
tion are considered to have diastolic dysfunction.
The frequency of CHF with diastolic dysfunction in-
creases with age. Such patients benefit from treat-
ment of the underlying cause such as hyperten-
sion or ischaemia. Inotropic agents such as digoxin
should be avoided. Diuretics, S-blockers, ACE in-
hibitors can be used. Aldosterone inhibition, us-
ing spironolactone or epleronone, may be beneficial.
Carvedilol improves diastolic dysfunction in dias-
tolic CHF. However the long-term benefit of differ-
ent drug therapies has not yet been defined.

VIl.e. Alzheimer’s Disease and Related
Disorders

Dementia is a common, age related disorder in older
people, affecting about 5% of those over 65 years
with a prevalence of 30% in those over 80 years.
The most common causes include Alzheimer’s dis-
ease (up to 60% of cases), vascular dementia,
dementia with Lewy bodies, and frontotemporal
dementia. The natural history of most dementias
is that of inexorable decline in cognitive function.
Complications of dementia are common, includ-
ing depression, behavioral disturbances, psychotic
features and sleep disturbances. Comprehensive
guidelines for pharmacotherapy have been devel-
oped by many societies. Acetylcholine esterase
inhibitors such as donepezil, galantamine and ri-
vastigmine are approved for treatment of mild to
moderate Alzheimer’s dementia — they increase
acetylcholine neurotransmission, which is decreased
in Alzheimer’s dementia. These agents appear to
have similar efficacy in producing a modest im-
provement in cognitive function and in global func-
tion in those with mild to moderate dementia.
Assessment of progress should be performed on a
regular basis, using a cognitive testing instrument
in addition to careful evaluation of the patient and
obtaining a history from caregivers. Side effects in-
clude nausea, abdominal discomfort, diarrhoea and



218 Drug Benefits and Risks

bradycardia. Memantine, an NMDA receptor antag-
onist works by a different mechanism and is mod-
estly effective in treatment of moderate to severe
Alzheimers dementia either alone or in addition to
a cholinesterase inhibitor. Other possible therapies
such as vitamin E, selegiline and Ginkgo biloba are
less well proven.

Behavioural disturbances are very common with
agitation, hyperactivity, aggression, wandering and
psychotic features such as delusions, paranoia and
hallucinations. It is important to attempt behavioural
approaches initially, including environmental adap-
tations and specific techniques such as distraction,
exercise, behavioural management or group social-
isation therapies that have demonstrated benefit.
These behaviour disturbances often resolve sponta-
neously. It is most important to try to diagnose any
precipitating cause such as infection, medications,
pain, constipation or dehydration. If behavioural ap-
proaches fail to achieve a tolerable level of distur-
bance and there is distress or risk of injury to the
patient or caregivers, drug therapy should be consid-
ered.

Antipsychotic agents are modestly effective in
improving behavioural symptoms and for psychotic
disturbances. They should be used at the lowest ef-
fective dose (Table 6). Since the long-term safety
and efficacy of these drugs is not established, dose
reduction or drug cessation on improvement of
symptoms should be attempted. Since it is not clear
that there are differences in efficacy, the adverse
affect profile should be considered in drug selec-
tion. Traditional antipsychotics such as haloperi-
dol can be used in low doses, but carry the risk of
producing parkinsonism, akathisia, orthostatic hy-
potension, falls, and drowsiness. In addition, older

patients are particularly susceptible to the compli-
cation of tardive dyskinesia. Drugs with significant
anticholinergic activity, such as thioridazine, should
be avoided as a rule. Newer atypical antipsychotics
including risperidone, quetiapine and olanzapine are
much more expensive, but appear moderately effec-
tive according to initial studies. Although they carry
a lower risk of extrapyramidal side effects than tra-
ditional agents, adverse effects such as sedation may
offset their benefit. They appear to be associated
with a small but definite risk of death, an effect, how-
ever, that may be shared with conventional antipsy-
chotics such as haloperidol. Metabolic side effects
such as weight gain and increase in blood sugar and
lipids appear modest in older patients treated with
relatively moderate doses of atypical antipsychotics
and their importance in this age group has yet to be
determined. The risk/benefit of antipsychotic drugs
should be discussed prior to use. Use should be lim-
ited in duration with attempts to wean the patient off
the antipsychotic agent. Antidepressants, including
trazodone, benzodiazepines, anxiolytics (e.g bup-
spirone), trazodone and anti-epileptic agents (car-
bamazepine, valproic acid) have also been studied in
small trials for dementia-related behavioural disor-
ders with variable and unconvincing benefit. Sleep
disturbance is common. Usual sleep hygiene mea-
sures should be attempted. Trazodone is often rec-
ommended for hypnotic purposes in demented pa-
tients.

VILf. Depression

Depression is relatively common in older persons;
about 3% of those over 65 suffer from major de-
pression and up to 15% have clinically significant

Table 6. Usual recommended doses and common side effects of neuroleptic agents used for psychosis or behavioral
disorders in dementia in the elderly

Drug Starting dose Maintenance dose Comments/Adverse effects

Haloperidol 0.25-0.5 mg qd 0.5-2 mg bid OH, EPS, and TD are problematic

Aripiprazole 2.5-5mgqd 10-20 mg qd Little experience in elderly

Risperidone 0.5 mg qd 0.5-1 mg bid OH, EPS at higher doses

Olanzapine 2.5mgqd 5-10 mg qd Sedation, OH

Quetapine 12.5-25 mg qd 37.5-75 mg bid Sedation, OH

Ziprasidone 10-20 mg bid 20-40 mg bid Mild QT prolongation, limited experience in elderly
Clozapine* 12.5 mg bid 50-75 mg bid Agranulocytosis, OH

EPS = extrapyramidal symptoms; OH = orthostatic hypotension; TD = tardive dyskinesia. These doses represent usually effective doses
but individual patients may respond to lower or higher doses. *Should be used rarely due to risk of bone marrow depression.
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Table 7. Antidepressant drugs often used in the elderly

Drug Initial dose Dose range Active Comment

(mg/day) (mg/day) metabolite
Desipramine 10-25 25-100 None Less sedating
Nortriptyline 10 20-100 10-hydroxy More sedating, less orthostasis
Fluoxetine 10 10-50 Nor Long half-life, increased plasma levels
Sertraline 25 50-150 desmethyl Diarrhoea common; less effect on CYP 450
Fluvoxamine 25 50-200 None Nausea and vomiting are frequent
Paroxetine 10 2040 None Anticholinergic effects; increased plasma levels
Citalopram 10 2040 desmethyl Highly specific inhibitor of serotonin
Escitalopram 5-10 5-15 s-desmethyl More potent than citalopram
Nefazodone 100 100-400 Hydroxy Short half-life, ! hepatotoxicity
Buproprion 100 150-300 None Short half-life;! seizure risk
Venlafaxine 50 50-225 O-desmethyl Short half-life;! increases blood pressure
Duloxetine 20 20-60 Increases BP, urine hesitancy
Mirtazepine 7.5-15 1545 Sedating; rare blood dyscrasias

LShort half-life necessitating two or three daily doses; slow-release formulations available.

symptoms. Prevalence is much higher in the med-
ically ill and in institutionalised elderly. Depression
causes much suffering, affects cognitive function,
and increases the risk of mortality from medical ill-
ness and suicide. The risk of suicide is greater in
older patients with depression, particularly in males.
Drug treatment can be effective, with the goal of
remitting symptoms, and, equally importantly, sus-
taining the remission from depression. When pos-
sible, pharmacotherapy should be combined with
psychotherapy for most effective results. Available
medications include tricyclics, selective serotonin
uptake inhibitors (SSRIs), serotonin—noradrenaline
reuptake inhibitors (SNRIs), monoamine oxidase in-
hibitors (MAOIs) and other atypical heterocyclic
agents as shown in Table 7. Tricyclic antidepressants
are well documented as effective in treatment of de-
pression in late life and are as effective as SSRIs
in older persons. They are less expensive than other
choices. Their usefulness is limited by side effects,
including sedation, anticholinergic symptoms (such
as dry mouth, urine retention or cognitive impair-
ment), orthostatic hypotension, falls, and, most se-
riously, cardiotoxicity and lethality in overdose. Pre-
treatment EKGs are required to detect conduction
disorders than can be worsened by tricycyclics. Of
the tricyclic antidepressants, the secondary amines
nortriptyline and desipramine are preferred, due to
less anticholinergic potency and orthostasis (nor-
triptyline) with goal plasma concentrations of 60—
120 pg/ml and >115 pg/ml, respectively. Selective

serotonin reuptake inhibitors (SSRIs) such as flu-
oxetine, fluvoxamine, sertraline, paroxetine, citalo-
pram and escitalopram have less affinity for his-
tamine, acetylcholine and adrenergic receptors and
cause fewer side effects. Because of relative safety
in overdose in this at risk population, they are pre-
ferred, when financially feasible, to tricyclic antide-
pressants. The SSRIs are structurally heterogeneous
and have different pharmacokinetic properties, CYP
450 inhibition and adverse effect profiles in elderly
subjects. Fluoxetine has a very long half-life in el-
derly patients (330 h for norfluoxetine, an active
metabolite). Its use may be problematic in older pa-
tients for that reason. Other agents have shorter half-
lives than fluoxetine but in some cases plasma levels
are higher than in younger patients, suggesting use
of lower starting doses.

Side effects, mainly due to serotonin reuptake in-
hibition include GI upset, nervousness, and sexual
dysfunction. SSRIs are associated with an increased
risk of falls. Hyponatraemia due to SIADH is an
uncommon, but important side effect in elderly pa-
tients. Selective serotonin and norepinephrine reup-
take inhibitors (SSNRIs) such as venlafaxine and
duloxetine are also useful in older patients. Other
heterocyclic antidepressants of importance in older
patients because of relative safety include bupro-
prion and mirtazepine. They are reserved for pa-
tients with resistance to or intolerance of SSRIs.
Currently, trazodone is used mostly for sleep distur-
bance in depression in doses of 50—100 mg at bed-
time. The monoamine oxidase inhibitors phenelzine,
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tranylcypromine, and moclobemide are effective in
many forms of depression but should be prescribed
only by mental health specialists. Orthostasis can
be troublesome in older recipients. The benefit of
amphetamine-like agents, such as methylphenidate,
although only documented in small clinical trials,
can, in the author’s experience, be very useful to ex-
pedite recovery in frail, medically ill, older patients
with severe depression and poor oral intake. They
are typically used in addition to conventional antide-
pressants.

VILg. Osteoarthritis

Osteoarthritis, or degenerative joint disease, is an
age-related disorder in the older population. The
methods of treatment include important non-pharma-
cological approaches such as exercise to increase
range of motion and contiguous muscle strength,
such as quadriceps exercises for knee osteoarthri-
tis. The goal of pharmacotherapy is relief of pain
to permit functional use. Analgesics are of central
importance. Paracetamol (acetaminophen) is widely
used since studies have shown it causes similar re-
lief of pain in osteoarthritis compared to ibuprofen
(1200 or 2400 mg daily) when used in relatively high
doses of 4 g daily. The effect of aging on biotransfor-
mation of paracetamol by sulphate and glucuronate
conjugation is variable according to small studies
performed to date. Paracetamol appears well toler-
ated in older patients but doses in excess of 4 g
daily are not recommended due to the risk of he-
patotoxicity. Alcohol ingestion and poor diet are ad-
ditional risk factors for hepatotoxicity. Drug doses
should be halved in hepatic disease. The combina-
tion of paracetamol and a NSAID at lower dose may
also be more beneficial than a high-dose NSAID.
NSAIDs are among the most widely used drugs in
older patients. They inhibit cycloxygenase (COX),
both type 1 that is expressed constitutively in many
tissues including GI mucosa, kidney, and platelets
and type 2 that is induced in inflammatory tissues.
Inhibition of COX type 2 is considered to mediate
the anti-inflammatory effects of NSAIDs. Pharma-
cokinetics in older persons show modest changes,
with often a reduction in protein binding, and clear-
ance may be reduced especially for parent drugs
or active metabolites excreted by the kidney. Over-
all, pharmacokinetics is not markedly different, but
in cases with high protein binding (e.g. naproxen)
free drug clearance is reduced. There is not much
difference in general in the effectiveness of these

drugs in the treatment of osteoarthritis, but individ-
uals respond to a variable extent to specific agents.
Response should be monitored and, if no apprecia-
ble benefit is seen, the agents should be stopped.
NSAIDs are generally well tolerated, but some ad-
verse effects are of concern in the elderly. A study
in the UK indicated that 3% of admissions in older
patients were due to conditions either caused (GI
toxicity) or aggravated (renal impairment or CHF)
by NSAIDs. They can produce a further decrement
of GFR function in older persons with baseline re-
nal impairment. Renal function should be monitored
during treatment. NSAIDs also may be an indepen-
dent risk factor for hypertension, and can increase
the risk of hospitalisation with CHF in older patients.
However, gastropathy is the most serious adverse
outcome of NSAIDs, claiming over 16,000 lives in
the US in 1997. Increasing age is an independent
risk factor for gastrointestinal toxicity, such as gas-
tritis or ulceration or ulcer complications including
bleeding or perforation. Risk of gastropathy or com-
plications is further compounded in patients with a
history of peptic ulcer, concomitant corticosteroid
use, higher dose of NSAID, or use of anticoagu-
lants. Strategies to reduce the risk of such events
such as prescribing lower doses of NSAIDs and em-
ployment of lower risk NSAIDs should be consid-
ered in the elderly. Less gastric toxicity allegedly is
found with diclofenac, nabumetone, etodolac and, in
particular, non-acetylated salicylates such as salicyl-
salicylic acid (salsalate). Initial dosage of salsalate is
500-750 mg bid in older patients and is a less expen-
sive choice. Agents such as celecoxib and rofecoxib
that are selective COX-2 inhibitors and thus may
cause less gastropathy, either have been withdrawn
or have become unattractive options due to the risk
of cardiovascular complications. Older patients, es-
pecially with another of the risk factors for gastropa-
thy as mentioned above, should receive concomitant
therapy with high-dose H, receptor blockers (e.g.
ranitidine or famotidine), or a proton pump inhibitor
(omeprazole or lansoprazole), or the prostaglandin
misoprostol. The latter two choices appear more ef-
fective than H, blockers in peptic ulcer prevention.
There are some additional choices in patients
with refractory arthritis despite the use of NSAIDs or
paracetamol (acetaminophen), alone or in combina-
tion. Narcotics can be used with little risk of addic-
tion, but with the caveat that they can cause cognitive
changes, constipation, urine retention and respira-
tory depression (see section on analgesics). Codeine
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or tramadol are reasonable initial choices, avoid-
ing propoxyphene due to less favourable risk/benefit
ratio in elderly. More potent choices may be re-
quired such as hydrocodone, oxycodone, morphine
or methadone. Intra-articular corticosteroid injec-
tion of large accessible joints such as the knee may
provide benefit. This can be used no more that 23
times per year to avoid further cartilage breakdown.
Local applications of topical capsaicin may help re-
duce pain. Some patients receive benefit for several
months from a course of intra-articular injections
of hyaluronate, but this is an expensive approach.
Arthroscopic surgery can provide additional benefit
until arthroplasty is finally indicated.

VIII. CONCLUSION

The treatment of disease in older persons is a chal-
lenge to the prescriber’s knowledge and judgement.
Although age-related physiological changes are im-
portant determinants of drug disposition and effect,
disease, drug—drug interactions, and problems with
compliance often complicate drug therapy. In addi-
tion, it is not unusual that quality, evidence-based
approaches to therapy are marred by lack of data in
the older population. Prescribing practices may limit
potential benefit to the elderly due to underuse of ef-
fective therapies or overuse of agents with less clear-
cut risk/benefit ratio. But the situation is improving,
with the advent of newer, often safer drugs, and in-
creasing evidence of therapeutic benefits in this pop-
ulation. The prescriber must be vigilant in ensuring
that drug use is appropriate and based on a sound
knowledge of geriatrics therapeutics principles.
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